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Abstract

Flows in the s-shaped intake (Royal Aircraft Establishment intake model 2129 -
M2129) have been simulated and analysed using Computational Fluid Dynamics
(CFD). Various flows have been simulated from steady through-flow for validation and
verification, steady flows at a variety of angles of pitch and yaw, and the unsteady flow
of surge wave propagation following the application of surge signatures at the engine
face. Reynolds Averaged Navier-Stokes (RANS) simulations have been considered us-
ing the SA, £ — w and SST turbulence models where possible. The freestream Mach
number was fixed at 0.21 and the Reynolds number based on the non-dimensional
engine face diameter was 777,000 for all cases.

The Glasgow flow solver PMB was used and second order accuracy was achieved
in both space and time. Grid and time step convergence studies verified the numerical
method, the grids being of the structured multi-block type. A comprehensive valida-
tion study was undertaken on the steady through-flow problem. Previously examined
low and high mass flow cases were studied. It was found that the low mass flow re-
sults compared well with previous computational solutions. Problems however were
encountered in the quantitative prediction ot the secondary flow when compared with
experiment however the SS'T model did qualitatively predict this. The high mass flow
case proved more challenging. Solutions predicted two different flow regimes depend-
ing on the turbulence model used. It was found that the SST model provided a good
match with the primary set of experimental data. Confidence in this result was gained
as it also performed well in the low mass flow case and also as it has shown previ-
ous improvements in the prediction of separation in flows with strong adverse pressure
gradients.

The M2129 intake was then examined at various angles of pitch and yaw for the

same low and high mass flow cases using the SST turbulence model. Positive angles

of vaw reduced the effect of the ofiset causing lower values of distortion and better
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pressure recovery. Negative angles of yaw accentuated the effect of the offset and
caused significantly poorer pressure recovery and distortion coefficients. Flow control
strategles are suggested to alleviate these problems. Although the predicted flows
appear plausible it is stressed that confidence in the results cannot be gained without
validation with experimental data.

sSurge propagation was simulated in the M2129 duct. No experimental data was
avallable for validation. Instead the classic inviscid shocktube was examined compu-
tationally as a straightforward shock propagation problem, as the inviscid analytical
(1-D) solution is available. Experimental data was also made available for a shock
propagation study performed by the Royal Military College of Science on a straight
pipe. Although not an ideal case, this was modelled computationally. In both cases
numerical solutions compared reasonably with available data.

Following these validation studies, surge was then modelled in the M2129. Attention
was concentrated on the propagation of a surge wave through the duct and this was
achieved by applying a pre-determined surge pressure/time history at the downstream
boundary. A variety of surge signatures were applied and compared for the high and
low mass flow cases described above. It was found that the consequent propagation of
the surge wave through the duct demonstrated a complex low with an interaction with
the natural separation of the flow from the starboard side first bend, more especially
at high mass flow conditions. The duct oftsets induce an over-pressure on the port side
of the duct at the first bend that can peak at a value of around 3 with respect to the
downstream boundary steady-state pressure in extreme cases.

Predictions of over-pressures associated with engine surge are important and are
used as peak loads for the design of intake structures. Traditional methods have relied
on empirical techniques to predict such loads. It i1s hoped that the current computa-
tional surge work will help to understand some of the flow mechanisms involved, and
serve to promote further studies in areas such as hot surge modelling and resonance
in s-shaped intakes. It is also hoped that this work will encourage turther studies,

particularly experimental, as validation data 1s currently not available for such intakes.
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Chapter 1

Introduction

r I \his chapter gives a background on CFD and intake aerodynamics and reviews

previous work.

1.1 Historical

Since the 1960’s improvements in intake design have largely come from wind tunnel
test data. Any problems that occurred, such as damage to intake structures as a result
of engine surge, tended to be detected only after prototype testing and flying. The late
1960’s and early 1970’s featured comprehensive reviews of airframe/engine integration
understanding. Extensive intake/airframe experimental studies were undertaken as a

result of problems arising from highly integrated intake positions.

From the early 1970’s wind tunnel testing methods have improved considerably and
there has also been a much greater understanding of some important characteristics of
intake flows. During this time computational techniques have also become widely used.
Successful (and indeed unsuccessful) CFD simulations of aircraft intake flows also added
to the understanding of the intake flow physics. CFD methods have advantages over

experimental techniques in that they are generally cheaper in terms of cost, time and

resources. Good agreement with experiment can now be obtained, but CFD should be
thought of as an aid to experimental studies rather than a replacement as full confidence
in results cannot be guaranteed. However there are problems that are difficult to
examine experimentally, often at great expense and requiring a full scale facility to do

so, and in such circumstances CFD could be thought of as a viable alternative. CFD
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can also assist with the understanding of experimental problems providing validation

of the results has been done.

1.2 The Design and Role of an Air Intake

Intakes are a very important component of an aircraft. The efficiency of such devices
1S crucial in that they make major contributions to the performance and handling
attributes of the aircraft. At least as important is the need for intake and engine
compatibility. Engine surge can be induced if factors such as cowl lip shape and
subsonic diffuser shape are not considered in the design process.

The primary purpose of the intake is to offer the compressor face a uniform stream
of air (from freestream conditions) at specific conditions required by the engine whilst
maximising efliciency. This uniform stream of air is defined as the internal flow and
can be described as one in which pressure, temperature, and density are uniform in

the radial direction (a direction normal to the centreline of the intake). External flow
does not enter the air intake but is affected by the presence of the intake and so i1s still
of vital importance as factors such as aerodynamic drag will be influenced.

The design of an aircraft intake generally depends on the conditions within which
the aircraft will operate but can also depend on the specific role of the aircraft, the
placement of store bays, and location of undercarriage wells. For example low observ-
ability (LO) aircraft tend to have intakes that hide the compressor face in some way
to reduce the radar cross-section (RCS) of the aircraft. This can be done in a num-
ber of ways such as using radar absorbing materials for the intake surfaces. Another
method is to design the intake to eliminate a line of sight view from the intake to the
compressor face since it is a strong source of radar reflection. External surfaces can be
shaped so that all radar reflections get diverted away from the direction of the threat.

Engine intakes should be designed to minimise total pressure loss. Intake perfor-
mance can then be characterised by high total pressure ratio, good uniformity of flow
(across the engine plane), low installation drag (drag due to the presence of the intake),
low signatures (LO as described in the previous paragraph), and low weight. These

factors should all be considered and yet the final intake design must still meet longevity

and reliability targets.
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Subsonic and supersonic intakes tend to vary considerably. Subsonic intakes usually
have fixed geometries (i.e. no moving parts). Due to the low speeds encountered it
1S possible for subsonic intakes to draw in air from a greater area than the highlight
area. l'hus, a variable intake geometry is not required. The diffusing part of the intake
tends to be shorter in length due to the lower speeds. However, longer diffuser parts
are sometimes needed (as on the RAE intake model 2129). This, for example, may be
because of the need to bend the intake round an undercarriage well or weapons bay or
for stealth reasons. Splitter plates are sometimes also used to help obscure the engine
face for stealth reasons. Some well known examples of aircraft that utilise s-shaped
intakes include the F16 and Eurofighter Typhoon. The proposal by Boeing Aircraft
Corporation for a Sonic cruiser has the engines at the rear of a diamond/delta shaped
wing with s-shaped intake ducts supplying the compressor with air.

Supersonic intakes need to take account of the complex shock patterns that form
as a result of slowing the freestream to subsonic speeds for entry to the compressor.
These shock patterns are designed to compress the incoming flow. Moving ramps are
required to alter the position of the shock depending on the speed of the aircratt.

The final aspect of an aircraft intake is the downstream compressor face. The
primary purpose of the compressor 1s to draw and compress air into the engine core.
Pressure rise is in the direction of flow for a compressor (an adverse pressure gradient)
and hence this increases the likelihood of boundary layer separation. Compressor stall
leads to a rapid drop in the performance of the compressor and the possibility of engine

surge or rotating stall. This i1s described 1n more detail in chapter 5.

1.3 Diffusing S-Duct Flows

1.3.1 Terminology

Experimentally, it is generally difficult to take measurements at a compressor face when
an engine is running. The aerodynamic interface plane (AIP) is a plane forward of the
compressor face but sufficiently close to the compressor face to have a very similar flow
field. For example, an important parameter in duct flow is the pressure recovery (PR).

This can be defined as the ratio of the total pressure at the engine face to freestream
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total pressure (as described later in this section). The total pressure at the compressor
face i1s actually taken at the AIP during wind tunnel testing.

Common terminology for describing intake flow is illustrated in Figure 1.1. The
freestream area, A, is the area enclosed between the dividing streamlines (the envelope
of the streamlines), i.e. it is the freestream air that actually gets drawn into the
engine. l'he highlight area, Ay, is the area of the disc that is created from the furthest
protruding point of the cowl into the freestream (the leading edge). The throat area,
A, 1s simply the area of the intake at its narrowest cross-sectional location. Finally, the
engine face area, A.s, is the area of the plane lying where the first row of compressor
blades would lie.

The capture flow ratio can be defined as

A
CFR = -2 1.1
1 (1.1)

The CFR helps describe the extent of the engine demand.
The Contraction Ratio (CR) is defined as

Al
Aes

CR =M (1.2)

This is an important geometrical definition used when considering engine demand and

relates directly to intake highlight area and intake engine face area.

1.3.2 Distortion

Engine/intake compatibility is purely concerned with the quality of the airflow that is
delivered by the intake to the engine and how the engine is eflected. This process should
ideally be accomplished with the minimum total pressure loss and the flow distribution
should be as uniform as possible. Distortion is the term given to the variation of total
pressure across the engine face. Many aircraft have experienced intake compatibility
problems due to the effects of distortion. It has been shown that a high degree of
distortion can induce engine surge.

As previously mentioned air intakes must limit the possibility of compressor surge
and stall. This can be done by eliminating non-uniformities in pressure across the
engine face although total elimination is not possible in real flows. Sources of distortion

include wall separation due to high diffusion rates, shock/boundary layer interaction
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and 1nadequate boundary layer bleeds. Any non-uniform loss in total pressure across
the intake entrance results in a degree of distortion of the flow and this will progress
to the compressor face although a degree of attenuation is likely. Local degradation
In total pressure leads to changes in the velocity vector orientation at the compressor
face which can cause compressor stall and possible surge.

Distortion is quantified by a number of parameters and equations. The most popular

descriptor used in the United Kingdom and introduced by Rolls Royce is the coefficient

P, —P
DC(@) = tf "% (1.3)
Qtef
Here, P, corresponds to the mean total pressure in the sector 8. The sector is chosen

relating to the area with the worst distortion. The most common coefficients are

DC(60), DC(90) and DC(120).

1.3.3 Mass Flow and Pressure Recovery Definitions

The Mass Flow Parameter (MFP) is a convenient term and can be defined, noting that

the equation is a unique function of M (the local Mach number) only in a calorifically

MFP = M\/'( + —MQ) T (1.4)

The value of the MFP peaks at around 0.0485 for a Mach number of 1.0 and falls

perfect gas, as

thereafter in the supersonic regime. It is also useful to note that the formula for the

MFP can be manipulated to give

(MFP)(MFR)(CR)
MFPy = ~— </ = "7 |
1 PR ’ (1.9)
where, in this case’
Pr
PR = —. |
By, (1.6)

The Mass Flow Rate, MFR, can be defined as

A
MFR = (1.7)
Ahl

lHere subscripts 1 and 2 simply refer to two different states
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The MFR is also known as the Capture Flow Ratio, CFR. When considering low speed
subsonic cases this number is greater than one as the intake can draw air in from an
area greater than the highlight area (i.e. the intake is not being supplied with sufficient
air to meet demand). High speed supersonic intakes tend to have a MFR less than one
as the intake draws in air from an area less than the highlight area (i.e. the intake is

being supplied with more air than it requires). The MFR is a parameter that can be

used to quantify engine demand.

The Pressure Recovery, PR, is defined as

PR = —L. (1.8)

In high speed flight the intake slows the airflow down for entry into the compressor and
produces a corresponding increase in pressure. This is a form of ram compression. The
pressure recovery factor is a measure of the efficiency of the intake and is a significant
design parameter as a loss in total pressure can be directly related to a loss in engine
thrust. Clearly a value of pressure recovery as close to unity as possible is desirable
and would indicate an efficient intake with a low distortion across the compressor face
and hence low susceptibility to engine surge.

At low Mach numbers air is generally being ‘sucked’ into the intake and so static
pressure tends to suffer an overall drop. Therefore, for practical reasons, the total
pressure is used in the definition even though it only drops in relation to the freestream
value. Also total pressure falls when there are losses in the flow that could occur as a
result of boundary layer build up, shock waves, and separation. These losses can also
be responsible for distortional effects across the compressor face and surge generation.

Hence by quantifying these losses we have an effective way of describing the flow.

1.3.4 The Fluid Mechanics of Diffusing S-Duct Flows

The fluid mechanics of the airflow within an intake vary with the geometry of the
intake. The RAE intake model 2129 is a diftfusing s-duct, that 1s the cross-sectional
area increases as you travel through the duct. There 1s also an ofiset in the y-plane
between the highlight plane of the intake and the plane on which the compressor face

lies creating an s-shaped type centreline. As a result there are a number of interesting

characteristics that these flows exhibit.
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After the first bend in the diffuser there is an interaction between the centrifugal
pressure gradient and low energy region (such as that found in a boundary layer or
separation region). If the air is to travel in a curved trajectory this requires a centrifugal
force. As the air is turned, static pressure and velocity distributions change. The

centrifugal pressure, P..,;, can be written as

VQ
Prent 0¢ == (1.9

where V is the mainstream velocity and R relates to the curvature of the bend in
question. Due to the fact that the outer wall has a greater radius than the inner wall
then from equation 1.9 the inner wall has a greater centrifugal pressure. For ideal
fluid with a uniform energy distribution the static pressure increases with radius to
balance the centrifugal force. The sum of the velocity and static pressures 1s the same
everywhere. Hence the velocities decrease from the inside to the outside of the bend
as shown in figure 1.2.

Real flows involve non-uniform energy distributions. Velocity distributions change
from zero at the duct walls to a maximum in the core flow. Centrifugal and pressure
forces acting on the faster moving core flow cause it to move towards the outside of
the bend. However, there is an adverse pressure gradient created on the outside of
the bend (region of increasing pressure). Near wall fluid that is energy deficient and
approaches this adverse pressure gradient cannot pass through it. Instead, the flow
moves round the walls towards the low static pressure on the inside of the bends. This
movement of the low energy region towards the inside of the bend combined with the
movement of the core flow towards the outside of the bend sets up two cells of swirling
secondary flows as seen in figure 1.3.

For the second bend the low energy flow is largely on the outside wall as a result
of the first bend and is not driven back circumferentially by the method described
previously. Hence the swirl pattern experienced at the engine tace in a double bended
intake is in the direction from the first bend and not the second bend.

This swirling flow can change the flow angle ot attack on the compressor blades
which can then lead to stall. Intake guide vanes (IGV) are fitted to some engines to
combat this problem. Swirl is particularly susceptible 1in offset diffusers such as the

one being considered in this thesis. Here the airflow is being delivered to the engine
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through a double bend (s-bend) as found on aircraft such as the F16.

Compressor blade stalling can act like a solid wall at the compressor face and can
result in an engine surge. A resulting shock wave, often referred to as a ‘hammershock’,
travels forwards out of the engine. A more in-depth discussion of engine surge can be
found 1n chapter 5. Some common causes of compressor stalling are high distortion,
cowl lip separation, and general flow unsteadiness. The distortion was described as
the maldistribution of flow in terms of total pressure at the compressor face. Histori-
cally this has generally been a sufficient description of distortion although there have
been a few notable exceptions. In one such case the failure to fully understand the
nature of the intake flow field and the sensitivity of the engine to it led to some major
problems. Swirling flow aggravated the effect of total pressure distortion and surge

was encountered when the swirl was contrarotational to the direction ot the fan rotor

blades.

maximum diameter

hlghllghf diameter engine face diameter

throat diameter

Figure 1.1: Area definitions
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Adverse Pressure Gradient

Adverse Pressure Gradient

Figure 1.2: Ideal flow around a bend

“ﬂ,)

Inside Wall

N\

Figure 1.3: Secondary flow
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1.4 Review of Previous Work

1.4.1 Intake Design, Flow Mechanics, and Compressor Blade
Theory

Goldsmith and Seddon |7, 8] provided a detailed introduction to intake aerodynamics.
T'hese books cover intakes at subsonic and supersonic speeds. Distortion, pressure
recovery, lip separation, and incidence are discussed and there are also sections on
wind tunnel testing, computational techniques, and various designs.

Miller {9] has given a good description of the mechanics of flow in an enclosed curved
geometry. This includes the forces that act on the fluid and the resultant effect on the
Huid flow downstream of the offset. This has obvious relevance to s-shaped intakes.
The book also looks at the effect of diffusing geometries.

Mattingly [10] has provided a fundamental discussion of gas turbine propulsion.
The book covers a variety of topics, first giving a review of thermodynamics and com-
pressible flows, before looking into gas turbines in more detail. Of specific interest 1s
the section on component performance, turbomachinery, and nozzles.

Dardis and Mayhew (11| have developed a definitive process for determining intake

pressure distortion data between test methods and facilities. There is usetul informa-

tion on experimental techniques for determining flow distortion.

1.4.2 Computational and Experimental Intake Work

Computational Euler and Navier-Stokes calculations were sought for the two standard

high and low mass flow rate test cases in reference [12]. The flow features are described

thoroughly and comparisons are made to two sets of experimental data.

May [13] describes the first of a series of Aircraft Research Association (ARA)
reports on s-duct flows. This particular report investigates the flow in the M2129 duct
for high and low mass flow rates using several two-equation turbulence models. It
was found that wall functions are inappropriate for modelling the secondary flow and
separation, whereas a two-equation model which 1s integrated through the sub-layer
provides a qualitative prediction in the separated region. It is then postulated that a

further improvement may be obtained by including non-linear eddy viscosity terms and
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modifications to sensitise the model to adverse pressure gradients. The report found
that, for the low mass flow case, all the turbulence models used failed to predict any
secondary flow.

May et al [14] advanced work carried out in reference [13] into the study of flow
in the M2129 diffuser. Euler calculations were performed that included an experimen-
tally determined displacement surface that was incorporated into the geometry. It was
found that surface pressure predictions agree well following this modification. Tur-
bulent Navier-Stokes simulations are presented that used an automatic procedure for
updating the outflow boundary condition according to boundary layer development.
The predicted results compare very well with experiment.

May [15] again examines the M2129 geometry for low and high mass flow demand.
[t was found that the two-equation model results for the low mass flow rate case are
very similar to the results obtained using the algebraic turbulence model (reference
14))

Abrahamsen et al {16] looked at the flow in an s-shaped intake (M2129) using ex-
periments and computations and the results are compared with available experimental
data (reference[12]). It is concluded that a low cost experimental method and improved
computational method seem to be viable. The improved computational method con-
sists of a non-linear numerical modelling approach to improve the predictive capability
of CFD. The results obtained appear good although the paper only examines the rel-

atively simple low mass flow case.

Kral [17] investigated the flow in a highly serpentine duct using various turbulence
models. It 1s concluded that the two-equation models better predict the flow than the
algebralc and one-equation models when compared with experimental data.

Anderson et al [18] applied a 3D Full Navier-Stokes (FNS) analysis and a 3D Re-
duced Navier-Stokes (RNS) technique to examine the flow separation in diffusing offset
intakes. The RNS approach uses an initial value space marching solution technique to
achieve a level of approximation that will yield accurate flow predictions, while reduc-
ing the computational time of the FNS approach. The FNS implicit approach solves
the full 3D RANS equations in a strong conservative form. Both methods were able to
capture the overall flow physics of vortex lift-off but more consideration to the devel-

opment of turbulence models for the prediction of separation and reattachment points
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1s needed.

Harloff et al [19] computed three-dimensional Navier-Stokes solutions for diffusing
and non-diffusing s-shaped intakes. In the calculations both H-grids and polar grids are
used. Both grids give similar results but the polar grid provided smoother turbulent
eddy viscosity due to the lack of ‘corner effects’. These corner effects on the H-grid cause
excessive grid skewness and lead to non-orthogonal grids, causing some discrepancies.
Euler solutions showed that the development of secondary flow was mainly driven by
inviscid eflects. It was finally concluded that perhaps the realism could have been
improved by using adaptive gridding and more advanced turbulence models.

Town and Schum [20] carried out a three-dimensional investigation of complex
intake designs using a parabolic Navier-Stokes code. The effect of curvature of the
diffuser centreline and transitioning cross-sections is studied. The primary source ot
engine face distortion is centreline offset and not transitioning diffuser cross-sections.
The thickness of the boundary layer at the diffuser intake should be as thin as possible
in order to minimise total pressure losses in the duct.

Zhang and Assanis {21] set out to evaluate the performance and accuracy of a three-
dimensional Navier-Stokes flow code using the £ — e turbulence model. The benchmark
used is an S-duct of circular cross-section. They concluded that, given the limitations
of the turbulence model in use, the numerical method yields satisfactory results giving
a good qualitative description of the pressure field and quantitative prediction of the
velocities.

Wendt and Reichert |22] investigated, using experimental techniques, the effects of
vortex ingestion in a diffusing s-shaped intake. The study looked at different locations
of vortex ingestion and compares the results with a 'clean’ intake flowfield. Little effect
was found to occur as a result of vortex ingestion, except in the case where the ingested
vortex interferes with the region of flow separation on the starboard side of the intake.
The vortex appeared to promote stronger regions of transverse flow.

Harloff et al [23] compared three-dimensional Navier-Stokes computational results
with new experimental measurements. A previous study had indicated inadequacies
in either the grid resolution or algebraic turbulence model used. This study used a
finer grid and the £ — € turbulence model. The results are in reasonable agreement

but both turbulence models under-predict the length and angular extent of boundarv
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layer separation and in both cases initiated further downstream than witnessed in

experiment. They concluded that neither turbulence model adequately accounts for

strong secondary flows with separation.

Saterskog et al [24] detailed computational work carried out on the SAAB 105
intake. The main aim was to investigate the possibility of using CFD to determine
intake tlow characteristics affecting the engine functions. As a result the work has
tocused mainly on flow quality at the engine face by determining engine face distortion
and pressure recovery. They determined that for mainly attached flow the comparison
with experiment tends to be very good. However, in cases where the flow is highly
distorted (which tends to be associated with separated flow) there are regions with
larger losses than experiment. They mentioned that the tendency was to overpredict
the pressure recovery in such regions and that other authors have found this too.

Van Deusen and Mardoc |25 discussed a method of evaluating intake pressure
defects and random pressure fluctuations on supersonic aircraft. A review was made
of the development of a distortion factor for steady state intake pressure distortion.
It concluded that, as well as distortion, turbulence is a prime variable in assessing
the compatibility of an engine/intake combination. The authors also discussed several

methods of assessing turbulence levels to this eflect.

1.4.3 Computational Surge Work

There has not been a great deal of computational work into the study of surge and
surge wave propagation and what work that has been done does not relate to diffusing
s-duct intakes. The subject area is relatively unresearched and has been mainly tackled
using experimental approaches.

Ytterstrom and Axelson [26] were mainly concerned with the evaluation of a new
time stepping scheme. However the application used for this evaluation was the ham-
mershock phenomena that can occur in air intakes as the engine stalls. The authors
used a sample uniform surge signature (one which is applied across the whole compres-
sor face) and measured pressure/time histories through the duct. There was unfortu-
nately no experimental data with which to compare the results. The paper also gave

the case of a reflected shock in a shock tube as a test case.
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Hsieh et al.[27] looked at two different signatures applied to an aircraft intake and
1t’s corresponding response. It was found that at higher levels of pressure fluctuation,
the viscous flowfield bore little resemblance to the inviscid one. They state that the
flowfields obtained are plausible but the accuracy remains to be determined since there
1s no experimental data available for comparison.

Causon and Ingram [28] used computational techniques to study the flow in a twin
side-by-side intake system using the Euler equations. The modelling of the surge was
done by prescribing a pressure disturbance at the exit plane of one of the intakes, the
strength of which was between 100% and 200% of the mean exit static pressure. The
results obtained appear to indicate that the static pressure attenuation of a propagating
surge wave 1n the prescribed conditions occurs upstream of the intake entry plane and
thus a weak rarefaction wave travels down the adjacent intake. However there was no
evidence that this rarefaction wave induced sufficient dynamic distortion to induce a
complementary surge.

Goble et al [29] also employed computational techniques to the study of engine
surge propagation. The study was done on the ATFEF F-22 aircraft intake at supersonic
speeds. Again, an unsteady engine back pressure boundary condition was introduced
and some time appears to have been spent on accurately modelling an engine surge.
They suggested that the simplest method - an instantaneous peak pressure known as
the ‘guillotine’ method - is not a realistic representation and that the actual form of a
surge is more akin to a sinusoidal pattern with a gradual (but rapid relative to global
time scales) build up in peak pressure. The results presented included a time-history
of the forces in the duct.

Miller and Hamstra, [30] described how ultimate loads for intake structures are set
by peak pressures associated with hammershocks induced by engine surge. Existing
techniques for predicting peak pressure loads were based on an empirical approach
using flight test data for the F-111 aircraft but the paper went on to mention that this
would no longer be suitable given the changes to intake designs. It was mentioned that
a new approach to the prediction is required and that CFD could be developed as a
cost-effective alternative. Computational work was done on the F-16 NSI (normal shock
intake) and steady state computations were used as a starting solution to the unsteady

problem. An ultimate over-pressure ratio of 1.69 was set based on guillotine analysis
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with a rise and fall time of 10 milliseconds . A physical time step of 13 microseconds
was chosen with the calculation continued until the shock was fully expelled from the
intake system. The hammershock took three quarters of the duct length to develop
to peak strength as opposed to the guillotine method which generated a hammershock
immediately upstream of the engine face.

Mays [31] looked at a numerical solution of the one-dimensional, unsteady, inviscid
flow equations in a variable area duct. Again the simulation of the engine face during
surge modelling was considered. One attempt was to set the Mach number at the engine
face to zero which is similar to the guillotine method, but ultimately a corrected weight
flow parameter was used to describe dynamic engine behaviour. The authors found
that the peak pressure experienced by the intake during compressor surge was sensitive
to the intake contraction ratio and also to the presence of auxiliary air systems.

Hindash et al [32] looked at the two-dimensional computations to evaluate the
prediction capabilities of the intake duct pressure rise during engine surge. The results
obtained were compared with analytic shocktube work and flight test data. Similar
to previous work, a starting steady state solution was obtained and initial unsteady
work was done by assuming a solid wall at the engine face (in essence flow stagnates
across the entire engine face simultaneously). The authors point out that this is not
truly representative of the real aircraft intakes that can sometimes develop backflow
during a stall/hammershock event to release high pressure within the compressor. The
authors detail their difficulty in finding experimental information about backflows and
instead use engineering judgement to make assumptions. They add a small addition
to the grid downstream where a uniform backflow Mach number is assigned. The
resultant hammershock was found to be expelled from the geometry faster than the
hammershock created by the closed end method. Subsequent work then looked at
partial blockage which rapidly progressed to complete blockage. Oblique shocks were
found to be generated and they coalesce into a normal hammershock that travels out
of the intake. The shock orientation matched that of an inclined closed end and this
was used to model other complex flows that have non-uniform stall events. Overall
they conclude that the hammershock event 1s characterised by the coalesced waves.

The wave continues to grow stronger by overtaking weak oblique shocks in front of it

and soon becomes normal to the incoming flow.
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1.4.4 Experimental Surge Work

In comparison to computational work, there is more experimental work available in

the study of surge and surge wave propagation. However none relate directly to the
modelling of surge in diffusing s-duct intakes.

Evans and Truax [33| presented basic data and procedures used to calculate struc-
tural loads due to engine surge. The work was based on a correlation between transient
pressure and engine-compressor pressure ratio. The paper also contained an excellent
summary of engine surge theory. Lotter et al [34] emphasised that accurate knowledge
about pressure and its amplification/attenuation (which is essential for accurate de-
termination of the structural requirements) is difficult to obtain by purely theoretical
means. A surge wave generator (SWG) was created and placed downstream of the AIP.
By blowing air upstream intermittently through a rotating hollow cylinder and varying
blowing speed, area and the rotational speed of the cylinder allowed for the creation
of very accurate surge signatures. Work was done on a twin side-by-side intake system
and 1t was found that the peak pressure level is attenuated in the intake where the
surge 1s 1nitiated but 1t did propagate into the adjacent intake.

Marshall [35] derived a semi-empirical method that had been developed for predict-
Ing the peak surge-induced overpressures in the vicinity of the engine face. The method
was found to be applicable to long intakes such as those found on military aircraft, and
particularly supersonic aircraft. Auzins [36] described the structural effects of engine
stall while maintaining required structural margins. It was found that hammershocks
can impose significant loads on external stores as well as the intake structure itself.
Luber and Becker [37] examined the effect of dynamic loads such as bird strike, gun
fire, buffet and landing on aircraft carriers and how to approach the problem of inte-
erating all aspects into an optimum design. Dynamic hammershock effects on intake
design were summarised.

Bellman and Hughes [38] described information on flight tests conducted on the
F-111 aircraft that had dynamic and steady state pressure sensors in the left intake.
Many surges were encountered 1n the trials due to increasing the angle of attack. The
data showed that steady state distortion was the primary cause of compressor stall

and that there was a generally low level of turbulence (as opposed to static distortion
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where increases in the angle of attack lead to corresponding increases in the level of
turbulence). High turbulence levels were found to be associated with areas of low
pressure recovery and, following a compressor stall, a rotating stall is almost alwavs
experlenced.

Burcham and Hughes (39| carried out an experimental investigation of an F-111A
aircraft 1n an effort to determine the dynamic nature of intake pressure fluctuations
which can lead to compressor surge. A series of compressor surges were studied over a
wide range of Mach numbers from subsonic to supersonic. The conditions of the intake
prior to surge were investigated using statistical techniques and high response distortion
factor calculations. Combining the steady state distortion patterns obtained from low
response pressure instrumentation with the dynamic sensor data gives a distortion
factor that always shows a peak prior to the occurrence of surge. The peak value was
found to increase with increased airflow, with non-afterburning engines among other
things.

Becker et al {40] offers good background information on hammershock loading.
Comparison was also made of local dynamic stress calculations obtained from NAS-
TRAN using static stress calculations using assumed constant dynamic load factors.
[t was demonstrated that the dynamic tools could be used for verification purposes
and interestingly also to minimise structural weight. Breuer and Servaty |41} detailed
the results of experimental and numerical studies to examine the inception process of
rotating stall and surge. Unsteady pressure measurements carried out on a 3-stage
high speed compressor revealed characteristic features of the instability onset. The
data obtained suggested that the instability started from small amplitude disturbances
rotating in the ‘rotor’ direction which finally led to rotating stall or surge. With regard
to the numerical work the author used an inviscid model and the influence of the blade
rows was accounted for by source terms to account for pressure loss and energy input.
However it is concluded that the model does not predict pre-stall waves as witnessed in
experiments. This was attributed to an overall lack of knowledge regarding the nature
and cause of the pre-stall waves and more detailed experimental work was suggested.

Cousins et al [42] presented unique high response measurements that show the

characteristics of post stall behaviour. Comparisons of compressor stall and surge

with and without a centrifugal stage highlighted the advantages ot using centrifugal
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technology in gas turbine engines. Borys and Moffatt[43] described how rotating stall
1S a viscosity-related phenomenon whose effects are well understood but whose Origins
are less well understood. The paper presented the results of several studies in rotating
stall. The main conclusions were that the stall tended to be most evident at the tip
of the compressor blade and the strength of the stall decreased with successive stages
through the compressor.

Finally, Kirkov et al [44] detailed peak static pressure measurements at the intake
to an engine (both turbojet and turbofan) during stall. It was found that the highest
pressures at the engine intake were obtained as a result of stall caused by intake pressure
distortion, a fuel pulse or afterburner transient. For a given compressor pressure ratio.
intake pressure distortion induced stall provided the highest pressure at the engine

intake and the highest engine face static pressure during stall was around twice the

engine 1ntake static pressure.

1.4.5 Review of Turbulence Closures

Past research in relation to steady and unsteady turbulent flow simulations in the
context of Reynolds Averaged Navier-Stokes (RANS) equations has shown that the
realism of numerical predictions is significantly aftected by the turbulence model em-
ployed. Experience using zero-equation turbulence models (e.g. Baldwin and Lomax
45]) has shown that these models do not provide satisfactory results, especially in sep-
arated flows and their predictions depend upon empirical constants and topographic
parameters which are case specific.

Linear eddy-viscosity models (LEVM) assume an explicit algebraic relationship be-
tween Reynolds stresses and mean strain, known as the Boussinesq approximation (the
principal axis of the Reynolds stress tensor is computed as the product of the eddy vis-
cosity and the mean strain rate-rate tensor). These models provide satisfactory results
for attached, fully developed turbulent boundary layers with weak pressure gradients
and are also relatively easy to implement into computational fluid dynamics (CFD)
codes. However, the predictions deteriorate when all components of the Reynolds-
stress tensor become dynamically significant.

Linear low-Re two-equation models seem to offer the best balance between real-
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ism and computational cost, but since they employ the Boussinesq approximation for
the Reynolds stress tensor, are not able to capture effects arising from normal-stress
anisotropy. Second-moment closures offer a more exact representation of the Reynolds
stresses but require longer computing times and careful numerical implementation for
obtaining stable numerical solutions. Reynolds-stress models have been used in the
past to investigate shock/boundary layer interaction (see Davidson [46]; Batten et al
47], amongst others). These studies showed that in certain cases second-moment clo-
sures may provide better results than linear models, but in other cases the results are
inconclusive. Other approaches in turbulence modelling include the non-linear eddy
viscosity models (NLEVM) (Speziale [48]; Craft et al {49]) and explicit algebraic stress
models (see Gatski [50]; Abid et al |51, 52]).

Since part of the focus of this work attempts to predict the flow field in an intake
under unsteady flow conditions several issues regarding the performance of turbulence
models in unsteady flows must be considered.

Previous work by Fan et al [64] found, that since an instantaneous log-law does not
in general exist, formulations based on the log-law and the equilibrium assumption are
not appropriate for unsteady flow computations. In addition, as the frequency ot the
unsteadiness increases the turbulence becomes more directly affected by the fluctuating
mean flow and non-equilibrium effects become important; this part of the turbulent
flow physics is not well represented in most of the available closures. Separation often
accompanies the unsteady flow and consequently good prediction of the separated flow
region is essential for realistic unsteady flow computations. This is necessary for both
internal and external flows.

Looking at published results for unsteady turbulent flow one may conclude that for
many cases the obtained results are in qualitative agreement with the experiments but
quantitative comparisons indicate that there is significant room for improvement.

Finally, problems arise from the lack of adequate experimental data for comparison,
especially for unsteady flow cases. This is mainly due to the difficulties in pertorming
flow field visualisation and measurements under unsteady flow conditions. There 1s,

however, a need for high quality experiments at realistic Reynolds and Mach numbers

in order to assess, and possibly “tune” the available turbulence models.
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1.5 Overview of Dissertation

From the literature review 1t 1s apparent that there has been considerable investigation
of the M2129 intake under standard steady conditions. However these studies have
raised further questions in many cases. It was therefore felt worthwhile to undertake a
thorough investigation of the M2129 at two standard test conditions. Further, there has
been no documented information on the investigation of the M2129 at incidence and
also the performance of the intake when various surge signatures are applied. These
scenarios have also been covered to provide a more complete investigation of the M2129
intake in various flow regimes.

Chapter 2 discusses the numerical techniques used. A summary of the code 1s
given, with details given in appendix A. Turbulence modelling issues are outlined and
are described in detail in appendix B. Grid generation and formulation of boundary
conditions are discussed.

Chapter 3 examines the operation of an air intake at normal conditions (computa-
tionally steady) for a high and low mass flow rate. Before any study can begin into
unsteady intake aerodynamics it is vital to validate computational results against any
previous computational solutions and experimental data available. Ideally the steady
validation should be done against previous experimental data but also against any
computational data in order to offer direct comparisons between flow solvers.

Chapter 4 furthers the steady intake study by examining the problem of intakes
at incidence. Various angles of yaw (section 4.1) and pitch (section 4.2) are studied,
focusing on the effects on pressure recovery and distortion. Both high and low mass
flow rates are again examined.

Focus then shifts in chapter 5 to the unsteady problem of surge. The phenomena of
engine surge is reviewed. As there is currently no surge validation data (experimental or
otherwise) available for the M2129, other cases had to be explored. The first unsteady
validation case examined was an inviscid shocktube. Unsteady validation is concluded
with a look at a simple surge in a straight pipe for which experimental data is available.

Chapter 6 then looks at the application of surge signatures in the M2129 intake.

This work begins with a review of different techniques for simulating an engine surge.

Grid and time convergence studies are then undertaken. kKour surge signatures are
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then looked at and applied for the high mass flow rate. The surge work is concluded

by applying surge signatures at the low mass flow rate, varying the over-pressure ratio,

and applying a surge signature at incidence. Finally, overall conclusions are drawn in

chapter 7.



Chapter 2

Numerical Formulation

[ I \his chapter describes the computational model used for the study. The code is

introduced in the form of a summary of the features and techniques employed. A

more detalled description of the code can be found in reference [69] and in appendices

A and B.

Following a description of the code grid generation is considered. Finally there is a

full description of the boundary conditions used, particularly those at the engine face.

2.1 Flow Simulation Code

2.1.1 Background

PMB, Glasgow University’s three-dimensional flow code, has been tested on a range
of aerodynamic problems including hypersonic spiked body flows (Feszty et al [70]),
rolling pitching and yawing delta wings (Arthur et al [71]) and 2D and 3D cavity flows
(Henderson et al [72]).

All flow variables are non-dimensionalised by the following method where variables

with an asterisk indicate a dimensional quantity

I* y* Z* t t*
T = —, p— -, o — —, — :

7T I L L* /U,

u# ,U* w* /-L*
U = U = uw = u —
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P:p* p = P T—T* e — e
px pr V2’ Ty V2

(2.1)

A cell centred finite volume technique is used to solve the Euler and RANS equations
in curvilinear form. The diffusive terms are discretised using a central differencing
scneme and the convective terms use Roe’s scheme with MUSCL variable interpolation
oftering second order accuracy. Steady and unsteady flows can be solved. Steady
flow calculations can be classified into two different stages, initially running an explicit
scheme at a small CFL to smooth out the starting solution and then a switch to
a 1mplicit time stepping scheme to obtain rapid convergence. The preconditioning
method is based on Block Incomplete Lower-Upper (BILU) factorisation which is also
decoupled between blocks which helps reduce computational time. The linear system
arising at each implicit step is solved using a Generalised Conjugate Gradient (GCG)
method.

T'he unsteady code uses an implicit unfactored dual time approach and the rate
of convergence between the two consecutive real time steps is analysed by the pseudo
time tolerance. This pseudo time formulation allows the time step to be chosen for
time accuracy, improving the calculation efliciency. Attention is drawn to appendix A

for further details on the steady and unsteady flow solvers in PMB.

2.1.2 Turbulence Modelling

One of the aims of this work 1s to assess the performance of various turbulence closures
in modelling complex internal flows. The flow 1s challenging with complex secondary
flows and strong pressure gradients generated by localised acceleration and deceleration,
placing high demands on turbulence models. Turbulence 1s an eddying motion that
exists at high Reynolds numbers. Turbulence has a wide spectrum of eddy sizes with a
corresponding spectrum of fluctuation frequencies. Turbulence has prevailing rotational
motion that can be thought of as a tangle of vortex elements with highly unsteady
vorticity vectors that are aligned in all directions. The largest eddies have sizes on the
same order of magnitude as the flow domain, have low frequencies, and are eftected
by the boundaries and the mean flow. The smallest eddies, on the other hand, are
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