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Abstract 

In this thesis, a numerical study of film cooling in hypersonic laminar and turbulent 
flows has been performed using an in-house Navier-Stokes solver. The aim of this 
computational work is to investigate the mechanism and effectiveness of film cooling 

in hypersonic laminar and turbulent flows. 

Hypersonic flow over a flat plate without film cooling was first studied to provide 

a. reference datum to check the effectiveness of film cooling. For laminar film cooling 
(, llý, = 9.9), three different primary flow conditions were first used for validation. The 

inclusion of the development of the flow in the plenum chamber upstream of the slot 

was found to provide better heat prediction than a uniform boundary condition at 
the slot exit. Detailed information of the flow field including velocity profile, Mach 

contour, temperature contour and heat transfer rate was presented. The mechanism 

of film cooling has been revealed according to the plots of calculated velocity profiles, 
Flach contours and temperature contours downstream of the slot. The coolant fluid 

was found to affect the primary boundary layer in two ways: 1) initially a separate layer 

established by the coolant fluid itself in the near slot area, 2) later a mixing layer be- 

tween the primary and coolant flow streams. Then five coolant injection rates between 

2.95 x 10-4 and 1.33 x 10- key/s and three slot heights. 0.8382,1.2192,1.6002 mm, 

were examined in hypersonic laminar film cooling. 

For turbulent film cooling (11Ix 
= 8.2), for the geometry used in the experiment, the 

injection at an angle of 20° «-as found to be appropriate. Different turbulence models 
including Wilcox's k-w model, Menter's baseline and SST model have been tested. 
It is concluded that the Wilcox's k- Li turbulence model with dilatation-dissipation 

correction provides the best heat prediction. Again, five coolant injection rates varied 
from 5.07 x 10-4 to 30.69 x 10- kg/s and three slot heights (the same as studied in the 
laminar film cooling) were studied to check the influence on film cooling effectiveness. 

Both the coolant and the primary flow were air. Film cooling was found to be 

an effective way to protect wall surfaces that are exposed under a high heat transfer 

environment especially in hypersonic laminar flow. Increasing the coolant injection 

rate can obviously increase the film cooling effectiveness. Again, this works better 

in laminar flow than in turbulent flow. The coolant injection rate in turbulent flow 

11 



Abstract iii 

should be considered to be high enough to give good heat protection. Slot height in 
both laminar and turbulent flows under the flow conditions in this study was found 

to be less important, which means other factors can be considered in priority when 

constructing film cooling systems. 
With the application of curve fitting, the cooling length was described using power 

laws according to curve fitting results. A two-equation film cooling model has been 

presented to illustrate the relation between the film cooling effectiveness and the pa- 
rarrieter x/(h rh). For filrn cooling effectiveness in log-log coordinates, a second-order 
polynomial curve can be used to fit the laminar flows, whilst a straight line is suitable 
for the turbulent flows. 
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Chapter 1 

Introduction 

1.1 Film cooling models 

1.1.1 Definition of film cooling 

In 1966, Goldstein et al. [1] defined film cooling as 

The employment of a secondary fluid injected through discrete slots to insulate ther- 

rally a solid surface from a gas stream flowing over it is called film cooling. " 

From this definition, it is clear that film cooling introduces a secondary fluid into the 

primary flow stream in order to decrease the heat transfer rate from the primary flow 

stream to the solid wall or the wall temperature. With the wall surface temperature 

at a lower level, less expensive materials can be used in structural fabrication. Film 

cooling might be used on blades of gas turbines, scramjet intake surfaces and combustor 

walls of high-speed vehicles, rocket nozzles and the extension surfaces of rockets all of 

which usually work under high heating loads. 

Fig. 1.1 gives two examples of the application of film cooling. In Fig. 1.1(a), film 

cooling is applied in a scramjet engine combustor wall with some hydrogen fuel injected 

parallel to the wall through small supersonic slots to provide a lower energy buffer layer 

between the engine core flow and the structure (Olsen et al. [2]). In Fig. 11(b), an 

1 



1.1. FILM COOLING MODELS 2 

ACE turbine geometry and cooling arrangement are shown schematically (Garg [3]). 

Modern gas turbine engines are designed to operate at inlet temperatures of 1800-2000 

K, which are far beyond allowable metal temperature. The turbine blades need to be 

cooled under these conditions in order to increase their lifetime. So an efficient cooling 

system is required. Discrete jet film cooling is applied in this turbine blade with 93 

holes on each blade. 

Although film cooling is a technique to give heat protection for wall surfaces, it was 

first studied by Wieghardt as a method for de-icing airplane wings in 1940s. Here it 

could be described more aptly as "film heating". Subsequently, film cooling was con- 

sidered as a technique which could be used to protect solid surfaces encountering a high 

heat transfer or high temperature environment. In [4], Kanda et al. suggested using 

a combination of film cooling and regenerative cooling to achieve thermal protection 

while minirnisirig fuel flow requirements in a scramjet. engine combustor. 

Fig. 1.2 given by Karida et al. [4] shows three cooling systems: a) film cooling only, 

b) regenerative cooling only and c) a combination of film and regenerative cooling. 

Usually hydrogen is used as the propellant and it is also used as the coolant in all 

the three types of scranijet engines. In the engine with only film cooling, it is cooled 

with the cold hydrogen injection while in the engine with only regenerative cooling, it 

is cooled by heating the fuel - hydrogen. The engine using a combination of the two 

cooling methods together was found to provide best cooling efficiency. 

Besides providing heat protection for the wall surfaces, film cooling can also be used 

to control flow separation. When the coolant fluid is injected downstream through 

a rearward facing tangential slot. the skin friction generally increases or decreases 

according to whether the specific momentum of the coolant flow is greater than or less 

than that of the primary flow stream. With the coolant flow stream momentum greater 

than the primary flow stream momentum, the flow configuration is often referred to as 

a wall jet, which will increase the skin friction and may be used to delay separation. 
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(a) Scrarrijet, erigine 
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Figure 1.1: Film cooling applications: a) scramjet engine (Olsen et al. [2]), b) ACE 
turbine blade (Garg 13J) 

1.1.2 Stollery and E1-Ehwany's film cooling model 

A filin cooling model was first described by Stoller y and E1-Ehwany [8]. In Fig. 1.3, 

t11FC(' separate region s were recognised in film cooling using coolant Injection through 



1.1. FILM COOLING MODELS 
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4 

Figure 1.2: Scrap jet engine schematics (Kandy et ei. [4]): a) film cooling only, b) 

regenerative cooling only and c) combination of film cooling and regenerative cooling 

a slot over a flat plate. Just downstream of the injection slot, there is a mixing- 

layer region, which was called the "potential core" region in [8]. In this zone, the 

wall temperature remains close to the coolant gas temperature. The cooling length 

can be defined here as the length downstream of the slot where the adiabatic wall 

temperature is equal to the injectant stagnation temperature [9]. A "wall-jet" region 

exists after the "potential core" region, where the velocity profile is similar to that of 

a wall jet. Farther downstream, there should be a fully developed turbulent boundary- 

layer when the difference between the coolant and the primary flow streams disappears. 

For coolant and primary gases of similar density the relative length of the three regions 

is determined mainly by the velocity ratio between the coolant flow and the primary 

flow, ujup. When u, > up� a simple jet model suggested by Spalding [10] for the 

second zone may be appropriate. When u, < up, the second region is non-existent. 

Although some experiments have been done to investigate the former condition, the 

latter one is more commonly used in both experiment and practice. 

This film cooling model was published in 1965. At that time, experiments were 

regenerative 1Nz 
cooling 

air' 0 
ex 

mixi ng `combustion 

mainly focused on subsonic film cooling. An adiabatic wall boundary condition was 
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Figure 1.3: Stollery and El-Ehwany's Film cooling model 

5 

used and the wall temperature was recorded directly in almost all the experiments. 

Then film cooling of ectiveriess was defined as a non-dimensional temperature as 

%= 
Tad, 

w -Too 
TT - TOO (1.1) 

Here Tacj,, j,, T, and T,,, in Eqn. (1.1) represent the adiabatic wall, coolant and freestrearn 

flow terriperatures, respectively. This definition is applicable when adiabatic conditions 

are observed in the experiment. 

As mentioned above, this film cooling model was originally introduced for subsonic 

film cooling. It is the most popular model and called the turbulent boundary-layer 

model by Kanda et al. [4]. It was also indicated in [4] that this model eventually 

adopts the growth rate of the turbulent boundary layer. It can predict the decay 

tendency of film cooling efficiency far downstream from the injection slot. The model 

has been applied to predict the flow condition near the slot with several combinations of 

gas properties as parameters, e. g., density, heat capacity, etc. But these combinations 

do not seem to be so well-grounded physically. Moreover, it does not seem reasonable 

to apply this model in the near slot region since the boundary layer of the primary 

flow stream and the coolant are separated near the injection slot. 

1.1.3 O'Connor and Haji-Sheikh's film cooling model 

O'Connor and Haji-Sheikh [11] gave a slightly different film cooling model as shown in 

Fig. 1.4. 
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Figure 1.4: O'Connor and Haji-Sheikh's Film cooling model 
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In this model, the boundary layer for the primary flow starts at point 0' and for 

the coolant flow at point 0. A mixing shear layer between the primary and coolant 

flow streams occurs in the region A-O'-B. Only coolant flow exists in region O'-B-O, 

and no mixing occurs between the two streams. This will reduce the convective heat 

transfer from the primary flow to the wall. Line 0'-C is a streamline that theoretically 

divides the primary stream from the coolant stream. In the actual flow, turbulent 

mixing between the primary and the coolant flow streams causes fluid particles to 

travel across this strearriline. 

In both models, there is a mixing region just downstream of the slot. The difference 

lies in O'Connor and Haji-Sheikh's model, where a separate region O'-B-O is indicated 

to give more details within the " Potential core" region. 

1.1.4 Kanda et al. 's film cooling model 

Another film cooling model was constructed by Kanda et al. [4]. It was based on exper- 

imental results on the compressible mixing laver and on an analysis using a turbulent 

boundary layer. According to experimental results, the film cooling efficiency 71 was 

found to have a relation with the distance from the exit of a coolant injection slot 

x/(h " viz). This relation is plotted with logarithm scales in Fig. 1.5. 

The model is illustrated in Fig. 1.6. The flow region of film cooling is divided into 

two parts: 1) a mixing-layer region near the injection slot and 2) a turbulent boundary- 

layer region far from the slot. At position A, the mixing layer is assumed to reach the 

«ßa11, and the concept of the mixing laver was applied from the injection slot exit to . 
4. 
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7 

The thickness of the boundary layer on the wall under the coolant was much thinner 

than both the slot height and the thickness of the mixing layer, so the effect of the 

coolant side boundary layer was neglected. The feature of turbulent boundary layer 

was then applied to the area downstream of position A. 

No attempt was made to model the flow between the slot exit and position A 

in previous models, for example. Stollery and E1-Ehwany's turbulent boundary-layer 

model [8]. Rather, prediction of xA was attempted by extension of the turbulent 

boundary-layer model. The film cooling model constructed by Kanda et al. has the 



1.2. EXPERIMENTAL STUDIES OF FILM COOLING 8 

ability to predict the distance of the mixing layer region indicated by x.., in Fig. 1.5 

with the assumption that the mixing layer grows symmetrically both in the main flow 

and in the coolant. In this model, static pressure of the coolant was assumed to be the 

same as that of the mainstream at the slot exit. The length of the mixing layer region 

:r _ý can be estimated using Eqn. (1.2) in which 6 is the mixing layer thickness 

I c1 
2 cox 

(1.2) 

In Chapters 4 and 5 numerical results obtained in this study will be analysed to 

clearly reveal the mechanism of film cooling in hypersonic flows. 

1.2 Experimental studies of film cooling 

Many experimental results have been published for subsonic, supersonic and hypersonic 

film cooling. Although primary and coolant flow stream velocities are often quite 

different, the flow is distinguished by the primary flow stream velocity. Film cooling 

effectiveness was found to be influenced by many parameters. Researchers offered 

diff'erent empirical equations to predict the effectiveness of film cooling. But usually 

such equations are only valid in a narrow scope related to similar conditions used in the 

experiment. Different parameters were studied such as slot height, lip thickness. flow 

density and velocity ratios between the primary and the coolant flow and a coolant gas 

different from the primary one. This section offers a review of the experimental work 

done on film cooling in the past forty years. 

1.2.1 Subsonic film cooling experimental study 

In the late fifties and early sixties, subsonic film cooling in both the mainstream and 

the coolant flow stream was studied experimentally. Seban and Back [12,13] presented 

some experimental results on subsonic film cooling with coolant fluid injected tangen- 

t fall} through a single slot near the leading edge of a flat plate. Air gras used both 
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for the film and for the free stream fluids. In this study, injection velocities covered a 

range from much less to much greater than the free stream velocity. For mass-velocity 

ratios less than unity, particularly for ratios less than 0.9, a power-law region was found 

for the effectiveness. Also Seban and Back found that immediately downstream of the 

slot, there exists a flow region which is at first similar to that of the free jet boundary, 

but which was later altered by the presence of the wall. 

Chin et al. [14] reported some experimental results for film cooling of an adiabatic 

plate, downstream of one to ten slots and two to twenty rows of discrete punched 

louvres in a subsonic turbulent flow under zero pressure gradient. The film cooling 

effectiveness for louvres was found to decay at a short distance from the last louvre 

row and at a faster rate than for the continuous slots. Then farther downstream the 

louvres were found to be as effective as the slots. 

Hartnett et al. [15] gave a detailed study of the boundary-layer velocity and tem- 

perature profiles at a number of positions downstream of the slot. The experiments 

included both adiabatic and constant heat input-wall boundary conditions. Hartnett 

et al. compared their results with previous measurements and found it possible to 

make reasonable estimates of the heat-transfer performance with film cooling in a 

zero-pressure gradient flow. 

Burns and Stollery [16] performed some experiments on low-speed film cooling using 

mixtures of Freon-12 with air, and helium with air. With pure Freon-12 as coolant, 

it was found that an increase in velocity ratios between the coolant and primary flow 

would produce higher effectiveness values while the improvements in effectiveness were 

small when the velocity ratios were greater than unity. But for pure helium injection 

the effectiveness was improved with very large velocity ratios. The consequence of 

thickening the slot lip was a decrease in effectiveness. The influence of mainstream 

boundary layer thickness on film effectiveness was found to be small. For a given mass 

flow of injectant issuing from a thin lipped slot the highest temperature effectiveness 

values were achieved using the lightest gas (pure helium). 
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The effectiveness of film cooling based on adiabatic wall temperature, rq in Eqn. (1.1), 

was used in the above results. It was considered to be a function of at least the non- 

dimensional distance downstream of the slot and rig (= pcUc/p... Uoo), the ratio of coolant 

mass flux per unit area to primary stream mass flux per unit area, i. e. 77 =f (z/s, rh). 

Some experiments were performed more recently on the subsonic film cooling prob- 

lem with more parameters considered. Lebedev et al. [17] studied the effects of tur- 

bulence on film cooling efficiency and found that an increasing turbulence decreases 

film cooling effectiveness. It was found that at small injection rates (fit < 1) a high 

turbulence intensity results in a significant decrease of the film cooling effectiveness 

compared to low-turbulence flow. The effect of turbulence decreases at large injection 

parameters (rh > 1) due to the fact that the energy of the primary flow is a lot less 

than the average kinetic energy of the injected wall jet. Thus the wall boundary layer 

is quite stable to external disturbances. 

Lee et al. [18] investigated the effects of bulk flow pulsation on film cooling with 

compound angled holes. A row of five film cooling holes was considered with orientation 

angles of 0°, 30°, 60° and 90° at a fixed inclination angle of 35°. Static pressure pulsa- 

tions were produced with the pulsation frequency fixed at 36 Hz. It was observed that 

as the orientation angle increases, the injectant concentration spreads further into the 

spanwise direction because of pulsations than for the steady case. With pulsations the 

adiabatic film cooling effectiveness value decreases regardless of the orientation angle. 

According to the boundary layer temperature, pulsations induced large disruptions to 

the boundary layer temperature distribution and the film coverage. 

Lee et al. [19] carried out experiments to study film cooling effectiveness around 

shaped holes with compound angle orientations. The shaped holes with compound 

angle injection were found to provide improved film cooling effectiveness up to 55% in 

comparison with round hole data at high blowing ratios. 



1.2. EXPERIMENTAL STUDIES OF FILM COOLING 11. 

1.2.2 Supersonic film cooling experimental study 

Goldstein et al. [1] were the first to report an experimental investigation of film cooling 

in a supersonic free stream flowing along a flat plate. The main flow consisted of air at a 

Mach number of 3.01. Both air and helium were injected sonically through a tangential 

rearward-facing slot. Three different slot heights of 1.6256,3.1242, and 4.6228 mm. 

with a constant lip thickness 1.4478 m, rn. were used for air. A slot height of 1.6002 

min was used for helium. The total temperature of the main flow stream was close 

to the room temperature while the temperature of the wall at the point of injection 

varied between 418° and 655° R for air and from 562.8° to 663.7° R for helium. In the 

experiments, both the primary flow boundary layer and the coolant flow boundary layer 

were found to be laminar. For the air injection, two empirical equations of film cooling 

effectiveness were obtained for different cases of the ratio of coolant to mainstream 

mass flux per unit area being less or greater than 0.12. Frone the limited data of 

injection with helium, it was found that its larger specific heat compared to air causes 

a higher film cooling effectiveness. Also it was noted that the supersonic film cooling 

effectiveness was much greater than that for subsonic film cooling. But the film cooling 

effectiveness decreased more rapidly when the primary stream is supersonic. 

Clark et al. [20], Hyde et al. [21], and Kwok et al. [22], all from the Virginia 

Polytechnic Institute and State University, reported their experimental results for su- 

personic tangential slot injection into supersonic flow. Existence of organised structures 

were found in both the helium-injected and air-injected shear layers. 

Bass et al. [23] examined two coolant gases, hydrogen and nitrogen, two nozzle 

shapes, two coolant Mach numbers, three slot heights, three lip thicknesses, two levels 

of mainstream total temperature, two levels of flowpath divergence, and a wide range 

of the ratio of coolant mass flux per unit area to mainstream mass flux per unit area in 

supersonic film cooling. A correlation parameter was found to give reasonable results 

for film cooling effectiveness. The cleaner flow field Prandtl-Meyer designed nozzles 

had slightly better effectiveness than the two-dimensional design with its accompanying 
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wakes. Axial pressure gradient was found to have a significant effect on effectiveness. 

Stafford and Hartfield [24] investigated sonic tangential slot injection into super- 

sonic flow with an adverse pressure gradient. In the experiment, a shock train was 

established within a diverging Mach 2 test-section to create the pressure gradient. It 

was found that the shear layer moved toward the primary flow and became less coherent 

as the shock train advanced upstream. The movement of the shock train upstream also 

caused the shock structures to be less defined due to the increasing tunnel pressure. 

Enhanced mixing was observed which may lessen the cooling effectiveness of tangential 

slot injection with an adverse pressure gradient. The result is important since in a su- 

personic combustion ramjet, the pressure rise associated with combustion can generate 

an adverse pressure gradient in the combustor due to the combustor geometry. 

Hansrann et at. [25] studied the influences of density and velocity ratios between 

the primary and secondary flow on the film cooling process. Stationary air flows with 

static temperatures between 2000K and 3000K and the Mach number varying between 

0.5 and 1.0 were used in the experiments. The air and helium cooling gases were 

injected through a slot, inclined at 45° to the primary flow stream direction. The 

range of blowing rates was between 0.4 and 2.6. It was observed that the velocity 

and density gradients between cooling and primary flows had a considerable influence 

on the cooling effectiveness. Comparison of different cooling gases showed that the 

injection of helium led to significantly higher cooling efficiency than the injection of 

air, at constant mass flux densities. It should be noted that in the experiment, the 

wall was treated as isothermal due to the high hot gas temperatures. The film cooling 

effectiveness was defined in [25] as the ratio between the heat transfer coefficients with 

and without film cooling in accordance with the following equation: 

qo 
(1.3) 

where q, and do are the heat transfer rate coefficients with and without film cooling. 

Juhanv, Hunt, and Sivo [26] examined the dependence of film cooling effectiveness 
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on the injection Mach number, velocity, and mass flux. The freestream Mach number 

was 2.4, and the injection Mach numbers ranged from 1.2 to 2.2 for both air and helium 

injection. It was found that for a heated injection with velocity ratio greater than 1, 

the wall temperature increased downstream with the slot, resulting in an effectiveness 

greater than one. Also the comparison between helium and air experiments indicated 

that the effectiveness increased with the heat capacity of the gas, which was observed 

earlier by Goldstein et at. [1] and Hansmann et al. [25]. 

Juhany and Hunt [27] also investigated the flowfield of supersonic slot injection 

and its interaction with a two-dimensional shock wave. Similar parameters were se- 

lected as in [26]. The total pressure profiles perpendicular to the wall were measured 

at different axial locations, the farthest being at 90 slot heights. With heated gas in- 

jection, experiments were conducted to determine the adiabatic wall temperatures and 

the wall static pressures. The same measurements were then repeated including the 

impingement of two-dimensional shock waves at 60 slot heights downstream of the slot. 

The shock strengths were selected to illustrate the differences on the flow caused by 

separated and attached flows. With the oblique shock impingement, the temperature 

measurements of the flow indicated that the slot injection was beneficial for maintain- 

ing the surface at a desired temperature. However, the effectiveness of the film coolant 

decreased. 

Kanda et al. [28,29] also studied supersonic film cooling with shock wave interac- 

tion. It was found that the decrease of the film cooling effectiveness in the region of the 

shock wave/film cooling interaction may not have been caused by mixing of the coolant 

with the primary gas, but rather by the decrease of the Mach number of the coolant. 

In the vicinity of the wall surface, mixing between the coolant and the primary fluid 

was unimportant, and the coolant layer produced effective film cooling in the region of 

shock wave/film cooling interaction. Also a flow structure model was constructed to 

simulate the pressure distribution. 

As described by Goldstein et al. [1]. the following equation can be used to estimate 
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air film cooling effectiveness downstream of the cooling length. Different researchers 

obtained different coefficients of A, b and c or similar equations. 

71 = A"(x/h)b. rhc (i. 4) 

It should be noted that in different equations given by different researchers, h may 

be the slot height or the step height which equals the slot height plus the lip thickness. 

The coefficients given by Goldstein et al. [1] are listed in Table 1.1. Here h is the step 

height. 

Coolant gas Mc Mý rn A b c 
Air 1.0 3.0 fiz < 0.12 550.0 -2.0 0.8 
Air 1.0 3.0 rh > 0.12 162.0 -1.2 1.2 

Helium 1.0 3.0 0.01 < rn < 0.02 10,000.0 -2.0 0.8 

Table 1.1: Coefficients given by Goldstein et al. [1 

1.2.3 Hypersonic film cooling experimental study 

Parthasarathy and Zakkay [9] executed hypersonic film cooling with the main stream 

at Mach number 6.0 and the coolant stream at sonic velocity. Four different gases, 

air, helium, hydrogen and argon, were selected as coolants in the experiments. Three 

distinct regions were found downstream of the coolant injection. Close to the slot 

there was a region where the adiabatic wall temperature was equal to the coolant 

stagnation temperature. The second region existed downstream of the first region, 

where the mixing exhibited a nonsimilar nature. It gras called the transition region in 

[9]. Farther downstream from the slot, that is, in the third region, the effectiveness 

decayed to a power-law form. For different coolant gas, the power-law was found to 

be different due to the different heat capacity. A comparison between the film cooling 

effectiveness with supersonic and subsonic primary flow was performed. Significantly 

higher cooling performance was achieved in hypersonic flow. 

Richards and Stollery [30,31,32] investigated both turbulent (11 = 7.5,8.2) and 
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laminar (1M7 = 10.0) hypersonic film cooling at isothermal wall conditions with effec- 

tiveness as defined in Eqn. (1.3). In the turbulent case, two equations were obtained to 

estimate the effectiveness of film cooling in regions close to and far away from the slot. 

Also experiments were carried out in which air was injected into a laminar boundary 

layer at Mach number 7.5, when transition to turbulent flow occurred after injection. It 

was observed that just downstream of the transition point heat transfer rates occurred 

which were higher than the case without injection. In the laminar case, the effect of slot 

height, flow conditions, and differing coolant gases were examined. A simple discrete 

layer theory was found to give fair agreement with the experimental results close to 

the slot. 

Cary and Hefner [7] performed experiments to investigate the effects of slot height, 

coolant mass-flow rate, injection gas temperature, and heat conduction from the main- 

stream through the slot lip for a Mach 6 mainstream with sonic tangential slot injection. 

The efficiency was found to be significantly improved compared with cases at lower 

Macli numbers, as described in [9]. Skin friction downstream of the slot was found 

to be reduced with the greatest reductions occurring near the slot. Heat conduction 

from the mainstream through the slot lip was observed to significantly alter the slot 

temperature profile and thus modify the downstream effectiveness of the slot when the 

temperature of the injected gas was sufficiently different from that of the freestream 

flow. 

Zakkay et al. [33] investigated tangential slot injection with a streamwise adverse 

pressure gradient in a Mach 6 axisymmetric wind tunnel. The results indicated that the 

better film cooling effectiveness could be obtained when an adverse pressure gradient 

was present. 

Majeski and Weatherford [34] found that film cooling was an effective means of 

reducing heat transfer to a sensor window at Mach number 8. An empirical correlation 

model was also developed to be used to extrapolate to flight conditions. 

Olsen et al. [2] performed experiments to study coolant delivery pressure, slot height 
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and lip thickness, and incident shock effects in two-dimensional hypersonic film cooling. 

Some design guidelines were published as follows. Coolant pressure matched to the local 

boundary layer edge pressure was found to be most effective. Larger slot heights are 

more effective than smaller slot heights. And, lip thickness, in [2], has no net effect on 

film cooling and can therefore be set by other design considerations. Incident shocks 

degrade film cooling effectiveness. 

Equations similar to Eqn. (1.4) were also used in [9,31,7,33] to give an estimation 

of film cooling effectiveness. Zakkay et al. [33] also considered the Reynolds number 

as a factor which also changes film cooling effectiveness. 

1.3 Numerical studies of film cooling 

With the development of computational techniques and the computer itself, CFD be- 

comes an increasingly important tool to simulate complex flow. It is very difficult to 

obtain practically the hypersonic flow conditions at reasonable power levels, thus ex- 

periinents in hypersonic film cooling are usually done in short duration facilities. Tech- 

niques have been developed however to achieve reasonably accurate measurements. 

However, the merit of the computational study of film cooling is obvious especially in 

hypersonic flows. 

An early numerical study of film cooling was performed by Beckwith and Bushnell 

[35] in 1971. An implicit finite-difference method was utilised to solve the boundary- 

layer equations for the conservation of mass, momentum, and total enthalpy for the 

mean flow. A method based on eddy-diffusivity and mixing-length concepts was devel- 

oped in order to calculate the rapidly changing profiles of velocity, temperature, and 

concentration of multi-species gases just downstream of the slot and in the subsequent 

relaxation region (where the profiles relax to those for an undisturbed boundary layer 

far downstream of the slot). Comparisons of predicted velocity profiles, boundary-layer 

thickness, heat transfer, skin friction, and recovery temperatures had been made with 

experimental data from early investigations at freestream Mach numbers of 3 and 6. 
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In general, good results were obtained especially in the area just downstream of the 

slot. 

Cary and Hefner [7] compared their experimental effectiveness and skin-friction data 

with the predictions obtained from the above code. Good agreement was observed. 

The following assumptions were made in the code: 1) air-to-air injection, 2) constant 

pressure field across the boundary layer (dp/dy =0 everywhere, no shocks), and 3) 

a thin slot lip (causing no flow separation or recirculation). Skin friction was also 

investigated in this study and was observed to decrease downstream of the slot, with 

the greatest reductions occurring near the slot. 

Nang [36] developed a boundary layer code which was used to predict the film cool- 

ing effectiveness for the optical winciow on a hypersonic vehicle. An inviscid-viscous 

coupling approach was used together with the k-E [37] turbulence model. This ap- 

proacli assumed that viscous effects were limited to the mixing-layer region and in the 

immediate vicinity of the wall. Outside the mixing-layer, the flow was treated as invis- 

cid and the flow phenomena were modelled by the Euler equations. An implicit finite 

difference technique was used to solve the governing equations. A series of parameters, 

such as coolant slot height, coolant exit conditions, tunnel or flight conditions were 

studied using the code. The predicted surface pressures and heat transfer rates were 

shown to agree well with the experimental data. 

O'Connor and Haji-Sheikh [11] numerically simulated the experimental work done 

by Goldstein et al. [38]. Three different slot heights, 1.62,3.12, and 4.62 mm were used. 

Six coolant airflow values were selected for each slot height, resulting in secondary-to- 

primary airflow ratios (rri = pcu. c/ppUp) between 0.5 and 8%. The coolant air stream 

was injected parallel to a flat plate in a Mach 3.0 divergent nozzle. In this numerical 

study, the two-dimensional Navier-Stokes equations were solved using the HAWK2D 

code with a two-equation k- kl turbulence model [39]. This turbulence model was 

derived from a Reynolds stress closure model and modified for compressible flow. The 

Beam and Warming approximation factorisation algorithm was applied in HAWK2D 
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to solve the equations produced by central differencing of the N-S equations on a 

regular grid. This algorithm employed the alternating direction implicit (ADI) style 

formulation to reduce computational time. The local Reynolds number of the primary 

flow at the splitter plate based on local conditions and primary flow passage height was 

4.4 x 105, indicating a laminar boundary layer. It was found that film cooling through 

a rearward-facing slot into a supersonic flow stream can be effective. The cooling 

effectiveness dropped due to mixing between the primary and secondary streams at 

some downstream location. Also the rate at which the effectiveness decreased was 

greater than for subsonic primary flow conditions. The step or slot height was found 

to be neglected under a given coolant injection rate. All these conclusions agree well 

with the experimental results. An adiabatic wall boundary condition was used so 

that only the wall temperature was considered which is unusual in hypersonic and 

some supersonic experimental film cooling studies. Moreover, only laminar flow was 

considered in this study. 

Takita [5] tackled the supersonic film cooling problem on a cylinder body, rather 

than on a flat plate (Fig. 1.7). The cylinder with one slot was placed behind a detached 

shock wave in a supersonic airflow. A coolant gas issued uniformly from a slot located 

over 5 degrees from the centerline of the cylindrical body. Both reactive gas (hydrogen) 

and inert gases (nitrogen and helium) were simulated as the coolant. 

The two-dimensional multispecies Navier-Stokes equations including full chemistry 

were solved using a finite difference method. It was found that if the effect of the 

reaction was omitted, hydrogen had the greatest efficiency of all the gases because it had 

the highest heat capacity and lowest molecular weight. When combustion occurred, the 

cooling efficiency would decrease. The cooling effectiveness was found to dramatically 

decrease when the injection angle was changed from 0 to 90 degrees. Although the 

authors were quite confident that the results obtained by CFD were of sufficient quality, 

this is difficult to judge because of the lack of experimental data. Again, an adiabatic 

wall was assumed in the study. 
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Figure 1.7: Film cooling on a cylinder body (Takita [5]) 

Aupoix et al. [40] performed both an experimental and a numerical study at ON- 

ERA to simulate supersonic film cooling in a rocket engine. Two injector heights and 

cold and ambient temperature films, as well as matched and under- and over-expanded 

films have been studied. A mixture of air and vaporised liquid nitrogen was used as 

the coolant to be injected into the main air flow. In the numerical study, compressible 

boundary-laver equations were solved using a finite volume technique. From the exper- 

imental wall temperature profiles, it was found that some heat transfer occurred. Since 

it was not high, all calculations were executed using adiabatic wall conditions. In this 

numerical study, many turbulence models were tested. First, the Cebeci and Smith [41] 

and the Baldwin and Lomax [42] algebraic models were tested because of their sim- 

plicity and cheapness. Then five k-E models (Jones and Launder [37], Launder and 

Sharma [43], Chien [44], Nagano and Tagawa [45], and So et al. [46]) and the Wilcox 

k-w [47] two-equation model were studied. Finally, a four-equation model due to 

Sommer et al. [48] was tested. The goal was to get rid of the assumption of a constant 

turbulent Prandtl number to compute the turbulent heat fluxes as experiments tend to 

Coolant gas 
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show that the turbulent Prandtl number is roughly constant in boundary layers and in 

mixing layers but with different levels. The Sarkar's dilatation dissipation correction 

[49] was also implemented in Chien's k-E model. Algebraic turbulence models were 

not found to be well suited to predict film cooling flows, whereas two-equation models 

correctly reproduce the key features of the flow. The So et al. model [46] was found to 

provide the best prediction of the flow field among all the models tested, even though 

the deviation of the adiabatic wall temperature was very large. The authors attributed 

this to the turbulence model and the boundary-layer approach, which however was not 

representative near the injector lip where a small downwash of the mixing layer was 

predicted. However, the boundary-layer approach is an efficient and inexpensive way 

to investigate film cooling. 

Garg [3] investigated heat transfer on a film-cooled transonic rotating turbine blade 

using three different turbulence models. A three-dimensional Navier-Stokes code was 

used with the Baldwin-Lomax model [42], the Wilcox k-w [50] and the Coakley q- cv 

[51] models. All models were observed to provide a reasonably good prediction of the 

heat transfer on the suction surface of the film-cooled rotor blade when compared to 

the experimental data. The B-L model was found to give a better prediction than the 

two-equation models at the leading edge. On the pressure surface, the k-w turbulence 

model was found to provide the best heat transfer prediction in general. Both the B- 

L and q-w models under-predicted the surface heat transfer considerably. In this 

numerical study, uniform distribution of the coolant velocity (relative to the blade), 

temperature, turbulence intensity and length scale at the hole exit was specified. 

Kassimatis et al. [52] developed a pressure-type boundary condition, based on 

uniform total pressure, for the film cooling problem to yield more accurate results 

than the widely used uniform velocity assumption for blowing ratios greater than 0.5 

(uc/up > 0.5). At high blowing ratios, the viscous effects are small and hence the total 

pressure can be treated as constant and provide a better boundary condition. But 

during each iteration, the uniform total pressure needs to be adjusted so that the mass 
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flow through the slot equals the required value. 

Takita and Masuya [53] solved the two-dimensional multispecies compressible Navier- 

Stokes equations with the k-E low-Reynolds-number turbulence model [54]. Sarkar's 

correction [49] for the compressibility effect was also applied to the source term in the 

equation for k. A H2/02 combustion model was included with 9 species and 37 elemen- 

tary reactions. N2 was assumed to be an inert gas, so that its reactions were omitted. 

The 3rd-order MUSCL TVD scheme was used for the discretisation of convective terms. 

Effects of corribustion and shock impingement on supersonic film cooling by hydrogen 

were investigated. No large difference due to the effect of the shock impingement on 

the film cooling between H2 and the nonreactive coolant appeared. 

Gartshore et al. [6] executed both an experimental and a computational study to 

investigate the effect of hole shape. Two sets of compound-oriented holes, one square 

and the other round with the same cross-sectional area, as sketched in Fig. 1.8, were 

tested under the same three blowing ratios, 0.5,1.0 and 1.5. The square holes were 

found to be slightly superior only very close to the injection point and only at low 

jet-to-crossflow velocity ratio. For all higher blowing ratios and at large downstream 

distances, the round holes were better due to the lower integrated momentum flux 

away from the wall plane at the hole exit. The standard k-c turbulence model was 

used. The numerical results were too high for both geometries. The authors suggested 

the use of more complicated turbulence models and wall function representations to 

improve the comparison. 

Lin et al. [55] performed a blind-test (in which experimental data were not released 

until the CFD simulations were completed and submitted) to investigate the three- 

dimensional flow and heat transfer about a semi-cylindrical leading edge with a flat 

afterbody that was cooled by film-cooling jets, injected from a plenum through three 

staggered rows of compound-angle holes with one row along the stagnation line and two 

rows along ± 25°. Comparison with experimentally measured temperature distributions 

and adiabatic effectivenesses indicated the computational result to be reasonable and 
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Figure 1.8: Film cooling injection hole geometry (Gartshore et al. [6]) 

physically meaningful. But discrepancies 
were obvious in coolant jet spreading rate and 

the a. iiiount of hot gas entrainment. The computations were observed to under predict 

normal spreading, over predict lat el al spreading above the surface, and under predict 

lateral spreading on the surface. Lin et «l. attributed these errors to the isotropic 

turbulence model used, which could not account for the Reynolds stress redistribution 
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as eddies flatten as they approach the wall. All the computations were performed by 

using the CFL3D code with the Menter SST turbulence model (56]. 

1.4 Objectives 

There has been a continous interest in mixing problems in hypersonic flow over the past 

forty years during the development of supersonic scramjet engines. Mixing is involved 

with both the injection of the fuel into the combustion chamber and the cooling of 

heated surfaces in the high speed flow. It is more appropriate to tackle the latter 

problem before the former one. From the review presented above, it is clear that a lot 

of experimental work has been done during the past forty years. But since the film 

cooling problem is very complex, it is found that it is difficult to achieve a universal 

equation to predict the film cooling effectiveness from the experimental results. Thus 

there is a need to perform a numerical study of film cooling to enable satisfactory 

prediction. Usually the slot height is very small (a few millimetres), therefore, it is 

difficult to obtain detailed information by experiment on the flow in the near slot area. 

CFD provides the possibility of investigating the full flow field including the near slot 

region in detail. 

Although some numerical studies have been performed to investigate the film cool- 

ing problem, they are mainly focused on subsonic and supersonic flows. Nowadays, 

there is a resurgence of interest in hypersonic flight and rockets, so it is important to 

execute a numerical study of film cooling in hypersonic flows. The literature search 

identified the data of Richards and Stollery [30,31,32] as being suitable to validate 

the numerical methods. The method of measuring heat transfer rate has not changed 

significantly until today. The approach used in this study is to simulate film cooling 

in both hypersonic laminar and turbulent flows based on the experimental work done 

by Richards [30]. The experiments in hypersonic flow were carried out at sufficiently 

high freestream densities that the flow can be considered as continuous, and that the 

Navier-Stokes equations are the appropriate ones to solve. 
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The objectives of this numerical simulation are: 1) to validate the Navier-Stokes 

solver, P IB2D, in hypersonic flows, 2) to use the PMB2D code instead of boundary 

layer solvers used by previous researchers to investigate the mechanism of film cooling 

in both hypersonic laminar and turbulent flows, and 3) to study the effects of different 

parameters including the coolant injection rate and the slot height in the film cooling 

process. 

In the following Chapter the governing equations and numerical methods are briefly 

described. Chapter 3 gives a numerical study on both hypersonic laminar and turbulent 

flows over a flat plate. The flat plate flow can be treated as a particular case of 

the simple film cooling problem by setting the slot height and the coolant injection 

rate to zero. It can also provide a reference datum to check the effectiveness of film 

cooling. Different turbulence models are considered for calculations in the turbulent 

flow regime. Chapters 4 arid 5 contain detailed numerical studies of hypersonic laminar 

and turbulent film cooling respectively. In laminar flow, a uniform boundary condition 

at the slot exit has been found to be inadequate for predicting the heat transfer, 

whilst an extended coolant inlet gives improvement. In turbulent flow, a dilatation- 

dissipation correction to the k-w turbulence model has been introduced which gives 

improved prediction of the experimental data. The coolant fluid was observed to affect 

the primary boundary layer in two ways: 1) a separate layer set up by the coolant 

fluid itself, 2) a mixing layer between the primary and coolant flow streams. Curve 

fitting of the cooling length and the film cooling effectiveness has been applied to study 

the relationship between the film cooling effectiveness and a grouping of variables, 

x/(h. rh). A two-equation model has been presented to illustrate the relationship for 

not only the laminar but also the turbulent flows. For film cooling effectiveness in log- 

log coordinates, a second-order polynomial curve can be used to fit the laminar flows, 

whilst a straight line is suitable for the turbulent flows. Conclusions and suggestions 

for future work are presented in Chapter 6. Finally, implementation and validation of 

the Spalart-Allmaras one-equation turbulence model which the author had contributed 
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to the PMB code development is included in Appendix A for completeness. 



Chapter 2 

Model Equations and Numerical 

Methods 

2.1 PMB2D code 

The PMB2D code developed at the University of Glasgow is used in this study to 

examine film cooling in hypersonic flow. This code is a generic CFD code which has 

been used to successfully model steady and unsteady flows including aerofoils, wings, 

jets and cavities in subsonic and transonic flows. The PMB2D code was used by Feszty 

(5 7] to investigate hypersonic flows over bodies of revolution. With Harten's entropy 

fix, both inviscid and laminar cases were calculated successfully. A brief introduction 

of the PMIB2D code is given in this chapter. 

2.1.1 Governing equations 

The N avier-Stokes equations are the model equations of motion for a continuous viscous 

fluid. The two-dimensional Navier-Stokes equations can be written in non-dimensional 

conservative form in Cartesian coordinates as 

OQ 0 (F' - F') 0 (Gi - Gv) 
at 31 ay 

26 
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where Q= (p, pu, pv, pE)T denotes the vector of conservative variables, p is the 

density of the fluid and u and v are the two Cartesian components of the velocity. The 

specific total energy is defined as 

pE =p+1p (u2 + v2) . -y- I2 
(2.2) 

The inviscid flux vectors Fi and G' are, 

Iu 

put p 
Fi = 

puv 

u(pE+p) 

pv 

Gi 
pV 

= 
Pv2 +p 

v(pE+p) 

The viscous flux vectors F" and G" are given by 

1 Fv-e (0, T�., Txy, UT�� + VTTy + q, )1,, 

1T 
GV = 

e 
(0, -r_-y, Tyy, fTxy + VTyy + qy) 

, R 

where the components of the stress tensor and of the heat flux vector are modelled in 

the following way 

'9u 2 u 19V Ta: x + lit) 
( 

2 
äm 3ä ax + äy 

Tyy _ - 
ä v 
av - (FL + pt) 

(2_ 22 äu 
- ( + 

äv 
av ay 3 ax ay 

au av Txy (it + lit) ax ay 
ýý 

1 P µt + 
T 

(7,1) . lJ9 Pr Prt ax 

qy= -1 
µ + µt aT 

2 (`ý 1). ýI`1 P p ay 
00 r r t 

The turbulent eddy viscosity µt is set to zero in a laminar calculation and evalu- 

ated by another model (Section 2.2.1) in turbulent flows. The laminar viscosity µ is 

evaluated using Sutherland's law 
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P (T)" 5TO + 110 

µo To T+110' 

where µo is the reference viscosity at a reference temperature To, taken as /to = 1.894 x 

10-519/(rn -s) with To = 288.16 K. 

Finally, the closure of the \-S equations requires the perfect gas equation: 

p=pRT. 

2.1.2 Numerical procedures 

(2.3) 

The equations are transformed from the physical domain (x, y, t) to the cornpUtationýll 
domain (ý, 7), T) with the grid spacing in the computational space being uniform und of 

Unit length. This produces a Cartesian computational domain which is it CUI)oid and 

has a regular uniform I esh. 

The N-S equations are cliscretised in space using a cell-centred finite volume ap- 

I)roach. The convective terms are discretised using either the Osher or Roe [58] scheme. 

All calculations in this study were obtained using the Roe scheme since it has been 

proven to be better suited for hypersonic flows [59]. The Harten entropy fix [60] was 

introduced in the Roe scheine in order to avoid the occurrence of non-physical expan- 

lion shocks. \IUSCL variable interpolation is employed to achieve 2nd order spatial 

accuracy. The diffusive terms are discretised by central differencing. A time-marching 

scheme is performed to get a steady solution. Further details of the numerical method 

used in P\IB2D can be found in [61.62.63]. 
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2.2 Turbulence models 

2.2.1 The Wilcox k-w turbulence model 

The k-w turbulence model [64] is the original model implemented in the PMB2D 

code to calculate the eddy viscosity µt. This model can be written in non-dimensional 

form as 

a(pk) a(Pu3k) 0 ([L+a*pt a 
at axj axj Re ax] 

(2.4) 
a(p)U)) a(pU W) a+ Qµt äw w 

at + ax ax; Re ax; =ak Pk - , Qpw2. 

The turbulent eddy viscosity is defined by 

lit=Rep 
k 

(2.5) 
w 

The production term Pk and closure coefficients are given as 

Pk = At 1 aui + au; Z_2 auk 2 
Re 2 5x j axi 3 DXk 

a= 5/9,0 = 0.075,0* = 0.09, or = 0.5, a* = 0.5. 

It is suggested that the smooth wall boundary condition is applied within the range 

0< y+ < 2.5. The exact solution of the transport equation for w as y --+ 0 is adopted, 

i. e., w= 6p. ß, 
/(Qpy2). Wilcox originally suggested that this condition should be applied 

to several cells within the viscous sub-layer. However, the Menter interpretation of this 

boundary condition [56] is widely adopted, by applying a single value at the wall of 

kw=0, w,,, =10 
6µw 

(2.6) 
Re3p(Jyi)2 

where Ay, is the distance to the next point away from the wall. The above equation 

simulates the smooth wall boundary condition as long as Dyi < 3. 

The convective terms of Eqn. (2.4) are discretised by the Engquist-Osher method, 
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considering the k and w equations as decoupled scalar equations with a prescribed 

velocity field. The spatial discretisation is either first or third order accurate using 

MUSCL interpolation with the Anderson or Van Albada limiter. The viscous diffusion 

terms are discretised using the central difference method. The source terms are also 

evaluated at the cell centre. So similar numerical methods to the mean flow solver are 

used to solve the k-w transport equations. 

2.2.2 The Menter baseline turbulence model 

Menter proposed two turbulence models in 1994 [56]. The first model, which is called 

the baseline (BSL) model, retains the formulation of the Wilcox k-w model in the 

near wall region, and takes advantage of the freestrearn independence of the k-E model 

in the outer part of the boundary layer. The original Wilcox k-w model is used in the 

sub- and log-layer and is gradually switched to the standard k-w model in the wake 

region of the boundary layer by introducing a blending function Fl. The k-E model 

is also used in free shear layers. This BSL model is found to be very similar to the 

original k-w model for boundary layer flows, but it avoids the strong sensitivity to 

the freestrearn flow conditions of that model. The following nondimensional equations 

describe the BSL model: 

O(pk) + 0(pu3k) 
_aA+ Ukµt ak 

= Sk at ax; az; Re azj 
(2.7) 

a(pw) + a(pu3w) 
_a 

(ii +aµt aW 
= Sw. at ax; ax, Re aX; 

Sk and S, in the above equations are the source terms which can be written as 

I Sk=Pk; -3*pwk 

PP_ OPW 2+ 2(l - FI) PaW2 aA aw (2.8) 
µt wRe axe äxß 

The constants 0 of the BSL model can be calculated from the constants, 01,02, as 

follows: 
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=F101+(1-F1)q52. (2.9) 

The constants of set 1 (01) are (Wilcox) : 

cri;, = 0.5, or,, = 0.5, th = 0.075 
(2.10) 

Q* = 0.09, ic = 0.41,71 = 01/0* - QwlK2/ " 

The constants of set 2 (02) are (standard k- E): 

Qk2 = 1.0, Orc2 = 0.856, ß2 = 0.0828 
(2.11) 

ß* = 0.09, rc = 0.41, 'Y2 = ß2/13* - Or4,2rc2/�j. 

The function Fl is designed to blend the model coefficients of the Wilcox k-w 

model in boundary layer zones with the transformed k-E model in free-shear layer 

and freestream zones. This function takes the value of one on no-slip surfaces and near 
to one over a large portion of the boundary layer, and goes to zero at the boundary 

layer edge. The auxiliary blending function is defined as 

Fl = tanh(aryi ) 

aTgl = min 
[max f 500p 4pcw2k (2.12) (009; 

wy Repy2w CDkwy2 

where y is the distance to the next surface and CDk , is the positive portion of the 

cross-diffusion term of the w-transport equation 

w DA., a = max 
(2pcrw2i 

, 
10-20 (2.13) 

wax; ax; 

The turbulent eddy viscosity is defined the same as the k-w model in Eqn. (2.5). 

The following choice of freestream values was recommended by Menter 

k; 
oo = p-to 

WO° 
Woo _ (1 -+ 10) 

L ýýcx = 10-(2-º5)/100, (2.14) 
Poe 

where L is the approximation length of the computational domain. The boundary 
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condition for w at the wall surface is the same as mentioned before, Eqn. (2.6). 

2.2.3 The Menter SST turbulence model 

The other model proposed by Menter, the SST (shear-stress transport) model [561, 

combines several desirable elements of the k-E and k-w turbulence models. The 

above BSL model gives good results for mild adverse pressure gradient flows, but fails 

to accurately predict flows with strong pressure gradients and separation [56] like pre- 

vious two-equation models. This is a serious deficiency leading to an underestimation 

of the effects of viscous- inviscid interaction which generally results in too optimistic 

performance estimates for aerodynamic bodies. The reason for this deficiency is that 

these models do not account for the important effects of transport of the turbulence 

stresses. From the J-K model [65], significant improvements can be obtained with 

the half-equation model by modelling the transport of the shear stress as being pro- 

portional to that of the turbulent kinetic energy. With the same transport governing 

equations used, the second model proposed by Menter results from a modification to 

the definition of the eddy viscosity in the BSL model, which accounts for the effect of 

the transport of the principal turbulent shear stress. 

_ 
Repk/w 

ýýt 
max [1; SZF2/(alw)]' 

(2.15) 

where al = 0.31 and Q is the absolute value of the vorticity. F2 is given by 

F2 = tanh(argz ) 

arg2 = max 2f 
5O01L (2.16) 

0.09w y' Re py2w 

The constants of set 2 in the SST model are the same as the BSL model. But the 

constants of set 1 are changed to: 

Qß; 1 = 0.85, Qß, 1 = 0.5, Ql = 0.075 
(2.17) 

, Q* = 0.09, ic = 0.41,2'i = 0i/13# - or4, ir, 2/ Q. 
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Because the SST model includes the effect of the transport of the principal turbu- 

lent shear stress, major improvements in the prediction of adverse pressure gradient 

flows have been observed by many researchers [66,671. Both the Menter's BSL and 

SST models have been implemented into the PMB2D code in order to study the effect 

of turbulence models in hypersonic turbulent film cooling. 

2.2.4 The Spalart-Allmaras turbulence model 

Another model tried in this computational study is the Spalart-Allmaras turbulence 

model. This turbulence model is a one-equation model developed by Spalart and 

Alimaras [68,69]. It was inspired from an earlier model developed by Baldwin arid 

Barth [70]. The transport equation and coefficients of the S-A model were defined using 

dimensional analysis, Galilean invariance, and selected empirical results. In Eqn. (2.18), 

the transport equation of the S-A model in fully turbulent flow is non-dimensiorialised 

using the freestrearn flow variables. In the original S-A model, transition was also 

considered, but is ignored here. The transport equation is then given by 

aý+a(u; v) 
_a 

(v+Ia)s 
at ax; aT; aRe ax; 

(2.18) 

where the source term is divided into the following four parts S= Sl + S2 + S3 + S4 

where 

Sl =Cbl 

_C 
(övl 2 8v 

2 
rövl 2 S2 

QRe ax 
+ 

(äy) 
+ 

\özl 

S= 
-e Rew 

[Zý]2 
3 

S =U 
ä+äv+duý 

4 8x 8y öz 

) 

(2.19) 

All the auxiliary functions are redefined in non-dimensional form as 
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3 x 

1/ý 
fvl- 

3+C3 , 
fv2=1- x 

vl 
1+ xfvl 

1+ C6 3 
1/6 T1 

fryv g=r+cw2(r6-r), r- 6 

19 l 

+ cw3 Sh2d2 Re 

SZ=Sý+ v fva 
1, 

Q- 2521 Sý 
(2.20) 

K2d2 Re 

a= 2/3, Cbl = 0.1355, Cb2 = 0.622, k=0.41 

CIA = 7.1, C, ul = Cb1/h, 2 + (1 + Cb2)/Q, C«, 9 = 0.3, Cw3 = 2. 

The S-A model has been implemented and validated by many researchers in the 

past ten `ears [66,67,71,72,73,74,75,76]. The S-A turbulence model was highly 

recommended [66,67] for attached flows. It can give results that are often similar to the 

two-equation models, particularly to the Menter's SST model. However it performs 

less well in separated flows. 

This model was implemented by the author in the PMB3D code, which is a 3-D 

version of tlhe P\IB code. The implementation and validation can be found in Appendix 

A. 



Chapter 3 

Hypersonic Flat Plate Study 

3.1 The gun tunnel 

All eXJ)erirrients clone by Richards [301 were performed using the Imperial College gun 

t uiiiiel. In brief, it is a blowdown tunnel with a shock compression heater. The shock 

is generated by compressed air driving a free light piston down a 6.096 ni long barrel 

filled with the test gas. Unit Reynolds number, u,, I vom, can be varied for constant 

total temperature, To, by varying the driving pressure, Pd, and the barrel pressure. 

Pb, keeping Pd/pb constant. The total temperature can be varied for constant total 

pressure by keeping Pd constant and varying Pb. A 10° half angle conical nozzle with 

interchangeable throat inserts provides nominal test section Mach numbers of 7.5 and 

10.0, whilst a contoured nozzle provides a uniform flow at Lach number of 8.2. The 

nozzles have 0.2032m and 0.1905 m exit-plane diameters respectively giving a useful 

core of about 1524 in. An open jet test section was used, and the useful running time 

\Vjl,, aI)I)ro\iinately 40 milliseconds. 

Two film cooling models were used in the experiments. Model B. which was used 

for the test matrix used in this thesis, is shown in Fig. 3.1. Fig. 3.2 shows the cross 

section of the tilrn cooling model through the plenum chamber. The plenum chamber 

w feed from two pipes from the rear, which led to a rearward facing slot through a 

1J° bend. This was used to enable the coolant to be injected tangentially along the 

35 
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model aw v from the leading edge. 

F'igtire 3.1: E. _rp (:, i iiiicrtta1 Jilin cooli'n q model 
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This film cooling IIlo(lel was iI1St rumente(1 with thin li i platinum reSistaIice gal1g('ti 

III order to measure the heat transfer rate. The instrumented section in Fig. 3.2 could 

be raised or lowered so that different slot heights could be obtained. All experinierit 

in hypersonic lainiriar flow were executed using the . ̀l1 = 10.0 conical nozzle, while 

for experiments in turbulent flow the AI = 8.2 contoured nozzle was used. In all 

experiments, isothern-ial «all conditions were applied. Although different coolant gases 

including air, freoI. helium and argon were used in the experimental study, onl%- air lH 

fOr l)oth the primary and the coolant flow in this CFD stu(IV. 

coal_irit slot ;. ns tru: rented section 

FIS 1111' :. 2: C 1ýý, ý , ý'( ('(gi)ll (ý' f/i( ti/ui ('()Cýý IJ ! 
r' l)ll(J/i l/f 

ý'ý' itlli/ I /; rýii, 'I 

For t lic flat plate >t li(I clCIIý(rih(u(l III t his Chapter. the slot height is set tu zero. Iii 

f1 it 1)hut. e floe' can be treated as a particular case of the simple film cooling problem 

Plenum chamber two 'eed tuce 
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by setting the slot height and the coolant injection rate to zero. It can also provide a 

reference datum to check the effectiveness of film cooling. The flat plate flow investi- 

gated in this Chapter is also a good case for the validation of the PMIB2D code in both 

hypersonic laminar and turbulent flows. 

3.2 Hypersonic laminar flow over a flat plate 

3.2.1 Definition of the primary flow conditions 

In Table 3.1, three primary flow conditions (PFC) in the experiments at the nozzle 

exit are selected at the same nominal Mach number of 10.0. The flow conditions in 

this table and subsequent ones are given to 2 places of deciIY1al. This was done so, not 

to reflect the accuracy of the experiment, but to provide consistency in the numerical 

calculations. 

LFP Case M Re/rn To (K) 
1 10.0 6.30 x 10' 1290.00 
2 10.0 5.31 x 106 1170.00 
3 10.0 4.13 x 106 1030.00 

Table 3.1: Three different primary flow conditions at the nozzle exit for the laminar 

experiments 

Despite the experiments being performed in a conical nozzle, constant freestreain 

conditions were used for all the computations. LFP (laminar flow over a flat plate) Case 

1 in Table 3.1 was at the nozzle exit plane. Assuming that the gas is thermodynamically 

perfect, then the conditions here provide sufficient information for the definition of the 

flow. From the gas law and the Sutherland's law, other conditions of the primary 

flow stream can be calculated giving the freest ream static pressure 281.0 Ay/»z2 and 

freest ream static temperature 61.4311. 

The position of the slot is important in the simulation of film cooling (to be dis- 

(-ussed in Chapter 4) and this was not specified in [30]. although it was expected to be 

cqoo, se to the nozzle exit. The experimental pressure distribution on the zero slot model 
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used to provide the zero film cooling pressure and heat transfer measurements was 

available and this was influenced by the viscous interaction. It had an experimental 

value of 475.7 N/m2 at the slot position. Predictions of this interaction were calcu- 

lated numerically and compared with the experiments. It was found from comparison 

of the experimental and calculated pressure variation, which naturally included the 

viscous interaction, that the Mach number at the position of the slot within the con- 

ical nozzle was 9.9, i. e., slightly upstream of the nozzle exit (where the Mach number 

was 10.0). It was thought the best choice of condition to specify the slot position was 

by equating these pressure values. The new freestrearn conditions were then taken as 

? l1ý = 9.9, To = 1290.0 K and Re/m of 6.46 x 106, p00 = 476.00 N/m2, T00 = 62.62 K 

etc. The other conditions of the experiment are calculated accordingly. In Table 3.2, 

three PFCs are achieved from Table 3.1 using the above method. It is stated here that 

all the PFCs mentioned in the following discussions in Chapters 3 and 4 will be those 

in Table 3.2, unless specified otherwise. 

LFP Case M Re/rn pý (Pa) To (K) Tý (K) T,, (K) 
1 9.90 6.46 x 106 476.00 1290.00 62.62 290.00 
2 9.90 5.45 x 106 341.00 1170.00 56.79 290.00 
3 9.90 4.24 x 106 214.00 1030.00 50.00 290.00 

Table 3.2: Calculated three different primary flow conditions for laminar flows 

3.2.2 Grid dependence test 

The computational domain of the flat plate is illustrated in Fig. 3.3. Two blocks are in- 

cluded in the topology. In the larninar film cooling study, the first block was defined by 

the distance from the sharp leading edge to the slot of 33.02 mm, corresponding to the 

experimental configuration. The second block was defined by the distance 254.00 mm 

downstream of the slot. In the normal direction, the computational domains were cho- 

sen to be 76.20 mmmn, which is sufficiently far from the plate such that the oblique shock 

weave passed out of the flowfield at the downstream boundary. The grid for the flat 
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plate calculation is extracted from the film cooling grid. A fine grid and a coarse grid 

were tested. For the fine grid, there are 95 x 133 and 301 x 133 grid points in the two 

blocks in Fig. 3.3. The coarse grid was generated by extracting one grid point from 

every two grid points in the fine grid. So for the coarse grid, there are 48 x 67 and 

151 x 67 grid points in these two blocks. Freestrearn conditions were set at the leading 

edge and top of the computational domain. A simple first-order extrapolation from 

the interior was applied at the outlet. Similar boundary conditions were applied in all 

film cooling calculations. 

33.02 mm , L=254.00 mm 

P 
76.20 mm 

Figure 3.3: Flat plate geometry description of laminar case 

It is found that the farfield freestream temperature T,,. is very low compared with 

the wall terriperature Tw, the temperature gradient is thus high in the area very close 

to the wall surface. So an iteration procedure using incremental values of T,,. is found 

to be needed to approach the required value Tu, /TOO (about 5.0). A typical temperature 

iteration in LFP Case 1 is TWITOO = 1.5,2.5,4.0,4.63. In each iteration, the flow field 

of the last step was used as the initial flow field for the following case. 

According to the isothermal wall condition applied in the experiment, all physical 

surfaces are modelled as no-slip (viscous flow) isothermal wall surfaces. Zero pressure 

gradient is used on these wall surfaces. 

Both the coarse and fine grids were tested with all the three flow conditions listed 

in Table 3.2 for validation of the PMB2D code. Static pressure and heat transfer 

distributions are compared with experimental data in Fig. 3.4 and 3.5. respectively. 

In these two figures, symbols indicate the experimental data while lines indicate 

computational data. In the experiments, heat transfer rate and static pressure were 

measured from the position of the slot (x/L = 0), only values from this point are 
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Figure 3.5: Heut transfer rate distributions over a flat plate, laminar flow 
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compared 
here. As we can see in Fig. 3.4, due to the conical nozzle used in the 

exper1111eIIt. the static pressure decreased rapidly along the flat plate as the -Mach 

number increased. As mentioned before, our interest is to match the static pressure 
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value at the beginning of the slot. It is clear that both the coarse and fine grids give 

similar static pressure distribution. Heat transfer rate distributions in Fig. 3.5 agree 

very well with the experimental data. 

The relationship between enthalpy and velocity is given by the equation for conser- 

vation of energy. 

h+2 v2 = ho = Constant, or (3.1) 
cpT +2 v2 = cpTo = Constant for a perfect gas. 

At high Mach numbers the total enthalpy is nearly all converted into kinetic energy, 

and the remaining enthalpy changes little with Mach number in the conical nozzle. Fur- 

therrnore the heat transfer rate is proportional to the difference between the recovery 

temperature and the wall temperature, and the recovery temperature has a fixed rela- 

tion with total temperature through T,. = Pr213 To, thus also the heat transfer rate is 

insensitive to the Mach number in the conical nozzle. 

Although the heat transfer rate is not as sensitive as the static pressure, obvious 

discrepancies can be observed near the trailing edge of the flat plate especially under 

high Reynolds number (LFP Case 1). Again, the difference between the coarse and 

fine grids is small in all cases. 

From this grid dependence study, it was concluded that a grid density of 199 x 67 is 

sufficient and that an increased grid density did not significantly alter the results. All 

the calculations above converged well. Calculation details of LFP Case 1 are shown in 

Table 3.3. 

3.2.3 Temperature profiles 

Static and total temperature profiles of LFP Case 1 normal to the wall at i/L = 0.2, 

0.5 and 0.8 are depicted in Fig. 3.6. The thickness of the thermal boundary layer is 

clearly growing. At x/L = 0.5, the temperature boundary layer is about 5 mm, that 

is, in such a thin layer, large temperature gradient exists at the wall leading to strong 
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Grid size T,,, /TOO Explicit steps 
/CFL number 

Implicit steps 
/CFL number 

log residual 

199 x 67' 1.5 4000/0.1 517/5 -4 
2.5 20/0.3 322/20 -4 
4.0 20/0.3 135/50 -4 
4.63 20/0.3 287/100 -8 

396 x 133 1.5 4000/0.1 11-12/5 -4 
2.5 20/0.3 797/20 -4 
4.0 20/0.3 314/50 -4 
4.63 20/0.3 941/100 -8 

Table 3.3: Calculation details of LFP Case 1 

heat transfer from the fluid to the wall. The static temperature contours illustrated 

in Fig. 3.7 again clearly shows the development of the temperature profile through 

the boundary layer including a high temperature layer in the vicinity of the wall. In 

Fig. 3.7, the leading edge of the flat, plate is located at the start point with x/L = -0.13. 

3.3 Hypersonic turbulent flow over a flat plate 

In this section, the PN. IB2D code was tested for its ability to simulate hypersonic 

turbulent flow. As mentioned before. this code has been used to successfully model 

steady and unsteady flows including aerofoils, wings, jets and cavities in subsonic and 

transonic flows. It has also been successfully used to study the high-speed unsteady 

spiked body laminar flows. The hypersonic turbulent flat plate flow is a good test case 

toi validate the PMB2D code in hypersonic turbulent flow. Besides the Wilcox k-a: 

turbulence model. the \Ienter's baseline and SST model have also been implemented 

into the code. 

The only working condition in the turbulent experiments tested was: lIx = 

8.2. Ii (, /»1 = '?.? 1X 10' 
. ýýa = 957.0 Pa, To =75.0 K, Tx = 53.64 K. 

In the experimental configuration, the flat plate was extended 152.40 mm upstream 

ofthe slot in order to enable a turbulent boundary layer to be developed before coolant 

injection. The length of the flat plate downstream of the slot was again 254.00 mm. 
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Figure 3.6: Static and total temperature distributions normal to the flat plate at £/L = 
0.2,0.5 and 0.8, LFPCase 1 
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Figure 3.7: Static temperature contour of the boundary layer along the flat plate. LFP 
Case 1 

The distance above the surface for the computational inesh was set to 76.20 min, the 

same as for the laminar case. An extra block which can be called the freestream block 

gras added upstream of the leading edge of the flat plate in this calculation. 'I'llc 
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computational geometry is sketched in Fig. 3.8. 

76.20 mm . 
152.40 mm L= 254.00 mm 

P 

76.20 mm 

53.20 mm 

P 

Figure 3.8: Flat plate geometry description of turbulent case 

The three-block mesh described in Fig. 3.8 (the upper one) was first tested. A 

mesh with 92 x 75 and 151 x 75 grid points in the two blocks above the flat plate plus 
7x 75 grid points in the fI'eestreaIn block was tested using the k-w turbulence model. 

In the lower panel of the freestrear block, a symmetrical boundary was specified. 

Initially a freestrearn boundary was imposed on the front and upper edges of the 

freestreani block and on the upper edge of the plate block. Transition was observed in 

this first calculation because of the freestrearn boundary imposed on the front edge of 

the freestream block. Then on the same edge., the boundary was set up from a laminar 

calculation using the same computational domain and flow conditions. This time, 

transition occurred very quickly. In order to totally solve this problem, the geometry 

was split into two blocks (the lower one in Fig. 3.8). The length of the modified block 

is 53.20 mi n. with 81 x 75 grid points in it. At station, P, a given profile boundary was 

prescribed based on previous calculations. Density. velocity, pressure, k and w were all 

extracted directly from the first test above, which would make the flow fully turbulent. 

For the two-block topology. a fine grid with 173 x 99 and 289 x 99 grid points 

was also tested in order to study the grid sensitivity. For both the meshes, the grid 

was fine enough to make the dimensionless wall distance y± < 0.1 for the first grid 

point above the va11. Again as in the laminar calculations it was needed to set up 

aln iteration of T,, /T, to converge the solutions. All calculations then converged well. 
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The convergence history of the fine grid tested is given in Table 3.4. 

TW/Tx, Explicit steps Implicit steps log residual 
/CFL number /CFL number mean/turbulent solver 

1.5 4000/0.05 2000/5 -3.84/-1.62 
2.0 20/0.2 2000/10 -4.60/-2.43 
3.5 20/0.4 1695/20 -4.53/-4.00 
5.41 20/0.4 3995/50 -8.86/-8.00 

Table 3.4: Calculation details of turbulent flat plate flow 
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The heat transfer rate comparison is depicted in Fig. 3.9. The experimental heat 

transfer rates \verc only available downstream of the slot position of the filiri cooling 

model, so only this region was used for comparison with the CFD results. The agree- 

merit between the computational and the experimental result is very good for both 

meshes. 
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Figure 3.9: Heat transfer rate di tributions over a flat plate, turbulent flow 

In Fig. 3.10, static and total temperature distributions normal to the wall at x/L = 

0.3 are shown. Comparing with the laminar case in Fig. 3.6. the temperature boundary 

laver of the turbulent flow is much thicker than the one of the laminar flow. And the 
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temperature in the near wall region changes very rapidly in turbulent flow. 
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Figure 3.10: Static and total temperature distributions normal to the flat plate at x/L 
= 0.5, turbulent flow 

The A/Teriter's baseline arid SST turbulence models were tested and found to give 

similar results to the k-w model for this hypersonic turbulent flat plate flow. But the 

Spalart-Allinaras was found disappointingly to be not suitable for this hypersonic flow 

since it converged very slowly when compared with the two-equation turbulence model 

In this study. The low convergence of the S-A model was also observed by Hellsten [77] 

and Goldberg [78]. 

A heat transfer rate comparison is shown in Fig. 3.11. The solid line indicates 

the 2-D result using the P NIB2D with the k-w turbulence model. The dash-dot 

line indicates the 3-D result using the PMB3D with the S-A turbulence model. The 

coarse 3-block grid was used for the 2-D calculation. For 3-D calculation this grid was 

extended in the z-direction. Since freestream inlet boundary was used, transition from 

laminar flow to turbulent flow was observed in both cases. From the result of the S-A 

model in Fig. 3.11, turbulence of the flow over a flat plate develops very slowly so the 

flow stays laminar. Then after transition, heat tranfer rate is over-predicted by this 

o, . . _. r 01 00 200 300 400 500 600 700 800 
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model, which was observed by Goldberg [78] for hypersonic flow over a compression 

ramp. 
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Figure 3.11: Heat transfer rate comparison of different turbulence models 

According to results from Paciorri et al. [76] and Goldberg [78], the Spalart- 

Allmaras could be applied in heat prediction of hypersonic attached flow. But in 

this study, this model did not work very well (mainly because of its very slow conver- 

gence) thus it was not used in the film cooling study. For subsonic and supersonic flat 

plate flows, this model had been tested and found to work well. Further validation of 

the mean flow solver for hypersonic flows is needed which may help to make the S-A 

model work. 

3.4 Summary 

Hypersonic flow over a flat plate is a very basic but important case for the validation 

of a CFD code in the application of simulating hypersonic flow. Both laminar and 

turbulent flows were studied here. The main interest concerns prediction of the heat 
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transfer rate from the fluid to the wall surface. Good agreement was achieved when 
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compared with the experimental data which also gave confidence in the integrity of 

the experimental measurements for the film cooling study. In Fig. 3.5 and 3.9, the 

calculated heat transfer rate is commonly in agreement of the experimental data within 

+8%. The grid dependence study has shown that the computational results obtained 

are grid independent. These flat plate results would provide the basic information for 

the calculations of film cooling effectiveness in the following chapters. 



Chapter 4 

Hypersonic Laminar Film Cooling 

4.1 Analysis of the experimental flow conditions 

Although most studies of film cooling have been executed on turbulent flow, laminar 

flow is a common case for vehicle surfaces operating at high Macli numbers and at 

low wall temperature conditions. The effect of slot height, strearnwise slot position, 

primary flow conditions and different coolant gases were examined by Richards [30] on 

a flat plate in a gun tunnel under isothermal wall conditions. The wall and coolant 

temperature were at the laboratory level of 290.0 K. 

Three groups of experiments in hypersonic laminar film cooling were executed. 

The first group (LFC Cases 1 and 2 with 5) involved different primary flow condi- 

tions with the same slot height (s = 1.2192 mm) and coolant mass flow rate (uhc 
- 

T. 07 x 10--' kg/s). The second group (LFC Cases 3-7) involved the same primary flow 

conditions (Re/n = 6.46 x 106. To = 1290.0 K) and slot height (s = 1.2192 mm) with 

changing coolant mass flow rate. The third group (LFC Cases 8 and 9 with 5) Involved 

constant primary flow conditions (Re/m = 6.46 x 106. To = 1290.0 K) and coolant 

mass flow rate (the = 5.0 7, x 10-4 kg/s) with changing slot height. 

Please note that all the flow conditions listed in Table 4.1 have been re-calculated 

due to the conical nozzle used in the experiments as described in Section 3.2.1. For 

the specification of the film cooling initial conditions at the slot exit. the mid coolant 

49 
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LFC Case Group II", Re/m To (K) s (mm) iv, (kg/s) 
1 1 9.9 5.45 x 106 1170.0 1.2192 5.07 x 10-4 
2 9.9 4.24 x 106 1030.0 1.2192 5.07 x 10-4 
3 2 9.9 6.46 x 106 1290.0 1.2192 2.95 x 10-4 
4 9.9 6.46 x 106 1290.0 1.2192 4.08 x 10-4 
5 9.9 6.46 x 106 1290.0 1.2192 5.07 x 10-4 
6 9.9 6.46 x 106 1290.0 1.2192 6.12 x 10-" 
- 1 9.9 6.46 x 106 1290.0 1.2192 7.33 x 10-' 
8 3 9.9 6.46 x 106 1290.0 0.8382 5.07 x 10- 
9 9.9 6.46 x 106 1290.0 1.6002 5.07 x 10-4 

Table 4.1: Experimental cases selected for numerical study (laminar flow) 

mass flow case (5.07 x 10-4 leg/s) for a slot height 1.2192 mm is taken as an illustration. 

The slot width is 0.1143 in. giving a slot area of 1.39 x 10-4 m2. With the film reservoir 

temperature of room temperature, 290.0 K, and the conditions of the filin at the slot 

exit, which is assumed to be <L nozzle throat, and the coolant flow sonic, then t tie 

pressure in the reservoir to give this mass flow rate is 1532.0 Pa and the flow conditions 

at the throat are: p, = 0.0116 7 kg/7n3, p, = 809.34 Pa, TT = 241.67 K. Coolant flow 

conditions at the slot exit for all cases are listed in Table 4.2. 

LFC Case Group 11I, pc (kg/rr1, ') p (Pa) TT (K) 
1 1 1.0 1.11 x 10-2 809.34 241.67 
2 1.0 1.17 x 10-2 809.34 241.67 
3 2 1.0 6.79 x 10-3 471.11 241.67 
4 1.0 9.40 x 10-3 652.30 241.6 7 
5 1.0 1.17 x 10-2 809.34 241.67 
6 1.0 1.41 x 10-2 978.46 241.67 
7 1.0 1.69 x 10-2 1171.73 241.6 i 
8 3 1.0 1.17 x 10-2 809.34 241.6 i 
9 1.0 1.17 x 10-2 809.34 241.67 

Table 4.2: Coolant flow conditions (laminar flow) 
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4.2 Preliminary study 

4.2.1 Grid sensitivity study 

In this preliminary study, LFC Case 5 was selected for the grid dependence study. The 

computational domain is shown in Fig. 4.1. 

33.02 mm 11L= 254.00 mm 

O1O1 176.20 

mm 

C ý- 

S 

Figure 4.1: Hypersonic laminar film cooling, description of the geometry 

Because of the simple geometry, only three blocks were necessary. Two sets of two- 

clinfiensional structured inultiblock grids were generated using ICEMCFD HexaTN1 [79]. 

Denser grid distributions were set up in the near wall and the near slot area. The grid 

in the near slot region is shown in Fig. 4.2. The reference length L is the length of the 

flat plate downstream of the slot.. 

A fine grid and a coarse grid were created. For the fine grid, there are 67x 99, 

2,51 x 99 and 251 x 51 grid points in blocks 1,2 and 3 in Fig. 4.1. For the coarse grid, 

51 x67,151 x67 and 151 x 43 grid points are included in these blocks. At the slot exit, 

uniform 
boundary conditions were set tip with values of all the conservative variables, 

e. g., Pc. Uc, tic, and pc as defined in Table 4.2. On the wall surface. the velocity was set 

to zero. The coolant fluid was assumed to be parallel to the primary flow stream. thus 

I! ( . AV'a5 Set to Zero. 

The calculated static pressure and heat transfer distributions for these two grids 

in Fig. 4.3 and 4.4 show that the calculations are grid independent. The static pres- 

stare distribution is compared with the computational flat plate result under the s; me 

primary flow conditions in Fig. 4.3. Just downstream of the slot. a pressure peak oc- 

curs due to the interaction of the coolant flow with the primary flow stream. After 
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Figure 4.2: Grid topology in the near slot region 

about 50 s downstream of the slot, the disti. irbance to the static pressure disappears. 

In Fig. 4.4 the heat transfer rate is compared not only with the experimental data, but 

also with the flat plate results. It is obvious that film cooling for this laminar flow case 

is very effective. Here the length from the slot to the point where heat transfer rate 

becomes greater than zero is defined as the "cooling length". Under the flow conditions 

in LFC Case 5, the cooling length is about 20 s. The wall surface is thus fully protected 

from heating from the primary flow within the cooling length. 

4.2.2 Changing primary flow conditions 

LFC Cases 1 and 2 were also calculated using the same coarse grid. Again, static 

pressure distributions are compared in Fig. 4.5 with the flat plate results. In Fig. 4.6 

heat transfer rate distributions are compared with the experimental data. With total 

temperature and static pressure decreasing, heat transfer rate will obviously decrease. 

Although heat transfer rate is under-predicted in all three cases, the tendency is clearly 

predicted. 
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Figure 4.4: Grid sensitivity study: heat transfer rate distribution 

4.2.3 Coolant inlet extension 
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Since the heat transfer rate was not predicted well, it is necessary to investigate why this 

happened. A possible cause is the uniform boundary condition used in this preliminary 
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Figure 4.5: Changing primary flow conditions: static pressure distribtuion 
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Figure 4.6: Changing priiuury floe: conditiouzs: heat transfer rate distribtuion 

54 

, ýtuclý and the coolant flow leavmg parallel to the primary flow at the slot. which may 

not iiccurately describe the flow. Cary and Hefner [] measured the velocity and total 

temperature profiles at the slot exit and found different types of profiles generated 
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according to the mass flow rate (Fig. 4.7). Thus it is quite important to set up correct 

profiles of flow parameters if the slot exit boundary is used in the numerical study. 
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Figure 4.7: Temperature and velocity rofiles measured at the slot exit by Cary and 
Hefner [7] 

Kassimatis et al. [52] analysed this uniform boundary condition, which was called 

uniform velocity boundary in [52], as well as a boundary condition based on a uniform 

total pressure boundary. It was found that the former one is an inappropriate boundary 

condition. Although the latter boundary condition was found to give improved result 

at high mass flow rate (u, /up > 0.5), a better approach was thought to be to include 

the development of the flow in the coolant inlet. Therefore, an upstream extension to 

the coolant inlet was considered. 

Since detailed information on the original geometry was not available, a coolant 
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inlet of approximate dimensions was set up from the sketch drawn by Richards [30] 



4.2. PRELIMINARY STUDY 56 

(Fig. 3.2 in Chapter 3). Fig. 4.8 gives detailed information about the inlet duct. OB1 

is the lip with the nominal and small thickness of 0.0508 mm. B1 Al is the slot. The 

radius of arc Al A2 A3 is equal to the slot height, s, and the radius of arc B1B2B3 

is 2.3 s. The length of A4B4 is 5.8218 times the slot height. A3A4 and B3B4 are 

both tangential to the relevant arc. The coolant injection rate used to calculate new 

boundary conditions for the calculations was that measured in the experiment. 

B4 

Figure 4.8: 

lip 
Laminar film cooling geometry description 'with coolant inlet extension and 

For the coolant inlet extension, the coolant flow conditions at the slot exit listed in 

Table 4.2 were recalculated to apply to A4B4 in Fig. 4.8 and listed in Table 4.3. 

LFC Case Group MIS P, (k9/17z`ß) P, (Pa) T, (K) 
1 1 0.10 1.83 x 10-2 1521.25 289.42 
2 0.10 1.83 x 10-2 1521.25 289.42 
3 0.10 1.07 x 10-2 885.50 289.42 
4 0.10 1.47 x 10-2 1226.08 289.42 
5 0.10 1.83 x 10-2 1521.25 289.42 
6 0.10 2.21 x 10-2 1839.12 289.42 
7 0.10 2.65 x 10-2 2202.40 289.42 
S 3 0.10 1.83 x 10-2 1521.25 289.42 
9 0.10 1.83 x 10-2 1521.25 289.42 

Table 4.3: Laminar coolant flow conditions with coolant inlet extension and lip 

The prediction of the heat transfer rate using these new boundary conditions given 

in Fig. 4.9 is S(("' to be improved when compared with the uniform slot exit boundary 
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calculation in Fig. 4.6. In general, the agreement is fairly good for all three cases. For 

LFC Case 1, deficiencies in the experiment such as the conicity of the freestream flow 

and the deterioration of the 2-dimensionality of the flow noted in the experiment far 

downstream in [30] may explain the differences far from the slot exit. Discrepancy in 

the near slot area is noticeable in LFC Cases 1 and 5. The velocity profile at the slot 

exit for LFC Case 5 is shown in Fig. 4.10. The coolant flow is shown not to be parallel 

to the primary flow as was assumed in the previous Section. The Mach number at the 

slot exit was found to be sonic in these calculations, which indicated that the coolant 

flow choked at this position as expected since this was at the minimum duct area. 

Since the curved inlet extension was only roughly simulated, the flow parameters at 

the slot exit may still not be adequately represented, which may signal why sonne lack 

of agreement can still be observed in the near slot region. 
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Figure 4.9: Heat transfer rate comparison under different primary flow conditions with 
coolant inlet extension and lip 

For LFC Case 5, velocity profiles at eight different positions downstream of the 

slot are shown in Fig. 4.11. The discrete flow features of the coolant and primary 

flow is strongly evident. The development of the mixing layer can be clearly observed 
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Figure 4.10: Velocity profile at the slot exit with coolant inlet extension and lip for LFC 
Cases 

from 0.5 s to about 20 s downstream of the slot. After that, the separate identity of 

the coolant and the primary flow stream disappears. The two flows finally evolve to 

a single boundary layer, which signals the full merging of the coolant and the main 

flow. It is seen in Fig. 4.9, that only after about 10. s (the cooling length in this case) 

clo«vnstream of the slot, does the heat transfer exceed zero and then start increasing. 

Fig. 4.12 graphically illustrates the effect of kinetic heating to a film cooled isother- 

real surface in hypersonic flow. Upstream of the slot it is seen that there is a band of 

high temperature air which provides the positive temperature gradient, hence heating 

at the wall. The effect of the coolant is to initially remove this temperature gradient. 

However further downstream there is a mixing of the flows when the initial profile is 

re-established although more diffused resulting in an increasing heat transfer rate. An 

amplified static tenlerature contour in the near slot area is shown in Fig. 4.13 which 

clearly shows heat protection of the «Tall surface in the near slot area. 
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Figure 4.11: Velocity profiles of laminar film cooling problem for LFC Case 5 
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Figure 4.12: Static temperature contour of LFC Case 5 
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Figure 4.13: Amplified static temperature contour in the near slot area of LFC Case 5 
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4.3 Laminar film cooling study 

4.3.1 Effect of coolant injection rate 

Five different coolant injection rates from 2.95 x 10-' to 7.33 x 10-4 kg/s were computed 

under the same primary flow conditions and the same slot height. These are LFC Cases 

3 to 7 in Table 4.1. Since the coolant inlet extension was included. a simple uniform 

boundary was set up at the inlet, i. e., C in Fig. 4.8. 

Mach number contours of the flow are presented in Fig. 4.14. The five Mach number 

contours are for laminar fun cooling with the coolant injection rate increased. Here the 

Iacli number contours show that separated coolant flow extends downstream as the 

coolant flow injection rate is increased. Thus the heat transfer rate decreases and film 

cooling effectiveness increases with increased coolant Infection rate. This is because als 

the coolant flow injection rate is increased, more energy and momentum are contained 

in the coolant flow stream. The unmixed coolant flow penetrates the primary flow 

further from the slot. Thus the convective heat transfer rate between the primary flow 

and the wall surface is reduced. Film cooling effectiveness therefore increases. 

The coolant fluid is seen to affect the primary boundary layer in two ways: 1) 

a separate layer created by the coolant fluid itself, and 2) a mixing layer between 

the primary and coolant flow streams. These are two fundamental characters of film 

cooling. The main contribution to heat protection by film cooling is that the separate 

coolant layer penetrates into the primary boundary layer and isolates it from the «all. 

At the same time. the coolant fluid mixes with the primary fluid, from which finally 

develops a new boundary layer. Therefore, we can conclude that the development 

of the primary boundary layer is delayed by the injection. This detailed view of the 

flow process(-, enabled by CFD agrees well with the film cooling models presf wed in 

Chapter I. 

Under all five coolant flow injection rates. the coolant flow is found to be choked 

at, the slot. The coolant flow will accelerate as it expands from the slot and become 
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Figure 4.14: Mach contours of different coolant injection rates 
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supersonic downstream of the slot. An effective slot height s' was used by Richards [30] 

as the coolant layer height in application of the discrete layer theory. It was calculated 

assuming there was no mixing of the layers. Fig. 4.11 and Fig. 4.14 demonstrate that 

this phenomenon is logical. Just after the slot, there is no upper wall surface so that 

the expansion can occur. It is not however easy to calculate an accurate effective slot 

height froiii the computational results. 

Film cooling effectiveness is defined directly in these calculations by the heat trans- 

fer rate, as in the experiments, using 
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=1_Q,. (4.1) 
qo 

From Fig. 4.15, it is clear that increasing the coolant injection rate will provide 

improved cooling effectiveness. Also the film remains fully effective some distance 

downstream of the slot (about 10 s in Fig. 4.15 for LFC Case 5 with zig, = 5.07 x 

10-4 kg/s). Then mixing between the coolant flow and the primary flow becomes 

stronger, which reduces the effect of film cooling. But the effectiveness remains high 

even far from the slot. For example, the effectiveness is about 30% for the mid range 

coolant injection rate 200 slot heights downstream of the slot. The same conclusion 

was achieved riot only in hypersonic [9] but also in supersonic [23,25] arid subsonic 

film cooling [12,16]. 
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Figure 4.15: Laminar film cooling effectiveness of different coolant injection rates 

Heat transfer rates are compared with the experimental data in Fig. 4.16. After 100 

slot heights, the agreement is quite good while in the near slot area the computational 

results are higher than the experimental results. As mentioned above, inaccurate inlet 

geometry could play an important role here. Also in the experiments, it was found 
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difficult to obtain fully two dimensional injection of the coolant. Furthermore the flow 

conditions used in the computation were extracted from the experimental data since 

they were not directly measured which may cause some minor uncertainties. 

4.3.2 Effect of slot height 

The second factor investigated is the slot height. Three different slot heights, s= 

0.8382,1.2192,1.6002 mm, representing LFC Cases 8,5 and 9 (from Table 4.1) respec- 

tively were examined under the same coolant and freestream flow condition as LFC 

Case 5 in Table 4.1 with constant coolant injection rate (the = 5.0 7x 10-4 kg/s). 

The computational results in Fig. 4.17 show that the effectiveness of film cooling 

is only slightly increased with an increase of the slot height. Increasing the slot height 

increases the thickness of the unmixed coolant flow at injection and evidently to in- 

creased film cooling effectiveness. But as mentioned before, coolant flow chokes at the 

slot position so the coolant speed at the exit stays constant. The slightly improved 

effectiveness appears to be achieved by introducing the coolant into the flow with less 
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perturbation to it. 
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Figure 4.17: Laminar film cooling effectiveness of different slot heights 

4.4 Curve fitting - laminar film cooling 

Curve fitting is commonly used to analyse the results of nearly all previous experimental 

and numerical fun cooling studies [1, .. 9,11,12,14,16,17,25,26,33,34]. Fig. 1.5 in 

Chapter 1 is re-drawn here (Fig. 4.18) in order to illustrate the relationship between a 

grouping of %- iriables and the film cooling effectiveness. 

According to experimental data. the filin cooling efficiency i downstream of the 

cooling length away from the slot is usually described in these works as a function of 

the riondiirieiisional distance from the slot exit x/h (h may be the slot height s or the 

step height , +1.1 is the lip height) combined with the ratio of coolant mass flux per unit 

area to primary stream mass flux per unit area rh (th = pcUc/pOO, uO), i. e., i=f (ham). 

Based on previous experimental results. this function was usually plotted in log-log 

coordinates, login ij _f (I ogio h 
). Suppose t hat y=1 ogio h, the function described 

771 

in Fib;. 4.1S can be divided into three segments: 1) y< yA. from the slot exit to the end 
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Figure 4.18: Flinn cooling efjriciency 

of the cooling length when the wall surface is fully cooled, i. e., rr > 1,2) YA <y< yC, 

when mixing between the primary and the cooling flow streams occurs in this region, 

3) ri > yc, when the coolant and primary flow streams tend to be fully merged. In the 

latter region, a power law was found suitable to describe the relationship. In Fig. 4.18, 

the X and Y axes are both logarithmic, so that the effectiveness makes a straight line. 

It is very difficult to predict position A and C in the actual film cooling flow field. 

Thus to simplify this behaviour only two regions had been recognised in previous 

research, y< bbB aInd y> YB, «'leere YB is obtained from the extrapolation of the two 

straight lines in the log-log coordinates. Although it is clear to use y here, usually i 

is used directly for the prediction of film cooling length since the effect of the cooling 

injection rate rh is, normally very small in the log-log representation. For example. as 

introduced in Section 1.1.4 Kanda ct al. [4] gave an estimation of the distance of thf' 

mixing layer region indicated by xB in Fig. 4.18 with the assumption that the mixing 

ABCX 
y (= log 

lo hm 
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layer grows symmetrically both in the main and coolant flows. 

xB = h/ 
l dS 
2 dx 

(4.2) 

Cary and Hefner [7] gave an equation to predict the cooling length directly for the 

M, = 6, Re/in = 2.4 x 107, To = 478 K, TT/To = 0.63 case, i. e., 

XA/s = 89 rhos (4.3) 

Based on the previous discussion it is appropriate to write the above equation as 

z f. 1/(s fih) = 89 Iii-0.2, but normally Egri. (4.3) is used for clarity. 

In this study, a similar power law was selected to predict the cooling length for 

LFC Cases 3 to 9 (in Table 4.1) which covered one flow condition (M = 9.9, Re = 

6.46 x 106, To = 1200.0 K). The step height h was used instead of the slot height s in 

Econ. (4.3). Using the least-square-method, the following equation was found to give 

the best estimate of film cooling length under the same primary flow conditions. 

x4/h = 411.72 trl1.86 (4.4) 

A comparison of the cooling length is listed in Table 4.4 with both computational 

results (I, 4 /ia (a)) and results obtained using Eqn. (4.4) (IA/h (b)). In Table 4.4, it 

is clearly seen that the estimated cooling length agrees well with the computational 

results for LFC Cases 3 to 7 (five coolant injection rates). Results of LFC Case 8 and 

9 show the limitation of Eqn. (4.4) because of its simple treatment of the step height. 

The film cooling effectiveness of LFC Cases 3 to 7 are depicted in log-log coordinates 

in Fig. 4.19. According to this figure, only two separate regions were recognised: 1) 

y< yA, inside the cooling length, 2) y> YA, outside of the cooling length. A second 

power curve (bold line) was inserted to describe the effectiveness of the second region 

in Fig. 4.20. y,:, here can be defined as an average value of logioxa/(h rn) for all the 

cases considered in Table 4.4, i. e., 
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LFC Case rri xA/h (a) IA/h (b) 
3 0.08 3.85 3.75 
4 0.11 6.94 6.79 
5 0.14 10.42 10.63 
6 0.17 14.76 15.25 
7 0.20 20.81 20.63 
8 0.14 13.70 10.63 
9 0.14 8.55 10.63 

(a) estimated from the numerical result 
(b) from Eqn. (4.4) 

Table 4.4: Cooling length estimation (laminar flow) 
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Figure 4.19: Film cooling effectivenesses of LFC Cases 3 to 7 

Y. 4 =n 
(la9iohrrmJ (4.5) 

Film cooling effectiveness is described by Eqn. (4.6) with y= loglo hm. Different 

from the previous study in laminar flows [1], a second power curve was directly set up 

to describe the film cooling effectiveness after the cooling length. This provides a more 

accurate estimation of the effectiveness of film cooling just downstream of the cooling 
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YA (4.6) 

-0.45y 2+1.79y - 1.80 y>y, _, 

4.5 Adiabatic wall calculations 

The adiabatic wall effectiveness was also investigated in this numerical study of h%-per- 

sonic laminar film cooling using otherwise the same flow and coolant conditions. The 

film cooling effectiveness for an adiabatic wall can be defined as 

Tad, w -TO rý= TT_TO (4.7) 

This definition has been more widely used in the literature, mainly because con- 

t 1111011-j long duration wind tunnels have been used to generate data. when adiabatic 

conditions have been achieved. Also designers tend to use information about effective- 
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ness in this form. This exercise is thus useful to determine how similar results can be 

achieved from these two definitions. Also the benefit of using the adiabatic «lall instead 

of the isothermal wall is to reduce the computational cost because there exists no large 

temperature gradient between the fluid and the wall surface. 

The film cooling effectiveness is compared in Fig. 4.21. The agreement between 

these two different wall boundary conditions is reasonably good in the near slot region. 

In this region, the isothermal wall gives slightly higher film cooling effectiveness. While 

in the area far from the slot, the adiabatic all gives a much higher effectiveness. In 

this computational study, the conical nozzle was not simulated. Although the heat 

transfer rate was found not to be sensitive to the geometry configuration, discrepancy 

in the region far from the slot position should be larger than the area near the slot. 

Thus film cooling effectiveness calculated by the heat transfer rate is more meaningful 

in the near slot area. Therefore, accepting small errors the adiabatic wall could be used 

iilskealcl of the isothermal wall with the benefit of reduction of the computational cost . 
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cllýui slightly even though duration of each experiment was very short (about 40 rns). 

It is also noted that in practice that during a flight of a hypersonic vehicle the wall 

conditions are likely to be somewhere in between an isothermal and an adiabatic wall 

CRIS('. 

4.6 Comments on the comparisons with experimen- 

tal measurements 

Only the coolant, inlet extension has been considered to explain discrepancies between 

the experiment and the calculation, but there are more uncertainties in this study. The 

following will be helpful to understand minor (liScrepan1CIeS between the computational 

and experimental results. 

(1) The nurnerical calculation does not take the conical freestreanl flow conditions 
into account. 

(2) Flat plate pressure measurement is very difficult because of the small values in 

the experiments. For the comparison of the numerical prediction, it is expected that 

the viscous interaction is well predicted for a laminar flow 
case. 

(3) The heat transfer measurement technique used in the experiments, i. e. thin film 

theririoriiet. rv method. is reliable, nevertheless it is difficult to calibrate the technique 

accurately. 

( ý) The coolant gas flow rate was measured by a floating ball flowmeter. The 

accuracy is given in terms of a percentage of maximum mass flow through the flowmeter. 

so t he lower i nass flow rate measurements are likely to be less accurate than the high 

011(, S. 

(5) There are likely to be errors in the measurement and uniformity of the slot 

height which could affect the ejected flow conditions although the conditions are based 

on the mass flow rate which is reasonably accurate and also the errors are likely to be 

c'l)InSiSt (I1t. 
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(6) The conditions of the film are calculated based on inviscid flow equations, al- 

though errors from this source are likely to be small. 

(7) The flow out of the slot may not be fully uniform across the width of the slot. 

However this was checked out in the experiment by the use of a small pitot probe po- 

sitioned at the half height position in the slot exit plane and scanned across the width 

of the slot. This was done without the external flow but with the external pressure 

kept at the measured static pressure at the slot position. These pitot measurements 

indicated that reasonably constant flow conditions were achieved across the slot. Fur- 

therinore these pitot pressure measurements were used to calculate the coolant flow 

rate assuming that the measurement was taken at the choked exit of the slot and using 

the geometric conditions. The flow rates calculated agreed reasonably well with those 

read from the flowrrieter. 

(8) In the experiment, it was generally difficult to create 2-D flow. Apart from the 

free stream source flow then there were likely to be some end effects happening due 

to the limited model width, and this becomes more important at larger distances from 

the leading edge. There is likely to be some splaying of the film sideways as it emerges 

from the slot which means the film thickness is thinner than that calculated resulting 

in lower effectiveness. 

4.7 Summary 

Film cooling in hypersonic laminar flow has been numerically investigated for three 

primary flow conditions, five coolant injection rates and three slot heights. By mod- 

elling the flow in the coolant inlet, heat transfer rate is better predicted compared with 

using a uniform boundary at the slot exit. The following conclusions are drawn: 

(1) Film cooling in hypersonic flow can be very effective in laminar flow. At some 

distance downstream of the slot the effectiveness is fully effective. The effectiveness 

drops further downstream due to mixing between the coolant and the primary flow 

streams. In laminar flow, the effectiveness was found to be still quite high even far 
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downstream of the slot. 

(2) Increasing the coolant injection rate can obviously increase the film cooling 

effectiveness for laminar cases. Another cooling method such as regenerative cooling 

is suggested to be used in combination with film cooling to further enforce the cooling 

of surfaces in hypersonic flow. 

(3) Primary flow conditions are important as expected. Under the same slot height 

and the same coolant injection rate, lower heat transfer rate can be obtained when 

total temperature and static pressure of the primary flow decrease. 

(4) Slot height does not play an important role under the flow conditions here 

although a larger slot for the same coolant mass flow rate causes less disturbance to 

the flow resulting in slightly improved effectiveness. This factor is thus not important 

when designing the structure of the film cooling system. 

(5) Coolant flow expansion was observed just downstream of the slot position. The 

simulation of the plenum before the inlet is found to be necessary to improve the CFD 

results. 

(6) A simple two-equation model, Eqn. (4.6) can be used to describe the relationship 

between the film cooling effectiveness and a grouping of parameters, x/(h gin). Different 

from previous study in hypersonic laminar flow [1], a relationship has been established 

in the log-log coordinates directly after the cooling length which provides a better 

prediction of the region just after the cooling length. 

(7) Using adiabatic wall conditions as an assumption in the calculation instead of 

isothermal wall conditions is shown to be helpful to reduce the computational cost of 

determining approximation film cooling effectiveness. 



Chapter 5 

Hypersonic Turbulent Film Cooling 

5.1 Introduction 

With liy1wisonic laminar film cooling successfully simulated in the previous Chapter, 

a numerical study of turbulent film cooling in hypersonic flow is now considered. In 

Chapter 4, film cooling in hypersonic laminar flow was proven to be able to provide 

efficient heat protection for wall surface downstream of the slot exit. Many real flows 

are however turbulent, e. g., flow in combustors of rockets and flow around turbine 

blades. In such an environment, heat transfer between the flow stream and the wall 

surface is much stronger than in laminar flow. Although special materials could he 

used to alleviate the effect of heat. it is economic to employ film cooling in order to 

extend the life of such components. Some experiments [2,7,9.31,33.34] have been 

performed to study the hypersonic film cooling problem in turbulent flow. but only a few 

numerical studies [35.36] have been carried out. Most of the CFD studies in film cooling 

were concentrating on subsonic and supersonic problems [3.5.6,11,40,52,53.551. 

Therefcnre. there is a need to explore the application of CFD in hypersonic film cooling. 

In this Chapter, the 2-D Reyiiolds-averaged \-S equations are solved with the k -w 

two-equation turbulence model lasing PMB2D. Coolant inlet geometry, coolant flow 

turbulence leýel and coolant injection angle were studied in order to investigate their 

effects on film cooling. Dilatation-dissipation corrections of the k-w turbulence model 

iJ 
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have been tested and found to be very important in predicting the heat transfer rate. 

Coolant injection rate and slot height are the two parameters which were studied. 

Menter's baseline and SST turbulence models have also been implemented into the 

PMB2D code in order to study the effect of turbulence model in predicting the heat 

transfer rate of the film cooling problem. 

5.2 Description of the experiment 

Experiments were carried out by Richards [30] on a flat plate in a gun tunnel under 

isothermal wall conditions. A contoured nozzle was used instead of the conical nozzle 

as in the laminar film cooling study, enabling a uniform field in the test section in 

the turbulent case. The wall and coolant temperatures were at the laboratory level of 

290.0 K. The coolant flow rate was varied from 5.07 x 10-4 to 30.69 x 10-' kg/s for air. 

The primary flow conditions were kept the same in all the turbulent experiments with 

NI, x, = 8.2, Re/n, = 2.21 x 107, px = 957.0 Pa, To = 775.0 K, T,,,, = 53.64 K. Both 

the primary and coolant flow were air. 

Two groups of experiments were performed, 1) five different coolant injection rates 

under the same slot height (1.2192 mm), and 2) three slot heights under the same 

coolant injection rate (14.21 x 10-4 kg/s). All these cases are listed in Table 5.1. 

TFC Case Group Äi Re/m To (K) s (mm) w, (kg/s) 
1 1 8.2 2.21 x 107 775.0 1.2192 5.07x 10- 
2 8.2 2.21 x 107 775.0 1.2192 8.47 x 10-4 
3 8.2 2.21 x 10' 775.0 1.2192 14.21 x 10-4 
4 8.2 2.21 x 107 775.0 1.2192 21.02 x 10-4 
5 8.2 2.21 x 107 775.0 1.2192 30.69 x 10-4 
6 2 8.2 2.21 x 107 775.0 0.8382 14.21 x 10- 
7 8.2 2.21 x 107 775.0 1.6002 14.21x 10-4 

Table 5.1: Experimental cases selected for numerical study (turbulent flow) 

The coolant flow was considered to be choked at the slot exit in the experiments. 

All coolant flow conditions at the slot exit were calculated in a similar way to that 
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used in the laminar problem. These are listed in Table 5.2. 

TFC Case Group M, p, (k; 9/rri) p, (Pa) T, (K) 
1 1 1.0 1.17 x 10-2 809.34 241.67 
2 1.0 1.95 x 10-2 1352.93 241.67 
3 1.0 3.27 x 10-2 2270.98 241.67 
4 1.0 4.84 x 10-2 3358.16 241.67 
5 1.0 7.07 x 10-2 4904.36 241.6 7 
6 2 1.0 4.76 x 10-2 3303.25 241.6 7 
7 1.0 2.49 x 10-2 1730.27 241.67 

Table 5.2: Coolant flow conditions (turbulent flow) 

5.3 Parametric study 

5.3.1 Effect of the coolant inlet geometry 

TFC Case 3 in Table 5.1 was selected as the validation case because it is representative 

of the experiments in terms of both varying slot height and coolant injection rate 

studies. Based on the experience of laminar film cooling, the coolant inlet geometry 

was expected to play an important role, so this effect was considered first. In Table 5.3. 

Cases 1 and 2 are with and without the coolant inlet extension respectively. For both 

cases a lip thickness of 0.0508 min is considered. 

Case I, p, (kg/i171: 3) P, (Pa) T, k w 
1 
2 

1.0 
0.1 

3.2 7x 10-2 
5.13 x 10-2 

2270.98 
4268.5 

241.67 
289.42 

0.001 
0.001 

1.0 
1.0 

Table 5.3: Coolant flow conditions with and without coolant inlet, TFC Case :3 

The computational domain is shown in Fig. 5.1, in which blocks 1.2 and 3 were 

used in the turbulent. flat plate calculation. The geometry of the lip and the curved 

inlet duct is the same als used in the laminar calculation. A coarse grid was used first 

with 7x 75), 92 x 75,151 x 7.5.151 x 9,65 x 53,31 x 53 and 151 x : 53 grid points iii 

blocks 1 to i. The primary flow stream inlet boundary was again set up from a laminar 
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calculation using the same computational domain. Then a turbulent boundary profile 

could be set up at the dash line position to reduce computational cost. 

P 

____________________________________________________ I 

(4) 

© 

© I_ 

Figure 5.1: Geometry description with lip and coolant inlet duct 

A problem encountered is that clue to the lack of experimental data, the coolant 

How turbulence at the slot exit is difficult to determine. The turbulent eddy viscosity 

µt for both cases at the coolant inlet boundaries was first taken to be 0.001 µý. The 

effect of varying the turbulence level of the coolant flow will be discussed later. 

Heat transfer rates for Cases 1 and 2 are compared with experimental data in 

Fig. 5.2. For both cases, the general trend of the heat transfer rate agrees well with 

the experimental data. The cooling length is almost the same in Cases 1 and 2 and 

is over-predicted compared with experimental measurements. For Case 2, the heat 

transfer rate increases slightly more rapidly than Case 1 in the near slot area. As 

described in the laminar film cooling study, the coolant flow at the slot exit is not 

parallel to the primary flow stream but exits at an angle. This should lead to a higher 

heat transfer rate than Case 1. The effect seems to be small so that the coolant flow 

stays laminar even with the coolant inlet extension. This means the assumption of the 

low turbulence level of the coolant flow is not correct. In the area far from the slot 

both cases over-predict the heat transfer rate. 

A fine mesh without coolant curve inlet (blocks 1,2,3,4 and 7 in Fig. 5.1) was then 

used for a grid resolution study. In each block, there are 13 x 149,183 x 149,301 x 149, 

301 x 17 and 301 x 105 grid points, respectively. Heat transfer rate between these two 

meshes is compared in Fig. 5.3. The difference between these meshes shows that the 
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Figure 5.2: Heat transfer rate comparison with and without coolant inlet extension 

coarse grid used above provides sufficient accuracy in this computational study. 
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5.3.2 Effect of the turbulence level of the coolant flow 

The over-predicted cooling length in Fig. 5.2 indicates that the coolant flow is remaining 
laminar in the calculation before the heat transfer rate increases from zero. It is 

apparent in the experiment that transition happens rapidly following which the flow 

becomes fully turbulent. This discrepancy illustrates the importance of getting the 

turbulence level of the coolant flow right. The assumption that the turbulent eddy 

viscosity pt is equal to 0.001 p used in previous calculations could be incorrect and 

so different turbulence levels were tested. 

In Fig. 5.4, Cases I and 2 use essentially the same conditions as in last section. Cases 

3 and 4 are the same as Case 2 except that the turbulence level at the inlet coolant flow 

boundary vats set to -l, 000 It,,, and 20,000 is,,, respectively. A value of pt - 4,000 Its 

is typical within the log-law layer where the eddy viscosity dominates the molecular 

viscosity. Case 4 is iri fact a numerical experiment using ILt set to 20,000 p. 
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Figure 5.4: Heat transfer rate comparison of different coolant turbulence levels 

For the three ciifýcýrc'Ilt cases (Cases '?. 3 and 4), the turbulent eddy viscosity was 

varied from 0.001 u to -4,000 it - and 20.000 /,, ,;. 
however only minor differences were 
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observed in the heat prediction, with the cooling length almost constant. Therefore 

in the calculation the coolant flow was suspected to be laminar in the coolant inlet 

and some distance downstream of the slot. Both turbulent eddy viscosity contours and 

turbulent kinetic energy contours of Cases 2,3 and 4 are compared in Fig. 5.5 and 

Fig. 5.6 to check the development of the coolant flow. 

Fig. 5.5 shows that the turbulent eddy viscosity in the coolant inlet is very low. In 

Case 4, when u was set to 20,000 µ,,,, at the coolant inlet boundary, it is observed that 

as the coolant flows downstream, the turbulent eddy viscosity decreases and finally the 

coolant flow becomes laminar. The length of the inlet duct here is about 71.12 mm 

and the height of the inlet is only about 7.10 mrn. The slot height is 1.22 rnrri,. In fact, 

the thickness of the turbulent boundary layer of the above flat plate flow is only about 

7 mm. So it is difficult to achieve turbulent flow in the inlet duct in the calculation. It 

is pointed out that the slot height was small as a result of requiring the coolant flow 

to be choked in the experiment in order to obtain a uniform distribution of the flow 

across the slot. 

The turbulent kinetic energy contours in Fig. 5.6 also illustrate that the turbulent 

kinetic energy is diminishing along the inlet duct. It can also be clearly seen that 

turbulent kinetic energy remains quite low after about 0.1 L in the boundary separating 

the coolant flow downstream of the slot. Obviously transition happens in all three cases. 

This agrees well with the heat prediction in Fig. 5.4. So the problem here is how to find 

the correct flow parameters for the coolant flow especially k and w. The coolant inlet 

extension in this study was found to make no effect, so it was decided not to consider 

this in the following studies. 

W ithout the coolant inlet extension, µt was again set to 4,000 µ,,, (Case 5) and 

20,000 µu (Case 6) by setting suitable k value at the slot exit. In Fig. 5.7, it is seen 

that the turbulence level of the coolant flow does affect the cooling length. As the 

turbulence level is increased, the cooling length decreases although the effect is small. 

In the area far from the slot, heat transfer rate becomes lower than Cases 1 and 2. 
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Figure 5.5: Turbulent eddy viscosity comparison of different coolant turbulence levels 

Fig. 5.8 shows the propagation of the turbulent eddy viscosity downstream of the 

slot. In a very short. distance, turbulence disappears. This agrees well with boundary 
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Figure 5.6: Turbulent kinetic energy comparison of different coolant turbulence levels 

layer theory. In the near wall region, or laminar sub-layer, there is no turbulence, hence 

the diffusion is dominated only by the molecular viscosity rather than the turbulent 
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eddy viscosity. Any turbulence will peter out in this region. This can explain what 

happened in the numerical experiments. So it could be concluded here that it is not 

possible to predict the cooling length by increasing the turbulence level of the coolant 
flow because of the geometric limitation. 
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Figure 5.7: Heat transfer rate comparison of different coolant turbulence levels without 
coolant inlet extension 

5.3.3 Effect of the coolant injection angle 

The coolant injection angle was examined in the laminar film cooling investigation. It 

is suggested that the coolant flow was injected into the primary flow stream at a certain 

injection angle. a, even though it was hoped to keep it parallel to the primary flow 

stream in the experiments. In the laminar film cooling study, the coolant injection angle 

was observed to be about 10° when the coolant injection rate was set to 5.0 7x 10' kg/, s 

«with the coolant inlet extension. Two different coolant injection angles. 2(J and 45°, 

yvere chosen to be tested. The following four cases are considered: 

(al) Case 7, « -- 20° lit = -4.000 pt 

(b) Case , (i = 20°, PPt = 20,000 lip-,,;, 
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Figure 5.8: Turbulent eddy viscosity propagation with µt = 20,000 p,, at the boundary 

(c) Case 9, a= 45°, µt = 4,000 i, 

(d) Case 10, a= 450, µt = 20,000 µý. 

In Fig. 5.9, heat transfer rates of the above four cases along with Case 1 (a = 

0°, µt = 0.001 /-c,, at the slot inlet boundary) and the experimental data are compared. 

The effect of turbulence level is very small as explained before. The cooling length 

agrees very well with the experiment when the coolant injection angle is set to 45° 

With the coolant injection angle increased, mixing between the coolant and primary 

flow stream happens earlier. Thus the cooling length is decreased. 

Two recirculation bubbles are clearly observed in Fig. 5.10 because of the high 

injection angle. One bubble locates very close to and upstream of the slot. With high 

injection angle, the coolant flow acts as an obstruction. The other bubble is situated 

downstream of the slot which explains the low heat transfer rate in this region. 

In summary different parameters include the coolant inlet geometry, the turbulence 

level of the coolant flow and the coolant injection angle have been studied to investigate 

their effects on the hypersonic turbulent film cooling problem. In the calculation, due 
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Figure 5.9: Heat transfer rate comparison of different coolant injection angle without 
coolant inlet extension 
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Figure 5.10: Turbulent kinetic energy contour and streamline distributions (Case 9, 

a= 45°, lit = 4,000 µ... ) 

to the small dimension of the slot (1.2192 mm), coolant flow in the coolant inlet was 

found to remain laminar which makes the cooling length longer than the experimental 
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result. The coolant flow was assumed to be choked at the slot exit in the experiments. 

From this assumption the condition of the coolant at injection was thus calculated 

for the measured mass flow meter. This may lead to an uncertainty in defining the 

boundary conditions of the CFD simulations. Three different coolant injection angles 

were then considered. With the coolant injection angle set to 45°, good agreement 

has been achieved. However this is not an entirely satisfactory explanation so another 

factor is now considered. 

5.4 Dilatation-dissipation corrections 

Due to the poor performance in predicting the heat transfer rate and the cooling 

length, dilatation-dissipation corrections are considered for the k -w turbulence model. 

Frone DNS results, it was found that for a sufficiently large initial density fluctuation 

level p'/p, and turbulent Mach number 1VIt = q/c > 1, the computed field of initially 

solenoidal turbulence evolves into shocklike structures. Zeman [80] introduced the 

dilatation-dissipation corrections for the k-E model in the steep density regions of the 

shocklike structure. Sarkar [49] suggested that the dilatational terms that need to be 

modelled in compressible turbulence include not only the pressure-dilatation term but 

also another term - the compressible dissipation. Both of the corrections have been 

applied in order to improve the ability of the k-E model in predicting the spreading 

rate for the compressible mixing layer. Wilcox [81] modified the above corrections for 

the k-w turbulence model and also set up a new dilatation-dissipation correction for 

the same turbulence model. 

Altogether four models have been tested in this study, Sarkar's model. Zeman's free 

shear flow model (FSF), Zeman's boundary layer model (BL) and Wilcox's model. All 

the models can be described through modification to Q" and 0, as 

I Q* =ß [1 + Z*F(Ait)] 
(5.1) 

ßo - Q3Z*F(AIt), 
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Model Sarkar's Zeman's FSF Zeman's BL Wilcox's 
1.0 0.75 0.75 1.5 

F(Mt) Mt (a) (a) (b) 
Mto - 0.10[2/(-y + 1)]0.5 0.25[2/(' + 1)]0.5 0.25 
A - 0.60 0.66 - 

(a) (1 
- e-0.5(7+1)(Mt-A1to)2/A21 H(Allt - Alto) 

(b) [ß'1i - Al o] H(Mýc - 'Ito) 
J 
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Table 5.4: Auxiliary functions of different corrections for the k-w turbulence model 

where 0* and , 
Qo are the corresponding incompressible values of 0* and ß of the k-w 

model by Wilcox [47]. Mt is the turbulent Mach number which can be written in 

another format as 

Al = 2k/c2 (5.2) 

where k is the turbulent kinetic energy and c is the speed of sound. 

Different parameters and auxiliary functions are used in the above four different 

models. In Table 5.4, H(x) is the Heaviside step function defined in Eqn. (5.3). 

H(x) 

0, x<0 

1/2, x=0 

1, x>0 

(5.3) 

The above four models have been implemented into the PMB2D code. The following 

test cases have been performed based on results of previous tests in hypersonic turbulent 

filin cooling. 

5.4.1 Test 1 

First. all the four models were tested to check their performance in predicting the heat 

transfer rate for the film cooling problem. The medium coolant injection rate was 

selected with the medium slot height. The coolant inlet extension was included in all 

the test cases here. 
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Heat transfer rate comparison is shown in Fig. 5.11. Models 0,1,2,3 and 4 are the 

original Wilcox k-w turbulence model, the same model with Sarkar's, Zeman's free 

shear flow, Zeman's boundary layer and Wilcox's dilatation-dissipation corrections, 

respectively. It is obvious that the results of all the four corrections are improved 

compared with the original k-w model. Zeman's boundary layer correction (N-lodel 

3) does not perform as well as the other three models. 
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Figure 5.11: Heat transfer rate comparison: four models 

The convergence history is compared in Fig. 5.12. Except for Wilcox's model, the 

other three models converge as quickly as the unchanged k-w model. Zeman's free 

shear flow model is selected for further study. 

5.4.2 Test 2 

Although the improvement of the heat transfer rate is obvious, it is necessary to perform 

a further test using Zeman's free shear layer model to give more improvement. The 

parameters in this model were obtained through some trial calculations by Zeman [80] 

for a mixing layer. It is important to execute some numerical studies here to optimise 
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Figure 5.12: Convergence history comparison: four models 

these parameters for the film cooling problem. Three parameters in the Zernan's free 

shear flow model, ý*, 1Mho, A, plus laminar and turbulent Prandtl number, Pr and 

Prt, together with the coolant flow injection angle have been tested. Each parameter 

except the coolant injection angle was first chosen to be changed ±10% while other 

parameters were frozen. The heat transfer rate of all these calculations is compared 

with the unchanged Zeman's free shear flow model (Model 2), the original Wilcox k -w 

model (Model 0) and the experimental data. Results are shown in Fig. 5.13 to Fig. 5.17. 

According to the above results, the following general conclusions are drawn: (1) 

increasing ý* increases the ability of the k-w model to predict the heat transfer rate, 

(2) Alto is not a sensitive parameter, (3) decreasing A helps to predict better heat 

transfer rate both near and far from the slot region, (4) the values of Pr and Prt need 

not be changed according to the above results. 

Sommer et al. [48] pointed out that the hypothesis of constant turbulent Prandtl 

number Prt is not suitable for compressible flows with highly cooled wall boundary 

condition under high Mach number. A near-wall variable Prt turbulence model has 
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Figure 5.17: Heat transfer rate comparison: effect of Prt 
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been developed for compressible flat plate turbulent boundary layers with constant 

heat flux and constant temperature wall boundary conditions. It was observed that 

the calculated Prt is not a constant but has a wall value of about 0.5 for all test cases 

considered in [48] (All,,, = 4.544,5.29,8.18 and 10.31), then it increases to about 0.9 

at yw = 200. Beyond yw = 200, Prt was found to decrease slightly to about 0.8 

at the edge of the boundary layer. Consequently, a more complicated model may be 

introduced in the current study rather than the simple modification of Prt. 

Besides the computational experiments above, more test cases have been performed: 

(1) increasing ý* up to 50%, (2) decreasing A up to 50%, (3) increasing ý; by 30% and 

decreasing N by 20%. The last two operations were observed to give better results. 

The coolant flow injection angle has been tested in the previous study in Section 5.3. 

Here it is selected to be 20°. It should be mentioned here that when setting up the 

coolant injection flow angle, the coolant inlet extension is ignored. So in this test a 

given profile boundary is set up directly at the slot position. 

The solid line in Fig. 5.18 indicates the case with ý* increased 30% together with 
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A decreased 20% while the dash line indicates the case with ý* increased 50%. Both 

cases were tested with the coolant injection angle 20° and the turbulent eddy viscosity 

set to 4,000 µ,,. at the slot position. According to the favourable results in Fig. 5.18, 

ý* increased by 50% is selected for the following calculations. 
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Figure 5.18: Heat transfer rate corrmparison: a= 20° 

With Zernan's dilatation-dissipation correction applied in the k-w turbulence 

model, heat prediction ability of this model in hypersonic turbulent flow has been 

improved greatly. Thus it is now possible to study the effect of coolant injection rate 

and slot height in hypersonic turbulent film cooling. The computational domain used is 

similar to Case 1, that is, there is no coolant inlet extension. Coolant flow parameters 

were set up directly at the slot exit as the inlet boundary with µt = 4,000 µ., a= 20° 

applied in all the calculations. 

5.5 Different turbulence models 

MMIenter's baseline (BSL) and SST turbulence models have also been tested in hyper- 

sonic turbulent film cooling. Again TFC Case 3 was chosen to be the test case. The 
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BSL worked well without the coolant inlet while the SST model worked well with the 

coolant inlet extension. Thus the coolant inlet in Section 5.3.1 was included for the 

SST model. For the BSL model, µt was set to 4,000 µ... at the slot exit with the 

coolant injection angle a= 20°. For the SST model, µt was also set to 4,000 p, at 

the extended inlet. Heat transfer rate is compared in Fig. 5.19. 
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Figure 5.19: Heat transfer rate comparison of different turbulence models 

From the cooling length in Fig. 5.19, it is clearly seen that Menter's two models 

delay transition. Because of the limiter used in the SST model when calculating the 

turbulent eddy viscosity, this model delays transition even more than the BSL model. It 

could be concluded that these two models are not suitable for the film cooling under the 

flow conditions and geometry configurations in this study without any modifications. 

Further work is needed in order to apply the Menter's SST turbulence model in this 

film cooling study. 



5.6. EFFECT OF COOLANT INJECTION RATE 96 

5.6 Effect of coolant injection rate 

Detailed coolant flow conditions of the five different coolant injection rates from 5.07 x 

10-4 to 30.69 x 10-4 kg/s called TFC Cases 1 to 5 (Group 1) are listed in Table 5.2. 

The coolant flow was supposedly injected at a Mach number of 1.0 in these five test 

cases. It had been observed that under high mass flow rate, Zeman's free shear flow 

model does riot perform as well as under low mass flow rate. 

In Fig. 5.20, heat transfer rates of the above five coolant injection rate cases plus 

the flat plate case are compared with the experimental data. In all the five cases, the 

experirriental cooling length changes only by a small amount. In the computational 

results, the cooling length has a more definite increase with increase in coolant injection 

rate because more momentum and energy were injected into the primary flow stream 

through the given profile applied at the slot position. Although the turbulent eddy 

viscosity is set to 4,000 µu , 
it will peter out so that a laminar region occurs, which will 

lead to an increase of the cooling length. The coolant flow influences the primary flow 

even far downstream of the slot in all the cases, but less in the computational study 

than the experiments. 

Increasing the coolant injection rate can be used as an effective method to improve 

the film cooling effectiveness in hypersonic turbulent flow as shown in Fig. 5.21. For 

the highest coolant injection rate. TFC Case 5, the effectiveness is about 46% at 50 s 

downstream of the slot. The effectiveness is only about 14% at the same position in 

TFC Case 1. The film cooling effectiveness achieves at about 20% at 200 s downstream 

of the slot in TFC Case 5. A similar result was achieved in the laminar study, but 

the coolant injection rate here is much higher than in the laminar film cooling and the 

effect of the increment of the coolant injection rate is not as effective as in the laminar 

film cooling. 
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Figure 5.20: Heat transfer rate comparison: five coolant injection rates 
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5.7 Effect of slot height 
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li,, ted in Table 5.1 were selected to study the effect ) f'slot height 

ill 11v'persollic turbulent filIll cooling. Both the primary and the coolant flow condi- 
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tions were kept the same except that the slot height was different from 0.8382 mm 

to 1.6002 mm. Fig. 5.22 and Fig. 5.23 show the comparison between the computa- 

tional and experimental results of the heat transfer rate and film cooling effectiveness 

respectively similar to that obtained in the laminar film cooling study. 

For these three different slot heights, the heat transfer rate changes little in the near 

slot area. But the effect of the slot becomes more obvious far from the slot position in 

the CFD results. 

2.5 

N2C 

E 

1.5 

Lu 

r 
C 
E 
r+ 
ß 

0.5 
2 

00 

TFC Case 6 
- -o- TFCCase3 
- -: - TFCCase 7 

O 
OOp 0 Flat plate 

O 
O0() 

O0 
OOO 

0oeoO 

o"ýio 

ri 

0.2 0.4 0.6 0.8 

x/L 

Figure 5.22: Heat transfer rate comparison: three slot heights 

5.8 Curve fitting - turbulent film cooling 

Similar to the laminar calculations in the previous chapter, curve fitting has again been 

applied to TFC Cases 1 to 5 to estimate the cooling length ZA for hypersonic turbulent 

film cooling (Eqn. (5.4)). The equation obtained is 

XA/h = 24.36 r4°-44. (5.4) 
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Figure 5.23: Film cooling effectiveness of different slot heights 

Table 5.5 demonstrates that the equation provides good prediction of the cooling 
length. 

1 0.05 6.12 6.44 
2 0.08 8.52 8.08 
3 0.14 10.60 10.14 
4 0.20 11.81 12.05 
5 0.29 13.88 14.23 

TFC Case m, IA/h (a) IA/h (b) 

(a) estimated from the numerical result 
(b) from Eqn. (5.4) 

Table 5.5: Cooling length estimation (turbulent flow) 

Filin cooling effectiveness is specified in Eqn. (5.5). For this turbulent film cooling 

study, it was observed that the film cooling effectiveness decreases sharply after the 

cooling length which could be predicted using a simple relationship. In fact two linear 

curves in log-log coordinates could be used to describe the film cooling effectiveness 

as sketched in Fig. 5.24. This agrees well with results presented by other researchers. 
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The power law in Eqn. (5.5) was found to estimate the efficiency. 
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Eqn. (5.5) 
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x/(h m) 
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Figure 5.24: Filrn cooling effectivenesses of TFC Cases 1 to 5 comparing with curve 
fitting result 

For both laminar (Chapter 4) and turbulent flows, a two-equation model is found 

to be suitable for predicting film cooling effectiveness against parameter x/(hrh). The 

relation could be as simple as linear in turbulent flows while a second-order polynomial 

curve can be used to fit the laminar film cooling effectiveness in log-log coordinates. 

5.9 Summary 

After successfully simulating the film cooling problem in hypersonic laminar flows, the 

same problem has been studied in hypersonic turbulent flows. Different parameters, 

including the coolant inlet geometry, turbulence level of the coolant flow and the coolant 

injection angle were first studied to investigate their effects on the hypersonic turbulent 



5.9. SUMMARY 101 

film cooling. Due to the small slot (1.2192 mm), coolant flow in the coolant inlet was 

found to remain laminar in the calculation which makes the cooling length longer than 

the experimental result. In the experiment, the coolant flow had been arranged to be 

choked (All, = 1.0) at the slot exit. An assumption based on this may lead to some 

uncertainties in defining the boundary conditions of the CFD simulations. 

It is found necessary to introduce dilatation-dissipation corrections to the k-w 

turbulence model to obtain agreement with measurements. Zeman's free shear flow 

model was chosen to be tested in this study. For coolant low mass flow rate, a 50% 

increment of ý* can give quite good results compared with the unmodified k-w model. 

But under high mass flow rate, the unchanged Zeman's free shear flow model gave 

reasonable results. This correction yields improved heat transfer arid cooling length 

prediction. 
During the study in which the coolant injection rate and the slot height were varied. 

coolant flow parameters were set up directly at the slot exit with lit = 4,000 µ,, and 

an injection angle at a= 20° applied in all the calculations. It was found that under 

the same slot height improved film cooling effectiveness can be achieved when the 

coolant injection rate increased due to more momentum and energy injected into the 

Primary flow stream. Changing slot height again made little difference to film cooling 

effectiveness. 
Besides the Wilcox k-w turbulence model. the Menter baseline and SST models 

were also tested. According to the preliminary results, these two models were found 

not to be suitable for the hypersonic turbulent film cooling without any modifications. 

A two-equation model has been found to describe the relationship between the film 

cooling effectiveness and the parameter x/(h rz). Different from the laminar flow, a 

straight line is used in the log-log coordinates rather than a second-order polynomial 

curve for the region after the cooling length. 



Chapter 6 

Conclusions 

6.1 Summary of analysis 

ýhýIe aiI11 of' t his computational work is to investigate the mechanism and effect IVeness of* 

film cooling in 11VJ)Vrsoiiic laminar and turbulent floNvs. Film cooling is used to provide 

heat protection for wall surfaces under high thermal load. As a first step, the P\IB2D 

Navier-Sto1« solver has been successfully validated in hypersonic laminar and turhu- 

lent flows. In Chapter 3, the hypersonic flow over a flat plate without filin cooling was 

studied, this provided a reference datum to check the effectiveness of film cooling. As 

described in Chapters 4 and 5, the CFD code has been successfully used to simulate the 

film cooling problem in hypersonic laminar and turbulent flows respectively. According 

to the computational results. CFD was proven to be a powerful tool able to provide 

reasonable results for hypersonic cooling flows. 

The predictions were sensitive to the way that the appropriate boundary conditions 

applied for the coolant flow. For laminar film cooling it was necessary to include the 

development of the flow in the plenum chamber upstream of the sl( t. For turbulent 

film cooling tinder the geometry used in the experiment the injection at an angle 

of 20° ws iiiost appropriate in this numerical study. Different turbulence models 

including «'ilcoxIs k-_, inodol, A1enter's baseline and SST model have been t (sted. 

it is concluded that the Wilcox's lc -w turbulence model with dilatat ion-dissipation 

102 
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correction provides the best heat prediction in this study. 

The mechanism of film cooling was well illustrated in the plots of calculated velocity 

profiles, N-lach and temperature contours downstream of the slot exit. The coolant fluid 

was found to affect the primary boundary layer in two ways: 

" initially a separate layer set tip by the coolant fluid itself in the near slot area, 

" later a mixing layer between the primary and coolant flow streams. 

Upstream of the slot it has been observed that there is a band of high temperature 

air near the wall which provides the positive temperature gradient, hence heating at 

the wall. The effect of the coolant is to initially remove this temperature gradient. 

However further downstream there is a mixing of the flows when the initial profile and 

temperature band is re-established, although more diffused, resulting in an increas- 

ing heat transfer rate. Therefore, it can be concluded that film cooling causes the 

development of the primary boundary layer to be delayed. 

A commonly used technique, curve fitting, has been applied in analysing the nu- 

merical results. For laminar flow, film cooling effectiveness was observed to obey a 

second-order curve in the log-log coordinates against logloq =f (loglo hrn )2. For turbu- 

lent flow, a linear relation was found suitable to describe the relation between loglorr 

and lo glOhrt' 

Besides the isothermal wall, an adiabatic wall has also been tested for film cooling 

in laminar hypersonic flow and was found to give reasonable prediction of the film 

cooling effectiveness. The application of the adiabatic wall can greatly reduce the 

computational cost because there is no large temperature gradient between the flow 

stream and the wall surface. This is an important observation for future 3-D film 

cooling computational studies. 

The following general conclusions about film cooling in hypersonic flows are drawn 

in this computational study: 

. For both laminar and turbulent flows, film cooling is effective but especially in 



6.2. SUGGESTIONS FOR FUTURE WORK 104 

laminar flow. Inside the cooling length downstream of the slot exit, the wall 

surface is fully protected. For example, the film cooling effectiveness is about 

30% for LFC Case 5 (Chapter 4) 200 slot heights downstream of the slot. 

" Increasing the coolant injection rate can obviously increase the film cooling ef- 

fectiveness. Again, this works better in laminar flow than in turbulent flow. The 

coolant injection rate in turbulent flow should be considered to be high enough 

to give good heat protection. 

9 Slot height in both larninar and turbulent flows under the flow conditions in 

this study was found to be less important, which means other factors can be 

considered in priority when constructing film cooling systems. 

9 The primary flow conditions were found to heavily affect the heat transfer rate. 

Thus when designing film cooling systems, the coolant injection rate should be 

considered carefully according to the primary flow conditions. 

9 Under the same flow conditions and step height, the cooling length in both lami- 

nar and turbulent flows could be described by a power law of the ratio of coolant 

rriass flux per unit area to primary stream mass flux per unit area rh and the 

non-dimensional distance downstream of the slot exit x/h. For film cooling ef- 

fectiveness in log-log coordinates, a second-order polynomial curve can be used 

to fit the laminar flows, whilst a straight line is suitable for the turbulent flows. 

6.2 Suggestions for future work 

The fundamental 2-D film cooling has been successfully studied. The effectiveness 

of film cooling has been found to be concerned with many parameters, e. g.. coolant 

injection rate, slot/lip height, primary/coolant flow conditions, different coolant gases. 

Further work about film cooling in hypersonic flows should be executed with some 

aspects suggested below. All these will go towards actual application of film cooling in 
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engineering. 

" Different coolant gases should be studied, especially hydrogen because it is the 

most commonly used fuel in hypersonic vehicles. It has also been found that its 

high heat capacity compared to air provides higher film cooling effectiveness. 

"A three-dimensional film cooling study should be made with complex structures 

such as turbine blades. Hole shapes, hole distributions and combination of injec- 

tion angles are all of interest. An adiabatic wall boundary condition is suggested 

to be used to study the film cooling effectiveness in 3-D simulations because of 

its low computational cost. 

" More experiments should be performed with careful control of and under a variety 

of flow conditions to provide a database for CFD validation. 

"A more corriplex study should be made combining film cooling and regenerative 

cooling. 



Appendix A 

Implementation and Validation of 

the S-A Turbulence Model 

A. 1 Implementation of the S-A turbulence model 

A. 1.1 S-A turbulence model transport equation 

As described in Chapter 2, the S-A turbulence model is a one-equation model developed 

by Spalart and Alirnaras [68,69]. The transport equation and coefficients of the S- 

A model were defined using dimensional analysis, Galilean invariance, and selec t ecl 

empirical results. In this model. the Reynolds stresses are given by 

-u'u' =2 t3i» 
ýA. 1ý 

where Sij is the mean strain rate tensor. The eddy viscosity vt is given by 

x3 U 
Ut =U fv1 Jul = 

ý3 +3_ 
-" 

(A. 2) 
C1U 

rý iý the molecular viscosity. is the working variable and obeys the following transport 

e'quat10I1 
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Dv 
= Cbl [1 

- 
ft2] Qv +1 [0 

" 
((v + v) Vv) + Cb2 (V )2] 

Dt Q 
[cwlfw 

- 
CblK2 

ft2J 
U2+ 

ft1ýU2" 

(A. 3) 

d 

The left hand side of the equation is the Lagrangian or material derivative of v: 

Dv/Dt - 0Ü/at + n1ßv/5x , 
SZ is the modified magnitude of the vorticity and d is the 

distance to the closest wall. Here 

S2=S2+ý2 
z fv2 

. 
fez X 

=1 1+ " xfvl 

The other auxiliary functions are defined by 

1/6 1 'i" Cw3 

. 
fw=d 

1 9=7'+Cw2(r6-7. ), 7'= 
U 

, (9 6+ Cu)3 
, 
'K2d2 

W2 ft2 = ct3 exp (-ct4X2) 
, 

fti = Cti 9t exp -Ct2 AÜ2 
[d2 +g2 dt] 

(A. 4) 

(A. 5) 

J is the trip function, dt is the distance from the field point to the trip, which is on a 

wall. The parameter wt is the wall vorticity at the trip, and DU is the difference between 

the velocity at the field point and the trip. The parameter gt = min (0.1, ©U/wt0x) 

where . Ax is the grid spacing along the wall at the trip. The constants are 

a= 2/3, Cbl = 0.1355, 

Cwl = Cbl/k2 + (I + Cb2)/U, 

Cb2 = 0.622, r, = 0.41, 

cwt=0.3, cw3=2, c�1=7.1, (A. 6) 

ctl = 1.0, Ct2 = 2.0, Ct3 = 1.1 (1.2), Ct4 = 2.0 (0.5). 

where CO and CM have two different sets with the values in the brackets considered 

safer at high Reynolds numbers [69]. The wall boundary condition is v=0. In the 

freestrearn v<O. 1 v is acceptable. 

The S-A model includes the treatment of transition, however, in this study only fully 

turbulent flow is considered. So with all the transition terms ignored, the transport 

equation of the S-A model Eqn. (A. 3) can be written as 
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DU 

_ Cb1ýU + [V 
"v+ U) V)+ C62 

d 
Cwlfw 

U 

Dt 
(A. 7) 

A. 1.2 Non-dimensionalisation 

The fully turbulent transport equation of the S-A model Eqn. (A. 7) is non-dimensionalised 

Using the freestream flow variables. 

x 

-L 1 Y- 
L z L 

u 
U. 

* v= v 
U. 

* w -w U. 

-P- µ it Ft lit (A. 8) 
Poo µO POO 

Poo ýf 00 
T T 

Too 
E E 

Po 00 

V 1U V00 

Variables with superscript notation ' *' are local dimensionless flow variables, freestream 

variables are variables with subscript notation 'oo', and L is the reference length. The 

freestream Reynolds number is defined as 

Rem = 
P°°U°°L (A. 9) 

Poo 

Now the non-dimensional transport equation of the S-A model is written as 

Dv* 1c 1fw 
2 

_ *ý* v 
Di - cb1SZ v+ 

QRe 
ýý ' ((v + v) Vv) + Cb2 (Vv*)2] - Rem d* 

(: x. 10) 
* ... 

[I 

For convenience, the superscript '*' will be dropped so that all the variables are 

assumed to be non-dimensional values, unless stated otherwise. For the same purpose, 

the freestream Reynolds number based on the reference length L will be written as Re. 

Finally the transport equation is written in a similar way as the N-S equations. 

ali" 
+ 

a(Fz - Fv) 
-f at ax 

a(G= - Gv) , a(H - Hv) 
ay 

T 
äz = s, (A. 11) 
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where W=v, inviscid flux, viscous flux and the source terms are defined as the 

following 

uv F= ui 

G2 =vv 

H1 = wv 

Fv = v+"v äv` (x. 12) 
aRe äx 

Gv _ v-}-L; 8v' 

QRe ay 

Hv = v+'v öv` 

QRe äz 

s=sl+s2+s3+ s4. 
The source term is divided into the following four parts 

Sl = cb1Sly 
cbl c v' 222 

S2 
QRe 

ýax ý+(! 2: v 
ay) + ýazý 

(A. 13) 
3 `s =- L. 

Re 
uLJ2 

S4 =U 
äu+, äv+äw 

`ý 

(äX 

ay öz 

All the auxiliary functions are redefined in non-dimensional form as 

3 

= -, 
fvl =3+ 

C3 ' 
fv2 =11 

+x x+ v1 
xfvl 

6 1/6 1 

= [ý 
-ýC3 

, g=r+Cw2(r6-7') ,r 
fw 

6 9+ C6 . ý3 , 
SIC2C Re 

ý2d2 . 
fv2 

Re 

a= 2/3, Cbl = 0.1355, Cb2 = 0.622, K= 0.41 

CvI = 17.. 1, Cwl = CbI/k2 + (I + Cb2)/6, Cwt = 0.3, Cw3 = 2. 
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A. 1.3 Curvilinear coordinates 

The governing equations are usually transformed from the physical domain (x, y. Z, t) 

to computational domain with the grid spacing in the computational space 

is uniform and of unit length. This produces a computational region that is a cuboid 

and has a regular uniform mesh (Fig. (A. 1)) . 

E 

Z 

X 

Figure A. 1.: Coordinate transformation from physical to computational domain 

The generalised coordinate transformation produces a system of equations that can 

be applied to any regular and nonsingular geometry or grid system. 

/=l 

e_ «x. Y, z, t) 

17(X, ; y, .. t) 

- c(z" y" t) 

The Jacobian matrix is defined as 

J= 
311, 

_ ý(. 1. y. ý. t) 

ex ey ez et 

, Ix i]y liz n7t 

x 
(y cz ct 

0 0 0 1 

(A. 15) 

(A. 16) 

where 
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zx = J(y7.1z( - y(zn) 

ey =J (zIl x( - x7J z0 ) 

ez = J(xny( - y17xo) 
et 

= -XTýx : JTeJ - Z7-eZ 

77X = J(zeys - yC() 

77y = J(x zc - xC~d 

77Z = J(yexs -x y() 

G= J(Wn - zCyn) 

(y = J(x, zC - xCzn) 

(Z = J(xcyn - yýx77) 

'! t = IT 77X 
yTT1y - ZT'/Z }t - -XT(X Yr(y - ZT(Z 

(A. 17) 

J is the determinant of the Jacobian matrix and can be calculated by 

J= (xey,, z( + x(yýz, l + x,, y(zý - xMz77 - x11WZ( - xCynzC)-1. (A. 18) 

All the elements (metrics, e. g., ý.,, ýy, ý, ) can be obtained from the inverse met- 

rics (e. g., Xe, yý, zC). Simple finite difference approximations can be used to calculate 

these inverse metrics since the grid points are equally spaced in computational space. 

that is, Aý =L 7] = A(= 1. 

The chain rule of partial differentiation is introduced in calculating all the deriva- 

tives, for example, the velocity gradient ä' is calculated as 

au au au au 
-= ex- + )7x- + (x 
ax ae 0, q 

(A. 19) 

Now if we apply the generalised transformation to the transport equation of the 

S-A turbulence rnodel, Eqn. (A. 11), the following equation will be achieved 

aw 
aT ` 

a(Ft - F") 

aý 
+ 

O(Gl 
- 

Gv) 
+ 

a7, 
a(H= -Hv) 

a( = S. (A. 20) 

The variables in the above equation are defined as the following 
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W=W/J 

F'= eW + (Z1Ft+eyG' +e, H')/J 

Gi = 77tW + (77ýF' + %G' + 77, H')/J 

H'= ýcW +((F1+(MGZ+(H: )/J 
(. -x. 21) 

F" _ (Z1FU +ýyGv + eHv)/J 

Gv = (7] F" + r7yGU + r)ZHv)/ J 

H" _ «, F'+ c Cv + (=H")/J 

S=S/J 

Again derivative terms of the velocity and the working viscosity v should be eval- 

uatecl in comJ)utational space (ý, r-1, (, -r) via the chain rule, as mentioned above. 

A. 1.4 Finite volume method 

The finite volume method uses the integral form of the conservation equation as the 

starting point 

+ (M n) dS = SdV(A. 22) 
jWdV 

S j. 

M= (F1-F")i+(G'-Gv)j+(Hz -Hv)k. (A. 23) 

The above integral conservation equation applies to each control volume, as well as 

to the solution domain as a whole. To obtain an algebraic equation for each control 

volume, the surface and volume integrals need to be approximated using quadrature 

formulae. 

The usual approach is to define the control volumes by a suitable grid and assign 

the computational node to the control volume centre. However, it is possible to define 

the nodal locations first and then construct control volumes around them. Fig. A. 2(a) 

and Fig. A. 2(b) illustrate these two different finite volume grids. The former one is 
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(a) 

xxx 
------------ 

XXX 

HxH 

(b) 

Figure A. 2: Two types of finite volume grids: (a) nodes centered in CVs (b) CV faces 
centred between nodes 

l1SC(1 III this st 1.1(1}'. 

A. 1.5 Spatial discretisation 

The application of' the finite volume method leads to the need to calculate the fluxes 

on the surface of two neighbouring control volumes, e. g., F, ±112 
k, Ft±1/2 k. The 

inviscid flux terms in this study are discretised by the Engquist-Osher method [82]. 

The MUSCL interpolation [83] is used to provide the third-order accuracy together 

with van Albadas limiter [84]. The discretisation of the viscous flux terms is realised 

by central difference. The source term is evaluated at the cell centre. 

Inviscid flux terms 

The Eiiggquist-Osller method is used to discretise the inviscid flux terms: F`ý 

G' ., j±112 and Hý k±i/.,. To describe the method. the flux term Fý 1 -., k can be written 

als 

F=+112jýk = 
(F1Jk 

± Fi-ý1"J, k) +f-I. ý(jt )I dtt', (A. 24) 
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where A(W) is the derivative of F (W) 
with respect to W. Values for W +112, 

j, k can be 

obtained from the MUSCL interpolation with von Albada's limiter in order to improve 

the accuracy of the results. 

-1-- 
+ 

(A++E2)ß_+(ý2 
+E2)0ý. 

i+l/2, j, k -` ilk A2 +0 f+2E' i, j, k 
(. x. 25) 

A2 +f2 )L1-ß-(A2 +E2)0+ I+ 
_ 

y" 
i+1/2,7, k = Wi+1,7, 

k D_+0++2E2 
i+l, j, k 

where 

j/Vi-I, j, k (. -x. 26) 
TVi+l, 

j, k -I` 
ij, 

k 

and E2 is a small non-zero constant which can prevent the undesirable clipping of 

a smooth extremuin but otherwise has negligible influence. The value used by van 

Albada [84] is 0.008. It was found that the results are not very sensitive to the precise 

value of El. 

According to Eqn. (A. 25), the inviscid flux residual for control volume (i, j, k) is a 

function of 13 points 

R?, 
7, k = j'i i-2, j, k, 4j i-1, j, k7 I'Ti, j, ki I'Vi+l. j, ki VVi+2, j, k) Wij-2, k, 

(A. 27) 
T1/i, j-1, k, iyi, j+1, k, j ýi, j+2, k; Wi, j, k-2, jVi, j, k-1, Wi, 

j, k+11 Wi, j, k+2 1 

Viscous flux terms 

Central differencing is used to discretise the viscous flux terms: F; t1/2 k, Gi', j ± 1/2 k and 

H" 
, 

The value of the velocity components and their derivatives, as well as the 
2,. ý, kfi/2" 

value and derivative of the working eddy viscosity v are required at the faces of each 

control volume. Control volume face values are approximated by the average of the 

two adjacent control volume face values, 
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_ vi+1/2,1, k 
12 (vi, 

3, k + vi+1, J, k) 

115 

(A. 28) 

Control volume face values of the derivatives are obtained using Green's formula 

applied to a one-sided auxiliary control volume surrounding the considered face, for 

example 

výv 1 
v dydz, uX 'aua; 

S�ux 
(A. 29) 

where < LUX is the volume of the auxiliary control volume and Saun includes all the six 

surfaces surrounding the auxiliary control volume. Suppose the centre of the auxiliary 

control volume is called p, so the following six values are needed 

vý = (1 
i, j, k-1 + Vi+1, j, k-1 + vi+1,7, k + Vi, j, k)/4 

Vw = 1/i, j, k 

Us = 
(vi, 

-1, k + vi+1,; 
-1, k + Üi+1, 

j, k + vi, j, k)/4 
(A. 30) 

Un = lUi,. 7, k + l-'i+l, j, k + Vi+1,. 7+1, k + v=,. 7+1, k)/4 

Ue = vi+1, j, k 

1/t =( Ui, 7, k + ýi+l, 
j, k + Ui+1,. j, k+1 + Ui, j, k+1)/4. 

This means that the viscous flux terms are related to 19 points. For both the 

inviscid and viscous flux terms, the residual is now a function of 25 different points. 

Source term 

The source term is evaluated at the control volume centre, using the approach described 

in Eqn. (A. 29). 
After the spatial discretisation, the following semi-discrete form of the S-A model 

is achieved 

dWj, j, k =_1R (A-31) 
dT ', j, k ' tJ, k 



A. 1. IMPLEMENTATION OF THE S-A TURBULENCE MODEL 116 

where R, z, j, k denotes the discretisation of the spatial and source terms. Considering 

the whole computational domain, this equation is rewritten in the following form for 

clarity 

dQ 
=-1R. (A. 32) dt v 

A. 1.6 Boundary conditions 

The boundary conditions are set by using two rows of halo control volumes. Values are 

set in the halo according to interior values and boundary values. Once halo values are 

set then all interior control volumes are treated in an identical fashion. The extrapo- 

lations used are shown in Table (A. 1). The subscripts 1,2, bl and b2 denote values in 

the interior control volume adjacent to the boundary, the next interior control volume, 

the first halo control volume and the second halo control volume, respectively. 

Boundary type First halo control volume Second halo control volume 
Solid «all Übt = -vz Ü62 =-v; 
Far field UbI = 1100 11b2 = Uoo 

y-symmetry U61 = U2 U62 = UI 

z-symmetry vbl = v2 v62 = vI 
Linear extrapolation vbl = 2VG2 - vl vb2 = 2vI - v2 
Poiseille vbI = 0 V62 = 0 
Mirror vbI = vI 1162 = vI 
Given profile vbI = Upro vb2 = "pro 
Degenerated x-y v6I = 112 1162 = vI 
Degenerated x vb1 = L2 Vb2 = vI 
Degenerated interior vb1 = 112 1162 = 112 

Table A. 1: Boundary conditions for the S- A turbulence model 

vx is freestream value and is set to O. ly,, by default as suggest by Spalart [681. 

This value is also used to initialised the flow field. For a given profile bounday. Upro is 

the value given directly which is set from an input parameter file. 
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A. 1.7 Time discretisation 

Steady-state solver 

The integration in time of Eqn. (A. 32) to a steady-state solution is performed in two 

phases. First, an explicit scheme is used to smooth out the freestream starting solution. 

vQ =-1, At R. n' 
v 

(a. 33) 

where AQ = Qn+l - Q', i is the current time level, n+1 is the new time level. 

In order to speed up the calculation, an implicit time-marching scheme is applied 

AQ = -Rn+l 
Vv 

(A. 34) 

This equation represents a systern of non-linear algebraic equations. In order to 

simplify the solution procedure, the flux residual R71+1 is linearised in time as follows 

Rn+l _ Rte. + ýR Z\t + O(. t2) 

ti R, n 
-i- 

aR alQ 
I\ t 

aQ at 
e, R'ý + OQ AQ. 

(A. 35) 

Now the following linear system is obtained after applying the above approximation 

VI+ aR) 
ZAQ = -R 

n. 

At aQ 
(A. 36) 

As mentioned above, the residual of each control volume is related to 25 points. 

This leads to a Jacobian matrix äR/c3Q which has twenty five non-zero blocks per row. 

An approximate Jacobian is introduced in order to reduce the memory requirement and 

CPU time consumption. Only seven non-zero elements are considered so that when 

calculating the Jacobian the residual is only considered to be a function of these seven 

points 
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Figure A. 3: Approximate Jacobian matrix 

Ri, 
j, k =R (Qi-1, 

j, ki Qi, 
j, k) Qi+l, 

j, k) Qi, 
j-1, k, 

Qi, 
j+l, k7 

Qi, 
j, k-1, 

Qi, 
j, k+1) . 

(A. 37) 

This approximation, as shown in Fig. (A. 3), which is applied only for the derivation 

of the Jacobian terms, is also easier for the linear solver because the resulting matrix 

becomes more diagonally dominant than using the exact Jacobians. As a result, 72% 

of the memory requirement and matrix-vector multiplication operation are reduced. 

The method has been successfully applied in the two-dimensional solver PMB2D [61] 

and the mean flow solver of the PMB3D code. 

Unsteady flow solver 

The N-S equations and the S-A transport equation for unsteady flow are solved by 

introducing an iteration through pseudo time T to the steady state [621, as given by 

wn+1, rn+1 
- wn+1,? n 

AT 

3w' "- 4W'ß' + Wn- 
} 2zt 

qn+1, m+1 - qn+1, m 

AT 
+ 

+R (wkm 
, qkt) =0 

3gct - 4qn + qn-' 
2zt 

+ ºS 
(Wlm 

, Cllt) = 0ý 

(A. 38) 

(A. 39) 

where the nz-th pseudo time iterate at the (n+l)th real time step are denoted by Wn+l, m 

and ql+1''n respectively. Here km, kt, km and lt give the time level of the variables used 

in the spatial discretisation. The iteration scheme used only effects the efficiency of the 
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method and hence we can sequence the solution in pseudo time without compromising 

accuracy. For example, using explicit time stepping we can calculate w"1, "'-1 using 

kyn = TL + 1, rn and kt = n+ 1,7n and q"+1°m+l using 1, =n+1, m+1 and lt = n. + 1, m. 

For implicit time stepping in pseudo time k, = 1,,,, = lt =n+1, m+1 and kt =n+1, in 

can be used. In both of these cases the solution of the equations is decoupled by freezing 

values but at convergence the real time stepping proceeds with no sequencing error. It 

is easy to recover a solution which is sequenced in real time from this formulation by 

setting k=n, in throughout the calculation of the pseudo steady state. This facilitates 

a comparison of the current pseudo time sequencing with the more common real time 

sequencing. 

A. 1.8 Linear solver 

For the implicit scheme, the result of the discretisation process is a system of algebraic 

equations, Eqn. (_ß. 36) is written here again. 

+ 
OR) 

-ýQ - -R'L OQ 
(A. 40) 

For unsteady problems, the equation should be changed because of the additional 

terns in Econ. (A. 39). 

The generalised conjugate gradient (GCG) method [85] with the block incomplete 

LU (BILL) decomposition [861 are chosen to be used to solve this system. 

A. 2 Validation of the S-A turbulence model 

A. 2.1 RAE2822 aerofoil Cases 9 and 10 

The transonic flow over an aerofoil provides a good test of the turbulence model to 

predict the boundary layer development aloII a C111'ved surface. Two Cases of RAF_2 22, 

ý ase ýJ (no/small separation region) and Case 10 (shock induced separation) with 
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different flow conditions were tested. Flow conditions for these two cases are listed 

in Table A. 2. For both cases, the same C-type grid was generated with 257 points in 

the streamwise direction, 65 points in the direction normal to the wall and 5 points in 

the spanwise direction. Since the transitional terms of the S-A turbulence model was 

ignored in the implementation, flow around this aerofoil was considered fully turbulent. 

RAE2822 Mý Re Angle of attack Transition at x/c 
Case 9 
Case 10 

0.73 
0.75 

6.5 x 10 2.79° 
6.2 x 106 2.81° 

0.03 
0.03 

Table A. 2: Flow conditions selected for the RAE2822 Cases 9 and 10 

j r\` 
11 

if 'ý 

ö 

(a) RA E2822 Case 9 

i 

1 05416 

1Mf 

(b) RAE2822 Case 10 

Figure A. 4: Mach number contours around the RAE2822 aerofoil 

Mach contours, pressure and skin friction coefficient distributions for both cases 

compared with the k-w turbulence model and the experimental data are presented 

in Figs. A. 4, A. 5 and A. 6. Shock was captured in both cases. For Case 9, the location 

of the shock captured is upstream from the experimental location. For Case 10, the 

the shock captured is downstream from the experimental data. The k-w model gives 

the shock location downstream of the experimental data in both cases. The angle of 

attack has a strong influence on the shock location. Since the correct angle of attack 

is uncertain, the shock location is not a reliable indicator of the turbulence model 

accuracy in these two cases. 
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In Fig. A. 5, pressure coefficient distributions on lower wall surface are quite good in 

both cases for both turbulence models. But on the upper wall surface, shock position 

is not well predicted as mentioned above. Shock induced separation can be observed 

in Case 10 (Fig. A. 6). 
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Figure A. 5: Pressure coefficient distributions for the RAE2822 aerofoil 
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Figure A. 6: Skin friction coefficient distributions for the RAE2822 aerofoil 

o. ooa( 



A. 2. VALIDATION OF THE S-A TURBULENCE MODEL 122 

A. 2.2 NLR-F5 wing 

A second test was made to investigate the flow around a NLR-F5 wing. The flow 

conditions are as follows: the freestream Mach number is 0.896, the attack angle is 

0.497° and the Reynolds number is 5.79 x 106. A C-O type grid which containing 

65 x 33 x 33 points was used in this calculation. 

P 

U 1.23304 
1.19872 
1.16441 
1.13009 
1.09577 
1.06145 
1.02713 
0.992816 
0.958498 
0.92418 
0.889862 
0.855544 
0.821226 
0.786908 
0.75259 
0.718272 
0.683954 

Figure A. 7: Pressure contours for NLR-F5 wing 

Pressure contour is shown in Fig. A. 7 with the shock near the leading edge clearly 

seen. In Fig. A. 8, the pressure coefficient distributions are compared with the k-w 

model and the experimental data. ri means the position along spanwise direction. In 

the region near the lower surface leading-edge, the S-A model predicts the suction peak 

very well. In the area near the tip (Fig. A. 8 (g) ij = 0.875 and (h) ri = 0.977) the S-A 

model does not capture the shock wave on the upper wall surface, while the k- 

model predicts the shock sharply. 
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Figure A. 8: Pressure coefficient distribution for NLR-F5 Wing 
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A. 3 Conclusions 

124 

The irnplenientation of the Spalart- Almaras turbulence model in the P IB3D code 

gives some reasonable results in the validation phase. For all the test cases including 

RAE2822 aerofoil Cases 9 and 10 and NLR. -F5 wing, the S-A model captured the plain 

flow phenomena. It seems that this model is promising especially for flows without 

considerable separation. 
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