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Abstract

With test-driven development (TDD) new code is not written until an automated test has failed, and duplications of functions, tests, or simply code fragments are always removed. TDD can lead to a better design and a higher quality of the developed system, but to date it has mainly been applied to the development of traditional software systems such as payroll applications. This thesis describes the novel application of TDD to the development of embedded control systems using an automotive safety system for preventing collisions as an example.

The basic prerequisite for test-driven development is the availability of an automated testing framework as tests are executed very often. Such testing frameworks have been developed for nearly all programming languages, but not for the graphical, signal driven language Simulink. Simulink is commonly used in the automotive industry and can be considered as state-of-the-art for the design and development of embedded control systems in the automotive, aerospace and other industries. The thesis therefore introduces a novel automated testing framework for Simulink. This framework forms the basis for the test-driven development process by integrating the analysis, design and testing of embedded control systems into this process.

The thesis then shows the application of TDD to a collision prevention system. The system architecture is derived from the requirements of the system and four software components are identified, which represent problems of particular areas for the realisation of control systems, i.e. logical combinations, experimental problems, mathematical algorithms, and control theory. For each of these problems, a concept to systematically derive test cases from the requirements is presented. Moreover two conventional approaches to design the controller are introduced and compared in terms of their stability and performance.

The effectiveness of the collision prevention system is assessed in trials on a driving simulator. These trials show that the system leads to a significant reduction of the accident rate for rear-end collisions. In addition, experiments with prototype vehicles on test tracks and field tests are presented to verify the system’s functional requirements within a system testing approach. Finally, the new test-driven development process for embedded control systems is evaluated in comparison to traditional development processes.
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Introduction

Functional software is one of the most essential parts of automotive electronics, in a sector of automotive development which will realise products with the most added value of a new car in a few years. A modern car has already built-in more than 80 electronic control units. This includes telematic systems like a navigation system, an mp3 player or a mobile phone, safety systems like an anti-lock brake system or an airbag, and driver assistance systems such as automatic headlight control.

With the increased complexity of electronic systems quality problems are also rising. In May 2004 Mercedes-Benz was forced to start the biggest product recall in its history. About 680,000 cars of the E- and SL-Class had to be checked, because in approximately 2 out of 1000 cases an error in the brake-by-wire system SBC might lead to a reduction of the brake force. Only one year later, DaimlerChrysler announced another even bigger recall of about 1,300,000 cars because of problems with the same system. Besides the loss of reputation and the inconvenience to the customer such a recall is quite expensive for the company.

Especially new safety systems, which are the focus of many manufacturers to achieve a technological leadership in safety due to its high rating by customers, have to deal with a development time frame that is shortened with every new car, and a rise in functionality at the same time. Furthermore these systems must never be activated if the situation is not critical, but always if it is, which is difficult to realise for control systems as the design of the plant model often leads to a simplification, e.g. through omitting non-linear influences.
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In the field of software development several new methods were presented in the last years to improve the engineering process as well as the product itself. In 2001 Kent Beck published an article about a new style of development called test-driven development (TDD). With TDD the code is tested before it is written. Despite its test-centric approach, test-driven development is considered to be a design technique, not a testing technique. To date TDD has mainly been applied to the development of traditional software systems, but not to the design of control systems. This thesis introduces a new test-driven approach to develop embedded control systems with the focus on automotive safety.

1.1 Automotive Safety Systems

This section gives an historical overview of automotive safety systems and introduces the fundamental design principles of such systems.

1.1.1 History

It was in 1886 when Carl Benz invented and built the automobile [1]. He was the first of a number of today famous men like Gottlieb Daimler, Rudolf Diesel, Henry Ford, Wilhelm Maybach, Nikolaus Otto and Armand Peugeot who amongst others laid the way for the modern car [2, 3]. From the first cars at the end of the 19th century the total number of vehicles produced has grown to 38.6 million per year in 1980 and 66.5 millions in 2005 [4]. With this still increasing number of vehicles a lot of problems arose, which can be mainly divided into two categories: pollution of the environment and traffic safety [5].

In 2005, 43,443 persons were killed on the streets of the USA due to traffic accidents, compared to 51,091 in 1980. Taking into account that the vehicle miles travelled have increased by nearly 100% during this time (from 1,527 billion to 2,990 billion miles), the fatality rate per 100 million vehicle miles travelled has decreased from 3.35 to 1.45 [6]. In Germany the absolute number of persons killed decreased more significantly from 15,050 in 1980 to 5,361 in 2005 (that is 1.25 per 100 million vehicle miles travelled) [7]. The cause for this decrease is primarily the progress made through the so called safety systems [8].

Automotive engineers are trying to improve the safety of the automobile nearly as long as the automobile exists. In 1932 Chrysler was the first manufacturer who introduced power-assisted brakes to help to prevent accidents [9]. Those systems are called active safety systems. Their counterpart, the passive safety systems, try to
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mitigate the damage of an accident when the accident is unavoidable, and in doing so their effects unfold not until the collision is happening. An example are the crumple zones, which came to market with the legendary “tailfin” Mercedes-Benz W111 in 1959 [9]. The era of electronic safety systems started with the anti-lock brake system (ABS), presented by Mercedes-Benz and Bosch in 1978 [10]. Since then, the number of new safety systems has grown steadily, as shown in Figure 1.1. Today, car makers as well as customers consider those kind of systems as some of the most important features of a new car [11, 12, 13, 14].

![Milestones of automotive safety systems](image)

Figure 1.1: Milestones of automotive safety systems [15]

1.1.2 Design of Automotive Safety Systems

The design of a modern automotive safety systems consists basically of four parts: sensors, controller, actuators and the human-machine-interface (HMI). This subsection gives an overview of the role of each component.

**Sensor:** Depending on the system, one or more sensors measure the states of the vehicle and of the driver as well as observe the environment. The states of the vehicle usually include physical values such as the speed, e.g. measured by wheel impulse counters, the acceleration, e.g. measured by an accelerometer, or
the steering wheel angle; but also values such as the state of the turn indicator signal, the headlights, the wiper or the selected gear. The environment can be detected using ultrasonic, LIDAR (Light Detection and Ranging), RADAR (Radiowave Detection and Ranging), or vision-based sensors, see Figure 1.2. The sensors’ data can be handled not only stand-alone, but also combined using sensor fusion algorithms. Finally, the state of the driver can be estimated with both groups of sensors, either directly by monitoring him/her with infrared or vision-based sensors, or implicitly by analysing the vehicle data, e.g. the steering wheel angle to detect fatigue [16].

Figure 1.2: Sensors for environment detection (from left to right): Ultrasonic sensor, infrared camera, and RADAR sensor (Photos: Robert Bosch GmbH)

Controller: The controller processes the data of the sensors to decide whether the system should be activated or deactivated, and to calculate the control signals for the actuators.

Actuator: The basic actuators of an active automotive safety system are the brakes, the engine (including the gearbox) and the steering, which are the same actuators the driver is using for controlling the vehicle. In contrast, passive automotive safety systems typically trigger a nonrecurring action, for example the ignition of a gas generator propellant to inflate an airbag. More advanced systems for combined active and passive safety also control the chassis (suspension and dampers)\(^1\) and different servo motors, e.g. for the position of the headlights or for reversible seatbelt tensioners [17].

\(^1\)The suspension and dampers not only influence the driving comfort and the driving dynamics, but can also be used to reduce the pitching of a vehicle during a braking manoeuvre, or to help the driver to perform an evasive steering manoeuvre.
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Human-Machine-Interface (HMI): The communication between the driver and the system is done through the Human-Machine-Interface. It includes operating elements such as buttons or menu options for switching the system on or off as well as for adjusting parameters, and output elements to display the activation or error state, to warn the driver, or as the system’s function itself, e.g. in the Night View system which displays the image of the camera directly in the cluster instrument. Furthermore also the throttle, the brake pedal and the steering wheel can be considered as input elements.

These components are usually distributed over different parts and control units of the car, which are connected by a network system like LIN, CAN or FlexRay [18]. Therefore these systems belong to the group of distributed embedded real time systems [15].

An example is the Adaptive Cruise Control System (ACC). It consists of a RADAR sensor mounted behind the grille to measure the distance and relative speed of the vehicle ahead, an Electronic Control Unit (ECU) which implements the controller and whose results are sent as brake commands to the ECU of the Electronic Stability Program (ESP) and as acceleration commands to the ECU of the engine (including also brake commands using the drag torque of the engine). The states of the vehicle, in particular the speed and the acceleration, are usually received from the ESP, which calculates them using the wheel impulse counters and accelerometers. Furthermore the ACC sends information to the cluster instrument to display the activation state, the desired cruise speed, the distance to the vehicle in front as well as its speed.

1.2 Control System Design

This section gives an historical overview of control system design and introduces the basic concept of a feedback loop. Furthermore, the basic design process for control systems is outlined.

1.2.1 History

When looking at the history of control, a number of events occurred which can all be seen as its starting point. For instance, in 1788 James Watt designed one of the first centrifugal governors as a part of the steam engine. A centrifugal governor controls the engine’s speed by using the centrifugal force to regulate the amount of steam admitted. In other words, it uses the principle of proportional control to maintain a constant speed independent of the load or fuel supply conditions. About 50 years
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later, Airy published one of the first theoretical works on control by mentioning instability of closed-loop systems and introducing differential equations for their analysis [19]. In 1868 Maxwell wrote his famous paper “On governors”, in which he analysed different devices (including Watt’s governor) by regarding them as a feedback control system [20]. He also showed that a system is stable if the roots of the characteristic equation have negative real parts. In 1892 Lyapunov discussed the stability of nonlinear differential equations [21].

Until the 1920’s all mathematical analysis was carried out in the time domain. Frequency domain methods were first applied in control by Black in 1927, when he invented the negative feedback amplifier to reduce the distortion in repeater amplifiers\(^2\) [22]. In the following years Nyquist with his stability criterion [23] and Bode with the magnitude and phase frequency plots [24] developed two major theoretical tools in classical control. In 1922 Minorsky first used a PID controller [25], whose tuning was (and still is) often governed by empirical techniques such as the formulae of John Ziegler and Nathaniel Nichols [26]. In 1948 Evans presented his root locus technique, which determines the closed-loop pole locations in the s-plane [27].

The era of modern control began in 1960, when Kalman and Bertram introduced the concept of internal system states and brought control theory back to the time domain [28]. With the invention of digital computers in the middle of the 20th century, sampled-data systems were developed by Ragazzini and Zadeh in 1952 [29] and Åström analysed digital control in 1970 [30].

Finally a new control theory, which takes the best features of classical and modern techniques, evolved in the 1970’s and 1980’s. In 1974 Rosenbrock and in 1977 MacFarlane and Postlethwaite extended the classical frequency domain techniques by the inverse Nyquist array [31] and the generalized Nyquist stability criteria [32]. Then Doyle and Stein showed in 1981 the importance of the singular value plots versus frequency [33], which allowed the use of many classical frequency-domain techniques for modern design.

1.2.2 The Basic Feedback Loop

In control theory, a dynamic system is often described as a set of mathematical formulae and a block diagram [34]. A block diagram representing the basic feedback loop is shown in Figure 1.3. It has three components: the plant consisting of the actuator and the process, the sensor and the controller. The plant represents the object to be controlled, whose input \( u \) is called the control variable, and whose output

\(^2\)This was necessary to amplify the voice in long telephone lines, but not the noise.
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$y$ is called the plant variable modified by the disturbance $z$. The plant variable is measured by the sensor, which adds a measurement disturbance $d$. The controller generates the input of the process from the reference variable $w$ and the sensor output $r$. In this thesis, the naming convention in Figure 1.3 is used.

![Figure 1.3: The basic feedback loop](image)

It has to be mentioned that the variables are named with different letters in different literature. In figure 1.3 the variables are named after [35]. Other books like [36] or [37] uses for example $r$ for the reference variable.

If the feedback is cut off between the sensor and the controller, it is called an open loop system, whereas the basic feedback loop is often called a closed loop system. Closed-loop control has the advantage that it can implicitly compensate for disturbances to the system and account for changes in the plant. For example, in a model of a vehicle, external disturbances would be caused by drag or the slope of the road. The aim of the controller design is then to make the acceleration of the vehicle follow a desired acceleration while external disturbances are rejected.

1.2.3 Process of Control System Design

The process of control system design is divided into two basic activities: analysis and synthesis. The major purpose of the analysis is the identification of the system in defining the equations that govern the plant’s dynamics. The model is either built from known physical, usually differential, equations, e.g. for a mass-spring-damper system, or identified by using system identification [38]. With this, the system is stimulated with different input signals while measuring the output signals and trying to determine a mathematical relation between the two, e.g. using least-
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squares optimisation [38]. In general, the obtained model can not entirely describe the real physical system as nominal parameters are never known with absolute precision. Furthermore for complex systems with non-linear behaviour or dead time it might be necessary to choose a simplified representation of the system to allow the creation of a controller at all [35].

The derivation of the controller, e.g. a feedback compensator, from the mathematical model is called synthesis. Different strategies are known, for example the above mentioned PID controller with its tuning techniques, direct pole-placement in calculating the feedback matrix with desired positions of the poles [35], or optimal control, which tries to minimize a performance index [39].

![Diagram of control system design process](image)

Figure 1.4: The process of control system design

A modern technique for control system design is model-based development [40, 41, 42]. In model-based development, the system is designed as a graphical model including all parts of the control loop [43, 44]. Such a model can be created with the tool Simulink [45], which furthermore allows the simulation of the model’s states as well as the animation of the system, for example to show the trajectory of a controlled vehicle. Most important in model-based development is that the model represents the central artefact of the development process, which is systematically refined throughout the different process steps.

The controller represents the final product of this process and is usually implemented as software. This can be supported by the automatic generation of the software’s source code from the graphical model, see Figure 1.4. The source code is then translated to binary code by a compiler and executed at the system’s ECU. The ECU can be considered as a special-purpose computer system designed to perform a number of dedicated functions. It is embedded into a more complex device, e.g. a vehicle, which consists of further electronic and mechanical parts, e.g. an actuator as described in Section 1.1.2. Such systems are called embedded control systems.
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As a consequence, the process of control system design can use two kinds of models. The analysis of the system is done with mathematical models, the realisation from a prototype for an initial idea up to the final product by graphical models.

1.3 Software Development Processes

Similar to the previous introductions to automotive safety systems and control system design, this section gives an historical overview in the first subsection. This overview describes different software development processes. Then a second subsection outlines the characteristics of the test-driven development process. Finally, the concept of design patterns, which describe common development practises in the form of a problem and its solution, is introduced.

1.3.1 History

A software development process describes the activities and sequences for the development of a software product. In the past, numerous models for such a process were developed. One of the oldest and best-known models is the Waterfall model, proposed by Winston W. Royce in an article published 1970 [46], which focusses on a distinct separation of the development phases to allow a lightweight way of planning and controlling the project, see Figure 1.5. Furthermore it offers a high efficiency for projects with stable requirements and limited complexity. However the waterfall model is only applicable to small projects, particularly because of its inflexibility against changes and the late recognition of defects. Ironically, Royce himself regarded this process as unsuitable for large projects and proposed several methods in the same article, which are comparable to an iterative approach.

In 1988 Barry Boehm introduced the Spiral model which divides the development process into different phases circling around the beginning of the project like a spiral, cf. Figure 1.6 [47]. Furthermore the coordinate system is cut into four quadrants with activities that define the objectives and constraints (north-western quadrant), evaluate the alternatives and identify as well as resolve risks (north-eastern quadrant), develop and verify the software (south-eastern quadrant) and finally plan the next cycle (south-western quadrant). The major advantage of such a model is the adaption of the project plan onto the progress of the project as well as onto the development of new technologies and the changing needs of the market. Disadvantageous is however the generalization of the actual development in one quadrant without specifying the relationship between the activities, e.g. implementation and test.
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Figure 1.5: The Waterfall model

Figure 1.6: The Spiral model
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Figure 1.7: The Multiple V-model

The V-model separates the development process into phases, where the activities for design and implementation are positioned opposite to their respective activities for verification and validation [48]. Therefore the V-model belongs to the group of symmetric process models. The verification is done bottom-up, which means that, prior to the test of the complete system, all components have to be tested, beginning with the smallest entity, the software unit, which is usually defined as a function or method of the respective programming language. In consequence, the final product can be validated not until the final phase of the process which makes it complicated to react to failures in the early phases, primarily related to the design. The Multiple V-model is an attempt to solve this issue through dividing the process into multiple smaller V-models, which should allow the same flexibility as the Spiral model [49, 50]. An example realisation with three V-models is shown in Figure 1.7.

The software unit is also an important key element of Extreme Programming (XP), invented by Kent Beck and others in 1996 during the Chrysler C3 project3 and first published in 1999 [51, 52, 53]. XP defines four basic programming practises - coding, testing, listening and designing - which form the major focus of the process. It differs from traditional methodologies primarily in placing a higher value on adaptability than on predictability, which is also expressed through its slogan "Embrace Change". The process is centred around short iterations (2-3 weeks) which focus on simple solutions to design for the needs of the current release. Figure 1.8 shows a comparison of the cycle times of the different development processes.

With extreme programming, testing plays an important role as tests are executed very often and a test is written for every new feature - the so called acceptance test - and for every software unit - the so called unit test. Typically the code is tested before it is written, which is referred to as test-first programming. In 2001 Beck presented

---

3C3 was the abbreviation for the Chrysler Comprehensive Compensation system whose aim was to realise the payroll processing for all employees of the Chrysler Corporation.
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Figure 1.8: Comparing the cycle times of the different development models

this idea as a separate process, the test-driven development process [54]. Although the name includes the word test, test-driven development is considered to be a design technique, not a testing technique [55]. The reason is that a better design can be realised by the programmer, who just writes code to solve a problem - the failing test - and not to create a “masterpiece of software”. This leads to a cleaner code, because defects in functions are found sooner as there is already a client for the function - the test [56, 57, 58]. Research studies showed that software created with TDD consists of more and smaller units which are less complex and highly tested [59, 60]. Furthermore when a function is changed later in the development process, the tests assure that no functionality is broken [61]. TDD can increase the productivity [62, 63], but might also affect it in a negative way due to the effort of more frequent testing [64, 65].

1.3.2 Test-Driven Development Process

In test-driven development there are two rules: New code is written only if an automated test has failed, and duplication is always removed. Therefore the following development cycle is defined [66]:

1. Write a test.
2. Run the test, which means
   - make it compile, and
   - run it to see that it fails.
3. Make it run, which means
   - make a change which solves the test.
4. Remove duplication.
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This cycle is represented as a state diagram in Figure 1.9.

In order to run automated tests, Beck also describes the development of a testing framework called xUnit for the programming language Python [66]. With xUnit, the programming language and the language to define a test are the same. Thus running an automated test is as simple as running the actual program. During test execution a progress bar shows how many tests have already been completed. At the end, a red bar means that one or more tests have failed, while a green bar shows that all tests have passed. For a failed test additional information is shown, for example the line number of an error. More recently a number of similar testing frameworks for most programming languages have been development: JUnit for Java, CppUnit for C++ or NUnit for the .NET platform [67]. Today the family of those frameworks is called xUnit [68].

1.3.3 Design Patterns

The origins of design patterns reach back to the architect Christopher Alexander who presented solutions for various architectural problems as “a pattern language” in 1977 [69]. A pattern in this sense is defined as “a three-part rule, which expresses a relation between a certain context, a problem and a solution” [70, p. 247]. It presents a solution for a well-defined problem which occurs under the circumstances of the described context. Thus patterns serve as a kind of design guideline or reference
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description.

10 years later, Ward Cunningham and Kent Beck adapted the concept of patterns to the design of object-oriented software [71]. Then in 1994, the probably most influential work on design patterns for software was published by Erich Gamma et al. [72]. Their book, “Design Patterns - Elements of Reusable Object-Oriented Software”, uses patterns to name, identify and extract the key aspects of common architectural and implementation structures, and with this, to create a reusable software design.

The characteristics of these software design patterns are similar to Alexander’s structure: name, context, problem, and solution. The description of a pattern is not bound to a textual description. Instead the Pattern Schemata can also be represented by a model such as a block diagram. Common to all patterns is that they are created by analysing existing (successful) solutions and identifying (recurring) designs within these solutions. This process is called Pattern Mining. In addition, patterns can be used as a part of the system’s documentation to describe a design decision by the three-part rule (context, problem, solution).

A number of patterns which are interrelated within a certain domain and grouped into a collection are denoted by a pattern language [69]. Nowadays, such languages exist for programming languages, software systems and software processes [73], and also for processes which are not bound to the software domain. Several pattern languages have been introduced for the domain of control engineering and embedded systems [74]. These include patterns for time-triggered systems [75, 76], distributed systems [77, 78], controlling autonomous vehicles [79], real-time applications [80, 81], and generic real-time modelling [82]. The work on specific application domains has also been described with patterns, e.g. the design of an avionics control system [83]. In fact, even most textbooks on control theory include design patterns but do not use the typical pattern schemata. An example for this is the Feedback pattern (adapted from [74]):

\textit{Pattern Feedback}

\textit{Context}

The system has a measurable output and a controllable input. A system model may or may not be available. A desired reference signal exists.

\footnote{A good example for the wide scope of the pattern concept is the book “Fearless Change: Patterns for Introducing New Ideas”, M.L. Manns and L. Rising, Addison-Wesley, 2005; it describes techniques for introducing new ideas with the help of a pattern language.}
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Problem
The system output does not behave as desired. The response may be too slow, too oscillatory, unstable, or non-linear, for example.

Solution
The plant input is determined from the difference between the reference signal and the plant output by a feedback controller as shown by the following block diagram.

1.4 Thesis Contributions
Automotive safety systems are already one of the most important ingredients for a new car and will gain even more relevance in the next years. Their development is driven by the vision of accident-free driving, thus to reduce the number of collisions and fatalities, as well as by the need for features to differentiate a new car from its predecessor and from low-cost vehicles. With this increasing functionality the systems must handle more and more complex traffic situations while processing data from different sensors and controlling multiple actuators of the car. At the same time a system should never be activated if the situation is not critical, but virtually always if it is.\textsuperscript{5} In consequence it is necessary to consider as many conditions as possible during the design of the system while preventing a development process which is too complex or does not fit into the development cycle of a new car [Issue 1].

Such safety systems consist of the components sensor, controller, actuator and human-machine interface. The design of the controller is typically based on mathematical design approaches in the frequency and/or in the time domain. At first a

\textsuperscript{5}Typically, it is acceptable that a system is not activated at certain (borderline critical) situations, e.g. the airbag may not be inflated at low impact speeds.
model for the plant – the vehicle, the driver and its environment – is created using system identification techniques. The resulting plant is simplified to realise a model which is suitable for controller design. Such a simplification might lead to an insufficient behaviour of the final system in situations which are not considered by the model [Issue 2].

The next step is the synthesis of the controller, for example using the pole-placement method. In this case, the position of the poles is restricted by the stability criterion, which requires that all poles have negative real parts, and by the limits of the input value of the actuator. Moreover it is defined by a desired rise time, settling time, maximum overshoot, etc. These values must be determined by the developer [Issue 3].

In addition, model-based development allows the creation and evaluation of the controller not only with mathematical calculations, but also with graphical tools like Simulink. This allows for example the numerical simulation of non-linear characteristics of the plant, which are difficult to solve with mathematical analysis tools. Furthermore the model can be transformed into software by using automatic code generation. This software and the ECU, at which it is executed, represent the controller’s implementation as an embedded control system. A crucial aspect of such embedded control systems is that they do not only implement the controller itself, but also realise components with more or less complex decision logic, e.g. for the system’s activation. The influences of this decision logic are typically not part of the modelling of the control loop, but have to be considered during the development process [Issue 4].

The quality of an embedded control system is not only described by the performance of the controller, but also through other characteristics such as the stability and the robustness over the lifespan, and the number of defects, which are in most cases not zero. Therefore testing becomes more and more important for the developer. In contrast to traditional testing which is done after the design of the software, test-driven development introduces the concept of testing first. No code is written before a test has failed. To date, test-driven development has only been applied to common programming languages such as Java and to common software systems like payroll applications, but not to graphical signal driven languages like Simulink and to the design of control systems implemented with it [Issue 5].

In addition, it has to be considered that the controller is implemented as software, i.e. the results of the mathematical design approaches are transformed into a different representation.

Therefore the goal of this thesis is to use testing as a design method for control
systems to address the issues defined above. A new design process will be presented which is based on test-driven development and considers the characteristics of control system design. This process is then applied to an automotive collision avoidance system which helps the driver to prevent collisions through an acoustical warning before an imminent collision and through increasing the brake force up to the maximum if necessary. Finally this system is evaluated based on three criteria. First, the system is reviewed for aspects of control system design, e.g. stability or robustness. Second, measurement data from a pre-series vehicle are analysed for different use cases and situations. Third, the new methods are compared to alternative design methods and to patterns for test-driven development.

Some of the work reported in this thesis has been published in the following paper:


The paper describes the novel application of test-driven development to control system design using a simplified vehicle system as an example. Furthermore an automated testing framework is implemented with the graphical programming language Simulink.

Additionally, more detailed information about the Collision Prevention System can be found in the following patents:
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[93] **Method for Operating a System for Avoiding Collisions or for Reducing the Consequences of a Collision for a Vehicle and a Corresponding System for Avoiding Collisions or for Reducing the Consequences of a Collision**, B. Danner, T. Dohmke, J. Hillenbrand, V. Schmid, A. Spieker, 2006


The patents can be divided into the following groups: (i) the assessment of driving situations to identify potential collisions [85, 86, 90], (ii) the assessment of the driver’s behaviour to allow the activation of a collision prevention system [89], (iii) the definition of threshold values and the adaption of parameters for a collision prevention system [88, 91], and (iv) the realisation of a collision prevention system which outputs a warning to the driver and carries out an automatic braking manoeuvre [87, 92, 93, 94].

1.5 Thesis Outline

This chapter outlined the motivation for the development of a test-driven design process for embedded control systems and formulated the goals of the thesis.

Chapter 2 introduces the methods and tools for this process. First, the development of a novel automated testing framework for the graphical programming language Simulink is explained along with the structure and patterns of the xUnit family. Then the new development process is defined based on the multiple V-model and test-driven development. Furthermore, a layer concept of the automobile is presented to show how TDD can be applied during different development phases.

Chapter 3 describes the application of the test-driven design process to an automotive safety system using a collision prevention system as an example. First the complete system is specified using the different layers from the second chapter. Then
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the test-driven development process is explained for the activation of the system based on three components. The realisation of a fourth component, which implements the controller of the system, is done by a conventional approach as well as a test-driven approach. These two approaches are described in Chapter 4. Furthermore, the system is analysed using control criteria such as stability and performance. Chapter 5 then presents the results of the experimental evaluation of the developed system based on measurements from test-drives with prototype vehicles and statistics from trials with a driving simulator.

Chapter 6 discusses the new test-driven development process in terms of design patterns for software development, testing and test-driven development. Two specific patterns are derived for the test-driven development of embedded control systems. Using these patterns, the process is evaluated in comparison to traditional development processes. In addition, the application to different kinds of embedded components is explained.

Finally, in Chapter 7 the thesis addresses the conclusions which can be drawn from the work presented. An outlook to future work on test-driven development for embedded control systems is given.
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Methods and Tools

The purpose of this chapter is to describe the methods and tools of the test-driven design process for embedded control systems. First, model-based development and its notations are described, including an overview of the modelling tool Simulink. Furthermore, the xUnit family is introduced with its structure and patterns. These patterns are used in the development of a novel automated testing framework for Simulink. Simulink and the new framework are the primary tools for the new development process, which is based on the multiple V-model and test-driven development (TDD). The last part of the chapter presents a layer concept of the automobile to show how TDD can be applied during different development phases.

2.1 Model-Based Development

2.1.1 Definition

The origins of model-based development are reaching back to the so-called Computer Aided Software Engineering (CASE), which describes the use of software-based tools for the development and maintenance of software itself [95, 96]. CASE can significantly increase the productivity of the development process and the quality of the final product [97, 98]. Therefore, CASE provides tools for automatic code generation, revision control and change management. The system is usually represented as a model which describes the architecture as well as the function. These models can be created with three paradigms:
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Functional Notation / Data-Flow Models

The functional notation is based on mathematical functions, whose purpose is to transform input data to output data. Such functions have no side-effects and no states. Moreover a value can be assigned to a variable, but not changed. Therefore the execution order of a statement is negligible, for example the following statement

\[ y = f(x) + f(x) \]

is identical to

\[ y = 2 \times f(x) \]

because the function \( f \) always returns the same output value for the same input value of \( x \). Recursion is used instead of iteration as variables are invariable and functions have no state. In consequence, an algorithm is described through a sequence of functions, often including differential equations.

Usually data-flow models, e.g. block diagrams, are used to describe systems by the functional notation [99, 100]. The models represent the basic elements in terms of vectored lines (signals) and blocks (functions), either as built-in functions for basic algorithms like addition or as user-defined functions composed from a sequence of built-in functions, cf. Figure 2.1(b). Typically there are also blocks which have a state, e.g. blocks to integrate or differentiate a signal. This can be understood either as initial value of a function, e.g. \( f(0) = f_0 \), or as the realisation of functions which depend on the time, e.g. \( f(t_i) = x + f(t_{i-1}) \).

Imperative Notation / Control-Flow Models

The imperative notation is based on the operation of computers. It describes the stepwise execution of a process, including statements, conditions and loops. In contrast to the functional notation, functions can have side-effects and states, e.g. due to the assignment of a global variable. Thereby the aggregation of the states of all functions is considered as the program’s state.

Besides the well-know programming languages like C or Pascal this notation can be reflected through control-flow models. The three major forms of such models are Nassi-Shneidermann diagrams [101], flowcharts [102, 103] and statecharts [104]. Both Nassi-Shneidermann diagrams and flowcharts are state-less. While the first use a kind of tabular scheme with basic cells for process steps, conditional decisions and loops, the latter are described with a diagram of geometrical forms and vectored lines. With this, the geometrical forms specify the same actions as the cells, e.g. a rhombus
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represents a conditional decision. In contrast, statecharts are build with transitions and, as the name implies, states. It is possible to compose states to superstates and concurrent states, i.e. the model can have more than one active state at the same time. A transition can be annotated with a condition which activates the transition and therefore allows the creation of branches, and an action which is executed during the transition.

Figure 2.1 shows a comparison of a data-flow model to a flowchart and a statechart model for the activation subsystem of an automotive safety system as an example.

![Flowchart and Statechart](image)

Figure 2.1: Different models for the same activation subsystem of an automotive safety system

**Object-Oriented Notation and Models**

The object-oriented paradigm classifies data based on its attributes and applicable operations [105, 106]. The notation is represented through so-called classes, which encapsulate similar attributes and related operations (methods). An instance of a class is named an object. As a real world example, the construction plan of a car can be considered as a class; an object is then a car built from this plan. Furthermore classes can be derived from other classes inheriting both attributes and methods (generalization). In doing so, so-called polymorphy allows to use the same interface
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for accessing different objects of the same base class, but considering the respective implementation. Continuing the example of the car, a second construction plan for a sport variant would inherit all features of the first construction plan, but use a different engine. Then pressing the throttle will accelerate both kinds of cars, but the value of the acceleration will depend on the engine. Moreover it is possible to define a general relationship between classes (association) as well as part-whole relationship (aggregation, composition).

In the last years the Unified Modelling Language (UML) has become a standard to model object-oriented systems [107, 108]. It offers two basic types of diagrams: (i) structure diagrams, e.g. class diagrams, component diagrams or deployment diagrams, and (ii) behaviour diagrams, e.g. activity diagrams, sequence diagrams or state diagrams. The latter use the same notation as the statecharts of the imperative paradigm. In consequence, all object-oriented programming languages, such as C++, Java or Smalltalk, include also control-flow or procedural parts.

With CASE, notations like data-flow or control-flow models were mainly used to describe a prototype of the system, while the implementation was done with common programming languages [109]. In contrast, model-based development focuses on the model as the central and primary artefact throughout the whole development process [44, 43, 110]. The architecture, the components and the system itself are described using different models, which are partly or fully abstracted from the implementation platform. Usually it is possible to check for the consistency of these models, to execute a simulation and to generate automatically source code from them. The source code can be translated to binary code by a compiler and then executed at the system’s implementation platform. An overview of tools which realise this model-based process not only for prototyping, but also for production purposes is given in Table 2.1 [114].

To date, the tools Simulink and Stateflow from the company The Mathworks are commonly used in the automotive industry and can be considered as state-of-the-art for the design and development of embedded control systems for automotive safety systems [115, 116]. Therefore these tools were the basis of this work to introduce a test-driven development process for model-based development and to develop the example vehicle system.

\footnote{Furthermore several sub-techniques emerged, e.g. model-based testing [111, 112] and model-based verification [113].}
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<table>
<thead>
<tr>
<th>Vendor</th>
<th>Name</th>
<th>Notations</th>
</tr>
</thead>
<tbody>
<tr>
<td>ETAS</td>
<td>ASCET</td>
<td>block diagrams, statecharts</td>
</tr>
<tr>
<td>The MathWorks</td>
<td>Simulink &amp; Stateflow</td>
<td>block diagrams, statecharts</td>
</tr>
<tr>
<td>Rational</td>
<td>Rose RealTime</td>
<td>UML</td>
</tr>
<tr>
<td>Telelogic</td>
<td>Rhapsody</td>
<td>UML</td>
</tr>
<tr>
<td>Telelogic</td>
<td>Tau</td>
<td>UML</td>
</tr>
</tbody>
</table>

Table 2.1: Modelling tools for production purposes

*The former vendor I-Logix was acquired by Telelogic in March 2006.

2.1.2 Overview of Simulink

The tool Simulink, whose first version came to market in 1990 [117], is based on the numerical computing environment MATLAB, which offers a mature set of functions to solve mathematical problems using vectors and matrices [118, 45]. Simulink implements a graphical programming language with the basic elements *signal* and *block*, cf. Figure 2.2. A block transforms input values into output values using a mathematical function and is drawn as a rectangle with incoming and outgoing ports. Furthermore, each block can be assigned a name using a label. A signal represents a scalar value and is displayed as a vectored line, optionally also with a label. It is always connected with a minimum of two blocks, one as the source of the signal, one or more as the sinks. In consequence, Simulink models can be considered as data-flow diagrams.

The type system of Simulink consists of all known basic data types, i.e. Boolean, fixed point and floating point values. The data type is assigned to a signal at the output port of its block. For example, the result of an addition of two input values of the type double is again a value of the type double, while the comparison of the same values with a conditional operator creates a Boolean value. Moreover it is possible to combine different signals to a vector or to a bus. The difference between a vector and a bus is that only a bus can contain signals with different data types. In addition, the bus is displayed as a triple line and the signals in it retain their labels.

Two further elements of Simulink are the *subsystem* and the *model*. A subsystem encapsulate blocks and signals into a (logical) group, where two special types of blocks represent the interface of the subsystem: inports for the input interface, and outports for the output interface. Both can connect to all three kinds of signals: scalar values,
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Figure 2.2: Basic Elements of Simulink

vectors and buses. A subsystem can not only be labelled with a name, but also marked with a masked type, i.e. an attribute. While the name of a block has to be unique within the subsystem’s level, the mask type can be re-used and therefore allows a classification of similar blocks. Furthermore, a subsystem can be masked with an icon and a graphical user interface, so that it behaves like a block.

The model is the top-level subsystem and is represented by a single file. Moreover, models can be marked as libraries. Such a library is the Simulink library. It includes the basic blocks for the creation, conversion and routing of signals, for mathematical and logical operations or for the output of signals as plots as well as additional blocks in the form of subsystems, e.g. blocks for various forms of controllers or to represent dynamic models in a transfer function or state space form. Therefore the model’s file can contain the top-level system with the implementation of all subsystems, but also references to subsystems which are part of a library or another model (model referencing).

In addition, elements to model control-flow structures are part of the Simulink library. These provide the developer with special blocks for for, if-else, switch or while constructs, and with tools to generate statechart or flowcharts diagrams using the Stateflow block. Hence it is possible to design and implement complex systems using data-flow as well as control-flow models with Simulink.
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Finally, Simulink can be extended by add-on products, so-called toolboxes. For the automatic generation of source code from a Simulink model several toolboxes are available, the most important are Real-Time Workshop from The MathWorks and TargetLink from dSpace. With both it is possible to generate stand-alone ANSI C code directly from a Simulink model. To date, the high quality of the code generators as well as the efficiency and flexibility of the generated code led to a wide adoption of the model-based process for the production of embedded systems [119, 120].

2.2 Model-Based Testing Framework

With the concept of extreme programming and test-driven development and its technique of automated testing a number of testing frameworks for most programming languages have been developed in recent years. The concept and architecture of all these frameworks are reaching back to SUnit, a unit test framework for the Smalltalk language published by Kent Beck in 1994 [121]. Due to its simplicity, a consequence, amongst other things, of the philosophy that tests are written in the same language as the actual program, SUnit was ported to Java in 1998, creating JUnit [122]. Today a whole family of these frameworks exists, called the xUnit family, e.g. CppUnit for C++, PyUnit for Python or NUnit for the .NET framework [67]. Furthermore a framework for the MATLAB programming language has been realised during this thesis project, called mlUnit [123].

For Simulink several testing frameworks were developed in the last years. In this section, these frameworks are first evaluated for the compliance with the test-driven development cycle, cf. Chapter 1.3.2. Then the architecture of the xUnit family is described. As a result, the concept and realisation of a new testing framework, slUnit, is explained by analysing the six main patterns of xUnit and deriving a realisation for Simulink. Finally further patterns discuss different practises for the usage of slUnit.

2.2.1 Testing Frameworks for Simulink

The different testing frameworks for Simulink can be divided into two groups:

**Manual Test Design:** The frameworks of this group allow the manual design of tests using MATLAB variables or scripts, test vectors, the classification-tree method (see 2.3.2) or separate tabular files created for example with Microsoft Excel. The test execution is divided into two steps: First a test bed is automatically generated from the model, then a single test, a set of tests or all tests can be executed. Furthermore different techniques are provided for the analysis of the
results, for example regression with other tests or comparison with expected output values. All steps are supported by a graphical user interface.

Members of this group are dSpace MTest [124, 125] and MathWorks SystemTest [126].

**Automatic Test Design:** With these frameworks, the tests are created automatically from the test objective. Therefore the developer does not define test cases, but designs patterns for the test generator, which automatically generates test scripts from these patterns and the Simulink model. The test scripts link the test patterns with the Simulink model, i.e. they describe the test vectors for the stimuli of different input signals. The first step of the test execution is again the automatic creation of the test bed. Then the tests are run for a number of iterations. After each iteration, different criteria, for example statement or branch coverage, are evaluated and subsequent tests modified in such a way that previously uncovered elements are included. The frameworks also provide a graphical user interface to support the testing process.

Members of this group are Reactis Tester for Simulink [127, 128] and T-VEC Tester for Simulink [129, 130].

It is not possible to implement test-driven development with the group of frameworks for automatic test design. In this case, tests would be created by analysing a model which does not yet exist. Moreover the test design from patterns destroys the simplicity of the development cycle as patterns are more general than a single test and can not be used for an incremental development cycle.

The group of frameworks for manual test design do in general allow a test-driven development process. In contrast to xUnit, the tests are not specified in the same language as the test objective, but with an external tool such as MATLAB, CTE or Microsoft Excel. This is only feasible if the tests are simple and input data does not depend on output values. To use a plant model inside a test case for the testing of a closed-loop system, the plant model has to become part of the test objective (as seen by the testing framework). Then the test stimuli are defined as input values of this system, modifying (initial) parameters of the plant model which stimulates the original test objective (as seen by the developer). Such a concept requires that the model and the test framework are implemented in the same language.

All four frameworks, i.e. MTest, SystemTest, Reactis Tester and T-VEC, are closed source and commercial products. Therefore a new testing framework was developed within the scope of the PhD project with three main objectives:
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1. Based on the xUnit family.

2. Using Simulink for the design and execution of tests as well as the development of the test objective.

3. Available as open source although it is based on the commercial tool Simulink.

The new testing framework is called slUnit. The remainder of this section will describe the architecture of xUnit, analyse its patterns and derive a realisation that considers the specific characteristics of Simulink.

2.2.2 The xUnit Family

The basic design of the xUnit family is based on an object-oriented architecture with a set of key classes, which are shown in Figure 2.3 [67]. In its centre stands the class Test which allows, in combination with inheritance, to easily create a test, to manage hierarchies of tests and to prevent duplication (Test Case, Test Suite, and Test Fixture). A test is executed using an instance of the class Test Runner and the results are collected in an instance of Test Result.

![Figure 2.3: Core classes of the xUnit architecture [67]](image_url)
The major question for the design of a testing framework for a model-based tool like Simulink is how to translate the class-based hierarchy of xUnit into the graphical notation, which uses models, blocks and signals.\footnote{One adaptation of the xUnit architecture to message sequence charts as a model-based approach has been developed by Yuefeng Zhang [131].} Besides having the same architecture, all testing frameworks allow certain patterns for testing ([66], chapter “xUnit Patterns”, pp. 157ff). These are:

**Assertion**: How to check that the tests worked correctly?

**Test Method**: How to represent a single test case?

**All Tests**: How to run all tests together?

**Fixture**: How to create common objects needed by several tests?

**External Fixture**: How to release external resources in the fixture?

**Exception Test**: How to test for expected exceptions?

In the following sections the concept of the new unit testing framework, called slUnit [132], is described. As the xUnit architecture is not one-to-one portable to the elements of Simulink, the focus will be on the above patterns and the testing techniques of xUnit [68]. Another fundamental difference is the time-dependent behaviour of the model-based approach, which needs to be taken into account by the new framework. With xUnit, the developer is able to test the return values of a function call with static arguments while the signals and states of a Simulink system always depend on the point in time at which the simulation step is calculated.

### 2.2.3 Assertions

The **Assertion** is the basic element for automatic testing as it is evaluating whether a result or output value meets the expectation or not and thereby checks, whether a test has passed or failed.

**Generic Concept (xUnit)**

Most xUnit frameworks provide a basic set of built-in assertion methods, divided into the following groups:

**Single Outcome Assertions** always behave in the same way, usually to let a test fail which is not finished yet, or within the **try**-branch of a **try/catch**-mechanism
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to detect a missing expected exception (see section 2.2.6). The only parameter is an error message – common to all assertion methods –, which is collected in the test result and displayed by the test runner. Example:

```plaintext
fail('Unfinished test.');
```

**Stated Outcome Assertions** accept a parameter which states whether the assertion will fail or not. The most widely used variant handles a Boolean input, e.g.:

```plaintext
assert(y > foo(x));
```

y is the expected value, `foo(x)` a function which is the test objective. Here, the assertion fails if the output of the test objective is smaller than or equal to y, i.e. if the Boolean expression is false.

**Equality Assertions** compare its two parameters, the expected value and the actual value, and fail if the outcome of the comparison is not true. The relational operator is usually specified through the name of the assertion, e.g.

```plaintext
assert_equals(y, foo(x));
```

checks whether the values of y and `foo(x)` are equal. The idea behind this is to display a more descriptive error message than with single or stated outcome assertions. Assuming that the value y was set to 2 and the function `foo(x)` returns 3, the error message will be automatically set to

```
Expected <2>, but was <3>.
```

Furthermore an optional third parameter allows to specify a tolerance, e.g.:

```plaintext
assert_equals(1.41, sqrt(2), 0.01);
```

will pass if the result of `sqrt` is greater than or equal to 1.40 and smaller than or equal to 1.42.

More complex assertions can be built using methods or functions of the corresponding programming language. The aim of these user-defined assertions is to prevent duplication in reusing code and to avoid conditional test logic.

If an assertion fails the test is stopped at the line of the assertion. However the execution of the next tests is continued as tests are independent of each other in
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xUnit. After all assertions associated with a specified test have passed, the test passes which is typically indicated by a green bar. If one assertion fails, the test fails which is usually indicated by a red bar. With the red bar a list of failures including the expected result, the line of the failure or the optional message is shown, so that the developer is able to find the position and the reason for the problem.

Realisation (slUnit)

With slUnit, the Assertion is implemented as the Assert block. It has one Boolean input similar to the method assert, describing whether the assertion should pass – the Boolean input is true – or fail – the Boolean input is false. The state of the assertion is displayed as the background colour of the block – green for success, red for failure. This allows on the one hand the evaluation of the test without the need for an additional graphical user interface or an output on the command line, on the other hand it is easy to locate the failed assertions. In contrast to the xUnit assertion, the Assert block has to consider the time-dependent behaviour of its input signal. The Assert block is failing if the input signal becomes false and will not pass for the remainder of the test, but it will not stop the test. Therefore the assertions are independent from each other, i.e. more than one assertion can fail during a test in slUnit. This is typical for Simulink-based tests as they mostly analyse the behaviour of different signals. If consecutively executed Assertions are required they can be built through additional Simulink components such as enabled Subsystems or state machines.

An extension of the Assert block is the Assert State Change block, which evaluates whether the input changes from a value \(x\) to a value \(y\) during the simulation. It fails if this change does not happen. The difference to the Assert block is that the Assert State Change block can not fail until the end of the simulation, because until then it is not proved that the state change will not happen. Figure 2.4 shows the difference of both blocks for a number of static and dynamic inputs. In general, the Assert block only gets passed if it is stimulated by a constant Boolean input with the value true. In contrast, the requirements of the Assert State Change block are never fulfilled by a constant input, but by dynamic inputs which describe the specified number of state changes.

A similar block to the method assert.equals is not provided as the comparison of two time-dependent signals is in most cases much more complicated than \(a = b\). Instead, the Propagate block provides the propagation of the background colour of the Assert blocks to the belonging subsystem. This allows the creation of user-defined
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assertions based on the two basic assertion blocks and all common Simulink blocks. Figure 2.5 shows an example assertion which checks the boundaries of its input signal. Finally it is also possible to automatically open Scope blocks or Figure windows for debugging purposes.

2.2.4 Creating and Executing Tests

The pattern test method which describes how to represent a single test case, and the pattern all tests which explains how to run all tests together, will be discussed
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together in the next section. Both build up the basic architecture of xUnit as they specify the way of defining a single test case, a set of test cases, the relationship between them and the execution of tests.

Generic Concept (xUnit)

A single test case is represented as a method whose name begins with “test”, called Test Method. The designated name was chosen to allow an instance of the class Test Runner to find of these methods. Depending on the programming language some frameworks now use attributes or annotations for this purpose, e.g. with Java 5 and JUnit 4 a test is defined by

```java
@Test public void emptyStack() {
    Stack<String> stack = new Stack<String>);
    assertTrue(stack.isEmpty());
}
```

with the annotation @Test marking the method as a Test Method [133].

A Test Method can contain various numbers of assertions which are checked consecutively. It fails as soon as an assertion fails. The subsequent assertions are not executed as they might depend on each other, e.g.

```java
assert_not_equals(0, foo(x));
assert(0 < (1 / foo(x)));
```

Moreover the method can use all structural features of the respective programming language, e.g. if- and while-clauses, function calls or subroutines, and therefore the assertions might be also part of these structural features.

Test Methods are organized in classes as most xUnit frameworks are implemented in an object-oriented programming language. Typically those Test Methods which are sharing a single fixture (see section 2.2.5) are methods of the same class. The basic class is called Test Case and consists of at least one test method. Instances of Test Case, therefore called Test Case Objects, are aggregated in the Test Suite Object. A Test Suite Object can be also part of another Test Suite Object. Comparing this organisational structure to a tree, Test Suite Objects are the nodes while Test Case Objects are the leaves, see Figure 2.6. Thus for each Test Method one Test Case Object is created. Furthermore it is also possible to have two instances of the same test case class with the same Test Method, e.g. to test the same Test Objective with different input values specified through a parameter of the respective class instance, see test 4 and 5 in Figure 2.6.
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Figure 2.6: Tree of Test Suite and Test Case Objects

The members of the xUnit family provide several forms of command-line or graphical applications to run one or more test cases, which are all realised as an inherited class from Test Runner. These classes are based upon a standard object-oriented interface, which allows the execution of a set of tests in a unified manner regardless to the kind of test runner. The tests to be executed can be defined using the following techniques:

**Enumeration:** Each Test Method is added manually using the constructor of the test case class, which is called with the name of the test method as a parameter. With this, also a single test method can be executed.

**Discovery:** The test methods are discovered automatically by the framework. To enable discovery a naming convention or annotation is used depending on the features of the programming language as described above.

**Selection:** In addition to the discovery, the test runner is invoked together with special test selection criteria specifying a subset of tests. The criteria are usually based on additional attributes or annotations to every test case class or test method.

The test process is documented during the execution through some form of real-time progress indicator, including a count of executed tests, of failures and errors and a coloured bar, which turns red as soon as a failure or error has occurred.
Realisation (slUnit)

The design of slUnit translates the class-based hierarchy of xUnit into the structure of Simulink in representing the test objective as well as the test cases as subsystems. The test methods have to be marked with a certain mask type to distinguish them from other subsystems used either for structural meanings or as the test objective. The mask type is an attribute to classify Simulink subsystems and therefore comparable to the attributes or annotations used in other xUnit frameworks. Furthermore a subsystem can also represent a test case class or a test suite. As there is actually no difference between the subsystems for a test case and a test suite, these subsystems are called Test Composites in the following. A Test Composite consists of further subsystems, which represent either a Test Method or another Test Composite. The model itself corresponds to a Test Composite with the only difference that it contains additionally the test objective. Figure 2.7 shows the architecture of such a slUnit model and Figure 2.8 shows an example model.

With slUnit the tests are executed as the model is simulated, which means that the signals and states of the model are calculated for a number of simulation steps. Each simulation should execute only one of the defined test methods. Therefore the Assert blocks have to be activated and deactivated automatically at run-time, so that only those Assert blocks are enabled whose test method is executed. This is done by the major element of the slUnit framework, the Multiplexer block. It enables the Assert blocks of the active test method and disables all other Assert blocks. Furthermore it switches the outputs of the active test to the input of the
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test objective. In consequence, the Multiplexer block is part of each test composite, either the top-level model or further subsystems, and allows a nested architecture of tests.

The set of tests which should be executed is defined by the same techniques as with xUnit. Enumeration is only supported for a single test method, which is run by using the designated “Run” button within the test’s subsystem. Discovery is realised through a “Run All” button at the top-level of the model. For selecting specific groups of tests, the user can create additional blocks, which execute those tests, whose subsystems also contain a block with the same name. In consequence, this name translates the concept of marking tests with attributes to slUnit.

![Diagram of slUnit system]

**Figure 2.8: Example for a slUnit system**

The results of a test are displayed as the background colour of the subsystem and are inherited from all assertions, which means that the colour of the block is set to red if at least one Assert block failed. With an additional simulation command it is also possible to execute all tests of a test composite. The result of this is displayed as the background colour of the subsystem and inherited from the results of the test methods or test composites included within this subsystem.

### 2.2.5 Fixtures

Fixtures share common code between test methods, usually in combination with the test case class, aggregating all these methods. They prevent duplication and assure that each test is independent of the others even if external resources are used. For this reason the methods for test preparation and clean-up are always called before and after the execution of each test method.
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**Generic Concept (xUnit)**

The xUnit family provides the methods `set_up()` and `tear_down()` to manage the fixture. The following pseudo-code shows two example methods which test for a simple switch with two states: the test method `test_off()` asserts that the switch is off (default), the test method `test_on()` checks that it is on:

```plaintext
external ignition;
var switch;

set_up() {
    switch = new generic_switch(ignition);
}

test_off() {
    assert_equals(false, switch.is_on());
}

test_on() {
    switch.on();
    assert_equals(true, switch.is_on());
}

tear_down() {
    switch.off();
}
```

The duplication of the variable `switch` is avoided by using the method `set_up`, which is called before each test method. The switch is furthermore connected to the ignition of a car. It has to be ensured that this external resource is released independent of the test results. This is realised with the method `tear_down`, which is always called after each test method has been executed.

**Realisation (slUnit)**

Fixtures are realised with slUnit by aggregating the test methods into a test composite, so that it is possible to share common code by extracting it to the same level as the test methods. The outputs of the test methods are then no longer only the inputs of the test objective, but also of the common code, whose outputs themselves
become inputs of the test objective and/or the test methods. The test composite in Figure 2.7 uses this concept. For this model-based common code there is no need to release the Fixture, except for interaction with the MATLAB workspace which can be done using a callback function.

2.2.6 Exceptions

Exception handling is a mechanism available in (most modern) programming languages, for example Java, to handle the occurrence of a condition, called exception, which changes the normal control flow of execution and signals an error. Usually exceptions do not occur unexpectedly, but are designed by the developer to enforce the termination of the current method and activate an error handler. Therefore it should be possible to test the implemented exceptions.

Generic Concept (JUnit)

If the developer wants to test for an expected exception, the exception has to be caught and ignored, and the test fails if the exception is not thrown. Continuing the example from the last section, the switch should throw an exception if it is switched on twice:

```java
test_already_on() {
    try {
        switch.on();
        switch.on();
        fail();
    }
    catch (SwitchAlreadyOnException e) {
    }
}
```

If the switch is raising an exception within the second call of `switch.on()`, the `catch` branch is activated and the test passes. Otherwise, the control flow goes on to the next statement, `fail()`, which lets the test fail.

Realisation (slUnit)

Simulink has no comparable concept, therefore slUnit does not realise a technique to test for exceptions.
2.2.7 Further Patterns for slUnit

This section describes additional patterns for slUnit, which provide solutions for questions that arise from working with slUnit.

Integration of the Test Objective

In most cases the test objective is part of a bigger system and therefore integrated into a complex Simulink model, here called complete system. Its subsystem is then part of at least two Simulink models – the test bed and the complete system. With TDD, we assume that the developer implements the test objective within the test bed. For this reason it has to be ensured that changes made to the test objective at the test bed are reflected in the complete system. This can be achieved by different solutions:

**Library approach:** The subsystem, which realises the test objective, is developed inside a Simulink library. Both the test bed and the complete system contain only a link to the library block. Every change is made in the library. The references between library, test bed and complete system are automatically renewed when the model is loaded, updated or simulated.

**Copy-To-System approach:** The test objective is developed together with the test cases in the test bed. After finishing the development, the subsystem is copied by the developer or by a script to the complete system. Every time additional changes are necessary, these changes have to be done in the test bed and the copying has to be repeated. As there is no possibility to prevent the modification of the test objective when it is integrated into the complete system, e.g. by adding a read-only attribute, the risk of having two different versions of the test objective in the test bed and in the complete system is high.

**Model Referencing approach:** With version 6 of Simulink a new concept was introduced, which allows a model to include other models as components. Thus the models are not copied, but referenced by their filenames. With this approach, large hierarchies of subsystems can be created by reusing modular components (the referenced models). Furthermore incremental loading and code generation is supported [134]. Employing this model referencing approach, the test objective is created in a separate model and referenced in the test bed as well as in the complete system.

The difference between the first and the third approach is the way library blocks are handled by Simulink in contrast to referenced models. Simulink does not allow
to modify a test objective which is linked to a library within the test bed, unless
the developer breaks the link. Such a broken link can be manually restored, but
as with all manual processes this is error-prone. In contrast, Simulink always uses
transparently the source file of a referenced model. This means that even if the user
tries to open and modify the subsystem of a referenced model the original model file
is changed. Therefore this approach is the preferred one.

**Differentiation between Test Objective and Test**

A way to differentiate visually between the test objective and a test is useful to sup-
port the navigation through the model and the understanding of the tests. Therefore,
the direction of the signal flow is inverted for the modelled tests. The common signal
flow of Simulink is from left to right [135], i.e. the inputs of the test objective are
on the left side, the outputs on the right side, and the signal lines mainly have a
horizontal orientation. Hence, with the inverted signal flow the inputs are arranged
on the right side and the outputs on the left side. Furthermore, this clarifies the
correlation between the test objective and the tests as the outputs of a test are the
inputs of the test objective and vice versa.

**2.2.8 Summary**

In the previous subsections the concept and the realisation of the testing framework
slUnit were presented, which translates the patterns of the xUnit family to the graph-
ical modelling tool Simulink. The resulting architecture is summarised in Table 2.2 in
comparison to the components of xUnit. slUnit is fully integrated into Simulink and
provides two additional basic elements: the Assert block and the Multiplexer block.
The test objective as well as the tests are represented as subsystems within a single
model – the test bed. While the Assert blocks check whether a test has passed or
failed, the Multiplexer blocks switch between the tests and assure their independence.

A test is executed by simulating the model. Thereby xUnit defines four distinct
phases for each test, called the four-phase test as shown in Figure 2.9(a) [68]. With
slUnit, the phases setup and teardown play a minor role as they are primarily used
for the interaction with the MATLAB workspace, e.g. for loading named parameters.
Although the phases execute and verify are also processed consecutively, this subse-
quent order is only appropriate for a single simulation step. In general, the process
can be described as in parallel due to the time-dependent behaviour of Simulink, cf.
Figure 2.9(b).

In consequence, it is possible to define and execute tests with slUnit which fulfil the
requirements of xUnit and consider the characteristics of Simulink. slUnit therefore allows a combined approach to model-based and test-driven development.

### 2.3 Using Tests for Verification

The common goal of testing is the verification of implementation, design and architecture of the system and the validation of the requirements. Therefore the term Testing is defined by the IEEE as follows: [136]

1. The process of operating a system or component under specified conditions, observing or recording the results, and making an evaluation of some aspect of the system or component.
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(2) The process of analysing a software item to detect the differences between existing and required conditions (that is, bugs) and to evaluate the features of the software items.

Testing is a process of technical investigation, which is intended to reveal quality-related information about the product with respect to its requirements and operational context. This includes, but is not limited to, the process of executing a system with the intent of finding errors [137]:

Testing is the process of executing a program or system with the intent of finding errors.

Further definitions can be found in [138, 139].

With traditional development processes like the Waterfall model, the Spiral model or the V-model (see Chapter 1.3), the activities of testing are carried out after the implementation of the system. The following sections describe these activities in terms of testing techniques as well as test design and test evaluation techniques.

2.3.1 Testing Techniques

The techniques for testing can be divided into two main groups which are defined by their point of views:

What is tested?

In general, there are three levels within a software being tested: units, groups of units, and the system. The testing of the first level is called unit testing, in which the smallest entity, the software unit, is executed to verify that it is coded correctly. Usually such a unit consists of a single function or method, a single class or a single subsystem.

When those small components are combined and tested as a group, this is called integration testing. The purpose of integration testing is to confirm the system’s design and architecture. Therefore the groups are executed together through their interfaces to check the specified interaction between them. Usually the number of units within a group is progressively increased during this process.

Finally, the software is integrated to form the final product and then tested as a complete system with system testing. The purpose of system testing is to evaluate the system’s compliance with the specified requirements. A special kind of system
testing is *acceptance testing*, which is usually conducted by the customer\(^3\) at the end of a development cycle or prior to delivery.

**How is it tested?**

Even early prototypes of traditional software products are usually verified within their final environment, e.g. a word-processing program on a PC. In contrast, the testing of embedded systems requires simulation environments to (a) get defined test conditions by simulating exact environmental situations, and (b) minimise damage by malfunctions. This reduces the costs as defects can be found before building the real system, e.g. an electronic brake system of a car, and without any risks for the system’s host or the environment, e.g. crashing the car. Therefore several kinds of test setups are commonly used for the model-based development of such systems [44, 50].

![Diagram of different test setups for embedded systems](image)

\(^3\)The customer does not necessarily have to be an external person, but can also be defined as a role within a software development team.
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With model-in-the-loop (MiL) tests, the implementation model of the system (the test objective) is simulated in a closed loop together with a plant model which represents the real environment, see Figure 2.10(a). In this setup, the system is not executed in real-time and the simulation is run on a desktop PC\(^4\). A similar approach are model tests (MT). Model tests do not require a closed loop, but stimulate the test objective with specific inputs, e.g. defined with the classification-tree method (see Section 2.3.2).

After the automatic code generation from the implementation model and the following compile process, the target software is tested with software-in-the-loop (SiL). Using the test setup of model-in-the-loop, the test objective is replaced by a stub which executes the object code, cf. Figure 2.10(b). Again the simulation is performed on a desktop PC disregarding real-time aspects, but the compiled object code can either run on the same PC or on a special evaluation board with the target CPU. Such an evaluation board is connected to the desktop PC using an I/O interface which communicates with the stub. The goal of this test setup is to verify the results of the source code generation as well as to analyse differences between the modelling language and the generated source code, which result for example from different data types or imprecise mathematical library functions.

The fully integrated system is first executed with hardware-in-the-loop (HiL) testing using its target hardware and physical I/O interfaces, cf. Figure 2.10(c). The electronic control unit is therefore physically connected to a test bench. It provides a real-time simulation of the environment and can optionally include or control further hardware components, e.g. hydraulic actuators. Therefore HiL tests aim to show the correct interaction between the modelled system, the operating system, and I/O drivers, as well as the proper implementation of the ECU’s interface. Furthermore they are used for the validation of the system, which can not be tested or only at high costs in reality, e.g. a crash simulation for an occupant restraint system.

The last setup is called target testing\(^5\). Here the test bench of the previous setup is replaced by the real environment. This means that the target software and hardware are tested with the real I/O interface, periphery, user interface, network management etc. This might also include further systems, e.g. an object vehicle, see Figure 2.10(d).

The relationship between these setups and the four test scenarios described above is shown in Figure 2.11. While unit testing is only feasible with MiL and SiL testing,\(^4\)

\(^4\)If the test execution can be done (semi-)automatically, e.g. with a number of batch tests, it is also possible to run the simulation on a kind of testing server.

\(^5\)Other publications call this setup also system testing [44], this is avoided here to prevent confusion with the same term from the previous section.
integration testing can also be used with HiL and target testing, when the group of jointly tested software units includes at least the operating system. A special use case for such tests is the verification of the system’s interface and network management, which is usually done for the first time on an early development stage. For example, during the prototype stages of a new car the correct implementation of the communication between all electronic control units is more important than the real functionality of these systems. In contrast, both system testing and acceptance testing can be combined with all test setups, but some restrictions have to be considered for the tested model and software as both do not implement the whole system.

### 2.3.2 Test Design Techniques

Since software testing was first introduced, developers have thought about how to create tests systematically and therefore defined so-called test design techniques. Test design techniques allow the structured derivation of test cases by means of formal methods, which can be divided into two domains: black-box testing and white-box testing.

**Techniques for Black-box Testing**

The aim of black-box testing is to verify whether the test objective satisfies its specification or not. Therefore only the interface and the requirements of the test objective are taken into consideration for the definition of a test. The test’s result are evaluated
by analysing the output values with regard to the input stimuli and the specification. No internal knowledge about the implementation is used, the developer considers the test objective only from an external perspective – like a black-box [137]. Typical methods for this technique are:

**Classification-Tree Method:** The classification-tree method divides the input domain of a test objective into classification and classes and represents them as a tree [140, 141, 142, 143, 144, 145]. A classification influences the functional behaviour of the system in general, whereas a class is a subset whose members result in the same kind of behaviour (equivalence partitioning). Each classification consists of one or more classes. A test case is generated by combining classes from different classifications.

Figure 2.12 shows an example classification tree for the controller of a collision avoidance system with six example test cases.\(^6\) In addition to the textual descriptions shown, classes can have additional attributes, especially the corresponding signal or state name and a certain value or a range of values, e.g. \([0.6, 0.8]\) for the value of the road friction at wet conditions. Moreover it is possible to define test sequences, which consists of a number of test cases and allow the transition between them, e.g. the transition between wet and dry friction.

**Evolutionary Algorithms:** Evolutionary algorithms are based on the evolution theory of Darwin. Test cases are generated from a “start population”, which changes through “recombination” and “mutation” in an iterative testing process [146]. The so-called survival of the fittest is the driving force to find defects of the test objective. With evolutionary algorithms, testing is transformed into an optimization problem, which formulates the test aim as a search for input values that fulfil the respective test aim, e.g. finding defects or verifying requirements [147, 148].

**State Transition Testing:** Different modelling notations were described in chapter 2.1.1, including statecharts. With state transition testing, test cases are derived from the states and transitions of these models, composing a state-event table and a transition tree [50]. While the state-event table consists of all possible and impossible combinations of states and events, the transition tree describes valid paths through this table starting from the initial state. The aim of the technique

---

\(^6\)The classes and classifications marked with [..] are left out for simplification, the complete tree is more complex.
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Figure 2.12: Example classification tree for a collision avoidance system

is to cover all of these paths and to test for the impossible combinations. State transition testing is only possible, if the test objective is or can be modelled as a statechart. A similar technique is control-flow testing. Here the test cases are derived from a flowchart of the test objective and are created in such a way, that they cover all possible combinations of actions (paths of the diagram) [149, 150].

It should be noted that state transition testing as well as control flow testing can be considered as both black-box and white-box techniques depending on their objective. They are used for black-box testing if the underlying model is the description of the specification of the system, and for white-box testing if it serves as the implementation of the system. Thus with model-based development the boundaries between both techniques can become blurred.

Statistical Usage Testing: The purpose of statistical usage testing is the simulation of the real situations of a system to detect defects concerning the operational usage. The probability of the different events is determined (according to the current state and the history of the events or states) to produce a relevant set of test cases [151, 152]. Events, which occur very infrequently (rare), are often relevant for safety aspects of the systems. In contrast to statistical usage
testing, but with similar methods, rare event testing, can be used to handle these events [50].

Techniques for White-box Testing

In contrast to black-box testing, white-box testing uses an internal knowledge of the system to design tests. Here, the tester defines input stimuli to exercise paths through the code and determines not (only) the appropriate outputs, but also how the elements of the control flow are exercised by the tests. Therefore, three major coverage criteria define the techniques for white-box testing [153]:

**Statement Coverage:** With statement coverage, each statement of a control flow is executed at least once. It ensures that no dead code exists within the system. Statement coverage is considered as the weakest coverage criterion, because the singular invocation of every statement does not guarantee the coverage of every logical path through the control flow and is in consequence only sufficient for the detection of simple defects [137].

**Branch Coverage:** The set of tests is defined in such a way that all decisions or jumps are tested at least once. Therefore both the then-branch and the else-branch of an if-statement have to be passed through, including also empty branches. In reality this is often complicated, because subsequent conditions are commonly dependent on prior decisions and the resulting paths. This might lead to complex or even impossible input constellations.

**Path Coverage:** Path coverage requires that all paths of a program are tested. In practise, this is often impossible as even small programs can have a huge or infinite number of paths due to conditional loops. Therefore several other structural testing strategies have been developed to reach a high percentage of path coverage without the need of verifying all paths, e.g. boundary-interior path testing [154].

Figure 2.13 shows an example control-flow model of a simple activation algorithm for a collision avoidance system based on the time left until a collision would occur. The physical meaning of these variables is explained in Section 3.1. The transitions of this model are labelled with capital letters. 100 per cent statement coverage within this example can be realised through the input vectors (0, 0, 0), (5, 10, 10) and (5, 10, 5)\(^7\), which cover the paths \textit{ABCL}, \textit{ABDEGJK} and \textit{ABDEGHIEGJK}. For

\(^7\)Note that other combinations of input values also provide this.
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a complete branch coverage only the path $ABDEGHIEFL$ is missing, therefore another input vector is defined $(5, 10, 15)$. Finally the last possible path $ABDEFL$ is addressed by $(5, 15, 15)$ reaching 100 per cent path coverage. Please note that the path can never be executed by a correct implementation of the algorithm. Hence, the occurrence of this path indicates a wrong assignment of the variable $ds$.

Figure 2.13: Example control-flow model with labelled transitions

The techniques commonly applied to reach a high percentage of these coverage criteria basically consist of the above mentioned state transition testing and control-flow testing, and another technique called elementary comparison testing. This technique evaluates the paths of a function by identifying its logical conditions in the source code and translating them into pseudo-code [155]. The pseudo-code is used to specify so called test situations, i.e. to find input values which satisfy the identified conditions and those which do not. Tests are created from these situations trying to cover each result of each condition at least once. In contrast to state transition testing and control flow testing, no model of the test objective is necessary.
Another group of white-box techniques is based on data-flow analysis. They evaluate the interaction between the definitions of a program variable and subsequent references to it. The simplest type is called 2-dr interaction and consists of one definition and one reference reached by this definition [156]. Testing each of these interactions is similar to statement coverage, i.e. branch coverage can not be guaranteed. Hence, the required pairs strategy creates a set of pairs for each 2-dr interaction depending on the occurrence of the definition or the references [157]. If a definition is placed for example within a loop, two iteration counts are used: one for exiting the loop as soon as possible, the other for a distinct number of iterations. Other data-flow based strategies are presented in [158, 159].

2.3.3 Test Evaluation Techniques

In general, the determination of the test’s result is carried out by the comparison of the outputs with expected values that arise from the requirements of the test objective. This comparison can be either done manually or automatically. The advantage of the automatic evaluation is that an overall result can be created, generating a statement about the success of the test execution – pass or fail. With xUnit, this is for example displayed as a red or green bar, see Chapter 2.2.3.

Typically, the automatic evaluation is done by two techniques, assertions and regression testing, which are described in the following sections.

Assertions

The concept of the assertion, which is represented by a Boolean expression, was first defined by Robert Floyd in 1967 to express the intended behaviour of a program [160]. Based on this concept, Hoare introduced the following notation in 1969 (today known as the Hoare triple):

\[ P \{ Q \} R \]

(2.1)

It means that if the assertion \( P \) is true before the execution of the program \( Q \), then the assertion \( R \) is true after its execution [161]. The intention of this notation is the formal verification of the program. In practise, assertions were often used for design-by-contract [162] and for the run-time checking of program states [163, 164, 165]. With the techniques of extreme programming and test-driven development they first became important for the evaluation of test results [54].

Embedded systems typically interact with the real world through sensors and actuators. The signals processed or created by them are dependent on the time, i.e. the value of a signal changes over time. This change can be either discrete or continuous.
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for the time as well as the signal magnitude. Therefore the signals are divided into four groups: analogue, time-discrete, value-discrete or digital [166]. For the evaluation of such signals the Boolean expression of the assertion has to be extended by a time-dependent behaviour. Different techniques can be realised based on the Assert block from chapter 2.2.3 [167, 168]:

**Boundary Checks:** Boundary checks evaluate whether the values of a signal remain inside or outside of a specified range. It is possible to define either static or dynamic borders. In addition, one-sided boundaries can be implemented by setting the opposite border to infinity. A special case of boundary checks is the comparison of a signal with a constant expected value (both borders are set to the same value), which can also be extended by symmetric and asymmetric tolerances (the upper border then equals the expected value plus a tolerance, the lower border equals the expected value minus a tolerance).

**Gradient Checks:** The gradient check is actually not a separate technique, because the gradient of a signal can be considered as an independent signal whose evaluation is carried out by boundary checks. Therefore the gradient check is only listed as an example for a group of checks, which combine a signal processing unit with a boundary check.

**Type Checks:** Type checks involve two tasks: The verification of the signal’s data type and its range. This is particularly useful when the co-domain is a set of discrete values.

**Regression Testing**

Regression testing generally specifies the re-running of all or a part of all test cases to identify the impact of modifications of already successfully tested systems [137, 138]. Here test’s outputs are evaluated by comparing them with the outputs of a previous test execution. A difference is made between actual regression tests which test different versions of the same representation of the system, e.g. different versions of the model, and the so-called back-to-back tests which check the equivalence of different representations of the system, e.g. between the model and the source code [169], cf. Figure 2.14. The outputs of the first test execution have to be initially evaluated, because no reference values exist at this point of the testing cycle. This initial evaluation can be done manually, i.e. by “looking” at the signals and then setting them as the new reference, or automatically with the help of assertions.
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The evaluation of the test’s outputs, i.e. the system’s reaction to specific input stimuli, and the expected values, i.e. the reaction of a different version or representation to the same stimuli, is based on the comparison of two signals. In doing so, it is not important that both signals are equal, but their similarity is checked for different criteria. These criteria can consider phase shifts, different computational accuracies, and the impossibility of an exact reproduction of a physical signal in reality. Signals are classified as similar with several methods, which are selected depending on the context:

**Difference Calculations:** The difference between the amplitudes of the output and reference values is calculated for each simulation step. It is possible to generate either absolute or relative differences. The signals are classified as similar if the minimum and maximum difference is within a specified tolerance. In addition, the tolerance can be modified depending on the characteristics of the signal, e.g. orthogonal to the signal, depending on the gradient, or through circles around the sample point creating a tolerance tube. Thus a phase shift between two signals can be compensated for. More complex techniques can also pre-process the signals, e.g. the difference matrix method first rearranges the output signal to sufficiently fit the reference signal for identified periods of time and then applies the difference calculation [170].

Figure 2.14: Difference between regression and back-to-back testing
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Statistical Methods: These techniques are based on the computation of statistical values, for example the cross-correlation coefficient, which is calculated with the following formula [34]:

$$c(T) = \frac{1}{T} \int_{0}^{T} y(t)y'(t - \tau)dt$$  \hspace{0.5cm} (2.2)$$

$y$ is the reference signal, $y'$ is the output signal, and $c(T)$ is the cross-correlation coefficient depending on the time $T$, which denotes the analysed time span of the signals. The maximum value of $c$ marks the most probably time lag between the two signals and gives an indication about the similarity of the signals [171]. Other such values are the signal-to-noise ratio and the total harmonic distortion [50].

The fundamental characteristic of these statistical methods, namely the filtering of disturbance values, is simultaneously its biggest disadvantage as, for example, amplitude peaks are disregarded, although they might be important in the context of the test’s evaluation.

2.4 Using Tests for Design

In contrast to the process described above, the motivation for testing with test-driven development is not the verification of the test objective, but its implementation (explicit) and its design (implicit). The tests are therefore created and executed before the implementation. Details have already been outlined in the description of the development cycle of TDD in chapter 1.3.2.

Test-driven development can be used with all testing techniques, but two types are most commonly applied: acceptance testing and unit testing [172, 173].

In the acceptance test the expected behaviour of the developed system is described from the customer’s point of view. The requirements or, in general, the use cases are translated to an executable form. The time horizon of acceptance tests is a mid to long-term period and covers at least one iteration of the development process. In fact, the aim of an iteration can be defined as the completion of a set of acceptance tests. For such tests all three software levels and all four testing environments (cf. Chapter 2.3.1) are sufficient, but typically the highest level is chosen to test the system in its real environment. Based on this high-level test, a number of subtests can be created which consider the characteristics and features of the respective level and environment (top-down approach).
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The following rules describe the role of acceptance tests within the development cycle of TDD:

**Rule 1**: All requirements of a system have to be covered by acceptance tests.

**Rule 2**: A new requirement is only allowed to be implemented if the respective acceptance test fails.

In contrast, the goal of the unit tests is the realisation of the requirements based on the smallest entity, the software unit. The idea behind this is that every change must follow a failing test, no matter how small the change is. In other words, the rules for unit tests are:

**Rule 3**: The functionality of a unit has to be covered by unit tests.

**Rule 4**: A unit is only allowed to be modified if the respective unit test fails.

Rule 4 requires implicitly that if a defect occurs which is not detected by an unit test, e.g. if it is reported by the customer, then this defect has to be first reproduced by a test before the unit is modified.

The unit tests can be designed using the techniques of black-box testing as well as white-box testing providing the variety of both approaches. Furthermore a classification into two types of unit tests is proposed [84]. The first group analyses and specifies the behaviour of the system (“what it should do”), while the second group helps to implement the controller in a systematic and traceable way (“how it is done”). In addition, a third group is necessary for the verification of the unit and its implementation process [174].

The development of the units is done with a bottom-up approach, i.e. first a single unit is tested and realised, then a number of units can be integrated for further development. However, the testing of two or more units together can also start before the unit is completely implemented, e.g. to develop the interaction between the units.

The interrelationship between acceptance and unit tests is shown in Figure 2.15. The activities “write an acceptance test” and “run the test(s)” can have several meanings in the context of model-based development depending on the test environment:
With MiL and SiL environments, an acceptance test consists of a plant model, its initial values and the (time-dependent) definition of additional stimuli, e.g. disturbance values. The test is executed by simulating this model together with the test objective.

The definition of HiL tests is governed by the simulation environment of the test bench and usually achieved by the specification of test vectors or scripts which control this environment. Thus the variables for the models of the environment, e.g. the vehicle’s environment with the road’s course or other vehicles and the driver, are configured based on events, e.g. the driver will hit the brake pedal when the distance from the vehicle ahead is less than 20 meters. Then the tests are run automatically by the test bench.

A target test is typically described through the manual execution of the system by its user, e.g. a typical acceptance test for a vehicle system is a (driving) ma-
noeuvre [175, 176]. This execution can be partly or fully automated depending on the kind of the system. Continuing the example, a partial automation can be achieved by steering or braking robots as well as sled tests (crash tests). Other methods include so-called endurance or stress tests, during which the system is either run for a longer period or stimulated with a high workload.

In contrast, the activities of unit testing are always carried out at the model level, i.e. a test is written by building a model and run by simulating both the model and the test objective.

The evaluation of the tests is achieved by the methods described above, see Chapter 2.3.3. Here, the use of assertions is not limited to the automated tests with MiL, SiL and HiL, but can be also used with target testing. The driver compares the system’s reaction by means of measured data with the expected results after he has performed a manoeuvre, and marks the test with passed or failed.\(^8\)

Finally the developer is allowed to “make a change” in terms of model-based development if at least one unit test fails. The unit is implemented by creating or modifying a model exactly in such a way that the test is passed.

Another important activity of test-driven development is refactoring. Refactoring specifies the improvement of the system’s structure while retaining its present behaviour [177, 178, 179]. Thus, this step relies on the results of the tests as they provide an executable form of the system’s specification and requirements. The methods of refactoring include the improvement of readability and comprehensibility as well as the iterative refinement and optimization of architecture and design. Moreover, the developer draws conclusions from reviews of the implemented models and from the unit tests, e.g. the duplication of code, to modify the system in terms of modularity, interfaces, maintainability, and testability.

2.5 Testing Different Layers of an Automotive Safety System

The different environments for the testing of embedded systems have already been described in chapter 2.3.1. They are the basis for the following layer approach for test-driven development of an automotive safety system, which is used to illustrate the concepts introduced in this chapter.

The topmost layer represents the system vehicle within its real environment and is therefore considered as target testing, see Figure 2.16. The primary parts of this

---

\(^8\)Usually some kind of tabular template is used which lists the expected behaviour, offers some space to describe the measured performance and a column for check marks.
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environment are the street surface and course, other cars, pedestrians, and surrounding objects such as trees or road signs as well as additional effects like weather or lighting conditions. TDD on this layer means to drive the car without or with a partial implementation of the system’s requirements. Obviously, such tests with an automotive safety system such as a collision avoidance system will cause severe damages whenever the test fails (which is a rule of test-driven development). Usually mock objects are used to avoid such problems. The aim of the tests is to analyse the vehicle’s behaviour in measuring data even without the complete implementation of the test objective. The measurements are then used for parameter estimation, to stimulate the test objective as an open loop system and for the comparison between the car’s reaction with and without the test objective.

Figure has been removed due to Copyright restrictions.

The second layer considers the system vehicle as its point of reference. The real environment is described by the means of sensors and actuators, i.e. its set of attributes is reduced to a set which is specified by the interfaces and signals. This layer corresponds to hardware-in-the-loop testing. Its purpose is the test-driven development of the system under the aspects of the vehicle’s architecture. Especially for the build-up of early prototypes it is typically more important to establish the vehicle’s communication network than to fulfil all (functional) requirements of the test objective. A common use case is the development of the control units’ error handling. Here, a test inserts different errors, e.g. the timeout of a network signal, into the vehicle’s communication layer. The reaction of the control units can be automatically evaluated with assertions defining the expected behaviour of their output signals and the onboard diagnosis [180].

The third layer is defined by a single electronic control unit (ECU), the fourth layer by a software unit. With both layers the set of information is further reduced to the set of signals which is available either at the interface of the ECU or at the interface of the software unit. The testing can be applied at the environments SiL and MiL. The goal of test-driven development with these layers is the design and implementation of the system’s entities as described in Chapter 2.4. Using the three levels of testing, cf. Chapter 2.3.1, the upper three layers can be considered as system, integration and unit testing in terms of the vehicle. The lower three layers can be considered as system, integration and unit testing in terms of the control unit with respect to its software.

The input stimuli for the test-driven development of all these layers are generated.
with either synthetic values or real physical signals. Signals with synthetic values can be used seamlessly from the bottom layer up to the second layer, but not exactly reproduced in the real environment. The so-called ascending continuity therefore ends at the second layer. In contrast, it is possible to reuse real physical signals in the form of measured data from the top layer at all other layers (descending continuity), see Figure 2.16. Moreover, for both continuities it might be necessary to convert the signals between two layers as for example the system vehicle’s velocity at the first layer is represented as wheel impulse counters at the second layer and translated into a speed at the fourth layer. An alternative to the conversion of the signals is the measurement of the signals on all boundaries between the layers.
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Development of a Collision Prevention System

Every year millions of people get injured or die due to road traffic accidents. One of the main types of accidents is the rear-end collision, which accounts for about 30 percent of the overall number of accidents. For instance in the USA, more than 2,000 people lost their life and more than 500,000 people needed to be treated in a hospital due to the consequences of a rear-end collision in 2005 [6]. A rear-end collision happens if a first car collides with the rear of a second car, while both cars are driving in the same direction.

This chapter describes the test-driven development of a system to prevent such rear-end collisions or mitigate their impact. The development process is based on the methods and tools which have been presented in the previous chapter. First different approaches for collision avoidance are discussed. Then we describe the requirements and the architecture of the new system and identify four example components. The realisation of three of these components illustrates the application of test-driven development to different algorithms for embedded control systems. The design and implementation of the fourth component is presented in Chapter 4, which focuses on specific aspects of control theory.
3.1 Collision Prevention Systems

3.1.1 Overview

Active safety systems which focus on preventing rear-end collisions can be divided into three groups: collision warning (CW), collision mitigation (CM) and collision avoidance (CA) systems. Common to all systems are components which try to detect a potential collision between two cars. These components are based on the one hand on sensors which measure the environment as well as the internal states of the vehicle equipped with the system (compare Section 1.1.2). On the other hand they use algorithms for the assessment of the situation, which are usually realised in form of a kinematic analysis in a n-dimensional space [181, 182, 183, 184].

When a potential collision is detected, collision warning systems can activate a visual, acoustical or haptical warning. If the driver does not react to this warning, a collision avoidance system tries to prevent the collision through active methods like steering or braking. Such approaches are commonly based on conservative vector fields [185], on methods of control theory [182] or on geometrical trajectory planning [181].

In contrast to CA systems, the purpose of collision mitigation systems is to reduce the consequences of a collision, rather than to prevent it. This is usually accomplished by restricting the system to a subset of the vehicle’s abilities, e.g. a partial braking. Such systems are used because they are easier to implement in the context of verification and validation against faulty activations and product liability. Furthermore the impact of a CA system might be degraded to the impact of a CM system as the information about environment and driver are limited. For example, if the system vehicle approaches a stationary obstacle on the outer side of a curve, the last point to avoid the collision by braking lies earlier in time than the last point by steering. This means that the driver is still able to avoid the collision by steering into the curve, although the system has detected a potential collision in a straight direction. As long as a CA system is not able to detect the driver’s intention, it can not autonomously start a full braking manoeuvre until the collision is unavoidable by common driving manoeuvres.

3.1.2 Definition

The aim of the system, which has been developed during this PhD project, is to warn the driver about a potential rear-end collision as well as to actively support him in preventing such a collision. Therefore it can be assigned to the group of collision
warning systems and collision avoidance systems. The system is called Collision Prevention System (CPS). The further description of the system is based on the following items:

**Road:** The road is only specified through its friction coefficient, \( \mu \), which depends on the longitudinal position, \( s \).

\[
x_{road} = \mu(s)
\]  

(3.1)

**System Vehicle:** The System Vehicle is the car in which the Collision Prevention System is installed. It is defined by its acceleration, \( a_{sys} \), its speed, \( v_{sys} \), and the distance travelled in longitudinal direction, \( s_{sys} \), which all depend on the time, \( t \).

\[
x_{sys} = \begin{pmatrix} s_{sys}(t) \\ v_{sys}(t) \\ a_{sys}(t) \end{pmatrix}
\]  

(3.2)

The relationship between \( s \), \( v \) and \( a \) can be described as follows:

\[
s = \int v(t)dt = \int \int a(t)dt
\]  

(3.3)

The origin of the earth-fixed coordinate system is laid to the frontmost point of the car, see Figure 3.1.

**Driver:** The Driver is the person who controls the System Vehicle. In terms of the CPS, his or her behaviour is described by only two variables: the brake pedal travel, \( s_{pedal} \), and the brake pedal speed, \( v_{pedal} \).

\[
x_{driver} = \begin{pmatrix} s_{pedal}(t) \\ v_{pedal}(t) \end{pmatrix}
\]  

(3.4)

In addition, we can define a deceleration, \( a_{drv} \), which results from the driver’s pressure on the brake pedal. This deceleration depends on different variables, for instance the friction coefficient of the Road or the speed of the System Vehicle. The physical details are neglected here as they are not relevant for the realisation of the Collision Prevention System.

**Object:** The object or vehicle with which the System Vehicle would collide during a rear-end collision is called the Object. The state vector of the Object is similar to the one of the System Vehicle, the only difference is the origin of the coordinate system which is defined by the Object’s rearmost point, cf. Figure 3.1.
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\[
x_{obj} = \begin{pmatrix} s_{obj}(t) \\ v_{obj}(t) \\ a_{obj}(t) \end{pmatrix}
\]  \hspace{1cm} (3.5)

Based on these state vectors, we define the relative acceleration, \( \Delta a(t) \), the relative speed, \( \Delta v(t) \), and the relative distance, \( \Delta s(t) \), between the Object and the System Vehicle:

\[
\Delta s(t) = s_{obj}(t) - s_{sys}(t) \\
\Delta v(t) = v_{obj}(t) - v_{sys}(t) \\
\Delta a(t) = a_{obj}(t) - a_{sys}(t)
\]  \hspace{1cm} (3.6-3.8)

Furthermore the following condition for the initial value of \( \Delta s \) is assumed:

\[
\Delta s(t = 0[s]) > 0[m]
\]  \hspace{1cm} (3.9)

A rear-end collision then takes place, if the relative speed is smaller than zero at the point in time, \( t_c \), at which the relative distance is equal to zero.

\[
col = \begin{cases} 
true & \text{if } (\Delta v(t_c) < 0) \land (\Delta s(t_c) = 0) \\
false & \text{otherwise}
\end{cases}
\]  \hspace{1cm} (3.10)

col is a Boolean value that denotes whether a collision takes places or not. Vice versa the collision is prevented, if at \( t_c \) the relative speed is greater than or equal to zero, or in other words, if the mathematical function of the relative distance has a global minimum at this point.

Figure 3.1: Definition of a rear-end collision
3.2 Requirements

The systematic analysis of the system’s requirements is one of the primary tasks of software development. It determines the needs and conditions which need to be met by the new system by taking into account a customer’s point of view. For an automotive safety system, the source of those requirements is typically not a customer, but the development team itself. The ideas and concepts for such systems are generated by innovation workshops, analysis of market needs or publicly funded research projects. This input is then transformed into formal requirements, typically stored in a database such as DOORS by the company Telelogic [186].

In this section, the main requirements for the new Collision Prevention System are presented. We divide them into three groups: The top-level requirements consists of the two basic aims of the system. Then, the functional requirements are described for each aim. Please note that in reality the list of requirements is much longer and might also include the hardware configuration, non-functional requirements or the specification of external interfaces.

Top-Level Requirements

The following requirements describe the top-level requirements of the Collision Prevention System.

Requirement **Warning function**

The system shall warn the driver of situations which might lead to a rear-end collision.

Requirement **Brake support function**

The system shall support the driver in preventing a rear-end collision by controlling the brakes of the System Vehicle.

Functional Requirements for the Warning Function

The following requirements describe the condition to activate the Warning function. It is based on the reaction time which is defined as the time left to the driver until a collision is unavoidable. A more precise definition of the reaction time is given in Section 3.4.3. The requirement Warning output specifies how a warning should be indicated to the driver. Figure 3.2 shows a possible realisation of this requirement.
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Requirement Warning activation

The system shall issue a warning if the remaining reaction time is less than 2.5[s].

Requirement Warning deactivation

The system shall deactivate the warning if the remaining reaction time is greater than 2.5[s].

Requirement Warning output

If the warning is active, a visual warning shall be shown by a red light with a triangular shape, and an acoustic signal shall be issued by an intermittent beep tone.

Figure 3.2: Red light with a triangular shape in the instrument cluster (Photo: Robert Bosch GmbH).

Functional Requirements for the Brake Support Function

The following requirements describe the conditions at which the system shall be activated in terms of controlling the System Vehicle’s brakes. Similar to the warning, the reaction time is used to detect a critical situation. Furthermore, the characteristics of the driver’s braking manoeuvre (comfort or emergency braking) are taken into consideration for the activation. The difference between an emergency braking manoeuvre and a comfort braking manoeuvre is explained in Section 3.4.2. Finally, the last requirement specifies how the system shall control the brakes of the System Vehicle.
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**Requirement  System activation**

The system shall be activated if the driver is performing an emergency braking manoeuvre, and the remaining reaction time is less than 1.5[s].

**Requirement  No system activation**

The system shall not be activated if the driver is performing a comfort braking manoeuvre, or if the driver is not braking.

**Requirement  System deactivation (collision criterion)**

The system shall be deactivated if the collision was prevented.

**Requirement  System deactivation (driver criterion)**

The system shall be deactivated if the driver releases the brake pedal.

**Requirement  System operation**

If the system is active, it shall control the brakes of the car in such a way that the relative distance between the Object and the System Vehicle reaches a minimum value without a collision.

### 3.3 Architecture

In general, the design of the architecture of an embedded control system will take place at the beginning of the development process. The decisions about the basic design are made by analysing the system’s requirements and environment. This environment is not only defined by the physics of the control loop, but also by the integration container, i.e. the existing hardware or software environment into which the system should be integrated. Therefore the architecture of the Collision Prevention System can be specified either by the means of control theory, i.e. as a closed-loop system using a state-space approach, or with the layer approach, which has been introduced in Section 2.5.
3.3.1 State-Space Approach

Process

With the state-space representation, the plant model of the CPS can be described as a linear system with \( n \) inputs and \( m \) outputs:

\[
\dot{x}(t) = Ax(t) + Bu(t) + Dd(t) \tag{3.11}
\]

\[
y(t) = Cx(t) \tag{3.12}
\]

\[
x(0) = x_0. \tag{3.13}
\]

\( x \in \mathbb{R}^p \) is the state vector with \( \mathbb{R} \) representing the set of real numbers and \( p \) the order of the system, \( \dot{x} \) denotes the derivative with respect to time. \( u \in \mathbb{R}^n \) is the input vector and \( y \in \mathbb{R}^m \) is the output vector. \( A \in \mathbb{R}^{p \times p} \) is called the state matrix, \( B \in \mathbb{R}^{p \times n} \) is the input matrix, \( C \in \mathbb{R}^{m \times p} \) is the output matrix and \( D \in \mathbb{R}^{m \times n} \) is the disturbance matrix. Figure 3.3 shows the block diagram of the state-space representation.

![Block diagram of the state-space representation](image)

Figure 3.3: Block diagram of the state-space representation

For the control loop of the Collision Prevention System a state vector with three states – the relative distance, the relative speed and the relative acceleration (Equations (3.6), (3.7) and (3.6)) – is considered:

\[
x(t) = \begin{pmatrix}
\Delta s(t) \\
\Delta v(t) \\
\Delta a(t)
\end{pmatrix}
\]

\( \Delta s(t) \)

\( \Delta v(t) \)

\( \Delta a(t) \)

The control signal is the desired acceleration of the System Vehicle, \( a_{set} \).

\[
u(t) = a_{set}(t) \tag{3.15}
\]
The brakes of the System Vehicle can be represented as a first order behaviour with a gain of one:

$$\dot{a}_{\text{sys}}(t) = \frac{1}{\theta} a_{\text{set}}(t) - \frac{1}{\theta} a_{\text{sys}}(t)$$  \hspace{1cm} (3.16)

\(\theta\) is the response time of the brakes. Based on measurements on a test track, we assume \(\theta = 0.25[s]\) as a suitable value for the vehicle model for which the CPS should be installed, i.e. the System Vehicle.

The disadvantage of Equation (3.16) is that it considers only the System Vehicle, but not the Object. By transposing Equation (3.8) to

$$a_{\text{sys}}(t) = a_{\text{obj}}(t) - \Delta a(t),$$ \hspace{1cm} (3.17)

we can replace \(a_{\text{sys}}\) in Equation (3.16):

$$\Delta \dot{a}(t) = -\frac{1}{\theta} \Delta a(t) + \frac{1}{\theta} a_{\text{obj}}(t) + \dot{a}_{\text{obj}}(t) - \frac{1}{\theta} u(t).$$ \hspace{1cm} (3.18)

We assume that the acceleration of the Object remains constant, i.e.

$$a_{\text{obj}}(t) = \text{const}$$ \hspace{1cm} (3.19)

$$\Leftrightarrow \dot{a}_{\text{obj}}(t) = 0.$$ \hspace{1cm} (3.20)

This results in the following state equation

$$\dot{x}(t) = \begin{pmatrix} \Delta v(t) \\ \Delta a(t) \\ -\frac{1}{\theta} \Delta a(t) - \frac{1}{\theta} u(t) + \frac{1}{\theta} a_{\text{obj}}(t) \end{pmatrix}$$ \hspace{1cm} (3.21)

with the initial condition

$$x(0) = \begin{pmatrix} \Delta s_0 \\ \Delta v_0 \\ \Delta a_0 \end{pmatrix}.$$ \hspace{1cm} (3.22)

The output value of the system is represented by the relative distance between the Object and the System Vehicle:

$$y(t) = \Delta s(t).$$ \hspace{1cm} (3.23)

The Object’s acceleration is interpreted as an external disturbance:

$$\underline{d}(t) = \begin{pmatrix} 0 \\ 0 \\ a_{\text{obj}} \end{pmatrix}$$ \hspace{1cm} (3.24)

$$\underline{d}(0) = \underline{d}_0.$$ \hspace{1cm} (3.25)
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The matrices of the state-space approach for the CPS are then:

\[
A = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & -\frac{1}{\theta}
\end{bmatrix}
\]

(3.26)

\[
B = \begin{bmatrix}
0 \\
0 \\
-\frac{1}{\theta}
\end{bmatrix}
\]

(3.27)

\[
C = \begin{bmatrix}
1 & 0 & 0
\end{bmatrix}
\]

(3.28)

\[
D = \begin{bmatrix}
0 \\
0 \\
\frac{1}{\theta}
\end{bmatrix}
\]

(3.29)

For steady state, all elements of \( \dot{x}(t) \) have to be zero.

\[
\dot{x}(t) = \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix} = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & -\frac{1}{\theta}
\end{bmatrix} \begin{bmatrix}
\Delta s(t) \\
\Delta v(t) \\
\Delta a(t)
\end{bmatrix} + \begin{bmatrix}
0 \\
0 \\
-\frac{1}{\theta}
\end{bmatrix} u(t) + \begin{bmatrix}
0 \\
0 \\
\frac{1}{\theta}
\end{bmatrix} a_{obj}(t)
\]

(3.30)

This results in

\[
\Delta v_{ss} = 0
\]

(3.31)

\[
\Delta a_{ss} = 0
\]

(3.32)

\[
u_{ss} = a_{obj},
\]

(3.33)

and with Equation 3.17, the steady-state value of the System Vehicle’s acceleration has to be equal to the Object’s acceleration:

\[
a_{sys,ss} = a_{obj} = u_{ss}.
\]

(3.34)

**State Feedback**

The controller is now realised by a full-state feedback as shown in Figure 3.4,

\[
u_{fb}(t) = -Kx(t),
\]

(3.35)

with the matrix \( K \) consisting of one element for each state value:

\[
K = \begin{bmatrix}
k_{\Delta s} & k_{\Delta v} & k_{\Delta a}
\end{bmatrix}.
\]

(3.36)
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As a consequence of equations (3.31) and (3.32), the values of \( k_{\Delta v} \) and \( k_{\Delta a} \) have no influence to the control variable at steady state, because the values of \( \Delta v \) and \( \Delta a \) are then zero. Instead, the steady-state value of the control signal is equal to the Object’s acceleration:

\[
u_{fb,ss} = -a_{obj} = -k_{\Delta s} \Delta s.
\]  

(3.37)

In other words, the steady-state value of \( \Delta s \) is only zero if \( a_{obj} \) has also a zero value. This contradicts the requirement System operation, which describes that the relative distance between the Object and the System Vehicle should be minimal after the collision was prevented, i.e. \( \Delta s_{ss} = 0 \). We therefore consider the Object’s acceleration as a feedforward control input:

\[
u_{ff}(t) = a_{obj}(t).
\]  

(3.38)

Finally, the control variable is defined by the sum of the feedforward control input and the feedback control input:

\[
u(t) = u_{ff}(t) + u_{fb}(t).
\]  

(3.39)

To summarise, the state-space representation provides a mathematical model for the process and the controller of the Collision Prevention System. This model not only describes the relationship between the system’s input and output variables, but also its internal behaviour.

![Figure 3.4: State-space approach for the Collision Prevention System](image)
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### 3.3.2 Layer Approach

In Section 2.5, a layer approach for test-driven development of automotive safety systems was introduced. Each layer represents a different level of abstraction of the system's architecture in a top-down approach. In the following, these layers are used to describe the architecture of the Collision Prevention System.

For the CPS, layer 1 is defined by the System Vehicle, the Driver, the Object and the Road as described in the last section, cf. Figure 3.1.

Then layer 2 consists of the following components: RADAR Sensor, Brake Control Unit, Engine Control Unit, Instrument Cluster, and RADAR Control Unit, which are connected by a Controller Area Network (CAN), see Figure 3.5. The RADAR Sensor measures the current relative distance between the Object and the System Vehicle, \( \Delta s(t_i) \), the current relative speed, \( \Delta v(t_i) \), and the current acceleration of the Object, \( a_{obj}(t_i) \). \( t_i \) denotes the current processing or simulation step. The Brake Control Unit is connected to a sensor for the brake pedal travel, \( s_{pedal} \), and an accelerometer to measure the System Vehicle’s acceleration, \( a_{sys}(t) \). Furthermore it computes the speed of the System Vehicle, \( v_{sys}(t) \), from four wheel impulse counters. The three values are transmitted via the CAN. The Brake Control Unit also receives the requested acceleration, \( a_{set}(t_i) \), from the RADAR Control Unit. As the driver should be able to override the system, the Brake Control Unit calculates the minimum value of the control variable and the acceleration that originates from the brake pedal, which is pressed by the driver. Moreover it communicates with the Engine Control Unit.

![Figure 3.5: Layer 2: Architecture of the control units](image-url)
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Unit to realise a deceleration with the drag torque of the engine. The Instrument Cluster outputs a warning request by the CPS as a visual warning – a red light with a triangular shape, compare Figure 3.2 – and an acoustical signal – an intermittent beep tone. The CPS itself is realised in the RADAR Control Unit.

Layer 3 is described through the architecture of the RADAR Control Unit as presented in Figure 3.6. First, the input signals are read by the Input Interface, which also handles timeouts and data errors like a wrong CRC of the CAN messages. If such an error occurs, the input interface activates a corresponding error strategy, e.g. disabling the system. The main functionality of the Collision Prevention System is implemented in the next component. As shown in the diagram, this is in parallel with other components of different systems that use the same architecture, e.g. the Adaptive Cruise Control System. The Output Interface therefore realises an output arbitration of all components’ outputs, so that only one system can be active at a time. Finally, the system’s outputs are transmitted to the CAN.

The internal architecture of the component marked with Collision Prevention System in Figure 3.6 also belongs to layer 3. It consists of four subcomponents: Situation Assessment, Driver Assessment, Controller and Activation, as shown in Figure 3.7. The subcomponent Situation Assessment calculates the risk of a collision by using a kinematic analysis of the state vectors of Object and System Vehicle. The sub-component Driver Assessment classifies a braking manoeuvre, which is executed by the driver, into two groups: comfort braking and emergency braking. While a visual and acoustical warning should be activated if the criticality of the situation is higher

![Figure 3.6: Layer 3: Architecture of the software components](image-url)
than a threshold, the brake support must wait for an emergency braking manoeuvre by the driver before getting activated. This logic should be implemented in the sub-component Activation. Finally, the control variable, i.e. the required acceleration to prevent the collision, is calculated with the sub-component Controller.

Layer 4 is defined through the software unit. As the underlying implementation of the subcomponents described above is not known at the beginning of the test-driven development process, we initially consider these four subcomponents as units.

### 3.3.3 Comparison of the State-Space Approach and the Layer Approach

When we compare the state-space approach and the layer approach, the state-space representation does not consider neither the calculation of the minimum value of the driver’s and the system’s acceleration (layer 2) nor the activation of the system through the driver and situation assessment (layer 3). Therefore we define the input value of the brake, $u_{brake}(t)$, as the minimal value of both accelerations:

$$u_{brake}(t) = \begin{cases} a_{drv}(t) & \text{if } a_{drv} < a_{cps} \\ a_{cps}(t) & \text{otherwise} \end{cases}$$  \hspace{1cm} (3.40)$$

$a_{drv}(t)$ is the deceleration resulting from the driver’s pressure on the brake pedal, $a_{cps}(t)$ is the deceleration requested by the system to prevent a possible collision. This latter deceleration furthermore depends on whether the system was activated or not:

$$a_{cps}(t) = \begin{cases} a_{set}(t) & \text{if } c_{active} \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (3.41)$$
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Figure 3.8: Combination of the layer and the state-space approach for the Collision Prevention System

\( a_{set}(t) \) is the control variable of the state-space approach as defined by Equation 3.39. The condition \( c_{active} \) is generated by the subcomponent Activation, which logically combines the results of the subcomponents Driver Assessment and Situation Assessment. The corresponding block diagram is shown in Figure 3.8. It consists of the block diagram of the state-space representation, in which the subcomponents of the CPS have been integrated. In addition, dashed lines mark the hardware components and the plant model.

To summarise, the combination of the layer approach and state space approach provides a complete description of the system's architecture. On the one hand, it specifies the physical relationship between the input and the output signals. On the other hand, if clarifies the role of each component within the scope of its physical environment and its integration container. With this, we are now able to realise the CPS with a test-driven development process.
3.4 Realisation

This section demonstrates the test-driven development of three software components of the Collision Prevention System: Activation, Driver Assessment and Situation Assessment. These components were chosen as examples for the following objectives:

Logical combinations: The component Activation implements a number of logical combinations of its input signals to create two output signals. These output signals indicate whether the CPS should warn the driver or activate an additional brake support.

Experimental problems: The realisation of the component Driver Assessment is based on an experimental analysis of the driver’s braking behaviour.

Mathematical algorithms: With the component Situation Assessment, the criticality of the driving situation is estimated by mathematical algorithms.

In addition, the Controller is described as a fourth component in Chapter 4 to show the application of TDD to control system design.

For all components, the development is driven by the definition and execution of acceptance and unit tests. The acceptance tests specify the requirements of the system from a customer’s point of view and with this, the goal of the respective development iteration. After one or more acceptance tests fail, a number of unit tests define the interface, the functionality (what the system should do) and the realisation (how the system is realised) of a software unit. Finally, the component can be implemented as a Simulink model.

3.4.1 Activation

The component Activation should realise one or more logical combinations of its input values to create two Boolean output signals. The first output signal, $c_{active}$, should be true if the system is active, i.e. the CPS should control the car to prevent a collision. In contrast, the driver should be only alerted by a visual and audible warning if the second output signal, $c_{warn}$, is true.

Concept

For logical combinations, it is important to ensure that all logical paths are covered by the implementation. Therefore we propose an additional step which transforms the system’s requirements into a classification tree. The classification-tree method
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has already been introduced in Section 2.3.2. Using a classification tree editor, we define two compositions for the classifications of the input and the output interface of the component. The classifications represent the corresponding Simulink signals. They are refined by classes for these ranges of the signals, which cause the same behaviour. Then we create test cases by logically combining the classes.

The classification tree helps us in two ways. Firstly, it supports the translation of the system’s requirements into the system’s implementation. To create the tree, we describe the component in terms of input and output signals as well as their relationship. Secondly, we can directly derive acceptance and unit tests from the test cases, cf. Figure 3.9. Therefore it can be seen as the starting point for the realisation of the component.

![Figure 3.9: Concept for deriving tests from the classification tree](image)

The resulting tree for the component Activation is shown in Figure 3.10. $c_{driver}$ is the result of the component Driver Assessment, $true$ means that the driver is performing an emergency braking. $t_{react}$ is the result of the component Situation Assessment. It represents the reaction time which is left to the driver until a collision is unavoidable. $a_{set}$ is the output signal of the component Controller, i.e. the control variable. Please note that some classes are marked with a “?” at certain test cases. If it is set for an input variable, then the variable’s value is not relevant for the result of the logical combination. If it set for an output variable, this variable should keep its state, i.e. retain the value of the last computation.

**Realisation**

The realisation is done by the test-driven development cycle, which has been explained in Section 2.4. The first step of this cycle is the definition of acceptance tests. For the CPS, each acceptance test includes a driving manoeuvre. Such a driving manoeuvre has to be described from the customer’s point of view. This means that especially the input stimuli have to be influenceable by the driver. In contrast, the verification of the manoeuvre can be also done by the analysis of internal data, e.g. recorded
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Figure 3.10: Classification tree for the component Activation

by a measurement system. Such an acceptance test for the component Activation is
detailed in the following with the acceptance test Activate CPS.

Acceptance Test Activate CPS

Description: The System Vehicle approaches a foam object with a speed
of $60[km h^{-1}]^*$. The reaction time is marked with a gate of pylons,
see the setup of Figure 3.11. At this point the driver starts to brake,
but only so much that the collision is not avoided by him.

$$
\Delta s(t = 0[s]) = 100[m]^*
$$

$$
\Delta v(t = 0[s]) = -60[km h^{-1}]^* \\
\begin{cases}
    v_{obj}(t = 0[s]) = 0[km h^{-1}]^* \\
    v_{sys}(t = 0[s]) = 60[km h^{-1}]^*
\end{cases}
$$

$$
\Delta a(t = 0[s]) = 0[ms^{-2}]^* \\
\begin{cases}
    a_{obj}(t = 0[s]) = 0[ms^{-2}]^* \\
    a_{sys}(t = 0[s]) = 0[ms^{-2}]^*
\end{cases}
$$

$$
\Delta s_{gate} \simeq 39[m]^*
$$

$^1$The meaning of the asterisk $(*)$ is explained later in the text, see Page 78.
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Assertions: The visual and acoustical warning are activated if the reaction time is smaller than 2.5[s], i.e. $c_{\text{warn}} = \text{true}$ for $t_{\text{react}} < 2.5[\text{s}]$. The optical warning is activated by a red light with a triangular shape within the Instrument Cluster, the acoustical warning by an intermittent tone.

The system is activated in terms of braking if the driver executes an emergency braking and the reaction time is smaller than 1.5[s], i.e. $c_{\text{active}} = \text{true}$ for $(t_{\text{react}} < 1.5[\text{s}] \land c_{\text{driver}} = \text{true})$. The value of $a_{\text{cps}}$ is then smaller than $-2[\text{m/s}^2]$. The system stays active until the collision is prevented, i.e. $a_{\text{cps}}$ gets greater than $-1[\text{m/s}^2]$.

![Test setup with a foam object and a gate of pylons to mark the reaction time](image)

Figure 3.11: Test setup with a foam object and a gate of pylons to mark the reaction time

This test introduces three typical concepts for acceptance tests of the Collision Prevention System:

1. A mock object is used to avoid damage of the System Vehicle. Because of the test-first paradigm, the test is executed before the system is implemented. For the CPS, this means that a collision will take place as the aim of the CPS is the prevention of a collision. For stationary targets we use a simple foam object or a retractable corner reflector. For moving objects we use a so-called Target Simulator, which consists of a real car and a dummy object. The dummy object is mounted on the side of the real car with an electronically controlled mechanism to flip it up just before a collision might occur.

2. The evaluation of the assertions can not only be done by measuring internal data of the electronic control unit, but also by the use of external means. This allows to assess the system’s behaviour from an objective point of view, i.e. without using knowledge about the structure and components of the system.
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The applicability depends on the asserted value and might require a high effort. For the CPS, it is suitable to mark a certain reaction time to a stationary object by a gate of pylons, but this does not work for the reaction time to a moving object. The reason for this is that the gate is placed at a certain position, which has a fixed distance to the Object. Thus for a moving Object, this position can not be marked by pylons. An alternative would be a reference measurement system, e.g. a differential GPS, to detect the distance between Object and System Vehicle and display this distance to the driver.

3. The parameters of the test can be either specific or arbitrary. With the example test, all input stimuli, i.e. the initial values of Object and System Vehicle, are arbitrarily selected. We indicate this with an asterisk (*). This means that these parameters can be modified without changing the intention of the test. In contrast, all asserted values are specific for the test and its objective. For instance, the expected threshold value for the reaction time is always $1.5[s]$, because this threshold value was specified within the requirements of the system. Two things have to be noted: Firstly, the threshold values might be hidden by certain values of the input stimuli, e.g. when changing $\Delta s(t = 0[s])$ to $10[m]^*$, the reaction time is already smaller than $1.5[s]$ at the beginning of the test. With this, the assertion would be also fulfilled by a realised threshold value of $3.0[s]$, although this contradicts the system’s requirements. Secondly, the complexity of the test’s execution might be increased by certain values of the input stimuli. An example is the different effort for marking the reaction time to stationary and moving object, see above.

The next step is the definition of unit tests. These tests can be either one-to-one converted from the classification tree or derived from its decomposition. An example for the direct conversion is the following unit test:

**Unit Test Activate**

**Description:** The input signals are set to the following values:

\[
\begin{align*}
  c_{\text{driver}}(t) &= \text{true} \\
  t_{\text{react}}(t) &= 1.5[s]^+ \\
  a_{\text{set}}(t) &= -2[ms^{-2}]^+
\end{align*}
\]
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Assertions: The following values are asserted for the output signals:

\[
c_{\text{active}}(t) = \text{true} \quad (3.45)
\]
\[
c_{\text{warn}}(t) = \text{true} \quad (3.46)
\]

The values of \(t_{\text{react}}\) and \(a_{\text{set}}\) are only partially arbitrary, thus marked with a +. This means that other values are possible, but have to be within the specified range of the corresponding class. For example, a value of \(t_{\text{react}} = 1.0[\text{s}]\) belongs to the same class, while \(t_{\text{react}} = 2.0[\text{s}]\) does not and therefore results in a different output.

The alternative method to derive a unit test is the decomposition of the classification tree. This is based on the separate analysis of the conditions, which set the different output variables. For instance, \(c_{\text{warn}}\) shall be always false if \(t_{\text{react}}\) is greater than \(2.5[\text{s}]\) and always true if it is smaller than \(2.5[\text{s}]\).\(^2\) Hence the number of tests to drive the realisation of \(c_{\text{warn}}\) can be reduced from 9 to 2. A similar approach can be applied to \(c_{\text{active}}\). \(c_{\text{active}}\) has to be false if either \(c_{\text{driver}}\) is false, or \(a_{\text{set}}\) is greater than or equal to \(-1[\text{ms}^{-2}]\).

With the last group of tests, the output signal \(c_{\text{active}}\) should keep its value from the last cycle (marked with a "°"). The choice of the correct class, i.e. true or false, depends on the previous state of the signal. If the system is already activated, it should remain active, otherwise it should remain deactivated. In contrast to the previous tests, the system must first be activated before we can test that the state remains active for the given input configuration. Therefore we usually would create a test sequence with the classification tree, which consists of two test steps, cf. Figure 3.12: First \(c_{\text{active}}\) is set true by a corresponding configuration of input stimuli, then this

\(^2\)In practise, we add a hysteresis to the reaction time, but we neglect this here for simplicity.

![Classification Tree Diagram](image-url)
value should be held for a different configuration of input stimuli. The disadvantage of this approach is the duplication of the logical combination for the activation, cf. line $I$ at Figure 3.10 with line $Ia$ at Figure 3.12. We can prevent this duplication with slUnit by creating a fixture based on the unit test Activate. Then this unit test provides the initial configuration for an additional unit test, Keep active, which modifies the test vector after $1[s]$ of execution, see Figure 3.13.

**Unit Test  Keep active**

**Description:** This unit test builds a fixture with the unit test Activate.

In addition, the input signals are set to the following values:

$$t_{react} (t \geq 1[s]) = 2.0[s]^+$$  \hspace{1cm} (3.47)
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Assertions: The following values are asserted for the output signals:

\[ c_{\text{active}}(t) = \text{true} \]  

(3.48)

With these three different kinds of unit tests, we are able to iteratively implement the component. After one unit test failed, we implement the logic by the corresponding Simulink blocks. For the test \text{Activate}, this results in three relational and one logical operator. Further blocks are added with the next tests. Then the last test, \text{Keep active}, requires a SR flip-flop in-between the Logical Condition blocks for \( c_{\text{active}} \) and the Output Port block. The SR flip-flop is able to remain in a constant state if both of its inputs, S and R, are \text{false}. It is set to \text{true}, if S is \text{true} for at least one cycle and R is \text{false}. It is set to false, if R is \text{true} for at least one cycle and independently of the value of S. For our component, the logical combination of the unit test \text{Activate} sets the flip-flop, the combinations of all other unit tests reset it.

The final component is shown in Figure 3.14.

![Figure 3.14: The realisation of the component Activation](image)

Finally, the acceptance tests of this component do not pass after its realisation. The reason for this is that the input signals of the component are the output signals of the other three components. \( c_{\text{driver}} \) is generated by the component Driver Assessment, \( t_{\text{react}} \) by the component Situation Assessment, and \( a_{\text{set}} \) by the component Controller.
Hence the acceptance tests can only be fulfilled if these three components are (at least partially) implemented.

### 3.4.2 Driver Assessment

Already in 1992, developers of the former Daimler-Benz AG found out through tests in the company’s driver simulator that most drivers quickly press the brake pedal in emergency situations, but do not reach the maximum brake pedal travel. They can therefore not take advantage of the maximum brake power of their car. This finding led to the development of the Brake Assist System (BAS), which went into series production in 1996 and is today a standard feature of most new cars [187, 188]. It is supposed to help drivers to quickly achieve the maximum brake force in an emergency situation. The activation of the BAS is based on the gradient of the brake pedal travel, i.e. the brake pedal speed. If this brake pedal speed is higher than a threshold value, the system is activated until the driver releases the brake pedal. The BAS does not have any information about the vehicle’s surrounding, e.g. an obstacle in front of it, so that it always performs a full emergency braking manoeuvre. As a consequence, the threshold for the brake pedal speed is rather high to prevent annoyance of the driver due to frequent (erroneous) activations.

The component Driver Assessment of our Collision Prevention System should analyse the brake pedal travel and the brake pedal speed to classify a driver’s braking manoeuvre into two groups: comfort braking and emergency braking [89, 189]. Comfort braking describes a situation, in which the driver intends to slow down the car in a safe and comfortable way, e.g. when stopping at a red light (anticipatory driving). In other words, the driver does not expect brake support from the CPS in such situations. If, however, the driver presses the brake pedal in a way which indicates an emergency situation, i.e. in a decisive manner, this should be classified as emergency braking. Such a braking manoeuvre does not necessarily have to use maximal brake torque; also a high pedal speed is not required. Instead, emergency braking can be characterized as a progressive increase of the brake force, i.e. the driver is braking in such a way that the derivative of the brake actuation with respect to time is not discontinuous. A common example is a driver who tardily recognises a red light, but still brakes comfortably enough to prevent a cake on the passenger seat from flying into the dashboard.\(^3\)

---

\(^3\)In fact, this example has often been used to explain to journalists, how they should brake to experience the system.
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Concept

With the component Activation, we took the requirements, translated them into a classification tree and derived acceptance and unit tests from it. This approach is not applicable for the component Driver Assessment as we do not know the characteristics of the component’s input domain, i.e. the brake pedal travel and brake pedal speed. Thus a partitioning of the input domain into classification and classes is not possible. An alternative would be to build a model, which describes the driver’s behaviour in terms of a control system. The driver recognises the situation by his/her human sensors (eyes, ears, etc.), and controls the vehicle by his/her human actuators (feet, legs, etc.). This model would allow to describe the values of brake pedal travel and brake pedal speed for certain situations. However, the effort to create such a model is high, and its results might be not accurate.

![Diagram](image)

Figure 3.15: Concept for using tests for experimental problems

Therefore we propose the approach shown in Figure 3.15, which considers the component’s realisation as an experimental problem. With this, the acceptance tests not only specify the requirements of the system, but also describe the design of experiments. These experiments are used to analyse the characteristics of the input domain for given situations. They serve to identify one or more thresholds for the classification between different classes of behaviour, here between comfort braking manoeuvres and emergency braking manoeuvre. Then a number of unit tests define these thresholds as automated tests, before finally the component is implemented.

Realisation

The starting point of the implementation are the requirements that the system should be activated if the driver performs an emergency braking, and the system should not be activated if he performs a comfort braking. From this, we can directly derive an acceptance tests for the first requirement:

**Acceptance Test Emergency braking**

**Description:** The driver drives with the System Vehicle on a test track with a constant speed of $50[km\cdot h^{-1}]$. The driver starts to brake,
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when the System Vehicle passes a gate made of two pylons, see the setup of Figure 3.11. The aim of the braking manoeuvre is to stop the car right in front of a stationary obstacle (a foam object). The distance between the gate and the obstacle should be chosen in such a way that the average deceleration is greater than $4[ms^{-2}]$ and smaller than $[8ms^{-2}]$.

\[
\begin{align*}
    v_{sys}(t) &= 50[kmh^{-1}] \\
    a_{sys}(t) &= 0[ms^{-2}] \\
    \Delta s_{gate} &\cong 15[m]
\end{align*}
\]

Assertions: The result of the component Driver Assessment, $c_{driver}$, should be true.

Please note that the parameters of this test are not arbitrary, because we do not know whether the driver’s braking behaviour is similar at different speeds or not. Furthermore, the position of the gate of pylons will influence the deceleration and thus the brake pedal travel that is necessary to prevent the collision. In fact, if we increase the distance between the gate and the stationary obstacle, we can create another acceptance test for the second requirement.

Acceptance Test Comfort braking

Description: The driver drives with the System Vehicle on a test track with a constant speed of $50[kmh^{-1}]$. The driver starts to brake, when the System Vehicle passes a gate made of two pylons, see the setup of Figure 3.11. The aim of the braking manoeuvre is to stop the car right in front of a stationary obstacle (a foam object). The distance between the gate and the obstacle should be chosen in such a way that the average deceleration is smaller than $4[ms^{-2}]$.

\[
\begin{align*}
    v_{sys}(t) &= 50[kmh^{-1}] \\
    a_{sys}(t) &= 0[ms^{-2}] \\
    \Delta s_{gate} &\cong 25[m]
\end{align*}
\]

Assertions: The result of the component Driver Assessment, $c_{driver}$, should be false.
This means that the parameter, $\Delta s_{\text{gate}}$, is specific to each test.

The component should be realised by a threshold which differentiates between comfort and emergency braking manoeuvres. The idea is therefore to do an experiment with a number of drivers. Each driver should execute the tests comfort braking and emergency braking a number of times. Figure 3.16 shows two example braking manoeuvres. The x-axis of these plots is defined by the brake pedal travel, the y-axis is defined by the brake pedal speed, i.e. the gradient of the pedal’s travel. A braking manoeuvre is described as a trajectory which starts at the origin of the Cartesian coordinate system and then runs clockwise through the first and fourth quadrant. We suppose that a threshold exists which separates both kinds of braking manoeuvres. The trajectory of a comfort braking manoeuvres is then located to the left and below the threshold line, cf. the example in Figure 3.16(a). If it instead exceeds the threshold at some point, it is classified as an emergency braking manoeuvre. An example is shown in Figure 3.16(b), at which the first point exceeding the threshold is marked by the label “detection”.

The resulting trajectories of such an experiment with 30 drivers and 3 executions of each test by each driver are displayed with black lines (comfort braking) and grey lines (emergency braking) in Figure 3.17. Based on the results, it is possible to specify the interpolation points of the supposed threshold which separates both types of braking manoeuvres as shown by the bold line in Figure 3.17.

With this threshold, we can split the problem into two unit tests. The first tests uses a specific input stimulus, which defines the course of the threshold by a synthetic trajectory of brake pedal travel and brake pedal speed, see Figure 3.18(a). This

![Diagram showing comfort and emergency braking manoeuvres](image)

(a) Comfort braking manoeuvre

(b) Emergency braking manoeuvre

Figure 3.16: Example trajectories for a normal braking manoeuvre and an emergency braking manoeuvre
Figure 3.17: Classification of braking manoeuvres into comfort braking (black) and emergency braking (grey)

trajectory is synthetic as it can not be realised in practise. It starts at \( t = 0[s] \) with a brake pedal travel of \( 0.015[m] \) and a brake pedal speed of \( 3[ms^{-1}] \). Then at \( t = 1[s] \) the speed is decreased to \( 1.2[ms^{-1}] \), but the travel remains the same. Although such a course can not be executed by a driver, it exactly represents the identified threshold with its interpolation points and allows to assert a constant value for \( c_{driver} \).

Unit Test Upper boundary

Description: The input values of the component Driver Assessment are stimulated by a synthetic signal, which is defined by the plot shown in Figure 3.18(a)

Assertions: The following values are asserted for the output signals:

\[
c_{driver}(t) = \text{true} \tag{3.49}
\]

The second test applies the same approach, but uses a different input stimulus. For this stimulus, the x-values of the signal are modified by decreasing them by the smallest possible value of the brake pedal travel (defined through the resolution of the signal on the vehicle’s data network, e.g. the CAN). Furthermore the output signal is expected to be \( \text{false} \).

In addition, we can break down the unit tests such as the test Upper boundary into smaller tests, which handle a single segment or point of the threshold. Driven by these tests, the component is realised as a Simulink subsystem, called “Classification”.
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The subsystem runs continuously throughout the manoeuvre, and sets $c_{\text{driver}}$ to true if the trajectory of brake pedal travel and brake pedal speed exceeds the threshold. The functionality is divided into three steps:

1. Firstly, the value of the brake pedal travel is used to determine which segment of the threshold should be used, i.e. to select two interpolation points.

2. Secondly, the y-value of the threshold is calculated with a linear function between these interpolation points. The brake pedal travel is used as the x-value of this linear function.

3. Finally, it is checked whether the value of the brake pedal travel is smaller than the first interpolation point (output value is always false) or greater than the third interpolation point (output value is always true). Otherwise, the output value is only true if the brake pedal speed is greater than the y-value of the linear function.

This realisation has two problems: Firstly, a disturbance of the brake pedal travel or speed might lead to a deactivation of the system, particularly if the trajectory exceeds the threshold only by a small extent. Secondly, the driver will usually feel the support of the system and slightly reduce the pressure on the brake pedal (because of the impression that he has pressed the pedal too much). This might also deactivate the system. Therefore the output signal should only be switched to false if the brake pedal travel is reduced by 50 percent of the current trajectory’s maximum value. Again we can use a synthetic signal for the braking trajectory, see Figure 3.18(b), to define a unit test. The advantage of such a synthetic signal is that we can easily
define the point in time, at which the output signal should change its value from \textit{true} to \textit{false}. As a result, the component is extended by a SR flip-flop, whose set input is connected to the output signal of the subsystem described above. Another Simulink subsystem, called “Check decrease”, then checks the decrease of the brake pedal travel by subtracting the current value from the trajectory’s maximum value. If this decrease is larger than a threshold value, the subsystem output signal is set to true. We connect this output to the reset input of the flip-flop. The final component is shown in Figure 3.19.

3.4.3 Situation Assessment

The component Situation Assessment should realise the detection of a potential rear-end collision. It is based on the reaction time that is left to the driver until the System Vehicle reaches the so-called “point of no return”. After this point, a collision is considered to be unavoidable by the means of the System Vehicle. For a rear-end collision, the point of no return can be represented as a relative distance between Object and System Vehicle.

In general, the driver has two options to avoid a rear-end collision: steering and braking.\textsuperscript{4} Because our system has no information about the space which is or is not available for a steering manoeuvre, the option of steering is disregarded in the following. The reaction time is therefore defined as the time which is left until the driver has to start a braking manoeuvre. This means that the point of no return describes the difference between the braking distance of the System Vehicle and the distance travelled by the Object at the same time. The maximum reaction time then results from a full application of the brake, which is directly dependent on the friction

\textsuperscript{4}For other kinds of collisions, especially side-impact collisions, a third option exists in accelerating.
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Coefficient between the rubber of the vehicle’s tyres and the surface of the road.

\[ F_{brk} = mg\mu \] \hspace{1cm} (3.50)
\[ a_{min} = \frac{F_{brk}}{m} = g\mu \] \hspace{1cm} (3.51)

\( F_{brk} \) is the maximal achievable braking force resulting from the friction, \( g \) is the acceleration due to gravity, \( \mu \) is the friction coefficient, \( m \) is the mass of the vehicle and \( a_{min} \) is the minimal acceleration, i.e. the maximal deceleration, of the vehicle. In the following, we assume a friction coefficient of 1.02 and an acceleration due to gravity of 9.81\( ms^{-2} \). This corresponds to a minimal acceleration of \(-10 ms^{-2} \) and a stopping distance of 38.6\( m \) from a speed of 100\( kmh^{-1} \), i.e. the common stopping distance of a middle-class car on dry roads.

Concept

The Situation Assessment is realised by solving a mathematical problem. The starting point of our test-driven development process is again the system’s requirements. They specify that a certain physical variable should be lower or a higher than a threshold value. Typically, this physical variable has to be calculated from the system’s input signals. These input signals might be either measured by sensors or themselves be computed within other electronic control units. For example, the Brake Control Unit measures the System Vehicle’s acceleration with an accelerometer, but calculates the System Vehicle’s speed from four wheel impulse counters.

For such mathematical calculations, we propose the following approach for the definition of acceptance tests and unit tests, cf. Figure 3.20:

1. Analysis of the problem and derivation of boundary conditions
2. Partitioning into classes which have the same (mathematical) behaviour
3. Definition of acceptance tests for the classes
4. Definition of unit tests in parallel to the derivation of the equations

The process of solving a system of equations by inserting and rearranging mathematical terms is often error-prone, especially if several variables have to be considered. In fact, the rearranging of an equation can be compared to the practise of refactoring in software development processes, see Section 2.4. When refactoring, the functionality of the refactored software must not change; while rearranging an equation, both sides always have to be equal. The aim of the unit tests of the proposed approach is to
ensure the correctness of the formulae. They verify that the equation’s results are constant during the rearranging by incorporating this mathematical method into the development process.

**Realisation**

The calculation of the reaction time is defined by a problem space that consists of three translational motions, cf. Figure 3.21.

![Figure 3.21: Definition of the reaction time](image)

**Motion of the System Vehicle during the reaction time** $t_{react}$: We disregard the acceleration of the System Vehicle, i.e. the speed is considered to be constant:

\[
\begin{align*}
    a_{sys}([t_i, t_i + t_{react}]) &= 0 m/s^2 \\
    v_{sys}([t_i, t_i + t_{react}]) &= v_{sys}(t_i)
\end{align*}
\]

$t_i$ denotes the current time.

**Motion of the System Vehicle during the time** $t_{brake}$: The acceleration of the System Vehicle is set to the minimal acceleration:

\[
a_{sys}([t_i + t_{react}, t_i + t_{react} + t_{brake}]) = a_{\text{min}}
\]
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Motion of the Object during the time $t_{brake} + t_{react}$: We assume that the acceleration of the Object is constant during the whole time:

$$a_{obj}(t_i + t_{react} + t_{brake}) = a_{obj}(t_i)$$

The time $t_c$ describes the point in time, at which the braking manoeuvre is finished and the collision is avoided. It can be defined through the following equations:

$$s_{obj}(t_c) = s_{sys}(t_c)$$
$$v_{obj}(t_c) = v_{sys}(t_c)$$

We do not need to specify the relative acceleration at this point, because the System Vehicle’s acceleration is always minimal, cf. Equation (3.54).

From a geometrical point of view, these equations describe the point of contact between two curves: the curve of the System Vehicle’s motion, which is composed of a linear function and a parabola; and the curve of the Object’s motion, whose form depends on the Object’s acceleration. For $a_{obj}(t) = 0$ it is a linear function, for $a_{obj}(t) < 0$ and $a_{obj}(t) > 0$ it is a parable.

In Figure 3.22 and 3.23 the System Vehicle’s motion is shown as a dashed line (linear function) and a dotted line (parabolic), while the Object’s motion is shown as a solid line. There is always a solution for $a_{obj}(t) < 0$, i.e. either the point of contact or an intersection point exists, see Figure 3.22(a). In contrast, this is not necessarily true for $a_{obj}(t) = 0$ and $a_{obj}(t) > 0$ as the Object might be faster than the System Vehicle before a collision would happen. Therefore, two subcases exist for each of these cases, compare Figures 3.22(b) and 3.22(c) as well as 3.23(a) and 3.23(b).
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Figure 3.23: Motions of System Vehicle and Object: The trajectories of System Vehicle and Object do not intersect and a reaction time does not exist

explain the further steps of the development approach. The other subcases can be implemented in a similar way.

During the development of the components Activation and Driver Assessment, we have already used a test setup with a foam object. This setup has the advantage that it simplifies our mathematical problem, because the Object is stationary, i.e. \( v_{\text{obj}}(t) = 0[\text{kmh}^{-1}] \) and \( s_{\text{obj}}(t) = \text{const} \). Moreover a gate of pylons can mark the reaction time as a relative distance to the foam object. This allows the driver to check the value of the reaction time by observing the measurement signal at the moment when the System Vehicle passes the gate.

Acceptance Test Reaction time (stationary object)

Description: The System Vehicle approaches a foam object with a speed of \( 30[\text{kmh}^{-1}] \). The reaction time is marked with a gate of pylons, see the setup of Figure 3.11.

\[
\Delta s(t = 0[s]) = 100[m] \\
v_{\text{sys}}(t) = 30[\text{kmh}^{-1}] \\
\Delta s_{\text{gate}} \cong 3.47[m]
\]

Assertions: The reaction time should be linear and proportional decreasing with the relative distance between the Object and the System Vehicle. At the gate of pylons, it should have a value of \( 0[s] \).

The assertion of the test requires that the reaction time is observed while the System Vehicle is approaching the Object. For safety reasons, this can also be done after the execution of the manoeuvre by evaluating the data of a measurement system.
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Moreover, the speed and the initial relative distance can be arbitrarily selected to check for different gradients of the reaction time. It has to be noted that the position of the gate and the expected reaction time depend on each other and on the speed of the System Vehicle. If, for example, the gate is moved to $s_{gate} = 7.0[m]$, the expected reaction time would be $0.42[s]$ for $v_{sys}(t) = 30[km^{-1}]$, but $0.07[s]$ for $v_{sys}(t) = 40[km^{-1}]$.

To continue with the development, we can now focus on the two sections of motion of the System Vehicle, because the Object is not moving in this test. The end of the first section is dependent on the length of the braking manoeuvre. Therefore we start with a unit test for the second section:

**Unit Test Full braking (stationary object)**

**Description:** The input signals are set to the following values:

$$\Delta v(t) = -10[ms^{-1}]$$

$$v_{sys}(t) = 10[ms^{-1}]$$

**Assertions:** The following values are asserted for the output signals:

$$t_{brake}(t) = 1[s]$$

Its expected value is determined in parallel to the derivation of the formulae. Because the test defines $v_{obj}(t) = 0[ms^{-1}]$, $t_{brake}$ is defined as follows:

$$t_{brake}(t_i) = -\frac{v_{sys}(t_i)}{a_{min}}$$  \hspace{1cm} (3.58)

With $v_{sys} = 10[ms^{-1}]$ as a test stimulus, we can easily calculate the result of the equation to define the assertion of the above unit test. This means that although the parameters of the test are marked as arbitrary, they are chosen in a way to simplify the calculation of the expected value.

After the test has failed, we are able to realise Equation (3.58) as a new Simulink subsystem, named “Braking time”. In addition, more unit tests can be modelled to verify the implementation, e.g. to check for $a_{min} = 0[ms^{-2}]$ or negative speeds. We define such values of the input variables as invalid, because the output of the Simulink subsystem should only be the length of a braking manoeuvre. Therefore we set $t_{brake} = 0[s]$ as a lower limit and $t_{brake} = 10[s]$ as an upper limit. These boundary values also help to define a fix-point scaling for the automatic code generator as well as to prevent a numerical overflow on the target platform.
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The next step is the realisation of the reaction time. Using $t_{\text{brake}}$, the point of contact of both vehicles is defined through the following equation:

$$v_{\text{sys}}(t_i)t_{\text{react}}(t_i) + \frac{1}{2}a_{\text{min}}t_{\text{brake}}^2(t_i) = \Delta s(t_i)$$  \hfill (3.59)

The left-hand side defines the motion of the System Vehicle, the right-hand side the motion or, respectively, the relative distance between the Object and the System Vehicle. Only the value of $t_{\text{react}}$ is unknown in this equation as we have already derived the formula for $t_{\text{brake}}$. As a consequence, a new unit test can be defined whose expected value is calculated numerically (by hand) with Equation (3.58) and Equation (3.59).

**Unit Test Reaction time (stationary object)**

**Description:** The input signals are set to the following values:

$$\Delta s(t = 0[s]) = 10[m]^s$$
$$\Delta v(t) = -10[ms^{-1}]^s$$

$$\begin{align*}
\nu_{\text{obj}}(t) &= 0[ms^{-1}] \\
\nu_{\text{sys}}(t) &= 10[ms^{-1}]^s
\end{align*}$$

**Assertions:** The following values are asserted for the output signals:

$$t_{\text{react}}(t) = 0.5[s]$$

We have two options for the test objective of this test: We can either stimulate only the new Simulink subsystem for the reaction time, called “Reaction time”, and specify the time $t_{\text{brake}}$ within the test vector. Or we test both Simulink subsystems, i.e. “Braking time” and “Reaction time” together. The disadvantage of the second approach is that an error within the subsystem “Braking time” might influence the results of tests for “Reaction time”. For the current test, taking this risk seems unnecessary as the calculation of the braking time is fairly simple. But for the further development of the component, the effort for the creation of the test vector can be substantially decreased, especially when the Object’s speed and acceleration are considered.

Finally, the subsystem “Reaction time” is realised by solving Equation (3.59) for $t_{\text{react}}$. The Simulink model of the component Driver Assessment is shown in Figure 3.24. At further development cycles, the component is then extended for moving objects and to consider the other subcases, i.e. $a_{\text{obj}}(t) > 0$ and $a_{\text{obj}}(t) < 0$. With this, the described unit tests provide a continuous feedback to the developer. They
show that the equations are correctly derived, because the values which are expected by their assertions remain constant even for more complex formulae. For instance, the expected braking time of the unit test Full braking (stationary object) is always 1[s], no matter how the component is extended by further subcases. Thus if the unit tests are carefully selected, i.e. if they cover all identified partitions of the mathematical algorithm, they efficiently prevent errors during the derivation and rearranging of the formulae.

### 3.5 Summary

This chapter demonstrated the implementation of an automotive safety system to warn and support the driver in situations, which might lead to a rear-end collision. The system was initially defined by a set of requirements, and then analysed for a possible architecture in terms of the physical environment and the integration container. From this architecture, we identified three components, each representing a specific aspect of the design of embedded control systems. The realisation of these components was finally done by different approaches for test-driven development. The approaches were not only based on the methods and tools, which have been introduced in Chapter 2, but also considered the specific objective of the component. With this, we created an efficient system whose specification as well as the way of implementation, e.g. decisions about the design, the execution of experiments, the synthesis of formulae or the choice of parameter values, are documented and verified by automated tests.
Chapter 4

Development of a Longitudinal Vehicle Controller

The components of the Collision Prevention System introduced in Chapter 3, Figure 3.7, can be split into two groups. The first group decides about the activation of the system. Part of this group are the components Driver Assessment, Situation Assessment and Activation. The second group defines the behaviour of the system while it is activated. The only part in this group is the component Controller. It can therefore be considered as the major component defining the behaviour of the system once it has been activated. The controller should control the vehicle in a longitudinal way to support the driver in preventing a rear-end collision. The implementation of such a longitudinal vehicle controller is described in this chapter.

First, a literature review is presented for different approaches for longitudinal vehicle controllers. The component is then realised by a conventional approach as well as a test-driven approach. Furthermore two criteria are introduced which are commonly referred to as the most fundamental design requirements: stability and performance. Finally, the controllers of both approaches are compared by using these criteria and results from the simulation with Simulink are presented.

4.1 Controllers for Longitudinal Control

In the past, a number of different approaches for longitudinal control of vehicle dynamics have been presented. The starting point of these approaches is often the
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relationship between the conventional cruise control and the adaptive cruise control (ACC) [190]. This relationship can be described by a diagram, which presents the relative speed between the Object and the System Vehicle (range rate) on the x-axis and the relative distance between them (range) on the y-axis, see Figure 4.1. The

![Range-vs-Range-Rate diagram](image)

Figure 4.1: Range-vs-Range-Rate diagram (the grey areas indicate the risk for a potential collision)

diagram is therefore called the Range-vs-Range-Rate diagram. The y-axis is limited by the maximal detection range of the sensor used. A linear function divides the diagram into two regions. In the right region, conventional cruise control can be used to keep the vehicle at a constant speed. This region can be considered as a safe area, because there is no risk of a collision between the two vehicles for the configurations within it. The intersection point between the linear function and the y-axis describes the desired relative distance of the ACC system at a steady state. Usually, this distance can be specified by the driver using a potentiometer or menu entry. In the left region, the distance has to be controlled in such a way that the trajectory, composed of range and range rate, leads back to the right region. Otherwise a collision will happen. Two partial parabolas represent the maximal acceleration of the adaptive cruise control system (grey parabola) and the maximal physical acceleration of the System Vehicle (black parabola). To the left of the second parabola, a collision can only be prevented if the Object is changing its predicted motion, e.g. by accelerating to a higher speed or by turning left or right.

In contrast, the Virtual Bumper approach defines two physical regions in front of the System Vehicle [191]. The so-called Region of Interest represents the space which is covered by the sensors, cf. Figure 4.2. When an Object is entering this region,
it is constantly tracked and analysed for its criticality. A subspace of the Region of Interest is the so-called Personal Space, which is positioned close to the System Vehicle. If an Object is detected within the Personal Space, the system computes a force to compress the spring and the damper of a virtual mass-spring-damper system. This force represents a disturbance to the system. It is compensated by a feedback controller, which controls the brake of the System Vehicle to increase the relative distance between the Object and the System Vehicle and, consequently, to decrease the disturbance value.

![Diagram](image)

**Figure 4.2: Virtual Bumper approach**

Another approach is based on fuzzy control, cf. Figure 4.3 [182]. First, empirical data about avoiding a collision is collected from driving manoeuvres with human drivers. This data is converted into a three-dimensional map. The contour lines of this map are reproduced by the creation of so-called fuzzy sets, which transform the input variable of the controller, i.e. the state vector of the control loop, into a domain specific representation (fuzzyfication). Then decisions about the control actions are made by applying a set of rules to the results of the fuzzyfication (inference). Finally, these control actions are transformed to the output of the controller, i.e. the input variable of the control loop (defuzzyfication). With this, the criticality of a situation is determined in relation to the empirical data as a position of a three-dimensional map. Based on this position, one or more rules define how to prevent the collision and result in certain control actions. The major disadvantage of such an approach is that the system’s behaviour depends on the characteristics of the three-dimensional maps and the rule base. Thus, even a small change of the requirements might result in a high effort for revising the maps and considering the dependencies between adjacent contour lines.

Similar to fuzzy control, model-predictive control (MPC) uses rules for the synthesis of the controller. These so-called control laws specify a cost function for an optimisation problem. Moreover, the state and output variables of the plant model
are calculated for a certain time horizon. The control variable is derived from this predicted values and the cost function. The process is repeated at every time step with the current state values as the new starting point. This means that the prediction horizon is constantly moved with every time step. For the application of MPC to adaptive cruise control, the problem space is divided into two motions [192]. The Transitional Manoeuvre establishes the specified inter-vehicle distance of the ACC system. It starts from a given initial state which is usually defined by a negative relative speed between the object and the System Vehicle. For this motion, the control laws of model-predictive control aim to prevent the collision while considering the acceleration limits of the system vehicle. Then the Steady-State Operation controls the System Vehicle in such a way that the relative distance remains constant. This is typically implemented by a constant time gap spacing policy and the associated control algorithm [193].

Comparing the different approaches, the disadvantage of the Range-vs-Range-Rate approach and the Virtual Bumper approach is that they do not consider the Object’s acceleration. In contrast, the fuzzy control approach can be extended by the Object’s acceleration, but the realisation of this approach itself requires a high effort as empirical data for a number of driving manoeuvres have to be collected first. Furthermore common mathematical analyses in the frequency or time domain are not possible due to the fuzzy characteristics of the rule base used. Such analyses are possible with the model-predictive control approach, but its disadvantage is that it typically results in

\[1\] Therefore model-predictive control can be also called receding horizon control.
high computing times. Thus MPC might not be feasible for the ECU of the Collision Prevention System.

4.2 Conventional Approach

As a consequence of the literature review, we regard the presented approaches as not appropriate for the controller to be implemented. The controller will be realised by using a conventional approach, which is based on the state-space representation introduced in Section 3.3.1. In fact, this representation is similar to the state-space representation of the MPC approach described. Two approaches are considered in the following subsections: (i) the dynamics of the closed loop are defined by placing poles with pole placement; (ii) an optimal control approach is realised with LQG.

4.2.1 Synthesis with Pole Placement and LQG Optimisation

The closed-loop system is shown as a block diagram in Figure 3.4 and described by the following equations:

\[
\dot{x}(t) = Ax(t) + Bu(t) + Dd(t) \quad (4.1)
\]

\[
y(t) = Cx(t) \quad (4.2)
\]

\[
x(0) = x_0. \quad (4.3)
\]

with

\[
x(t) = \begin{pmatrix}
\Delta s(t) \\
\Delta v(t) \\
\Delta a(t)
\end{pmatrix}.
\]

(4.4)

The poles or the eigenvalues of the closed-loop system are the zeros of the characteristic polynomial:

\[
det[sI - (A - BK)] = det \begin{bmatrix}
s & -1 & 0 \\
0 & s & -1 \\
-\frac{1}{\theta}k\Delta s & -\frac{1}{\theta}k\Delta v & s + \frac{1}{\theta} - \frac{1}{\theta}k\Delta a
\end{bmatrix} = 0 \quad (4.5)
\]

\(s\) denotes the eigenvalues of the matrix \(A - BK\). By choosing values for \(K\), the poles of the closed-loop system can be arbitrarily placed. This technique is therefore called pole placement [194, p. 517].

For simplicity, all poles of our closed-loop system will be placed on the same position, \(\lambda\), with no imaginary part:

\[
det[sI - (A - BK)] = (s - \lambda)^3 \quad (4.6)
\]
Calculating the determinant and comparing the coefficients results in the following equations for the state feedback:

\[ k_{\Delta s} = \theta \lambda^3 \]  
\[ k_{\Delta v} = -3 \theta \lambda^2 \]  
\[ k_{\Delta a} = 3 \theta \lambda + 1 \]

It has to be noted that it is rather uncommon to put all poles on the same position. Usually different positions are preferred as they allow more options for adjusting the controller’s behaviour. This is neglected here because the conventional approach should only serve as the basis of comparison with the test-driven approach, but not as a full featured implementation.

As an alternative to pole placement, the feedback matrix can also be derived from a quadratic performance index, i.e. a cost function:

\[ J = \int_0^{\infty} (x^T Q x + u^T R u) dt \]

The matrices \( Q \) and \( R \) have to be both quadratic and symmetric. They describe the tradeoff between the regulation performance and the control effort by defining the weighting of the state variables \( (Q) \) and the control variable \( (R) \). For our closed-loop system, \( Q \) is a 3 x 3 matrix, while \( R \) is reduced to a scalar as the system has only one control signal. \( J \) represents a scalar value which has to be minimised by an optimisation. The feedback control law for such an optimal linear quadratic Gaussian (LQG) regulator is then

\[ u = -R^{-1} B^T P x \]  

with \( P \) being the positive-definite solution of the algebraic matrix Riccati equation [34, p. 600]:

\[ A^T P + PA - PBR^{-1} B^T P + Q = 0 \]

Typically, this equation is not solved by mathematical analysis, but numerically computed with the help of software, e.g. MATLAB’s Control System Toolbox.

### 4.2.2 Stability and Robustness

Stability is probably the most important criterion for control system design. In general, a system is stable if the output variables exhibit bounded responses to bounded input signals. This is called bounded-input-bounded-output (BIBO) stability. The bounded input signals are usually realised by mathematically well-defined input stimuli such as a unit step or a unit impulse. The system is called asymptotically stable.
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if the output variables settle at their original steady-state level after the application of an impulse. If they however reach a different, but constant level, or equal a continuous oscillation with a constant, not increasing amplitude, it is said to be marginally stable. Otherwise the system is unstable.

The nominal stability of a system is typically determined by mathematical analysis. Here, nominal means that the analysis uses a (simplified) model with nominal parameters of the real plant. This model is called the nominal plant. A linear time-invariant system is then stable if the poles of the closed-loop system have only negative real parts. With pole placement, this constraint can be directly considered during the design process. In contrast with the LQG approach stability is reached if $Q$ is positive semidefinite and $R$ is positive definite.

Another aspect of stability is robust stability or robustness. It describes how the stability is affected by applying the real plant to the controller. The reason for this is that the real plant often has underlying non-linearities, unknown disturbances and/or parameter uncertainties. The robustness against these influences is typically investigated by methods in the frequency domain, for instance Nyquist or Bode plots. They result in stability margins such as the gain margin and the phase margin, and indicate how far from instability the loop is. The gain margin quantifies the additional gain, by which the open-loop connection of the controller and the nominal plant can be multiplied until it becomes unstable. The phase margin defines the additional phase delay, which can be added to the open-loop connection until it reaches instability. For instance, the LQG approach can result in a gain margin from $0.5$ to $\infty$ and a phase margin of at least $\pm 60^\circ$ [195]. In other words, the closed-loop system remains stable even if the values of the feedback matrix are halved or multiplied with arbitrary large values.

4.2.3 Performance

In terms of stability and robustness, the aim of the controller is to compensate for disturbances and plant uncertainties. Another motivation for using a feedback controller is to get consistent performance over a wide range of conditions, or to improve performance compared to the open-loop plant. The performance is usually defined by a number of performance criteria. This section explains the definitions of such criteria and evaluates them for their application to the control loop of the Collision Prevention System.

In the time domain, the way a system responds can be quantified by examining the output response, $y(t)$, when an input or disturbance variable changes from one
steady level to another steady level. Such a change is typically produced by a step function and the corresponding response of $y(t)$ is then called step response. If the height of the step is one, the step function is called unit step. Based on the step response, it is possible to define the following commonly used performance criteria:

**Steady-state error:** The steady-state error defines the difference between the expected value and the final value of the output response, i.e. the steady-state output. The aim of the controller’s design is to minimise this difference. The expected value depends on the variable that is stimulated by the step function. For the reference input of a single-input-single-output (SISO) system, we expect the output response to reach the height of the step function, i.e. the output value follows the desired reference. In contrast, if the unit step is applied to the disturbance value (output disturbance), the controller should compensate for this disturbance, so that the disturbance does not influence the output.

The aim of the Collision Prevention System is not to keep a specific steady-state output value, but only to prevent a potential collision. Thus we use the peak value of the output variable as an alternative criteria. This value represents the relative distance at which a braking manoeuvre is finished. It is positive if the collision was prevented, cf. Figure 4.4(a), and negative if not, cf. Figure 4.4(b). In addition, an arbitrary offset should compensate for inaccuracies of the sensor or perturbances of the plant, so that the collision is even prevented if $\Delta s$ reaches zero. It is internally added to the value of $\Delta s$ at the interface of the final software system, i.e. the distance which is received from the radar sensor.

![Graph](image)

**Figure 4.4:** Relationship between the peak value of the output variable and a collision
Rise time / Settling time: The rise time is the shortest time required for the step response to achieve some specified percentage of the steady-state value. It is usually measured between 10 percent and 90 percent of the steady-state value, because this range is applicable for overshooting and non-overshooting responses. For the stimulation by a disturbance, the rise time can be interpreted as a fall time, i.e. it is measured while the output value falls from 90 percent to 10 percent of the disturbance’s amplitude. In contrast, the settling time specifies the time taken for the response to reach and remain within some specified range of its final value. This range is called the allowable tolerance and is normally expressed as a percentage of the step’s height. The general difference between both times is that the rise time does not consider the progress of the output signal after it reached the specified percentage, while the settling time is only defined if the signal stays within constant boundaries.

For the CPS, we define the rise time as the time at which the minimal relative distance is reached. It describes how fast the system reacts to a certain initial condition to prevent a collision.

Peak overshoot / Peak time: The peak overshoot specifies the amplitude of the first peak which overshoots the steady-state value, and is normally expressed as a percentage of the steady-state value. The peak time is the time from the initiation of the response to the overshoot.

In terms of the our CPS system, an overshoot of the output value is equal to a collision. Such situations are regarded as unsafe. The value of the overshoot might be used to represent the impact energy, but more common for this purpose is the relative speed at the time of the impact.

Another way to describe the performance in the time domain are so-called performance indices. Typically, such indices express the system’s performance by integrating the area between the time axis and one or more variables of the closed-loop system. Such a common performance index is the integral of the squared control signal:

$$ J = \int_{t_1}^{t_2} u^2(t) dt $$

With $t_1$ specifying the time of application of a step function or a disturbance configuration respectively, and $t_2$ specifying the time when the minimal relative distance is reached, the value of $J$ states how much effort was used by the controller to prevent the collision. Thus, we use this function to represent the control effort. In addition, the minimal value of the control signal, i.e. the maximal deceleration applied by the
controller, can provide further information about the characteristics of the control process, especially because the variable is bounded to certain limits.

4.2.4 Choice of the Parameters

The last step of the conventional approach for the longitudinal vehicle controller is the choice of the parameters, i.e. either the value of $\lambda$ for the pole placement or the values of $Q$ and $R$ for the LQG optimisation. This design process usually consists of the following steps, which are executed iteratively:

1. Initial values for the parameters are chosen.
   
   **Pole Placement:** All poles have to have negative real parts to ensure nominal stability.
   
   **LQG optimisation:** $Q$ has to be positive semidefinite and $R$ positive definite. In addition, Bryson’s rule can be used [196]:
   
   \[
   Q_{ii} = \frac{1}{\text{maximum acceptable value of } x_i^2} \quad (4.14)
   \]
   \[
   R_{ii} = \frac{1}{\text{maximum acceptable value of } u_i^2} \quad (4.15)
   \]

2. The feedback matrix is derived.
   
   **Pole Placement:** The matrix is directly calculated, e.g. for our controller with equations (4.7), (4.8), and (4.9).
   
   **LQG optimisation:** The matrix is obtained by either directly solving the Riccati equation (4.12) or by executing a numerical computation of this equation.

3. The closed-loop system is simulated, for instance, as a Simulink model. Particular input stimuli such as a step function are applied to the input, state or disturbance variables.

4. The state and output variables are reviewed with regard to stability and performance criteria.

5. If the requirements for stability and performance are not met, the process is repeated by modifying the parameters and proceeding with step 2.

The modification of the parameters with the last step is typically driven by the experience of the developer accompanied by several evaluation techniques, e.g. frequency methods such as the Nyquist plot.
Pole Placement

In addition to stability and performance criteria, also the functional requirements of the system have to be considered. For our longitudinal vehicle controller, the elements of the feedback matrix, i.e. $k_{\Delta s}, k_{\Delta v}$, and $k_{\Delta a}$, do not only influence the system’s stability and performance, but also its ability to avoid a collision. For instance, $\lambda = -1$ results in the following feedback vector:

$$K_{\lambda=-1} = \begin{bmatrix} -0.25 & -0.75 & 0.25 \end{bmatrix}$$  \hspace{1cm} (4.16)

Due to the logic, which has been realised by the components Activation and Situation Assessment (see Section 3.4.1 and Section 3.4.3), the control signal is only applied to the System Vehicle if

- the relative distance between Object and System Vehicle is greater than or equal to zero, and
- the relative speed between Object and System Vehicle is smaller than zero.\(^2\)

Thus $k_{\Delta s}$ and $k_{\Delta v}$ act against each other. The negative sign of $\Delta v$ multiplied by $k_{\Delta v}$ decreases the desired acceleration while the positive sign of $\Delta s$ multiplied by $k_{\Delta s}$ increases the same value. In other words, the larger the relative distance between Object and System Vehicle, the larger is the desired acceleration (and thus, the smaller the desired deceleration) of the controller. On the one hand, this behaviour is in accordance to the CPS’ requirements as it avoids that the System Vehicle performs a full braking manoeuvre although the relative distance is still large enough for a more comfortable deceleration. On the other hand, it has to be designed carefully as otherwise the System Vehicle might react too late. For example, if the System Vehicle is approaching a stationary object with $\Delta s(t = 0[s]) = 20[m]$ and $\Delta v(t = 0[s]) = -20[ms^{-1}]$, the initial value of the control variable resulting from Equation (4.16) is $a_{set}(t_i) = -10[ms^{-2}]$. If we move the pole further to the left, the quotient of $k_{\Delta s}$ over $k_{\Delta v}$ changes, see Figure 4.5(a). At $\lambda = -3$ both elements have the same value and as a consequence, the control variable in the same situation would be $a_{set}(t_i) = 0[ms^{-2}]$. As the ideal minimal braking distance is $20[m]$ (assuming $a_{min} = -10[ms^{-2}]$), the example requires an immediate reaction of the system. In Figure 4.5(b), this is achieved by a control signal resulting from $\lambda = -1$ or from $\lambda = -2$, while the control signal resulting from $\lambda \leq -3$ starts with an initial value which is too small in terms of the deceleration.

\(^2\)The CPS might be also activated if the relative speed is initially greater than zero, but decreases due to an Object’s acceleration which is smaller than zero. This case is neglected here.
As an alternative, we can define the physically necessary acceleration to avoid the collision by the following equation:

\[ a_{\text{phys}}(t_i) = a_{\text{obj}}(t_i) - \frac{1}{2} \frac{\Delta v(t_i)^2}{\Delta s(t_i)} \]  

(4.17)

Comparing this acceleration to the control signal, which is derived from the feedback matrix (Equation (3.36)),

\[ a_{\text{set}}(t_i) = a_{\text{obj}}(t_i) - k_{\Delta s} \Delta s(t_i) - k_{\Delta v} \Delta v(t_i) - k_{\Delta a} \Delta a(t_i), \]  

(4.18)

shows that the quadratic relationship between the relative speed and the relative distance (Equation (4.17)) can not be directly reflected by the coefficients \( k_{\Delta s} \) and \( k_{\Delta v} \). Using pole placement, a possible solution is the definition of the value of \( \lambda \) dependent on \( \Delta v \) and \( \Delta s \).

\[ \lambda = \sqrt[\Delta v]{\frac{\Delta s}{\Delta v}} \]  

(4.19)

Inserting Equation (4.19) into Equation (4.8) and (4.18) leads to the following control signal, which approximates the quadratic relationship.

\[ a_{\text{set}}(t_i) = a_{\text{obj}}(t_i) - k_{\Delta s} \Delta s(t_i) - 3\theta \frac{\Delta v \Delta v}{\Delta s} - k_{\Delta a} \Delta a(t_i). \]  

(4.20)

The disadvantage of such an approach is the movement of the pole as the relative speed between the Object and the System Vehicle is decreased during the control braking manoeuvre. The pole converges to zero, hence the robustness of the closed-loop system is reduced. We therefore modify the calculation of \( \lambda \) in such a way that

![Figure 4.5: Influence of \( \lambda \) on (a) the elements of the feedback matrix \( K \) and (b) the control variable \( u \) for \( x(0) = (20[m]; -20[ms^{-1}]; 0[ms^{-2}])^T \)](image-url)
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it is limited to a maximum value of $-1.03$. This maximum provides sufficient values for the gain margin (2.2) and the phase margin ($31^\circ$). Furthermore, we calculate the pole resulting from Equation (4.19) only at the beginning of the manoeuvre, i.e. when the CPS is activated. In addition, the pole is moved to the left by a value of 0.5, but limited to a minimum value of $-2.0$. Both of these values were chosen by simulating the system with various initial conditions, e.g.

$$\mathbb{Z}_{S1}(t = 0[s]) = \begin{pmatrix} 10 & [m] \\ -10 & [ms^{-1}] \\ 0 & [ms^{-2}] \end{pmatrix}$$

(4.21)

and evaluating the number of situations, at which the system was able to prevent the collision.

$$t_{pole} = -\sqrt{\frac{r\Delta v(t = t_{act})}{\Delta s(t = t_{act})}} - 0.5$$

(4.22)

$$\lambda = \begin{cases} -1.03 & \text{if } t_{pole} > -1.03 \\ -2.0 & \text{if } t_{pole} < -2.0 \\ t_{pole} & \text{otherwise} \end{cases}$$

(4.23)

t_{act} denotes the time when the CPS is activated. For example, the initial condition in Equation (4.21) leads to a pole at $\lambda = -1.5$ and with equations (4.7), (4.8), and (4.9) to the following feedback matrix:

$$K_{PP} = \begin{bmatrix} -0.84 & -1.69 & -0.13 \end{bmatrix}$$

(4.24)

In the following, the feedback controller realised by Equation (4.24) is called SSA-PP controller. SSA is the abbreviation for state-space Approach, PP for pole placement.

LQG Optimisation

In addition to the SSA-PP method, we consider a LQG optimisation as a second variant for the conventional approach. The corresponding controller is then referred to as the SSA-LQG controller. The feedback matrix of this controller is computed as explained above by iteratively setting the elements of $Q$ and $R$, while observing the system’s response to different initial conditions such as Equation (4.21). This process leads to

$$Q = \begin{bmatrix} 0.3 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0.3 \end{bmatrix}$$

(4.25)
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and

\[ R = 0.3, \]  \tag{4.26} 

which results in the following feedback matrix:

\[ K_{LQG} = \begin{bmatrix} -1.00 & -2.64 & -0.82 \end{bmatrix} \]  \tag{4.27} 

Using Bryson’s rule, the choice of \( Q \) and \( R \) means that we accept larger values for \( \Delta s \) and \( \Delta a \) than for \( \Delta v \) as \( Q_{11} \) and \( Q_{33} \) are smaller than \( Q_{22} \). This allows us to specify the precedence of the relative speed between Object and System Vehicle in comparison to the relative distance or the relative acceleration.

### 4.3 Test-Driven Development Approach

In the last section, we have presented two conventional approaches for the longitudinal vehicle controller. In contrast, this section describes a test-driven development approach for the realisation of the same component. Similar to the other components, which have been described in Chapter 3, we first consider the specific aspects of the component’s objective to derive a concept for TDD. Then the longitudinal vehicle controller is realised by using this concept.

#### 4.3.1 Concept

The component Controller should show the application of TDD to control system design. Control system design commonly includes the derivation of a number of mathematical formulae to describe the physics of the control system, e.g. by a set of differential equations. Similar to the approach for the mathematical problems, compare Section 3.4.2, we can use this mathematical formulae for the definition of acceptance tests, see Figure 4.6.

The design of a controller is usually done in two phases: analysis and synthesis. Ideally, we want to assign at least one unit test to each of them. The first type of unit test, named Analysis Tests, is a direct translation of an acceptance test to the level of the software unit. Analysis Tests specify what the system should do. They contain a plant model, initial conditions, disturbance values as well as an expected behaviour in terms of assertions. Typically the assertions are used in conjunction with one or more performance criteria (cf. Section 4.2.3). The second type of unit tests, named Design Tests, then detail how the system is realised. Their parameters are the input stimuli for specific formulae whose results describe the implementation of the controller. Part of the Design Tests can also be the plant model etc. An example
are the formulae of Ziegler and Nichols. These formulae use the outputs of the plant model, which is stimulated by a step function, to calculate the gain values of a PID controller. Therefore, the Analysis Tests help us to express the requirements of the control system, while the Design Tests drive the implementation of the controller in a systematic and traceable way.

In the following, we will apply this concept in two ways. Firstly, we use the tests to create a basic implementation and document the tuning of the controller. Secondly, this implementation is extended in a manner of incremental design until the system’s requirements are fulfilled.

### 4.3.2 Basic Implementation

The plant model of the CPS has already been described in Section 3.3.1. For the basic implementation of the controller, we use the simplest initial concept by considering the relative acceleration as the only state. This means that the relative speed and the relative distance between Object and System Vehicle are neglected in the model, see Figure 4.7.

\[
x(t) = \Delta a(t) = a_{\text{obj}}(t) - a_{\text{sys}}(t)
\]

\[
y(t) = x(t)
\]

A steady state is reached if the following condition is fulfilled:

\[
\dot{x}(t) = \Delta \dot{a}(t) = 0.
\]

In addition, a collision is only prevented if the relative speed between the Object and the System Vehicle is zero, i.e.

\[
\Delta \dot{v} = \Delta a(t) = 0.
\]
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\[ a_{sys}(t=0[s]) \]

First Order Behaviour

\[ u = a_{set} - K \]

\[ y = \Delta a \]

Figure 4.7: Simplified control loop with only one state

In other words, the System Vehicle should brake as much as the Object is braking. From this, we can derive the first acceptance test which specifies a constant motion of both vehicles until the Object starts to brake. It is asserted that the System Vehicle will react with a deceleration of the same value, reaching a steady state two seconds after the beginning of the manoeuvre and with a tolerance of five percent.

Acceptance Test: Object is braking

Description: Both the System Vehicle and the Target Simulator (see Section 3.4.1) drive with a constant speed of \( 30[km h^{-1}] \) and a relative distance of \( 50[m] \). When the Object passes a gate of pylons, it should brake with a constant deceleration of \( -1[ms^{-2}] \) until standstill.

\[
\Delta s([0, t_g]) = 50[m]^+
\]

\[
\Delta v([0, t_g]) = 0[km h^{-1}]^+
\]

\[
v_{obj}([0, t_g]) = 30[km h^{-1}]^+
\]

\[
v_{sys}([0, t_g]) = 30[km h^{-1}]^+
\]

\[
a_{obj}([t_g, t_s]) = -1[ms^{-2}]
\]

\( t_g \) denotes the time when the Object passes the gate, \( t_s \) denotes the time when it comes to standstill.

Assertions: The System Vehicle automatically starts to brake when the Object is braking. It should reach the same deceleration after a
settling time of 2[s] with an allowed tolerance of 5%.

\[ \Delta a(t \geq t_g + 2[s]) \leq 0.05ms^{-2} \]

It has to be said that from a process’ point of view this test does not necessarily have to be defined after the analysis of the control loop, because the specified behaviour could also be derived from general thoughts about the system. However, the derivation of the state-space equations helps to express the definition of the test stimuli and the assertions in a more formal way. For the input stimuli, we use a mixture of arbitrary and specific values. The speed of System Vehicle and Object as well as the relative distance are partially arbitrary, because these variables are not part of the plant model and do not directly influence the assertion. The constraint for the speed is that Object and System Vehicle initially have the same speed, i.e. \( \Delta v(t = 0)[s] = 0[kmh^{-1}] \). The value of the relative distance should be a safe distance between both vehicles, which considers that the test is executed before the controller is implemented due to the test-first approach. In contrast, the Object’s acceleration is not arbitrary, but specific to the test by representing a negative unit step. The corresponding assertion describes the performance criterion settling time, see Section 4.2.3. The expected value for this time is 2[s] with an allowed tolerance of 5%. These values are not part of the system’s functional requirements, cf. Section 3.2, but the developer typically specifies them as part of the development process.

Next, we can create a unit test which is similar to this acceptance test, but does not include values for speed or distance as the corresponding states are not a part of our simplified plant model. The test belongs to the group of Analysis Tests.

Unit Test Constant deceleration

Description: The test uses the plant model, which is shown in Figure 4.7, and specifies the initial value of the System Vehicle’s acceleration as well as the Object’s acceleration.

\[
\begin{align*}
    a_{sys}(t = 0[s]) &= 0[ms^{-2}] \\
    a_{obj}(t) &= -1[ms^{-2}] \\
\end{align*}
\]

Assertions: The following values are asserted for the state variables:

\[ \Delta a(t > 2[s]) \leq 0.05[ms^{-2}] \]

In contrast to the unit tests of the previously implemented components, no assertion is defined for the output signals of the test objective, but instead for the output signal
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of the plant model. This approach is typical for the testing of closed-loop systems, because the specification of a control system often describes requirements not only for the control variable, \( u(t) \), but also for the state variables and the output variables respectively. Therefore, the test uses the initial and the disturbance values of the plant model as its test vector.

The synthesis of our controller should be done by pole placement. With pole placement, the equation for the control signal (Equation (3.39)) is inserted into the first equation of the state-space approach (Equation (3.11)) to derive a formula for the eigenvalues of the matrix \( A - BK \).

\[
K = 1 + \theta \lambda
\]  

(4.32)

\( \lambda \) is the eigenvalue of the matrix \( A - BK \) and equals the pole of the closed-loop system. A stable closed-loop system is obtained when this pole has a negative real part.

The controller is implemented by a constant gain with the value of \( K \). Therefore the exact position of the pole defines not only the behaviour of the system, but also how the controller is realised as \( \lambda \) directly influences the value of \( K \). In fact, it is possible to pass the current unit test with different values of \( \lambda \), so that we need additional criteria, that is tests, to fully specify the synthesis. One possible way is the specification of additional performance criteria, e.g. through assertions for the rise time and the peak overshoot of the output value to a given input stimulus. Furthermore most signals are subdued by physical restrictions such as the saturation of the system’s actuator. By describing these restrictions through one or more tests, we can also isolate a range of valid values for \( \lambda \).

For the brake system of the CPS, the valid range of the requested acceleration is between \([0\,m/s^2]\) and \([-10\,m/s^2]\). As the minimal value of the Object’s acceleration is also \(-10\,m/s^2\), we can derive the following condition from Equation (3.39):

\[
-10[m/s^2] < a_{min} - K(a_{min} - a_{sys}(t)) < 0[m/s^2]
\]  

(4.33)

\( a_{min} \) is the minimal acceleration as defined by Equation (3.51). The maximal value of \( a_{sys}(t) \) is \([0\,m/s^2]\), because the driver has to apply the brakes to activate the system. The range of \( \lambda \) is obtained by inserting Equation (4.32) into (4.33) with \( \theta = 0.25 \).

\[
\lambda \in [-4, 0]
\]

\(^3\)The case that the driver is braking, but the acceleration of the System Vehicle is still greater than zero, e.g. when driving downhill, is neglected here.
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With a second unit test, we can now search for a value within this range that fulfils Equation (4.33), the unit test Constant deceleration, and results in a minimal value for $K$, i.e. a minimal gain. The test belongs to the group of Design Tests.

Unit Test Choose $\lambda$

Description: The test calculates the value of $K$ by using Equation (4.32) and iterating through the range of $\lambda$.

$$\lambda \in [-4, 0]$$

Assertions: All of the following assertions have to be true.

1. The assertion of the unit test **Constant deceleration** should be true.
2. $-10[ms^{-2}] < a_{\text{min}} - K(a_{\text{min}} - 0) < 0[ms^{-2}]$
3. The absolute value of $K$ should be minimal.

Its test objective is defined by Equation (4.32) with $\lambda$ as an input and $K$ as an output value. For two different test objectives we would usually create two test beds, i.e. two Simulink systems. This is neglected here, as on the one hand the test creates a fixture with another test, and on the other hand the testing of these equations is part of the controller design and therefore documented within the test bed as a part of the development process.

The test results in the following position of the pole:

$$\lambda = -1.5.$$  \hspace{1cm} (4.34)

The controller can now be implemented with the corresponding value of $K$. To let also the acceptance tests pass, we set the value of $c_{\text{driver}}$ during the development of the component constantly to true. With this, the realised controller can be tested without the influence of a driver’s braking manoeuvre.

Finally, the system is able to compensate for differences between the Object’s and the System Vehicle’s deceleration. In contrast, it fails in situations when the relative acceleration is zero, but the System Vehicle is faster than the Object and therefore collides with it. The reason is that the control loop used does not include state variables for the relative speed or the relative distance. Therefore the component is extended in the next section.
4.3.3 Extended Implementation

At the beginning of every development iteration, the first step is to define acceptance tests which translate the requirements into an executable form. To solve the problem described we could use a control loop with two states, the relative acceleration and the relative speed, and proceed similar to the previous iteration. The disadvantage of this approach is that the matrices of the state space equations have to be recalculated and all unit tests must be modified for the additional states. Then this work would be repeated if the third state, the relative distance, will be introduced with another development iteration. Although this approach is an iterative process, the design is not evolved iteratively as the major parts of the design (states, matrices, poles) are changed significantly with every new iteration. This can be compared with the construction of a multi-storey house, where the workers have to rebuild the base whenever a new level is added. As a consequence, either the basic idea of the last iteration is not appropriate for test-driven development, or there is another approach to consider the speed and the distance within the control loop.

The first acceptance test of the controller was that it should compensate for a relative acceleration smaller than zero. With this, a collision is prevented if the relative speed is greater than or equal to zero and the initial relative distance is greater than a certain value (considering the system’s reaction time). Thus the corresponding acceptance test only defines an assertion for the relative acceleration, but not for the other states. However, this is not a sufficient assertion if the System Vehicle is faster than an Object which neither accelerates nor decelerates. The new acceptance test should therefore assert that the relative distance must always be greater than zero as this generally expresses the condition for a prevented collision. Moreover the requirement System operation describes a target braking, i.e. to optimally use the relative distance between the Object and the System Vehicle. The controller should brake only as much as necessary to prevent a collision. On the one hand, this allows a maximal reaction time and maximal space for the vehicle which is driving behind the System vehicle. On the other hand, the system will not distract the driver with too high decelerations, e.g. a full braking manoeuvre, although a comfortable distance is still left. In fact, the driver will only feel the support of the system if the requested acceleration is smaller than the acceleration caused by him (as the driver has to apply the brake pedal to activate the system, see Section 3.4.2). Thus we use a second assertion, which defines that the minimum of the relative distance has to be smaller than $1[m]$. 

Acceptance Test Faster than Object
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Description: The System Vehicle drives with a constant speed of $60[km\cdot h^{-1}]^+$, the Target Simulator drives with a constant speed of $30[km\cdot h^{-1}]^+$. The initial relative distance is $100[m]^+$.

$$\Delta s(t = 0[s]) = 100[m]^+$$

$$\Delta v(t = 0[s]) = -30[km\cdot h^{-1}]^+\quad \begin{cases} v_{obj}(t) = 30[km\cdot h^{-1}]^+ \\ v_{sys}(t = 0[s]) = 60[km\cdot h^{-1}]^+ \end{cases}$$

Assertions: The System Vehicle automatically starts to brake when the situation is becoming critical. The collision should be prevented, i.e. the relative distance between both vehicles should always be greater than $0[m]$. Moreover, the minimum of the relative distance between both vehicles should always be smaller than $1[m]$.

$$\Delta s(t) > 0[m]$$

$$\Delta(s)(t) < \begin{cases} 1 & \text{if } (\Delta\dot{s}(t) = 0) \land (\Delta\ddot{s}(t) \geq 0) \\ \infty & \text{otherwise} \end{cases}$$

We continue with the definition of a unit test for the group of Analysis Tests. The aim of the test is to specify what our system should do (prevent the collision). It is similar to the scenario of the acceptance test Faster than Object and uses the full plant model as described in Section 3.3.1. It therefore defines initial values of the speed of System Vehicle and Object, the relative distance, at which the situation is critical, and a relative acceleration equal to zero.

Unit Test Faster than Object

Description: The test uses the plant model, which is shown in Figure 3.4, and specifies the initial value of the System Vehicle’s speed and acceleration, the Object’s speed and acceleration as well as the initial relative distance.

$$\Delta s(t = 0[s]) = 15[m]^+$$

$$\Delta v(t = 0[s]) = -10[ms^{-1}]^+\quad \begin{cases} v_{obj}(t) = 5[ms^{-1}]^+ \\ v_{sys}(t = 0[s]) = 15[ms^{-1}]^+ \end{cases}$$

$$\Delta a(t = 0[s]) = 0[ms^{-2}]\quad \begin{cases} a_{obj}(t) = 0[ms^{-2}] \\ a_{sys}(t = 0[s]) = 0[ms^{-2}] \end{cases}$$
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Assertions: The following values are asserted for the output variable:

\[ \Delta s(t) > 0[m] \]

The test fails as the output of the controller, \( u(t) \), only depends on the input values of \( a_{obj} \) and \( a_{sys} \), which are both zero. We know from the unit test Constant deceleration that the System Vehicle brakes if \( a_{obj} \) is stimulated by a negative value. Therefore our current unit test will pass if we manipulate \( a_{obj} \) in a similar way, i.e. setting it to \(-6[ms^{-2}]\).

Unit Test Manipulated \( a_{obj} \)

Description: The test uses the same setup as the unit test Faster than object. In addition, the output signal for \( a_{obj} \) is set to \(-6[ms^{-2}]\) within the test’s model, see Figure 4.8.

\[ a_{obj}(t) = -6[ms^{-2}] \]

Note that the Object’s acceleration is not modified within the plant model, but only as the test’s output signal.

Assertions: The following values are asserted for the state variables:

\[ \Delta s(t) > 0[m] \]

![Diagram](image)

Figure 4.8: Manipulating the Object’s acceleration to prevent the collision

Although this test seems to be more like a fake test than like a real test, it is very useful in terms of documenting the implementation idea (“how it is done”). Following
this idea, we modify the definition of the controller as follows:

\begin{align}
  u(t) &= a_{obj}(t) - K \Delta a_{ref}(t) \\
  \Delta a_{ref}(t) &= a_{obj}(t) - (a_{sys}(t) + a_{ref}(t))
\end{align}

\(a_{ref}\) represents a reference value, which is added to the System Vehicle’s acceleration in-between the plant model and the controller. Similar to the unit test Manipulated \(a_{obj}\) it simulates a negative value of \(a_{obj}\) to reach a deceleration of the System Vehicle.

For this reference value, we use a reference model which calculates the physically necessary acceleration to avoid the collision. In fact, such a calculation represents the inversion of the plant model without the first order behaviour. The calculation is done in three steps:

**Prediction:** At first, the future values of \(\Delta s, \Delta v, v_{obj}\) and \(v_{sys}\) are predicted for a time-horizon of \(\theta = 0.25s\), assuming \(a_{sys}(t_i) = const\) and \(a_{obj}(t_i) = const\). It has to be considered that if the Object is braking, it might happen that the Object will stand still before the end of the time-horizon, as in most cases the Object won’t drive backwards after a braking manoeuvre.

\[
  c_{bak}(v, a) = (a(t_i) < 0) \land (v(t_i) < -a(t_i)\theta)
\]

The Boolean condition \(c_{bak}(v_{obj}, a_{obj})\) is true if the Object comes to standstill. For this case, the speed of the Object is set to zero at the end of the time-horizon, otherwise the speed of the Object is predicted by the following equation.

\[
  v_{obj}(t_i + \theta) = \begin{cases} 0 & \text{if } c_{bak}(v_{obj}, a_{obj}) \text{ is true} \\ v_{obj}(t_i) + a_{obj}(t_i)\theta & \text{otherwise} \end{cases}
\]

A similar formula can be applied to the speed of the System Vehicle:

\[
  v_{sys}(t_i + \theta) = \begin{cases} 0 & \text{if } c_{bak}(v_{sys}, a_{sys}) \text{ is true} \\ v_{sys}(t_i) + a_{sys}(t_i)\theta & \text{otherwise} \end{cases}
\]

The predicted relative speed is then:

\[
  \Delta v(t_i + \theta) = v_{obj}(t_i + T) - v_{sys}(t_i + \theta).
\]

If \(c_{bak}\) is true, we furthermore calculate the distance, which is laid back by the System Vehicle during the time-horizon, i.e.

\[
  s_{sys}(\theta) = v_{sys}(t_i)\theta + \frac{1}{2} a_{sys}(t_i)\theta^2,
\]
and by the Object until it reaches stand-still, i.e.

\[ s_{\text{obj}}(\theta) = -\frac{1}{2} v_{\text{obj}}(t_i)^2. \]  

(4.42)

We subtract these values from each other to get

\[ \Delta s(\theta) = s_{\text{obj}}(\theta) - s_{\text{sys}}(\theta) \]  

(4.43)

and add it to \( \Delta s(t_i) \) to obtain \( \Delta s(t_i + \theta) \). If \( c_{\text{bak}} \) is false, we can directly derive the predicted relative distance by using the state values \( \Delta s(t_i) \), \( \Delta v(t_i) \) and \( \Delta a(t_i) \) together with Equation (3.3):

\[
\Delta s(t_i + \theta) = \begin{cases} 
\Delta s(t_i) - \frac{1}{2} v_{\text{obj}}(t_i)^2 \left( \frac{1}{v_{\text{obj}}(t_i)} - \frac{1}{v_{\text{sys}}(t_i)} \right) - \frac{1}{2} a_{\text{sys}}(t_i)^2 & \text{if } c_{\text{bak}} \text{ is true} \\
\Delta s(t_i) + \Delta v(t_i) \theta + \frac{1}{2} \Delta a(t_i) \theta^2 & \text{otherwise}
\end{cases}
\] 

(4.44)

**Distinction:** If the Object is braking, it might happen that the Object will stand still before the collision takes place\(^4\), as in most cases the Object won’t drive backwards after a braking manoeuvre. This is true if the relative speed, \( \Delta v(t_i + \theta) \), is greater than or equal to the speed that is necessary to traverse the relative distance, \( \Delta s(t_i + \theta) \), during the braking time of the Object, \( v_{\text{obj}}(t_i) \left( a_{\text{obj}}(t_i) \right)^{-1} \).

\[ c_{\text{ca}1} = \left( a_{\text{obj}}(t_i) < 0 \right) \land \left( \Delta v(t_i + \theta) \geq \Delta s(t_i + \theta) \right) \frac{a_{\text{obj}}(t_i)}{v_{\text{obj}}(t_i + \theta)} + \frac{1}{2} v_{\text{obj}}(t_i + \theta) \) 

(4.45)

If the Object is accelerating, there might be no collision at all. A collision happens if the function of the relative distance has no zero point.

\[ c_{\text{ca}2} = \left( a_{\text{obj}}(t_i) \geq 0 \right) \land \left( \Delta v(t_i + \theta) < -\sqrt{2 a_{\text{obj}}(t_i) \Delta s(t_i + \theta)} \right) \lor c_{\text{ca}1} = \text{false} \]

(4.46)

The formula to calculate the physically necessary acceleration is the same for an Object, which is accelerating, and an Object, which is decelerating, but does not come to stand-still. Therefore we set \( c_{\text{ca}2} \) also to true if \( c_{\text{ca}1} \) is false.

**Calculation:** At last, the acceleration is calculated for both cases:

\[
a_{\text{ref}} = \begin{cases} 
\frac{v_{\text{sys}}(t_i + \theta)^2}{-2 \Delta s(t_i + \theta) + v_{\text{obj}}(t_i + \theta)^2 a_{\text{obj}}(t_i)^{-1}} & \text{if } c_{\text{ca}1} \text{ is true} \\
a_{\text{obj}}(t_i) - \frac{1}{2} \frac{\Delta v(t_i + \theta)^2}{\Delta s(t_i + \theta)} & \text{if } c_{\text{ca}2} \text{ is true} \\
0 & \text{otherwise}
\end{cases}
\] 

(4.47)

\(^4\)Notice the difference between the treatment of the Prediction and of the Distinction.
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For the first case, i.e. the Object comes to stand-still, the formula is derived from the point of contact of the stand-still position of the Object and a parabola for the System Vehicle with the predicted speed, \( v_{sys}(t_i + \theta) \), as the parabola’s gradient at the origin. For the second case, the reference value is built from the Object’s acceleration minus the positive acceleration that is necessary to traverse the relative distance, \( \Delta s(t_i + \theta) \), with the predicted relative speed, \( \Delta v(t_i + \theta) \). If none of the cases are true, the reference value is set to zero.

The derivation and the realisation of these formulae is done similarly to the test-driven development of the component Situation Assessment, which has been described in Section 3.4.3. Therefore the details are omitted here. After the implementation has been completed, the unit test as well as the acceptance test with the name Faster than Object pass. The Simulink model of the component Controller is shown in Figure 4.9.

![Figure 4.9: Implementation of the component Controller](image)

Finally, the following problem occurred during the verification of the component by system testing. The System Vehicle was driven on a wet road, so that the friction coefficient was less than the expected by the system (see Section 3.4.3). The CPS has no sensors to detect wet roads, therefore all of its components always assume a maximal friction coefficient. Despite this limitation, it is possible to describe the occurred behaviour on wet roads by a unit test:

Unit Test Wet roads

Description: The test uses the same setup as the unit test Faster than object.

In addition, the control variable is limited to \(-5[\text{ms}^{-2}]\) at the input of the plant model and the time constant of the first order
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be behaviour is doubled.

\[
 u_{wet}(t) = \begin{cases} 
 u(t) & \text{if } u(t) > -5[ms^{-2}] \\
 -5[ms^{-2}] & \text{otherwise}
\end{cases}
\]

\[\theta_{wet} = 0.50[s]\]

Assertions: The following values are asserted for the output variable:

\[\Delta s(t) > 0[m]\]

The unit test uses the same plant model as the last tests, but limits \(u(t)\) to a minimum value of \(-5[ms^{-2}]\) and doubles the time constant of the first order behaviour to simulate the conditions of a wet road. As a consequence, the values are not arbitrary, but describe a specific setup for wet roads. The time constant, \(\theta\), is only changed in the implementation of the plant model, but not of the controller. The reason is the already mentioned lack of knowledge of the CPS about the friction coefficient.

The test fails because of the controller’s progressive strategy, by which the required acceleration is steadily increased until the collision can be avoided. In contrast, students learn a defensive driving style at the driving school. The initial deceleration is chosen higher than actually necessary and then steadily decreased until standstill. The realisation of such a strategy for the controller can be reached by multiplying the value of \(a_{ref}\), which represents the physically necessary acceleration, with a gain factor.

\[
\Delta a_{ref}(t) = a_{obj}(t) - (a_{sys}(t) + K_{ref}a_{ref}(t))
\]

Figure 4.10(a) shows the graph of \(a_{cps}\) and \(a_{ref}\) while executing the unit test Wet roads with \(K_{ref} = 1\). With this, the required acceleration is always greater than the reference value, i.e. \(a_{cps}(t) > a_{ref}(t)\), which leads to a progressive curve of the reference value. In contrast, \(a_{cps}\) is always smaller than \(a_{ref}\) if \(K_{ref}\) is set to a value greater than one. This means that the System Vehicle is decelerating more than predicted by the reference model, but it allows to prevent the collision even in situations with unexpected conditions, e.g. a lesser friction coefficient. As the architecture of the component Controller consists of two units, the basic controller and the reference model, we can define an assertion for an additional unit test to describe this requirement.
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Unit Test Defensive braking manoeuvre

Description: The test uses the same setup as the unit test Wet roads.

Assertions: The required acceleration, $a_{cps}(t)$, is smaller than the reference variable, $a_{ref}(t)$, for $t > 0.1[s]$.

$$a_{cps}(t) \geq a_{ref}(t) \quad \forall \ t > 0.1[s]$$

The condition $t > 0.1[s]$ specifies the allowed phase shift of the controller, which is caused by the first order behaviour of the plant.

With $K_{ref} = 1.5$ the requirements of the unit tests Wet roads and Defensive braking are fulfilled, but it impairs the assertion of the unit test Faster than Object as the controller now brakes that much that the minimum of the relative distance is higher than $1[m]$. The reason is the same sign of $a_{sys}$ and $a_{ref}$ in Equation (4.48). If the CPS is activated, the absolute value of $a_{sys}$ is increased and therefore amplifies the control variable. Then the absolute value of the reference value is decreased (because of the prediction, see above) until the control loop is stabilized. Figure 4.10(b) shows the corresponding plot. We can handle this behaviour by adding a gain factor for $a_{sys}$ which is smaller than one.

$$\Delta a_{ref}(t) = a_{obj}(t) - (K_{sys}a_{sys}(t) + K_{ref}a_{ref}(t)) \quad (4.49)$$

These last two tests did not originate from one of the system’s requirements, but from a finding during the execution of system tests. Although the system has no

![Figure 4.10](image-url)

Figure 4.10: Plots of the control variable and the reference variable for different values of $K_{ref}$
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means to measure the friction coefficient, we are able to describe the expected behaviour by an Analysis Test, i.e. the unit test Wet roads, and then drive the development by a Design Test, i.e. the unit test Defensive braking. With this, the design and the realisation of the controller is incrementally extended. Further development iterations during the PhD project covered the behaviour in additional situations, especially for different manoeuvres of the System Vehicle and the Object and the interaction with a driver’s braking manoeuvre. During this process, the structure of the controller remained similar to that of Figure 4.9.

4.4 Comparison

This section focusses on the comparison of the three controllers: the SSA-PP controller, the SSA-LQG controller and the TDD controller. Firstly, we evaluate the stability of the closed-loop system with each controller. Secondly, the performance of these systems is explained by analysing results from the simulation with Simulink. The intention of this comparison is not to prove that one of the approaches realises a controller with a better or worse performance. Instead, it should be shown that the TDD controller leads to comparable results as the SSA-PP and SSA-LQR controller, i.e. test-driven development is suitable for control system design.

4.4.1 Stability and Robustness

The concepts and methods of stability have already been introduced in Section 4.2.2. Nominal stability is reached if all poles of the closed-loop system have only negative real parts. For our system, this position of the poles is accomplished in different ways dependent on the type of the controller:

SSA-PP controller: The dynamic position of the pole is limited to a range of \([-2.0, -1.03]\) (Equation (4.23)), thus the closed-loop system is stable.

SSA-LQG controller: Stability is reached if the matrix $$Q$$ is positive semidefinite and the matrix $$R$$ is positive definite. This is fulfilled as the eigenvalues of $$Q$$ are 0.3, 0.3 and 1.0 (Equation (4.25)) and $$R$$ is a scalar with a value of 0.3 (Equation (4.26)).

TDD controller: The closed-loop system with the basic implementation of the TDD controller is stable as the pole is placed at \(-1.5\) (Equation (4.34)). In contrast, it is not possible to directly determine the position of the poles for the extended implementation of the TDD controller.
The influence of the real plant is determined by analysing the robustness in terms of the gain margin and the phase margin. Table 4.1 shows the margins’ values of the different approaches for the longitudinal vehicle controller. Typically, a gain margin of 2 and a phase margin of 30° provide a sufficient robustness of the system. All three controllers fulfil these requirements. Again, the extended implementation of the TDD controller is not part of the evaluation as its structure does not allow a conventional analysis in the frequency domain.

<table>
<thead>
<tr>
<th></th>
<th>SSA-PP</th>
<th>SSA-LQG</th>
<th>TDD (Basic Impl.)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gain Margin</strong></td>
<td>2.2</td>
<td>18.3</td>
<td>∞</td>
</tr>
<tr>
<td><strong>Phase Margin</strong></td>
<td>31°</td>
<td>180°</td>
<td>112°</td>
</tr>
</tbody>
</table>

Table 4.1: Gain and phase margins of the different approaches for the longitudinal vehicle controller

In fact, the closed loop with the extended implementation of the TDD controller is unstable at certain situations, e.g. if all state variables are initially zero. Then a bounded input, such as a unit step to the control variable, results in an unbounded response of the relative distance. The reason for this is that the reference model, which is used by the extended implementation to calculate the physically necessary acceleration, considers only accident-critical situations. Furthermore, also the SSA-PP and SSA-LQG controller lead to an unstable behaviour when the real plant is applied to them, because the only actuator of the CPS is the brake. The control variable is limited to negative values, i.e. the real plant has a non-linear behaviour. Thus the gain margin and the phase margin do not give an adequate characterisation of the robustness for regions of the input domain which result in positive values of the control variable.

**Evaluating Robustness by Testing**

As a consequence, we introduce another approach for checking the robustness of the closed-loop system by systematically testing the system’s response to all possible combinations of input values. Testing stands here for the classical techniques of verification and validation of a software system, see Section 2.3. It is based on the simulation of the closed-loop system as a Simulink model. In terms of the testing techniques, which have been described in Section 2.3.1, the simulation implements a Model-in-the-Loop setup for unit testing.

The total number of tests for the closed-loop system can be represented by an
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n-dimensional field. This field theoretically includes an infinite number of tests as each test is defined by a set of real numbers. However in practise, this number is limited by the use of discrete variables in the electronic control unit. Still the number is so high that never all tests can be executed within an acceptable amount of time. For example, if the speed is discretised in steps of $1[\text{kmh}^{-1}]$, the combination of the System Vehicle’s speed and the Object’s speed in a range of $0[\text{kmh}^{-1}]$ and $255[\text{kmh}^{-1}]$ results in a set of 62,500 tests. Therefore the classification-tree method was chosen for our approach, because it partitions the input domain of the system into classes that describe the same expected behaviour, cf. Sections 2.3.2. For the testing of the robustness, the classes are defined by the initial values of the state, input and disturbance vectors. The combination of these classes into test cases allows the decomposition of the n-dimensional field into separate regions. We assume that a small number of tests for each of the regions allows us to draw conclusions about the whole region. As explained above, there might be also partitions of the input domain, i.e. regions of the n-dimensional field, which lead to an unstable behaviour, but are not relevant in terms of collision avoidance.

In addition, the plant model can be replaced by a more realistic model than the one used for the state-space representation (Section 3.3.1). The new plant model considers the motions of Object and System Vehicle independently of each other. The speed of both vehicles is limited to only positive values, so that they are not driving backwards after a braking manoeuvre. The output values of all controllers are restricted to a range of $-10[\text{ms}^{-2}]$ to $0[\text{ms}^{-2}]$ as the input value of the Brake Control Unit is limited to these values. Moreover it is possible to add noise with different levels to the state variables. With this approach, we are able to verify that the SSA-PP, the SSA-LQG and the (extended implementation of the) TDD controller result in a stable and robust behaviour for the relevant regions of the input domain. Example configurations for those regions are shown in the following section.

4.4.2 Performance

The performance of a control system is commonly evaluated by a set of performance criteria, see Section 4.2.3. In the following, these criteria are applied to the results of three examples. Each example describes a different behaviour of the system and hence represents a member of one of the regions described above.

The first example specifies a linear configuration in the sense that none of the limits
or saturations are reached. It has to be noted that the following configuration

\[
\mathbf{x}_{R1}(t = 0[s]) = \begin{pmatrix}
10 & [m] \\
-10 & [ms^{-1}] \\
0 & [ms^{-2}] \\
\end{pmatrix}
\]  

(4.50)

can be either linear or non-linear depending on the values of \(v_{obj}\) and \(v_{sys}\). For instance, the System Vehicle has to stop to avoid the collision with values of \(v_{obj} = 0[ms^{-1}]\) and \(v_{sys} = 10[ms^{-1}]\). This stopping manoeuvre is non-linear as the acceleration immediately jumps to zero when the speed reaches zero. In contrast, the configuration is linear if \(v_{obj}\) is greater than \(0[ms^{-1}]\). For the example, such a linear configuration is realised with \(v_{obj} = 10[ms^{-1}]\) and \(v_{sys} = 20[ms^{-1}]\). Figure 4.11 shows the corresponding performance. All three controllers provide a safe result, i.e. they prevent the collision.

![Control signal and output variable](image)

Figure 4.11: Simulation of the TDD controller (solid line), SSA-PP controller (dashed line) and SSA-LQG controller (dotted line) for the initial configuration of Equation (4.50)

The second example describes a non-linear configuration with a negative acceleration of the Object such as the following initial state vector,

\[
\mathbf{x}_{R2}(t = 0[s]) = \begin{pmatrix}
10 & [m] \\
0 & [ms^{-1}] \\
-10 & [ms^{-2}] \\
\end{pmatrix}
\]  

(4.51)

with \(v_{obj} = 10[ms^{-1}]\) and a disturbance value of \(a_{obj} = -10[ms^{-2}]\). This configuration is non-linear as the Object decelerates and – similar to the System Vehicle – the Object’s acceleration jumps to \(a_{obj} = 0[ms^{-2}]\) at \(v_{obj} = 0[ms^{-1}]\). Figure 4.12 shows
the results of the example. Again all controllers prevent the collision. The control signal of the TDD controller is only slightly influenced by the non-linearity, while both SSA controllers immediately stop braking and “reconfigure” their reactions to the relation between $\Delta v$ and $\Delta s$, cf. Figure 4.12(a).

![Graphs](image)

(a) Control signal  
(b) Output variable

Figure 4.12: Simulation of the TDD controller (solid line), SSA-PP controller (dashed line) and SSA-LQG controller (dotted line) for the initial configuration of Equation (4.51)

Furthermore, also the limitation of the control variable, $u(t)$, leads to non-linear configurations. With the following initial configuration,

$$X_{R3}(t = 0[\text{s}]) = \begin{pmatrix} 15 & [\text{m}] \\ -15 & [\text{ms}^{-1}] \\ 0 & [\text{ms}^{-2}] \end{pmatrix}$$

(4.52)

the three controllers reach the lower limit of $u(t)$, cf. Figure 4.13. When we look at the curves of $u(t)$, all controllers start with the maximal deceleration, but hold it for different time spans. Only the TDD controller prevents the collision, while the SSA-PP controller as well SSA-LQG controller result in a negative minimal relative distance between the Object and the System Vehicle.

### 4.4.3 Conclusions

For the comparison of the three examples, Table 4.2 shows the values of the performance criteria for the peak value, the rise time, the performance index and the minimum value of the control signal. Only the TDD controller is able to prevent the collision in all example configurations, i.e. it has always a positive peak value.
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The SSA-PP controller and SSA-LQG controller fail at the last example, because the saturation of the control signal has not been considered during the design of these controllers. In general, it is possible to regard this non-linear behaviour also with a conventional approach, but this increases the complexity of such approaches. Thus the better performance of the TDD controller does not directly result from the test-driven development process. Instead, the advantage of test-driven development is that it allows us to analyse the system’s behaviour with different plant models. We can specify a linear plant model within a test case, derive a controller from it, and then create another test case that takes the saturation of the control signal into account. Moreover, the concrete description of the system’s requirements by translating them into tests helps us to focus on what the controller should do. The TDD controller was therefore designed to perform a target braking manoeuvre. As a consequence, it also achieves the smallest performance index and the largest value of the applied control signal, i.e. the smallest applied deceleration, in all examples.

Finally, the discussion of the example results is supported by the diagrams shown in Figure 4.14. The first diagram in Figure 4.14(a) represents a range-vs-range-rate diagram. The three controllers were simulated for values of $\Delta s$ from $0[m]$ to $100[m]$ and values of $\Delta v$ from $-50[ms^{-1}]$ to $0[ms^{-1}]$. For $a_{obj}$, two distinct values were chosen: $0[ms^{-2}]$ and $-10[ms^{-2}]$. The plotted curves divide the configurations into two areas for each controller. In the bottom-left area, a collision was not prevented, in the top-right area, no collision occurred. With this, all curves have a shape similar to the ideal curve, cf. Figure 4.1, but the TDD controller results in the smallest bottom-
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<table>
<thead>
<tr>
<th>Example</th>
<th>SSA-PP</th>
<th>SSA-LQG</th>
<th>TDD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example 1</td>
<td>0.00</td>
<td>0.02</td>
<td>0.08</td>
</tr>
<tr>
<td>Example 2</td>
<td>0.10</td>
<td>0.10</td>
<td>0.14</td>
</tr>
<tr>
<td>Example 3</td>
<td>−0.70</td>
<td>−1.05</td>
<td>0.02</td>
</tr>
</tbody>
</table>

(a) Peak value

<table>
<thead>
<tr>
<th>Example</th>
<th>SSA-PP</th>
<th>SSA-LQG</th>
<th>TDD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Example 1</td>
<td>59.4</td>
<td>63.5</td>
<td>58.8</td>
</tr>
<tr>
<td>Example 2</td>
<td>78.2</td>
<td>87.0</td>
<td>45.7</td>
</tr>
<tr>
<td>Example 3</td>
<td>136.1</td>
<td>133.6</td>
<td>139</td>
</tr>
</tbody>
</table>

(c) Performance index

Table 4.2: Comparison of performance criteria for the three examples

left area, i.e. the smallest number of configuration with collisions. $a_{obj}$ influences the curves in moving them along the y-axis to the top and along the x-axis to the right without changing their main characteristics. In other words, the number of configurations at which a collision can be prevented is decreased. This is in accordance with the expected physical behaviour.

![Diagram](image1)

Figure 4.14: Simulation of the TDD controller (solid line), SSA-PP controller (dashed line) and SSA-LQG controller (dotted line) for different values of $\Delta v$ and $\Delta s$
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The second diagram, see Figure 4.14(b), depicts the performance indices of the three controllers as a function of the relative distance for a given relative speed, i.e. $\Delta v = -10[ms^{-1}]$ and $a_{obj} = 0[ms^{-2}]$. In other words, it represents the performance index for a vertical line through the range-vs-range-rate diagram. All performance indices have similar values at low relative distances as only a full braking manoeuvre results in a prevented collision. With the increase of the initial relative distance, the performance index of the TDD controller declines faster than the performance of the other controllers. Moreover the values of both SSA-controllers settle at certain levels, i.e. the control effort remains the same no matter how far the Object is away. This confirms the results of the three examples, at which the TDD controller results in the smallest performance index and the minimal input value. The influence of a negative value of $a_{obj}$ is again a translation of the curves to the top right corner without changing its main characteristics.

4.5 Summary

This chapter described two approaches for the realisation of a longitudinal vehicle controller, which represents the main component of the Collision Prevention System. The first approach used conventional methods of control system design, while the second approach showed the application of test-driven development to such a component. The results of both approaches were evaluated by comparing the implemented controllers in terms of stability and performance. From this, we draw the following conclusions:

- Both the realisation of the controller with conventional approaches and with test-driven development led to a sufficient performance in order to avoid a collision. The maximal number of collisions prevented is higher with the TDD controller. Test-driven development allows to precisely describe the system’s requirements by executable tests. This helps the developer to explore the requirements, the dynamics of the derived plant model, and the difference between the plant model and the real plant. In addition, the complete set of tests ensure that no functionality is broken during the iterative development process. Thus the developer is able to focus on a single requirement, e.g. to avoid the collision, and then modify the resulting controller for another requirement, e.g. to perform a target braking manoeuvre, without violating the first requirement.

- It was not possible to analyse the stability and robustness for the TDD controller by using conventional methods of control theory. In general, it is possible to
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derive a controller with test-driven development in such a way that conventional methods are applicable. However, the iterative process of TDD and its style of implementing a feature by making a test pass might circumvent these methods more often. We therefore presented a testing technique to evaluate the stability and robustness by stimulating the system’s input and verify the output values. Moreover, the number of tests was reduced by partitioning the input domain into classes with the same behaviour.

To summarise, the aim of test-driven development is not to replace the conventional approaches of control system design. Instead, TDD complements these approaches by a test-centric process which encourages the solutions of the two main development issues: what the system should do, and how the system should be implemented.
Chapter 5

Evaluation of the Collision Prevention System

The focus of this chapter is the analysis and evaluation of the automotive safety system realised in the previous two chapters. The first section describes methods and results of trials on a driving simulator. The aim of these trials was to prove the effectiveness of the Collision Prevention System, i.e. to show that it really helps the driver to prevent a collision. The second section then focusses on experiments with prototype vehicles. These experiments represent the verification of the CPS in terms of system testing and acceptance testing. Finally the results are summarised.

5.1 Trials on a Driving Simulator

5.1.1 Methods

The driving simulator consists of a complex architecture which can be divided into two basic parts: the hydraulic cylinder-powered dome and the simulation system. The driver sits inside the dome within a real car, whose user interfaces such as the steering are disconnected from their physical counterparts and instead connected to the simulation system. While driving, he/she looks to a 180 degree screen which is mounted at the inner wall of the dome showing a visual representation of real driving scenarios. These driving scenarios are created by the simulation system with a cluster of several computers. Like in a computer game, the system is able to render a high...
number of polygons with textures for different types of road surfaces, houses, road signs, pedestrians and other vehicles. Furthermore the dome is moved and rotated in lateral and longitudinal directions to simulate the vehicle’s motion. With this, the driver gets the approximate impression of driving a real car in a real situation.

*Figure has been removed due to Copyright restrictions.*

For the trials of the CPS, over 100 subjects completed a 40-minute test-drive in the simulator. The subjects were not involved with the development project or any associated embedded system. To reflect the typical age distribution of Mercedes’ drivers, also pensioners were invited to participate as test drivers.

Three accident-critical scenarios occurred during each test drive:

1. The System Vehicle is driving in a convoy on a highway at $130[km h^{-1}]$. At a certain point, the Object in front of the System Vehicle initially brakes moderately, then suddenly starts a full braking manoeuvre until a complete stop.

2. Same as scenario 1, but on a country road at $80[km h^{-1}]$.

3. The System Vehicle is driving on a highway at $130[km h^{-1}]$ on the left lane and passes a slower convoy on the right lane. Suddenly, an Object pulls out of the convoy into the lane of the System Vehicle.

The sequence of the three scenarios has been randomly rotated for the different test drivers, so that a statistical equipartition of drivers and scenarios could be reached. Such a rotation was necessary to exclude psychological effects such as an increased awareness of the driver after the first accident-critical situation of one of the three scenarios.

The test drivers were split into two groups. The first group was driving a conventional car with the Brake Assist enabled, but the Collision Prevention System disabled. The other group had both the BA and the CPS activated, thus got a visual and acoustical warning preliminary to an imminent collision, and if they applied the brake pedal, brake support by means of the realised TDD controller.

In terms of the testing techniques which are described in Section 2.3.1, the driving simulator realises a Hardware-in-the-Loop environment. It can be used for either System Testing or Acceptance Testing, compare Figure 2.11. The trials realise a special scenario of Acceptance Testing with two roles. The first role is the test driver, which represents a customer. He/she drives the car and tests the system as its designated user. The second role is the developer, who organises and evaluates the
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trials after their execution. His/her goal is to prove the effectiveness of the system by comparing the accident rates of the trials with the new system and without it on a statistical basis. Thus, this approach does not directly verify the system’s functional requirements, but analyses the system’s impact on its use cases.

5.1.2 Results

The average accident rate of the first group over all scenarios was 38% of 150 accident-critical situations. This number could be reduced by the second group to just 10% of 150 accident-critical situations. This means that the CPS results in 74% fewer accidents. The biggest reduction could be achieved in the second scenario. Here 45% of the first group had a rear-end collision in 50 accident-critical situations, in contrast to only 6% of the second group in 50 accident-critical situations. The accident rates of each scenario and group are shown in Figure 5.1(a). If still a collision happened, the collision speed was decreased from an average of 57[km$^{-1}$] to 39[km$^{-1}$]. Again, the second scenario led to the highest benefit of the CPS as the collision speed was reduced by 20[km$^{-1}$], cf. Figure 5.1(b).

![Accidents vs. Situations](image1)

(a) Accident rate

![Impact Speed](image2)

(b) Collision speed

Figure 5.1: Results from the Driving Simulator

5.2 Experiments with Prototype Vehicles

5.2.1 Introduction

Besides the simulation with Simulink and the trials in the driving simulator, tests with real vehicles have been very important for the development of the Collision Prevention System. Car makers typically release a new system such as the CPS.
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together with a new model of a vehicle. Therefore the system can not be tested with the final product during most of the time of its development. Instead the tests rely on prototype vehicles. These vehicles are either based on the model’s predecessor or a prototype of the new vehicle. The predecessor car is usually equipped only with some of the new components, which are necessary to execute the system. This kind of vehicle is called an Aggregate Carrier. In contrast, the real Prototype Vehicle consists of all new electronical and mechanical components that are designated for the new model. Thus both kinds of vehicles provide a platform for target testing, but the Prototype Vehicle provides a higher integration level of the system in terms of the complete vehicle.

*Figure has been removed due to Copyright restrictions.*

5.2.2 System Testing on Test Tracks

During the development and prior to every release, system testing was accomplished on test tracks. For this, a comprehensive catalogue of about 300 driving manoeuvres was derived with the help of the Classification-Tree Method. The aim of these manoeuvres was the verification of the system’s requirements. This also included situations where the System Vehicle had to collide with the Object. Therefore mock objects were used similar to the acceptance tests which are described in Chapter 3. During the manoeuvres, all internal data of the ECU and signals on its external interface were recorded (overall more than 1,500 channels).

The evaluation of the system tests followed a two-step process. The first step was that the test driver marked each manoeuvre as “passed” or “failed” directly after its execution. For this assessment, the manoeuvre catalogue included a description of the expected behaviour, which should be experienced by the driver. A typical example is:

> The optical warning is activated by an illuminated red triangle within the cluster instrument.

After the accomplishment of all manoeuvres, the measurement data was reviewed in the second step. This review was done manually by the developer as well as automatically by the assertions. For this, the data is read into Simulink so that the channels are available as usual Simulink signals. These signals are connected to a set of assertions for every manoeuvre. Figure 5.2(a) shows the specific architecture for this approach.
A similar approach is used when a driving manoeuvre has failed. Again, the data is read into Simulink, but now as a stimulation for the test objective, cf. Figure 5.2(b). The test objective can be the whole (model-based) system, or smaller components down to the smallest entity, i.e. a unit. Ideally, a data acquisition point is set for each signal of the interface between two units. Hence one measurement channel can be directly connected to the test objective in Simulink. With this open-loop simulation, the developer can observe the outputs of either the test objective or every other Simulink block that is part of the test objective. Moreover assertions should be defined which reflect the cause of the error. In other words, a failing unit test is created and then the test objective is modified to make this test pass. The disadvantage of this approach is that invariant measurement data are used for the stimulation of the test objective. The inputs do not change even if the test objective is interacting with the actuators of the system differently than during the performed manoeuvre. For instance, if the System Vehicle collided with a mock object at the test track, it will always collide during the open-loop simulation no matter how the control signal is increased.
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Therefore we propose another setup, see Figure 5.2(c). Here, the measurement data is used only at a single point in time to define the initial values of a plant model. The further simulation is implemented as a closed-loop between the test objective and the plant model. In addition, it might be necessary to modify the plant model in such a way that it has the same behaviour as the measurement data. Hence, we simulate the closed loop, compare the output as well as the control variable against the measured signals, and change the plant model until the simulated variables reproduce the real data. An example is shown in Figure 5.3, where the simulated input variable as well as the output variable nearly match the measurement data.

\[ \Delta v = 50 [\text{km/h}^{-1}] \text{ and } \Delta s = 20 [\text{m}] \]

5.2.3 Acceptance Testing in Real Life

In parallel to the development of the next software release, the current release was installed on a fleet of vehicles for acceptance testing in real life. Overall, the fleet consisted of 28 prototype vehicles on different continents, including a taxi in Stuttgart, Germany. The vehicles were driven by about 200 drivers for nearly 500,000 km. Each vehicle was equipped with a measurement system, which has been installed in the trunk and continuously recorded over 50 data acquisition channels. The data channels included internal data of the RADAR Control Unit, e.g. the calculated reaction time, but also data of other ECUs such as the distance from the RADAR sensor or the yaw rate from the Brake Control Unit. Part of the measurement system was also a video camera, whose picture was automatically saved in a relevant situation. The
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relevance of a situation was determined according to several criteria. For instance, if the driver pressed the brake pedal for more than 50% of its maximum travel, a trigger was started to save the last 20 seconds and the following 10 seconds of the situation to a measurement file. In addition, the driver could manually set a trigger by pressing a button.

Every time one of the test vehicles returned to its base station, the data of the measurement system was copied to a dedicated file server. Then a set of MATLAB scripts automatically processed the data and inserted a summary into a database. This database was periodically reviewed by the system’s developers to analyse valid and invalid situations. Whether a situation was valid or invalid could be evaluated through evaluating the video clip in combination with the recorded data. Furthermore, invalid situations could be divided into two groups: false positives and false negatives. We speak of a false positive situation when the system was activated although the requirements were not met for an activation. For instance, the system was braking, but no object was in front of the System Vehicle. In contrast, a false negative situation describes a missing activation, i.e. the system was not activated although the requirements were fulfilled.

Figure 5.4 shows two examples for accident-critical situations, in which the CPS supports the driver for preventing the collision. In the first situation (Figure 5.4(a)), the System Vehicle is approaching a parked car, i.e. a stationary object, at about $60\text{kmh}^{-1}$. The optical and acoustical warning is issued at $t = 0.5[\text{s}]$, when the relative distance between Object and System Vehicle is about $55[\text{m}]$. This phase is named Phase 1. Then, the driver reacts to the warning and starts to brake at approximately $t = 1.6[\text{s}]$ (Phase 2). 0.2[s] later, the CPS activates its brake support so that the resulting deceleration nearly reaches its maximal value (Phase 3). In addition, the figure also includes the theoretical deceleration without the CPS. This curve is based on a plant model, which translates the brake pedal travel originating from the driver’s reaction into a deceleration. It has to be noted that this deceleration does not give evidence whether a collision would have happened without the CPS, because the driver’s behaviour might have been influenced by the system. At $t = 3.0[\text{s}]$, the reaction time has increased above the threshold value, so the warning is deactivated although the system is still supporting the driver to finish the manoeuvre.

In the second situation, cf. Figure 5.4(b), the System Vehicle is driving in a convoy on a highway with a speed of $80[\text{kmh}^{-1}]$. The Object starts a slight braking manoeuvre at $t = 0.5[\text{s}]$. The driver of the System Vehicle follows the manoeuvre immediately by applying a similar deceleration. As the situation is not critical at this point of time, the warning is not activated in Phase 1. Then, the Object suddenly
increases its deceleration to the maximum value at $t = 2.2\,[s]$. Because the brake lights of the Object were already activated, the driver is not able to recognise the change of the situation until the relative distance between Object and System Vehicle has been considerably decreased. In contrast, the CPS is able to measure the change of the relative speed due to the Doppler effect and identify the change of the Object’s acceleration. It therefore activates the brake support and controls the deceleration of the System Vehicles to prevent the collision (Phase 2). At the same time, the

Figure 5.4: Two examples for situations, in which the CPS prevented a collision
warning is activated to alert the driver of the criticality of the situation.

The fleet’s measurement data was also simulated with the approaches described above, see Figure 5.2. If an invalid situation was fixed by a new release and this fix could be proven by simulation, the situation was marked accordingly in the database. With this, we were not only able to create statistics about valid and invalid situations, but also continuously update these statistics during the development cycles of the system. In consequence, the real-life testing allowed the constant optimisation of the system’s performance, and confirmed its correct functioning in real traffic situations.

5.3 Summary

To summarise, this chapter presented different testing scenarios for the Collision Prevention System. The effectiveness of the CPS was proven by trials in a driving simulator. The results of these trials showed that system significantly reduces the accident rates, when compared to a car without the system. For this, three scenarios were defined which inevitably lead to an accident-critical situation. As each test driver had to manage all three scenarios during her/his test drive in the simulator, the density of rear-end collisions per kilometre was much higher than in reality. Thus the driving simulator allows to evaluate the impact of the system on the rate of rear-end collisions in a shorter time than in reality, and without the risk of a real collision.

Prototype vehicles were used to perform experiments on test tracks and in real life. The test-track experiments served for the verification of the system’s functional requirements by using contrived situations, for which it is possible to exactly described the expected behaviour. In addition, the real-life experiments were used to validate the test-track results in real-life situations. Their focus was laid on creating statistics about valid and invalid activations of the system, and on decreasing the number of invalid situations to a minimum value.

After the release of the system in 2005, researchers of Europe’s largest automobile club – the ADAC (Allgemeiner Deutscher Automobil-Club e.V.) – tested and analysed the system in different situations. In their report, the researchers identified a number of scenarios, in which the system might help to prevent a collision. These scenarios were divided into two groups: (i) attentive drivers, and (ii) inattentive drivers. For both groups, the report states a major safety benefit of the system when driving in a convoy. Especially if the Object slightly starts to brake and then increases its deceleration immediately, the CPS provides a big potential for preventing the collision (similar to the example shown in Figure 5.4(b)). For the second group, a benefit also
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occurs when approaching the end of a traffic jam at speeds lower than $70[km h^{-1}]$, or when the Object is cutting into the lane of the System Vehicle. With this, the researchers of the ADAC approved that the realised Collision Prevention System is working and, in doing so, improving the vehicle’s safety.
Chapter 6

Analysis of the Test-Driven Development Process

The purpose of this chapter is the analysis of the novel test-driven development process for embedded control systems which has been introduced in Chapter 2 and applied to four different components in Chapters 3 and 4. First the applicability of design patterns to control system design and the test-driven development process is evaluated and similarities as well as differences are identified. This discussion results in the definition of two new design patterns which identify and summarise the role of TDD for control system design. Moreover the process is assessed in terms of advantages and disadvantages when compared to other approaches for the development of control systems.

6.1 Comparison to Design Patterns

In the following, a selection of design patterns is used to analyse and evaluate the methods and results of the presented approach for test-driven control system design. The discussion is divided into two subsections: In the first section, different patterns for test-driven development are described to define the role of TDD as a tuning process for controllers. In contrast, the second section explains how the well-known Model-View-Controller pattern can be used to derive the role of TDD as a design process for control systems. To distinguish a pattern’s name within the text, the first letter is a capital and the whole word is underlined.
6.1.1 TDD Tuning Process

In the first book about test-driven development Kent Beck also presented a pattern language for test-driven development [66, pp. 123ff]. This language is divided into several groups: (i) for problems and solutions when a red bar or a green bar occurs, (ii) for testing in general, (iii) for testing with xUnit (see Section 2.2.2), (iv) for refactoring and (v) for the process itself. The book also covers the application of TDD to a subset of the object-oriented design patterns by Gamma et al. [72].

The fundamental pattern of TDD is Test First, which describes when a test is written, i.e. before the code is changed. Furthermore, all tests have to be automated (Test) and independent of each other (Isolated Test). The automation is typically realised by a member of the xUnit family of testing frameworks. The patterns of this family and the realisation with the slUnit testing framework have already been described in Section 2.2. As a consequence, we are able to write tests, automatically execute them and verify their results in a model-based development environment with a graphical programming language such as Simulink.

The pattern Assert First requires to write the assertions of a test first. This helps the developer to think about the problem which is to be solved. For instance, an assertion specifies that the rise time should be smaller than a specified value. Such an assertion leads to two questions: What is the input stimulus for which the response achieves the rise time specified? What is the plant model? The answers to both questions are part of the new test. The combination of input stimulus, plant model and expected results makes the test understandable (Test Data) as well as explicitly describes their relationship (Evident Data). For this reason, TDD does properly support the tuning process of controllers.

As an example, we can define a pattern for LQG control as it is commonly described in textbooks on control theory:

\textit{Pattern LQG control}

\textbf{Context}

The system is described by a state-space representation:

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \\
y(t) &= Cx(t) + Du(t) \\
x(0) &= x_0
\end{align*}
\]

The pair \((A, B)\) is stabilisable.
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**Problem**

The input variable should be defined by state feedback:

\[ u = -Kx \]

K should be chosen to minimize a linear-quadratic performance index.

\[ J = \int_0^\infty (x^TQx + u^TRu)dt \]

Q and R define the tradeoff between the regulation performance and the control effort.

**Solution**

K is calculated by

\[ K = -R^{-1}B^TP \]

with P being the positive-definite solution of the algebraic matrix Riccati equation:

\[ A^TP + PA - PBR^{-1}B^TP + Q = 0 \]

To realise this pattern, the developer starts with some initial values for Q and R. Then, the performance index is typically not minimized by solving the Riccati equation directly, but by using a numerical calculation to retrieve the values of K. These values are evaluated, for instance by a simulation of the closed-loop system, to check whether the system fulfils the requirements. If not, Q and R are modified and the calculation is started again. TDD can be incorporated into this process as it is iterative, starts with a requirement, and is finished when the actual behaviour matches the expected behaviour, as specified in the requirements. Thus a pattern is defined which describes the role of TDD in driving a tuning process:

**Pattern TDD Tuning Process**

**Context**

A control system is given by a plant with a measurable output and a controllable input. A number of requirements exists, which describe the desired performance of the control system. The plant input is determined by a feedback controller.
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Problem
The parameters of the controller should be chosen so that all requirements can be fulfilled.

Solution
The controller is realised with the following iterative process which is repeated until all requirements are fulfilled:

1. Create a new test with a plant model, input stimuli and assertions for output variables. Typically the assertions are used in conjunction with one or more performance criteria.
2. Run all tests. The new test has to fail.
3. Tune the controller with a common tuning technique, so that all tests pass. Example: Pole-Placement, LQG optimisation (see the pattern LQG control), PID tuning with Ziegler-Nichols.
4. Remove duplication.

In the context of Beck’s patterns, this role is supported by the pattern One Step Test. It describes how to choose the next test from the to-do list of tests. Basically, always a test should be selected which is suggestive and easy to implement. A constant and steady progress with only small steps should lead to a growing and evolutionary design, while preventing solutions which are too complex. Beck describes this as a known-to-unknown metaphor: The developer usually has some knowledge, which allows him to realise the first steps, but also to gain experience and draw conclusions about the further course of the development. This approach is directly applicable to control engineering. We typically start with a known method like pole-placement to implement a simple controller. This controller allows us to learn more about the closed-loop system, especially if the characteristics of the real plant are only partially known.

The to-do list of tests can be generated implicitly or explicitly from the set of requirements which should be implemented (Test List). Furthermore items might be added to the list during the development cycle because of a defect, either detected by another test or externally reported, i.e. not detected by automated tests (Regression Test). If a test already fails, a new test is only necessary if the reason of the failure is beyond the scope of the failed test. Moreover, the to-do list can be extended by new tests during the development due to the known-to-unknown metaphor.
(Learning Test) or other issues which are rather specific to the implemented software unit, but not included in the requirements. A common example is the check for a division by zero. To summarise, four origins of a new test exist as shown in Figure 6.1.

![Figure 6.1: Origins of a new test](image)

### 6.1.2 TDD Design Process

A frequently used architectural pattern for software engineering is the Model-View-Controller pattern (MVC) [197]. Please note that the terms “Model” and “Controller” here have a different meaning than in control theory. To distinguish the different meanings, the first letter is a capital when we speak of the pattern meaning, and a lower-case letter otherwise.¹ The Model contains the core of the application and represents its domain-specific information. The View is the output interface to the user and displays the Model’s data. Its counterpart is the Controller, which implements the input interface. With the Controller, the user is able to access the model’s functions. In terms of embedded systems, the Controller and the View are typically realised as one or more different electronic control units and physically connected to the electronic control unit which implements the model, see Figure 6.2(a). Furthermore the Controller and the View do not only interface to the user, but also with the system’s environment through sensors and actuators. TDD supports the development process of this pattern by replacing these components with mock interfaces, i.e., test stimuli for the input variables and assertions for the output values.

¹Thus model and controller are terms of control theory, Model and Controller terms of the MVC pattern.
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An example for such a system is the Collision Prevention System introduced in this thesis, which uses the Instrument Cluster for the View and the brake pedal as well as other input devices for the Controller. Both are connected via a CAN bus to the Radar Control Unit which realises the Model.

The main disadvantage of this description is that the plant is not explicitly included in one of the three MVC components. Its potential position would be in-between the Controller and the View, thus connecting sensors and actuators. Therefore the MVC pattern is modified to characterise an embedded control system in the context of control theory. Here, the Model represents the plant and the Controller represents the implemented software including, for example, a feedback controller. The View comprises the input and output interfaces only to the user, but not to the sensors and actuators as they are part of internal interface between Controller and Model. The block diagram of the modified MVC pattern is shown in Figure 6.2(b).

![Diagram showing classic and modified MVC structures.](image)

(a) Classic structure  (b) Modified structure

Figure 6.2: The Model-View-Controller pattern

The advantage of the modified pattern is that it helps us to better understand the role of TDD as a software process. The TDD approach can be divided into two simple elements: the Test and the Test Objective. While a test objective realises a part of the system’s requirements, a test drives its design and verifies its realisation. Therefore both elements constitute an executable form of the system’s requirements. Compared to MVC, we identify the Controller as the test objective and the Model as well as the View as its design guide and its verification. The Model can be described by the real plant, i.e. by system tests in a real environment, but also by plant models.
In fact, a single unit test usually specifies only a part of the Model or even only a single aspect of it. The same applies to the View. The major difference between the Model and the View is that the Model is typically tested in a closed loop together with the Controller due to the use of plant models. Instead, the View is tested as an open loop, i.e. the user’s input is specified independently of the system’s response. An example has been given with the development of the component Driver Assessment in Section 3.4.2.

Furthermore, the iterative cycles of TDD allow to analyse and to react to unknown or incompletely known characteristics of the plant. When we start with an unknown plant, a new test case describes an input stimulus of the plant, while the outputs are observed by the developer. In Figure 6.3, a test case is represented by a circle within the Model or the View. The geometrical form of a circle was chosen, because the plant’s characteristics are never fully known. Then a part of the Controller is added to make the failing test pass. As the Controller can be fully implemented in terms of its requirements, its rectangle is filled with squares. The process continues with the next test which explores another, more complex behaviour of the plant. This is supported by the initial implementation of the Controller as it makes it possible to stimulate the plant as a closed-loop system. In general, it can be said that

- with each new test a part of the real plant can be explored or known characteristics can be described; this is shown in Figure 6.3 by the increase of circles within the rectangles of Model and View; and

- with each modification or extension of the Controller, the number and the complexity of the realised requirements is rising; this is shown in Figure 6.3 by the increase of squares within the rectangle of the Controller.

As a result of this discussion, a second pattern for the test-driven development process can be defined:

Pattern TDD Design Process

Context
A control system should be described by the MVC pattern. The Model is given by a plant with a measurable output and a controllable input, the View is given by a user interface. The characteristics of the Model and the View might be only partially known. A number of requirements exists, which describe the desired behaviour and features of the system from the user’s point of view.
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Problem
The Controller should be implemented.

Solution
The Controller is realised with the following iterative process which is repeated until all requirements are fulfilled:

1. Create a new test which either represents a part of the View or the Model. The test can include a plant model, input stimuli and assertions for output variables. Typically the combination of input stimuli and assertions describe the desired behaviour of the test objective. Another aim of the tests is to explore the characteristics of the real plant or the user interface as shown in Figure 6.3
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2. **Run all tests. The new test has to fail.**

3. **Implement the Controller so that all tests pass.**

4. **Remove duplication.**

To summarise, we have defined two patterns for the test-driven development of control system: the TDD Tuning Process and the TDD Design Process. Both patterns are complementary to each other. They describe the role of TDD in terms of control system design, while focusing on different levels of the system.

### 6.2 Comparison to the Traditional V-Model Approach

When the role of TDD is compared to other (software) development processes, the key features of TDD are its short and iterative development cycles, and the test-first paradigm. These features allow the application of TDD to both the tuning of a controller and the design of the whole control system.

In contrast, traditional software development models cannot be applied to a tuning process, e.g., the tuning of a PID controller, because of their long development cycles and the strict sequence of process steps. In the following, we consider the V-model as an example for such a traditional process model. In theory, the shortest cycle of the V-model consists of three steps: The definition of a requirement, its implementation by writing code and its verification by testing. An example requirement for a PID controller could be that the rise time is smaller than a specified value. The requirement is then realized by, for instance, modifying the gain of the controller. This transition between the requirement and its implementation is not specified within the V-model. Therefore, the gain value is usually chosen using initial constraints such as the formulae of Ziegler and Nichols [26] and the experience of the developer. Especially with model-based development, the developer might also create a kind of test case by stimulating the inputs of the closed-loop system and observing the outputs. Although this step is not part of the V-model, it can often be observed in the typical workflow of an embedded system’s developer. Finally, the implementation is verified by one or more tests (which might or might not be based on the previously created test case). Following the path of the V-Model, the developer is not allowed to jump back to the implementation phase if one test fails. Instead he/she has to pass another iteration, which again starts with the definition of a requirement. For our example, this requirement would be to pass the test. This leads to a trial-and-error process, which most developers try to avoid by *unofficial* testing. The problem of
such testing is that it does not follow any patterns or rules, e.g. the specification of expected values, but depends on the habits of the developer. Moreover it is usually not included into activities such as configuration management or change management as the provisional testing is not specified within the process.

Test-driven development avoids these problems by requiring a test for every new requirement and its implementation. It structures the work of the developer in a natural way. Compared to the simplified V-model, first a requirement is defined, then a test is written and the system is implemented in such a way that the test passes. As a consequence, the test represents the transition between the requirement and its implementation. The developer is not forced to create a temporary test bed to evaluate his ideas, but instead provided with systematic feedback from the test cases which have been written in advance. The test beds are part of any process management activities, e.g. saved in a revision control system. In fact, it can be said that the implemented units of a system live within their test beds. By using referenced models, this biotope is not even destroyed during the integration phase. Instead, the developer is always able to return to a particular unit and its test bed for making modifications. During such modifications, the tests provide a safety net which ensures that none of the previously realised functionality is broken.

As already pointed out, TDD can also be used as a design process for whole control systems. Here the tests do not only represent the requirements of the controller, but also help to explore the characteristics of the plant and to describe them in terms of executable models. In addition, a set of acceptance tests defines the goal for the end of the development cycle. The resulting product fulfils all requirements, which where covered by the acceptance tests. When a geometrical representation for this process similar to the V-model is created, it results in two circles – the outer circle for acceptance testing, the inner circle for unit testing together with the implementation of the system, cf. Figure 6.4.

The test-first paradigm of test-driven development causes also the major drawback of this process: It must be possible to test a unit before it exists. This disadvantage is especially important for the development of hardware parts. A simple example is the test for the existence of a resistor. If such a test is executed before the resistor is installed, a short circuit might occur and with this, other components might get damaged. Furthermore the change of the hardware’s layout or interface requires much more effort than with software and is usually limited by certain constraints such the maximum number of I/O ports of the microprocessor used. The hardware development process therefore typically follows much longer cycle times than a software development process. A solution of the problem is the combination of the V-model
and the test-driven process into a joint process model, as shown in Figure 6.5(a). The V-model is used for the hardware development, the test-driven process is employed for the software development. The software development process can have shorter cycle times, i.e. a new software can be released without a new hardware. The opposite case, i.e. a new hardware without a new software, is also possible, e.g. for cost optimisation, but more common is a simultaneous release of both parts. In Figure 6.5(a), the software has three releases compared to two release of the hardware. The hardware is not available at the first milestone, thus the complete system can only be tested by simulation in a Model-in-the-Loop or Software-in-the-Loop setup. The second milestone and the final release comprises both software and hardware, hence all testing setups are possible.

Another disadvantage of TDD is the requirement of testing frameworks for the different parts of the system. While such frameworks are available for nearly all programming languages, they are not applicable to all parts of the embedded software. Especially software components which directly access the system’s hardware are difficult to test. The common approach is the use of mock objects, but the realisation of such objects might require a much higher effort than the component itself. The same problem applies to certain hardware components. In general, the availability of a testing framework and with this, the testability of the system and its components, is not only an issue for test-driven development. Usually all process models include activities for system verification and therefore need at least some kind of testing facility. Typically, if a testing facility for a component is not available, the component is only tested at higher levels, i.e. integrated in a group of components. At least the whole system is always testable in terms of acceptance testing, because otherwise the
customer would not be able to verify their requirements. Therefore the solution for this problem is again to fall back to a V-model. In Figure 6.5(b), the right arm of this V-model is drawn with a dashed line to indicate the limited possibilities for testing. Thus, the joint model considers the specific process requirements and testability of different kinds of components. It allows the application of TDD even to systems that are not completely testable.
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Conclusions and Outlook

7.1 Conclusions

This thesis described the use of test-driven development as a design method for embedded control systems with the focus on automotive safety systems. The approach of test-driven development was chosen because it has gained importance as a modern software development process in recent years. The main idea of test-driven development is to use tests not only for the verification of the system, but also as a design method. The tests are written before any part of the system is realised or modified. The implementation evolves together with the definition of tests, which not only serve to specify the expected behaviour, but also to explore unknown characteristics of the system and its environment. This evolving design can lead to a better quality and fewer defects of the realised system.

The basic prerequisite for test-driven development is the availability of an automated testing framework as tests are executed very often. Such testing frameworks had been developed for nearly all programming languages, but not for the graphical, signal driven language Simulink. Simulink has become very important for the design of control systems, mainly in the automotive industry, the aerospace industry and others industries such as process control. It allows a model-based development process, which is based on and centred around the model as the central artefact, supports an iterative development style and supplements the traditionally mathematical approaches to control system design. In this thesis the process of model-based devel-
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opment was therefore analysed and the concepts and realisation of a testing framework for Simulink has been addressed. Furthermore, different testing techniques, testing setups and test design techniques have been introduced. The description of these methods is completed by the definition of the test-driven development cycle and its usage at different layers of an automotive safety system.

During the PhD project, the author worked as an employee of the former Daimler-Chrysler AG at the Mercedes-Benz Technology Center, Department for Driver Assistance Systems. One main focus of the department was the development of longitudinal vehicle control systems based on RADAR sensors. In addition to systems for conventional and adaptive cruise control, semi-autonomous parking, and night vision, a series project started for a new collision warning and avoidance system in 2003. A similar system, which is named Collision Prevention System in this thesis, was used as an example for the application of test-driven development to an automotive safety system. The definition and the requirements of the system were introduced and a suitable system architecture was derived. As a result, three software components of the system represented problems of particular areas for the realisation of control systems, i.e. logical combinations, experimental problems and mathematical algorithms. For each of these problems, a concept to systematically derive test cases from the requirements was presented. Finally, the realisation of the components has been described and illustrated by example test cases.

In addition, the longitudinal controller of the Collision Prevention System was considered as a fourth component which was the focus of a separate chapter to examine the specific background of control theory. First, two conventional approaches for the derivation of the controller were introduced, before the controller was developed in a test-driven way. Again, a concept to derive test cases has been presented and the realisation was then accompanied by example test cases. Furthermore both, the conventional and test-driven approaches were compared in terms of their stability and performance by using results from the simulation in Simulink. This comparison showed that test-driven development led to a stable and robust controller, which fulfils the system’s requirements and is therefore capable of preventing a collision in most of the cases. It was furthermore easier to incorporate the effects of external logic and non-linearities in the TDD approach.

The Collision Prevention System was implemented and evaluated in trials on a driving simulator which showed that the system leads to a significant reduction of the accident rate for rear-end collisions. In addition, experiments with prototype vehicles on test tracks were presented to verify the system’s functional requirements within a system testing approach. The results of these test-track experiments have
also been validated by a field test with a fleet of prototype vehicles.

Figure and Text have been removed due to Copyright and Access restrictions.

7.2 Outlook and Further Work

Amongst other things, the future development of automotive safety systems will focus on the data fusion of multiple environmental sensors, especially of RADAR sensors and vision-based sensors. The use of different sensor technologies not only allows to build systems with an extended functionality, e.g. to detect pedestrians or crossing vehicles, but also to increase the reliability of the object detection. This is necessary to realise systems which will execute more severe actions without being activated by the driver, for example an autonomous full braking manoeuvre. Moreover, the reliability of such autonomous systems will not only be improved by better or more sensors, but also by improvements in the development process. One of the most important trends in the development of automotive systems is the application of the international standard IEC 61508, which covers the functional safety of electrical and electronic safety-related systems. This standard, which has its origin in the process control industry sector, covers the complete safety life cycle of a product, i.e. analysis, design, implementation, modification, operation and maintenance. It is currently adopted for automotive systems by a working group of the International Organization for Standardization (ISO). The working draft is called ISO-WD 26262.

In the future, the test-driven development of embedded control systems could be an important factor for the functional safety of such systems. The method of specifying tests as the transition between requirements and their corresponding implementation not only allows the design and exploration of unknown characteristics, but also the seamless documentation and verification of the implemented system. Thus it is possible to trace back each requirement or design decision made by a developer, as these decisions are represented as executable tests and the corresponding set of assertions. As a consequence, also the testability of the system and its components is inevitably increased. The further development of test-driven development for embedded control systems will therefore focus on three main objectives:

**Linking**: Nowadays, part of the common workflow of model-based development is the creation of links between the description of the requirements and their implementation as Simulink models or subsystems. The links allow a $m \rightarrow n$ relationship between the requirements and the models or subsystems, which state that $m$ requirements are implemented by $n$ models or subsystems. With
TDD, these links directly refer to the executable tests. Hence the semantics are changed so that $m$ requirements are represented by $n$ test cases, and $n$ test cases stimulate and verify the results of $o$ models or subsystems.

With slUnit the test objective and the tests are both part of the test bed. Thus, it should be possible to create links also between a single test and the corresponding parts of the test objective. Such a linkage might be even automatically determined by the analysis of the statement or branch coverage that results from the execution of the test.

In addition, both kinds of links can be added to the automatically generated source code to support the process step of code reviews. During code reviews the participants, usually divided into the author and the reviewers, attend a number of meetings and review code line by line. Such inspections are very thorough and have been proven effective at finding defects. With embedded links, the reviewer would be able to jump between the generated source code, the model, the requirement and the test cases, and compare them to each other. Moreover, it could be possible to interactively walk through the code by executing a particular test and observing the results of statements or the values of variables.

**Fault Injection:** A typical issue of testing is the question whether the tests cover all logical paths through the unit which is being tested. Several test design techniques to resolve this issue have already been presented in Section 2.3.1. An alternative to these techniques is the manual or automatic injection of faults into the realised system. One aim of this approach is to activate the functional paths which cover the system’s error handling. For automotive systems, a common example is the injection of failures to the vehicle’s communication network by creating a timeout, modifying a message’s checksum or setting the data to invalid values. In contrast, fault injection can also be used to verify the coverage of the specified tests. Initially, all tests must be successfully passed. Then the model or code is modified at a specific position, e.g. by changing a mathematical operation from “plus” to “minus” or a relational operator from “equals” to “not equals”. After each of these code mutations, all tests are executed. The assertion is now that at least one test fails. Otherwise, the mutation is not covered by the current set of tests.

A basic integration of fault injection into Simulink can be easily realised for two reasons: (i) Simulink already provides a set of methods to obtain the handles
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of a specific set of blocks, e.g. all relational operators, and (ii) the blocks can be modified by directly accessing their parameters. Thus (and in contrast to common programming languages) no separate parser is needed for the source code. Moreover, the blocks and logical paths that are covered by a particular test can be automatically marked, for instance, by modifying their background colour. Using the colour spectrum, it is even possible to indicate the statistical coverage, i.e. by how many tests a specific block is covered.

Continuous Integration: Continuous integration is a software engineering technique, which emerged in the extreme programming community, and consists of one basic rule: every modification of the implemented system is immediately committed to a revision control system. The integration of all changes is done by an automated server process, which monitors the revision control system for changes, then automatically runs the build process and executes all tests. This might also include additional steps such as generating documentation and code statistics. The advantage of this process is that integration problems, broken code and conflicting changes are detected early and fixed continuously.

Although continuous integration seems to be unusual for embedded systems, it is suitable due to the widely existing simulation environments. With Simulink a model can be automatically committed to a revision control system by using a callback function after it has been saved. Then a process on a dedicated server machine can load these files to a MATLAB background process and execute all unit tests with sLUnit. If all tests passed, code is generated and compiled by the build process. The process can also download the generated binary file to the target platform and run additional tests, for instance, on a Hardware-in-the-Loop facility. The results of each phase, i.e. unit testing, code generation, build process, and system testing, are included into a report, which can be published on a web server or wiki, sent via email, or itself committed to a revision control system. With this, the progress of the development process is successively documented and allows a rollback to nearly each step of the design or implementation.

With the implementation of these objectives and the continuous improvement of the development processes, the automotive industry will be able to realise even more complex safety systems on their way to the vision of accident-free driving.
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