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Abstract

The growth in the the number of news articles, blogs, images, and videos
available on the Web is making if more challenging for people to find poten-
tially useful information People have relied on search engines to satisfy their
short-term needs, such as finding the telephone number for a restaurant; how-
ever, these systems have not been designed to support long-term needs, such
as the research interests of academics. One approach to supporting long-term
needs is to use an Information Filtering system to select potentially useful
information from the vast amount being produced everyday.

The similarities between Information Retrieval systems and Information
Filtering systems are well-established. They have prompted the use of re-
trieval models and methods in filtering systems, which has had some success
but has been criticised as a limiting factor due to the unique challenges of
document filtering. A significant difference between these systems is the use
case: a filtering system is intended to push information to the user over a
period of time, whereas a retrieval system is intended for the user to pull in-
formation to themselves for immediate use. The main challenge that needs to
be addressed by a filtering system is the transient nature of the information
published on the Web and the drifting nature of information needs. These
factors lead to an uncertain interplay between the components comprising
a filtering system and this thesis presents an empirical analysis of how the
main system components affect performance.

The analysis explores the role of each system component independently
and in conjunction with other components. The main contribution of this
thesis is a deeper understanding of how different components affect perfor-
mance and the interplay between these components. The outcome of this
thesis intends to act as a guide for both practitioners and researchers inter-

ested in overcoming some of the challenges of building filtering systems.
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Chapter 1
Introduction

The number of news articles, blogs, images, and videos published on the
Web on a daily basis is growing at a significant rate. This can make it
difficult for people to find potentially useful information, especially if there
is a need to search the entire set of results returned by a search engine. It can
be challenging for people to separate useful from useless information, which
is a problem when people need to make meaningful decisions for personal
or professional reasons. For example, a student embarking on a doctoral
degree has a long-term and evolving interest in a particular subject, while
a stockbroker who is responsible for trading commodities has a long-term
interest in supply and demand trends. The amount of potentially interesting
information for either of these types of information need has the potential to
be overwhelming. In a circumstance such as this, the amount of information

available is said to cause information overload, which has been defined as:

Representing a state of affairs where an individual’s efficiency in
using information in their work is hampered by the amount of
relevant, and potentially useful, information available to them.

[Bawden and Robinson, 2009].

Information overload is viewed as a serious problem for businesses, re-

search organisations, and even for people in their daily lives. Staff produc-
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tivity is said to be affected because they are “paralysed” by the amount of
information available to them and businesses need to take steps to address
these issues!.

One approach to alleviating this problem for long-term information needs
is to delegate part of the information-seeking process to an Information Fil-
tering system. In this thesis, a long-term need is characterised by a sustained
interest in a topic, such as the research interests of academics, personal inter-
ests in celebrity gossip, and keeping businesses informed of consumer trends.
An Information Filtering system can be used to support these types of in-
formation needs by selecting potentially useful documents from one or many
streams of documents. The aim of the system is to maximise the number
of useful documents delivered, while minimising the number of useless doc-
uments delivered. This is in contrast to an Information Retrieval system,

which is typically suited to addressing short-term needs.

1.1 Thesis Statement

The aim of this thesis is to study the system-side factors affecting the per-
formance of Information Filtering systems. The reasons for using either a
filtering or retrieval system differ based on the task being performed but the
conceptual similarities underpinning the implementation of these systems
are well-known [Belkin and Croft, 1992]. The similarities are based on the
idea that retrieval and filtering are “two sides of the same coin”, with the
implication being that the components of each system can be implemented
using a retrieval-inspired method or model. For example, documents can
be represented in either system as vectors where the weight of each term is
calculated as a function of the frequency of the term in the document. Most
filtering systems have been designed around these similarities, which has

resulted in improvements in the state of the art [Callan, 1998; Zhang and

thttp://www.informationweek.com /news/showArticle.jhtml?articleID=19502343
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Callan, 2001b]. There has, however, been some criticism of this approach
to designing filtering systems. It was recently argued that the models and
methods inspired by Information Retrieval may be insufficient to capture
the complex nature of the filtering process [Nanas et al., 2009]. In particular,
the constantly changing document stream and evolving nature of the topics
mean that Information Filtering faces greater challenges than Information
Retrieval. These challenges, expressed as factors affecting filtering systems,

include:

(i) the internal representation of topics and documents [Amati et al., 1997;
Callan, 1998];

(ii) the scoring function used to determine the similarity between a docu-
ment and a topic [Hull, 1997, 1998; Hull and Robertson, 1999; Robert-
son and Hull, 2000; Robertson and Soboroff, 2001, 2002];

(iii) the threshold adaptation method used to increase or decrease the dis-
semination threshold [Arampatzis and van Hameren, 2001; Zhang and
Callan, 2001b; Robertson, 2002]; and

(iv) the topic adaptation method used to incorporate implicit and explicit
feedback [Allan, 1996], [Pon et al., 2008].

The role of these factors have generally been examined independently of
each other, which has made it difficult to categorically state the impact of the
interplay between them on system performance. This thesis sets out to study

the effect of the interplay between these factors on filtering performance.

1.2 Motivation

The majority of evaluations of information filtering systems, such as those
presented at the Text REtrieval Conference (TREC) Filtering Track [Hull,
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1997, 1998; Hull and Robertson, 1999; Robertson and Hull, 2000; Robertson
and Soboroff, 2001, 2002], compare the performance improvement of adding
a new component to an existing system against the existing system alone.
This is a useful approach to discovering the value of a new system component,
however, it is not common to see evaluations of how the overall configuration
of the baseline system components affects performance. The intention is for

this thesis to form part of a two-step evaluation strategy for filtering systems:

1. Develop and evaluate an experimental document filtering system for the
purpose of analysing the contributions of each major system component
on filtering performance. This takes the form of a laboratory study
in simulation of real users to understand the factors affecting system

performance.

2. Given the results of the first step, and the technology developed, per-
form a user study where a group of subjects use a known good con-
figuration of system components and another group of subjects use a
known bad configuration of components. This type of user study would
be useful in understanding how the quality of the system affected the

user experience.

This thesis represents the first step the the approach outlined above.
A large-scale study of the system-based factors affecting document filtering
performance was devised. The insights gained from this thesis have been used
in the development of an Information Filtering system designed to support
the information-seeking needs of children [Elliott et al., 2010; Glassey et al.,
2010].

Further motivation for undertaking this study is to provide guidance for
future researchers and practitioners of Information Filtering. There are many
publications on the effect of new threshold adaptation methods [Arampatzis
and van Hameren, 2001; Robertson, 2002], or new topic adaptation methods

[Pon et al., 2008], but there is no literature available on how the factors
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affecting filtering systems affect each other, to the best of my knowledge.
From a research perspective, this thesis will provide guidance on how different
state of the art methods affect the filtering process. Researchers interested
in designing new threshold adaptation methods, for example, could use the
results of this analysis to understand how current methods evolve during the
filtering process. This can subsequently be used to shape research directions.
From a practitioners perspective, this thesis will explain the impact of each
system component on overall system performance. Practitioners are most
likely to be interested in combining different system components to produce
an optimal filtering system. The analysis and discussion presented aims to

assist in the development of well-performing systems.

1.3 Research Questions

The experimental filtering system presented in Chapter 4 will be used to

study the following major research questions:

RQ1 How do the following factors, in isolation of each other, affect system
performance?
(a) the scoring function used to filter documents;
(b) the initial dissemination threshold;
(c) the auxiliary collection used to estimate term statistics;

(d) the amount of information used to create an initial topic represen-

tation;
(e) adapting the dissemination threshold; and
(f) adapting the topic representation.

RQ2 How does the interplay between these factors affect system perfor-

mance?
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These questions will be studied by performing multiple filtering exper-
iments using several test collections while varying the configuration of the

filtering system to determine how these factors affect performance.

1.4 Contributions

The main contribution of this thesis is a working guide for both researchers
and practitioners about the cause and effect of the different components

within an Information Filtering system. This thesis provides:

e an empirical analysis of the effect of different state of the art filtering

system components in isolation of each other;

e an empirical analysis of the effect of the interplay between different

system components;

e a set of guidelines for future researchers and practitioners about the

expected effects of using different system components;

e and a deeper understanding of how these methods and models affect

the filtering process.

1.5 Publications

There are three publications arising from this thesis:

D. Elliott and J. M. Jose. A Proactive Personalised Retrieval
System. In Proceedings of the 18th ACM Conference on Informa-

tion and Knowledge Management, Hong Kong, China, November
2009, pages 1935-1938.

D. Elliott, R. Glassey, T. Polajnar, and L. Azzopardi. Puppy,
Go Fetch: Prototyping the PuppyIR Framework. To appear in
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Proceedings of the 33rd Annual International ACM SIGIR con-
ference on Research and Development in Information Retrieval,
Geneva, Switzerland, July 2010.

R. Glassey, D. Elliott, T. Polajnar, and L. Azzopardi. Finding
and Filtering Information for Children. To appear in Proceedings
of the 3rd Conference on Information and Interaction in Conteat,
New Brunswick, New Jersey, U.S.A, August 2010.

1.6 Structure

The remainder of this thesis is structured as follows:

e Chapter 2 provides an overview of Information Filtering. This overview
outlines the historical basis for Information Filtering and describes the

main models and methods comprising the state of the art.

e Chapter 3 describes the experimental methodology adopted for the em-
pirical analysis. The datasets are presented, alongside the task followed,

and the performance measures.

e Chapter 4 presents the experimental filtering system and the compo-

nents used for the empirical analysis.

e Chapter 5 presents the effects of manipulating the components of a
filtering system while controlling for the interplay between these com-

ponents.

e Chapter 6 presents the effect of the interplay between components on

performance.

e Chapter 7 concludes with a discussion of the implications of this thesis

and outlines future work.



Chapter 2

Background and Related Work

This chapter reviews the state of the art in Information Filtering. Section
2.1 presents a general overview of Information Filtering, including a histor-
ical perspective of the need for filtering and a high-level description of a
typical filtering system. Section 2.2 presents state-of-the-art research and
commercial filtering systems, describing the major advances in document
processing and user modelling. Section 2.3 outlines the major models and
scoring functions used to filter documents. Section 2.4 describes state of the
art threshold adaptation methods and Section 2.5 provides details on topic
adaptation methods. Section 2.6 presents the evaluation measures used to
determine the performance of filtering systems. Finally, Section 2.7 outlines

the models and methods used in this thesis.

2.1 Overview of Information Filtering

Information Filtering was originally coined as the selective dissemination of
information problem [Luhn, 1958]. In his seminal paper, A Business Intel-
ligence System, Luhn proposed that knowledge workers could benefit from
receiving timely updates of information relevant to their business needs with-

out resorting to browsing or searching. In this process, knowledge workers,
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Figure 2.1: The architecture of a typical Information Filtering system. Doc-
uments are processed from stream of documents and both topics (1) and
documents (2) share a similar representation format. These representations
are compared against each other using a matching function (3) and a de-
cision to filter is made based on the output of the matching function and
the topic dissemination threshold (4). In many cases, an auxiliary collection
of documents is used to estimate term-frequency statistics since these are
unavailable when processing a stream of documents (7). The dotted lines
represent activity associated with threshold (5) and topic adaptation (6).
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such as researchers, communicate with information specialists, such as librar-
ians, to define and refine their information needs. The information specialists
create electronic representations of these needs against which documents ar-
riving in a centralised system can be matched. Finally, the information spe-
cialists bring the new documents to the knowledge workers for review and
the entire process starts over. This general process of document selection has
not changed greatly since it was originally proposed, with the exception that
the information needs can be defined directly to the system as keywords or
example documents. The methods and models used in the process of match-
ing documents with information needs has evolved since the publication of
Luhn’s paper and the remainder of this chapter will discuss these topics.
The main components of a modern filtering system, such as the one shown
in Figure 2.1 are: representations of the topics of interest (1) and the doc-
uments arriving (2), a matching function to determine the similarity of the
topic and the documents (3), a threshold adaptation method (5) and a topic
adaptation method (6). In operation, the incoming documents are usually
tokenised, these tokens are stemmed [Porter, 1980], and stop words are re-
moved to produce a document representation (2). Each document is then
compared (3) against a set of topic profiles (1), which are represented in
a similar manner to the documents. Documents exceeding a dissemination
threshold are considered to be potentially relevant to the topic, and are pre-
sented to the user for evaluation (4). In many cases, an auxiliary collection of
documents is used to estimate term-frequency statistics in the similarity cal-
culations since these are unavailable when processing a stream of documents
(7). The outcome of the user’s opinion of the presented documents can be
exploited to update the topic profile itself (6) or the filtering threshold (5).
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2.2 Complete Information Filtering Systems

Early information filtering systems were designed to filter Usenet messages
based on user preferences [Pollock, 1988; Foltz, 1990; Yan and Garcia-Molina,
1995]. Usenet is a Web-based discussion system in which people can send
messages to large groups without needing to direct the message to each indi-
vidual. Users typically subscribe to a group of interest, for example, World
Cup Football, and post and receive messages sent between people also inter-
ested in communicating this topic. One such system was ISCREEN [Pollock,
1988], where users specified rules which described the types of messages they
wanted to receive from the groups they were subscribed to. A particular fea-
ture of this system was its ability to explain past filtering decisions to users
based on their configured rules.

Foltz presented a Latent Semantic Indexing [Dumais et al., 1988] approach
to filtering Usenet messages [Foltz, 1990], inspired by the success of this
method in Information Retrieval. In Latent Semantic Indexing, documents
are organised into a semantic structure that takes advantage of some of the
implicit higher-order associations of words with text objects. Foltz reported
a 13% improvement in performance over keyword matching, including a 26%
improvement in precision over presenting articles in the order received.

The Stanford Information Filtering Tool for Usenet messages [Yan and
Garcia-Molina, 1995] allowed users to define their topics of interest and the
system delivered messages matching these interests. This paper focused on
the computational efficiency of the matching of topics to documents, a topic
which was also studied in a non-interactive environment [Callan, 1996].

The Information Lens system [Malone et al., 1987] filtered incoming
emails based on user-defined rules. This paper also introduced the distinc-
tion between cognitive, social, and economical filtering. Cognitive filtering
uses the content of incoming documents and the information needs of a user
are used to intelligently match messages to receivers, this is what is now

known as content-based filtering. Social filtering supports the personal and
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organisational inter-relationships of individuals. This approach complements
the cognitive approach by judging the potential of a message based not only
on it’s representation but also on the characteristics of its sender and other
users, this is now commonly referred to as collaborative filtering. A survey of
collaborative filtering techniques can be found in [Adomavicius and Tuzhilin,
2005]. Economic filtering involves the use of various kinds of cost-benefit as-
sessments with explicit or implicit pricing mechanisms are used to guide the
document filtering process.

The InfoScope system was an early attempt at topic adaptation based
on implicit relevance feedback [Stevens, 1993]. InfoScope communicated its
impression of a user’s interests through a user interface and allowed users
to modify the system representation to better improve the accuracy of the
system. A similar method was studied by Ahn et al. [Ahn et al., 2007], where
no no statistically significant improvement in performance was found when
users were able to modify topic profiles.

Modern filtering systems tend to focus on the delivery of newswire articles
[Billsus and Pazzani, 2000; Ahn et al., 2007; Liu et al., 2010]. A newswire
article is a single news story published be a news publication such as the
BBC! or The New York Times®. The Text REtrieval Conference (TREC)
Filtering Track [Hull, 1997, 1998; Hull and Robertson, 1999; Robertson and
Hull, 2000; Robertson and Soboroff, 2001, 2002] focused on advances in the
models and methods for delivering newswire articles in an environment which
simulated user interactions.

Billsus and Pazzani presented a complete framework for filtering newswire
articles using the Daily Learner system [Billsus and Pazzani, 2000]. The Daily
Learner was available as a web-based and mobile-based application, both of
which communicated with a centralised server to store interests based on

interactions with documents. Users were represented by a set of short-term

thttp://www.bbe.co.uk/
2http://www.nytimes.com/
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and long-term interests and Billsus and Pazzani found empirical evidence
that this approach is better than representing all interests in one format.

Ahn et al. presented the YourNews system to study whether users could
benefit from modifying their topic representations [Ahn et al., 2007]. The
YourNews system was used by two groups of users: one group could modify
their topic profiles; the other group could not. It was found that users
preferred to control their topic profiles but this control was not beneficial
to system performance.

More recently, an approach was presented on recommending news articles
to users in Google News® based on click-through data [Liu et al., 2010]. A
Bayesian framework based on labelled documents was used to predict user
interests. It was found that users, selected at random to use the person-
alised recommendations, were more likely to visit Google News when the
recommendations were available.

It is noted that information filtering systems tend to avoid the problem of
how to process overly similar documents. For example, if a user reads a news
article in the morning on the devastating weather conditions in Queensland,
Australia, to what extent would the user be interested in reading an evening
article on the destruction caused by the storm. This issue of near duplicates
is addressed in information retrieval systems using a technique called shin-
gling [Broder et al., 1997]; an alternative approach to this issue is to use
novelty detection techniques, although these have been mostly used in image

retrieval.

2.3 Models & Matching Functions

There is a multitude of models available from Information Retrieval, such
as the boolean model, the vector-space model, the inference network model
[Turtle and Croft, 1990], the probabilistic model [Robertson et al., 1982],

3http://news.google.com/
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the divergence from randomness model [Amati and Van Rijsbergen, 2002],
and language modelling approaches [Ponte and Croft, 1998]. Not all of these
models have been employed in filtering systems but the majority of models
used for filtering have been inspired by retrieval models [Nanas et al., 2009].
The remainder of this section will focus on models which have been used for
this purpose.

The role of a model and matching function is to represent the topics
and documents, (1) and (2) from Figure 2.1, and determine the similarity
between them when filtering, (3) from Figure 2.1. The vector-space model
is typically adopted in Information Filtering systems. In this model, docu-
ments and topics are represented as weighted term-vectors and matched using
functions such as the cosine similarity measure [Manning et al., 2008] or the
Okapi BM25 ranking function [Jones et al., 2000]. The stream of incom-
ing documents is processed and the similarity between each document and
the topic of interest is calculated using one of the aforementioned matching
functions. Documents which exceed the dissemination threshold are filtered.
An improvement to the basic vector-space model was to represent topics as
a combination of short and long-term interests [Widyantoro et al., 2001].
These short-term and long-term interests were gradually merged over time
to improve system performance and user satisfaction.

An alternative approach to document filtering is to use an inference net-
work [Callan, 1996]. In this model, documents and queries are represented
as query and document networks, respectively. Documents are filtered by
propagating belief values through the inference net by recursive inference
and discarding documents with a belief value below the filtering threshold.
This approach was found to perform as effectively as the vector-space model.
An advantage of using this model is that it was found to be computationally
effective for larger document collections.

More recently, an approach to document filtering was based on the quan-

tum theory of retrieval [Piwowarski et al., 2010]. In this model, documents
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and topics are represented as document subspaces [Zuccon et al., 2009]. A
subspace comprising the vectors which represent either the document or topic
and each vector corresponds to a single information need. Documents are
filtered by projecting each vector of the topic subspace onto the document
subspace to remove non-relevant document subspace vectors. The remaining
vectors are then used to calculate a probability of relevance and documents
exceeding a probability threshold are filtered. This approach was found to be
competitive with the state of the art [Zhang and Callan, 2001a] and it could

successfully use negative relevance feedback to improve system performance.

2.4 Threshold Adaptation

The role of threshold adaptation, (5) in Figure 2.1, is to optimise the dissem-
ination threshold, (4) in Figure 2.1, to ensure as many relevant documents
and as few irrelevant documents are delivered. This is usually achieved by us-
ing the characteristics of previously filtered documents such as the document
scores. The motivation behind this is that too few or too many documents
can be filtered using a static threshold. In these circumstances, threshold
adaptation either increases or decreases the dissemination threshold with
the aim of improving performance.

An early attempt at threshold adaptation was proposed at the TREC-6
Filtering Track [Allan et al., 1997]. This method, referred to as the Midpoint
method, adapts the dissemination threshold for each topic to halfway between
the scores of the relevant and irrelevant filtered documents. It is formulated
as:

! Srel 1 Srel

T = (2.1)

where T" is the new threshold, 5, is the mean score of relevant filtered doc-
uments and 5._; is the mean score of irrelevant filtered documents. Unfiltered

document scores are not used. The authors highlight that this method was
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found only to increase the dissemination threshold and that it filtered too
many irrelevant documents at the start of the run.

An alternative method for threshold adaptation was proposed by Robert-
son, which determined the probability that a document was relevant given
it’s score [Robertson, 2002]. The first step is to reformulate the score of a
document as the probability of relevance of the document. This step can be
applied to all documents processed by the filtering system and enables the
system to construct a type of document ranking, as is used in the probabilis-
tic models of relevance in information retrieval, in the absence of a complete
collection documents to produce a ranking. Expressing the score of a docu-
ment in terms of its probability of relevance is given by:

In—PL = g4 y2L (2.2)

1 —pq $1%

where s, is the score of the document, 57 is the mean score of the top 1%
of filtered documents, and § and v are tuning parameters. This equation
takes the score of document and contextualises it with respect to documents
which were calculated to be most similar to the query. The second step is to
remove the log-odds from this formulation as follows:

exp(f + v2L)

51%

T 1+ eap(B+ y2L)

51%

Pd (2.3)

The third step is to adjust the value of § throughout the filtering pro-
cess as documents are filtered. Complete details on adapting 8 can be found
in [Robertson, 2002]. Robertson reported that this threshold adaptation
method statistically significantly improved the performance of a filtering sys-
tem compared to not performing threshold adaptation.

The state of the art in threshold adaptation is based on modelling the
distribution of relevant and irrelevant document scores as Gaussian and ex-
ponential distributions, respectively. The earliest paper on applying this

process to document filtering introduced the score-distributional optimisa-
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Figure 2.2: Document score distributions of relevant and irrelevant docu-
ments. It can be seen that relevant and irrelevant document scores can be
approximated by Gaussian and exponential probability distributions.

tion method [Arampatzis and van Hameren, 2001]. Using this method, the
score distributions of each set of documents are trained prior to filtering and
used to calculate the likelihood of relevance for new documents. An intu-
itive visualisation of how this methods works is shown in Figure 2.2. This
figure shows the intersection of the probability of irrelevant and relevant doc-
uments. Score-distributional methods attempt to find the intersection point
to optimise system performance. Arampatzis and van Hameren reported that
this method performed significantly better than competing approaches. An
improvement to this method was proposed by Zhang and Callan [Zhang and
Callan, 2001b] using expectation maximisation to remove bias from the score

distribution estimations.
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2.5 Topic Adaptation

The goal of topic adaptation, (6) in Figure 2.1, is to learn which terms are
most representative of an information need based on relevance judgements
received from a user. The aim is to improve system performance by creating
a better representation of the information need against which newly arriving
documents can be compared. The standard approach to topic adaptation
is to use the Rocchio relevance feedback algorithm [Rocchio, 1971], which
was originally designed for Information Retrieval systems. The algorithm
attempts to locate the cluster of documents which is most representative of
the information need, given the relevance judgements available. An updated

topic representation is created as follows:

1 -
Dl qZ d (2.4)

deDNRr

@’za-@Jrﬁ-ul%lﬁZ d+7-
deDpg

where Cj is the original topic vector, Dg is the set of relevant documents, Dy g
is the set of irrelevant documents, d is a vector representing a document, and
a, (B, and ~ are parameters signifying the contribution of each component
to the update