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<td>coatings for the room temperature loss measurements.</td>
<td></td>
</tr>
<tr>
<td>C.2</td>
<td>Properties of HfO$_2$ required for the multi-layer HfO$_2$ and doped HfO$_2$</td>
<td>153</td>
</tr>
<tr>
<td></td>
<td>coatings for the room temperature loss measurements.</td>
<td></td>
</tr>
<tr>
<td>C.3</td>
<td>Properties of the effective HfO$_2$ doped with SiO$_2$ for the multi-layer</td>
<td>154</td>
</tr>
<tr>
<td></td>
<td>HfO$_2$ doped with SiO$_2$/SiO$_2$ coating for the room temperature loss</td>
<td></td>
</tr>
<tr>
<td></td>
<td>measurements.</td>
<td></td>
</tr>
</tbody>
</table>
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Preface

This thesis is an account of the research carried out in the Institute for Gravitational Research and Solid State Physics Group at the University of Glasgow between October 2007 and May 2011, which involved the study of the atomic structure and properties of mirror coatings for use in gravitational wave detectors.

In Chapter 1 the nature and origin of gravitational waves is discussed along with techniques for their detection and the status of current and future gravitational wave detectors.

In Chapter 2 the current understanding of thermal noise from the optical coatings in gravitational wave detectors is discussed. Then the experimental techniques which are used in this thesis to study the material properties of the mirror coatings, including the theory behind transmission electron microscopy, are described in detail.

In Chapter 3 an investigation into the effect of heat-treatment on Ta$_2$O$_5$ mirror coatings is presented. For the 400°C heat-treated coating, the work involving the process of calculating the Reduced Density Function (RDF) was carried out in collaboration with Prof. D. J. H. Cockayne and Dr. K. B. Borisenko at the University of Oxford. Data collection on the Transmission Electron Microscope (TEM) was carried out by the author in Glasgow and analysis was carried out in collaboration with Prof. D. J. H. Cockayne and Dr. K. B. Borisenko. The remaining 300°C and 600°C heat-treated coatings were analysed by the author in collaboration with Mr. K. Evans. The cryogenic loss measurements for the ATF low water content Ta$_2$O$_5$ coatings was carried
out by the author in collaboration with Dr. I. W. Martin. The author also
computed and analysed RDF measurements for the low water content coatings
in collaboration with Mr. K. Evans. RDF measurements and analysis for the
MLD Ta$_2$O$_5$ coatings was carried out by the author in collaboration Mr. K.
Evans. At all stages, the analysis was carried out with input from Dr. I.
MacLaren and Prof. S. Rowan.

In Chapter 4 an investigation into the effects of TiO$_2$ doping the Ta$_2$O$_5$
coatings as a way of reducing the mechanical loss is presented. These mea-
urements were carried out at the suggestion of Dr. I. MacLaren and Prof. S.
Rowan. The TEM diffraction data required for the RDFs was collected by the
author and analysed in collaboration with Mr. K. Evans. The atomic models
where created by the author in collaboration with Mr. K. Evans and analysed
by the author.

In Chapter 5 studies into the material properties of HfO$_2$ and SiO$_2$ coatings
are presented. These measurements were carried out following discussions be-
tween the author, Dr. I. MacLaren and Prof. S. Rowan. The room temperature
mechanical loss measurements were carried out by the author in collaboration
with Dr. R. Nawrodt. The results were analysed by the author in collabora-
tion with Dr. P. Murray. The TEM diffraction data required for the RDFs
was collected by the author and analysed in collaborating with Mr. K. Evans.
Summary

The Atomic Structure and Properties of Mirror Coatings for use in Gravitational Wave Detectors

Gravitational waves are a prediction of Einstein’s General Theory of Relativity. They can be regarded as perturbations, or ripples, in the curvature of space-time that travel at the speed of light. Detectable gravitational waves are the result of the asymmetric acceleration of mass that occurs during massive astronomical events, such as coalescing compact binary systems and supernovae. The nature and detection of gravitational waves is the focus of Chapter 1.

A direct detection of gravitational waves is still to be made, however, there is strong indirect evidence of their existence through the work Hulse and Taylor. They observed a binary pulsar system over a number of years and found it to have a decaying orbit that followed a decay rate consistent with a model in which energy is lost due to the production of gravitational waves.

The most promising method for gravitational wave detection is through the use of long-baseline interferometric gravitational wave detectors, such as LIGO located in the US, GEO 600 in Germany and Virgo in Italy. There are planned upgrades to current long-baseline interferometric gravitational wave detectors. These second generation of detectors will aim to improve sensitivity by a factor of around ten, allowing a much greater chance of detecting gravitational waves, particularly from sources such as coalescing compact binary systems. However, the sensitivity of these detectors will still be limited by noise sources, such as photon-shot, seismic and thermal noise, which could be further reduced by the development of new technologies.
Chapter 2 discusses the current understanding of thermal noise arising from the mirror coatings in the detector test-masses. This will identify thermal noise as a particularly important noise source, limiting the sensitivity of detectors between the frequency range from a few tens Hertz to several hundred Hertz.

There is an international network of scientists working on developing new technologies for future generations of interferometric gravitational wave detectors, which have the aim of increasing detector sensitivity and further reducing the effect of detector noise sources. The research presented in this thesis focuses on investigating the mechanical loss, which is directly related to the thermal noise, of the mirror coatings. In particular the first attempts at correlating changes in atomic structure of the coatings to the mechanical loss where various properties, such as heat-treatment and doping, of the coatings have been systematically changed will be presented.

Chapter 3 will focus on the effect of heat-treatment of pure Ta$_2$O$_5$ coatings. The process of heat treating Ta$_2$O$_5$ coatings has observable effects on mechanical loss measured at low temperature, where loss peaks arise in the region of 10s of K and develop as the heat-treatment temperature rises. Heat-treatment also produces subtle changes to the averaged local atomic structure of the coatings where it can be seen that as the heat-treatment temperature is increased, the coatings became more ordered, moving towards crystallisation between heat-treatment at 300-600 °C coatings before fully crystallising at 800 °C. Atomic models show Ta$_2$O$_2$ ring fragments which are present in the crystalline phases of similar materials. In general it is observed that as heat-treatment temperature is increased there is an increase in the presence of the Ta$_2$O$_2$ ring fragments and a decrease in the presence of Ta-Ta bonds in the atomic structures. Changing the manufacturing deposition process for the Ta$_2$O$_5$ coatings also creates significant changes in the mechanical loss at low temperatures, where a ‘low water content’ manufacturing processes gives rise to changes in the positions and shapes of the low temperature loss peaks.
Preliminary investigations into the local atomic structure at different areas of a heat-treated coating shows that increasing heat-treatment temperature causes more ordered coating material nearer the substrate, compared with areas nearer the surface of the coating.

Chapter 4 presents studies on the effect of doping Ta$_2$O$_5$ coatings with TiO$_2$ with doping concentrations of 0, 8.3, 20.4, 25.7, 28.3, 53.8 % (cation) TiO$_2$. Mechanical loss measurements of multi-layer SiO$_2$ and Ta$_2$O$_5$ doped with TiO$_2$ coatings show that changing the TiO$_2$ doping concentration reduces the mechanical loss of the coating by up to 40%. It is also shown that changing the TiO$_2$ doping concentration can significantly change the local atomic structure of these coatings. Atomic models created for 20.4% and 53.8% Ti coatings indicate similar inter-atomic bond distances between the 20.4% and 53.8% Ti coatings. The models show that the distributions of Ta-Ti and Ti-O bonds in the atomic structure of the coatings as TiO$_2$ doping is increased. There are also considerable contributions from Ta$_2$O$_2$ ring fragments that are seen in the pure Ta$_2$O$_5$ coatings, with the addition of TaTiO$_2$ ring fragments. Further analysis of the atomic structures of these coatings revealed some preliminary correlations between the atomic structure and mechanical loss, were it is observed that 28.3% Ti coating is the most ordered atomic state out of all the Ti doped coatings and had the lowest measured mechanical loss. This suggests that there may be a link between slightly increased ordering in the atomic structures and a lower measurable mechanical loss. The amount of oxygen in a coating may play a key role important in the level of mechanical loss, as it is observed that the coating with the least oxygen deficiency coating is the coating with the lowest measured mechanical loss.

Finally, Chapter 5 explores the material properties and atomic structures of HfO$_2$ coatings, SiO$_2$ coatings and substrates and HfO$_2$ doped with SiO$_2$ coatings. Pure HfO$_2$ are studied as possible alternatives to Ta$_2$O$_5$ coatings. It appears that coatings subject to heat during the manufacturing process of
just 100°C or above appear part crystallised. Preliminary studies of a HfO$_2$ coating doped with 30% (cation) SiO$_2$ and heat-treated to 600°C show that it is a promising coating for future study as it remains amorphous, with a room temperature mechanical loss value comparable to pure HfO$_2$ coatings and therefore Ta$_2$O$_5$ coatings. SiO$_2$ coatings deposited on SiO$_2$ substrates are also studied and they show only subtle changes between them, which appear to lessen as the sample are heat-treated. Changes in the atomic structure of these coatings indicate an increase in order of the structure as heat-treatment temperature is increased, similar to the observed changes in the heat-treated Ta$_2$O$_5$ coatings.
Chapter 1

Detecting Gravitational Waves

1.1 Introduction

One of the most intriguing and challenging areas of experimental physics encompasses the efforts made to detect gravitational waves from astrophysical sources. Gravitational waves are one of the predictions of Einstein’s General Theory of Relativity, where asymmetrically accelerated mass emits ripples of gravitational radiation, gravitational waves [1]. For nearly a century they have remained elusive, but a new generation of ground-based interferometric detectors are reaching sensitivities where a first detection could be made. Detection of gravitational waves would open up an entirely new window on the Universe, allowing us to further understand its relativistic properties and initiate an entirely new area of astronomy.

Although there has been as yet no direct detection of gravitational waves, there is strong indirect evidence of their existence. In 1975 Hulse and Taylor discovered the binary pulsar PSR 1913 + 16 [2]. This binary pulsar system was observed over a number of years and was found to have a decaying orbit that followed a decay rate consistent with a model in which energy is lost due to gravitational radiation [3–5]. This discovery won Hulse and Taylor the Nobel Prize for Physics in 1993 and further strengthened the international effort to directly detect gravitational waves.
There is an international effort linking detector projects in an effort to make the first direct detection of gravitational waves. Currently, the most promising method of detection is focused on the use of long-baseline interferometers such as LIGO in the US [6], GEO600 in Germany [7], Virgo in Italy [8] and TAMA in Japan [9]. These detectors are some of the most sensitive displacement measurement instruments ever to be constructed [10]. Upgrades are planned in the near future to several of these detectors, which should see their sensitivities increase significantly [11]. In general, detectors have sensitivities limited by a range of noise sources such as photo-electron shot noise [12], seismic noise [13] and thermal noise [14]. Finding ways to reduce these noise sources is a very active area of research, with the goal of developing new technologies and materials to enable the design and development of future generations of more sensitive detectors.

This chapter will give a brief introduction to the nature of gravitational waves and their sources. The second part of this chapter will then focus on the detectors, and the noise sources which limit their sensitivity with an emphasis on thermal noise.

1.2 Gravitational waves

1.2.1 The nature of gravitational waves

The General Theory of Relativity published by Albert Einstein in 1916 predicts the existence of gravitational waves travelling at the speed of light, produced when mass is accelerated asymmetrically [1]. These gravitational waves can be considered as having the effect of waves or ripples in space-time.

Following the description of gravitational waves in relativity given by Saulson [15], one of the central concepts to relativity is that the space-time interval, $ds$, between two points, where each point represents the position $(t, x, y, z)$, say from point $(x^0, x^1, x^2, x^3)$ to point $(x^0 + dx^0, x^1 + dx^1, x^2 + dx^2, x^3 + dx^3)$, can
be described mathematically by,

\[ ds^2 = -c^2 dt^2 + dx^2 + dy^2 + dz^2. \]  \hspace{1cm} (1.1)

When considering the curvature of space-time, Equation (1.1) can also take the more general form,

\[ ds^2 = g_{\mu\nu} dx^\mu dx^\nu, \]  \hspace{1cm} (1.2)

where \( g_{\mu\nu} \) is known as the metric tensor and describes the local curvature of space-time and \( \mu, \nu \) can be \((0, 1, 2, 3)\) to represent \((t, x, y, z)\) respectively. \( g_{\mu\nu} \) is better described as,

\[ g_{\mu\nu} = \eta_{\mu\nu} + h_{\mu\nu}, \]  \hspace{1cm} (1.3)

where \( \eta_{\mu\nu} \) is known as the Minkowski tensor and describes flat space, and \( h_{\mu\nu} \) describes the small perturbations in the curvature of space-time. The complicated mathematical expressions that describe Einstein’s gravitational field equation can be simplified when a suitable form of \( h_{\mu\nu} \) is chosen. This choice lies in the transverse traceless gauge or TT gauge, and allows the field equation to be represented as a wave equation,

\[ \left( \nabla^2 - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \right) h_{\mu\nu} = 0. \]  \hspace{1cm} (1.4)

The TT form of \( h_{\mu\nu} \) when a wave is moving out along the z-axis is

\[ h_{\mu\nu} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & h_{xx} & h_{xy} & 0 \\ 0 & h_{yx} & h_{yy} & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}. \]  \hspace{1cm} (1.5)

where \( h_{xx} = -h_{yy} \) and \( h_{xy} = h_{yx} \). This gives rise to two polarisations of gravitational radiation, \( h_{xx} \) and \( h_{xy} \), that shall be denoted at \( h^+ \) and \( h^\times \) respectively at 45° to one another. An example of how gravitational radiation distorts a ring of test particles from these two polarisations is shown in Figure 1.1.
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It is possible to quantify this distortion by considering the displacement of test particles caused by the incident wave. A ring of particles of radius $L$ is stretched in one direction by $\Delta L$ and compressed in the orthogonal direction by the same amount, as shown in Figure 1.1. The resultant amplitude of the strain produced is defined as,

$$h = \frac{2\Delta L}{L}.$$  \hspace{1cm} (1.6)

This property forms the basis of the operational principles of gravitational wave detectors. Further description of these detectors will follow in Section 1.3.

1.2.2 Sources of gravitational waves

Gravitational waves are extremely weak in nature due to gravity being the weakest of the forces of nature. Thus, only naturally occurring astronomical events that involve very large masses and accelerations produce gravitational waves large enough to detect. It is worth noting that even from these massive astronomical events, a detectable strain of just $h \sim 10^{-21}$ is expected [16].

Astrophysical sources of gravitational waves are often classified into three main types: burst sources, continuous sources and a stochastic background, and these will be discussed in turn.
Burst sources

Certain source classes produce short bursts of gravitational waves which occur over timescales from milliseconds to minutes. These sources include, for example, coalescing compact binary systems and supernovae. Compact binary systems may be formed, for example, by two black holes, two neutron stars or a combination of a black hole and a neutron star. As a binary system inspirals, it emits gravitational waves. Schutz estimated the strain in space-time to be \[ h \approx 1 \times 10^{-23} m_T^2 \mu \left( \frac{f}{100\text{Hz}} \right)^{\frac{2}{3}} \left( \frac{100\text{Mpc}}{r} \right), \] (1.7)

where \( m_T = m_1 + m_2 \), \( \mu = m_1 m_2 / (m_1 + m_2) \) which is the reduced mass of the system, \( f \) is the radiation frequency emitted from the system and \( r \) is the distance from a detector. Supernovae, the violent explosions that marks the end of stars lives, produce strains estimated to be \( h \sim 1 \times 10^{-21} \) at a distance of 10 kpc from the source [18].

Continuous sources

Example of continuous sources of gravitational radiation include pulsars and X-ray binaries. Pulsars are highly magnetised, spinning neutron stars, that have jets of particles ejecting from their magnetic poles. Pulsars, and neutron stars in general, are the result of the gravitational collapse that occurs during supernovae explosions of massive stars. Gravitational waves emitted from these are believed to produce strains of \[ h \approx 6 \times 10^{-25} \left( \frac{f_{\text{rot}}}{500\text{Hz}} \right)^2 \left( \frac{1\text{kpc}}{r} \right) \left( \frac{\epsilon}{10^{-6}} \right), \] (1.8)

where \( T_{\text{obs}} \) is the total time the pulsar is observed over and \( \epsilon \) is the equatorial ellipticity. Recent studies have given an upper limit of the strain signal from these sources set at \( h \sim 10^{-24} \) [20]. There is another particular system that includes a neutron star with the addition of a normal companion star, known
as low-mass X-ray binaries. These systems have deforming spinning neutron stars that produce gravitational waves as the neutron star is torqued by the accretion from the companion star.

The stochastic background

The stochastic background is not a source in itself, rather it can be regarded as similar to the cosmic microwave background in that it is the background noise of which individual sources cannot be resolved. The expected strain signal of the stochastic background is

$$h \approx 4 \times 10^{-22} \sqrt{\Omega_{gw}} \left( \frac{f}{100 \text{Hz}} \right)^{-\frac{3}{2}} \text{Hz}^{-\frac{1}{2}}$$

(1.9)

where $\Omega_{gw}$ is the energy density required for a closed Universe. Observations from the stochastic background will provide information on the structure of the early Universe and is one of the major ambitions for gravitational wave astronomy.

1.3 Gravitational wave detectors

Gravitational wave detectors have been in development for over 50 years [15]. In the 1960s, Weber pioneered the design of the first gravitational wave detectors [21]. Weber’s attempts to detect gravitational waves included monitoring of resonant modes of aluminium bars, which would be excited by a passing gravitational wave of sufficient amplitude [22]. Weber published several claims of direct detection of gravitational waves from bar detectors [23, 24], however subsequent bar detectors set up around the world failed to verify Weber’s results [25–28]. Bar detectors have the disadvantage of only being able to operate over narrow bandwidths that are centered on the resonant modes of the bar.

In 1962 Gartsenshtein and Pustovit [29] first proposed laser interferometry as a way to precisely measure the differential motion of test masses. Such
differential motion may be the result of a passing gravitational wave, which would cause strains or fractional changes in length in space. Therefore, laser interferometry provided the possibility of detecting gravitational waves. It was also a very attractive technology as it had the ability to provide high sensitivity over a broad range of frequencies \(30\), and has subsequently become the technology of choice for detecting gravitational waves \(31\).

### 1.3.1 Laser interferometry

The use of laser interferometry for gravitational wave detection focusses on variants of the Michelson interferometer. In this type of interferometer, a laser beam is split into two components which then travel at right angles to one another. The two separate beams travel along ‘arms’ and then retroreflect at the end test mass mirrors and recombine at the photodetector where they interfere, as shown in Figure 1.2.

![Figure 1.2: Schematic of a Michelson interferometer consisting of one beam splitter and two end mirrors.](image)

The first use of laser interferometry goal of detecting gravitational waves was by Forward \(32\) and Weiss \(30\). The effect of a passing gravitational wave will lengthen one arm and compress the other causing a variation in the intensity of light sensed at the photodetector. The observed change in arm length is described by Equation 1.6, which also indicates having long arm-lengths will increase the measured change in arm length, and therefore increase...
the variation of light sensed at the photodetector, when a gravitational wave passes.

Modern interferometric gravitational wave detectors have long baselines or arm lengths. As these are ground-based, practical arm lengths are restricted to several kilometers, mainly due to cost and the curvature of the Earth affecting the requirement for straight beamlines. Of the interferometers currently constructed, the LIGO detectors are the largest and have 4km arms, Virgo, GEO600 and TAMA have 3 km, 600 m and 300 m arms, respectively.

A range of technologies have been developed and employed to maximise gravitational wave sensitivities, forming extensions of the simple Michelson interferometer.

**Delay-line interferometry**

Increasing the effective arm length of the interferometer can be accomplished by increasing the optical path length of the arms. In 1972 Weiss proposed the use of an optical delay-line interferometer whereby the interferometer uses either a folded optical path, as shown in Figure 1.3(a), or where mirrors close to the beam splitter have an aperture that allows light to enter the arm and bounce back and forth several times before exiting, as shown in Figure 1.3(b) \[30, 33\]. The GEO600 detector employs a folded delay-line configuration \[34\].

**Fabry-Perot interferometry**

There is also a further method, that was adapted for use in gravitational wave detectors in Glasgow \[35\], for increasing the optical path length using Fabry-Perot resonator cavities, as shown in Figure 1.4. Here, the inner mirrors situated close to the beam-splitter are partially transmitting and the end mirrors are highly reflective. The cavities are held at resonance during operation and the light is effectively stored in the cavities, travelling multiple times to and from the inner and outer mirrors, before essentially ‘leaking’ out back to the
Figure 1.3: Schematic of an interferometer in a delay-line configuration where the optical path length is extended by a folded optical path using (a) separate mirrors or (b) by an input mirror with an aperture for the input and output laser beams.

beam splitter and to the photo-detector. This method is currently employed in the LIGO, VIRGO and TAMA detectors [36].

Figure 1.4: Schematic of an interferometer implementing Fabry-Perot resonator cavities, effectively increasing the arm length of the interferometer.

Power and signal recycling

Techniques have also been developed to enhance the output signal of the detectors. Power recycling focuses on ‘recycling’ the light coming out of the interferometer arms [37]. As the light travels back from the interferometer arms to the beam splitter, some of this light is transmitted back along the
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laser input path. Putting an additional mirror in the input line, as shown in Figure 1.5 (a), allows the light coming back out of the arms to be recycled by creating a cavity with the interferometer.

In signal recycling a partially transmitting mirror is placed between the beam-splitter and the photo-detector, as shown in Figure 1.5 (b), allowing light to be recycled back into the detector in a similar way to power recycling, but specifically for light at the frequency of the sidebands produced by the effects of passing gravitational waves \cite{38,39}. The detectors essentially work by producing destructive interference at the photo-detector, it is therefore possible to enhance the sensitivity at certain frequencies of interest by accurately positioning of the signal recycling mirror.

![Figure 1.5: Schematic of an interferometer with (a) a power recycling mirror at the input line from the laser, forming a further optical cavity with the interferometer and (b) the addition of a signal recycling mirror in the output beam line.](image)

In both power and signal recycling cases the amount of light stored in the detector effectively increases. Therefore this increases the detector sensitivity to differential displacements in the arm lengths that may be caused by passing gravitational waves.
1.4 Detector noise sources

Three of the most significant sources of noise in the current ground-based interferometric detectors are photon noise, seismic noise and thermal noise [15]. Photon noise is a result of statistical fluctuations in the detection of light by the photodetector at the interferometer output. Seismic noise is caused by vibrations of the ground and can be reduced by suspending the test masses and optical equipment as pendulums. Thermal noise is a result of the thermally excited motion of the test masses, their mirrors and suspensions and is an important fundamental limit to detector sensitivity at the most sensitive frequency range of these detectors. These noise sources are discussed further in the following subsections.

1.4.1 Photon noise

Photon shot noise

Photon shot noise describes the statistical fluctuations of the packets of photons detected from the output signal of a gravitational wave detector at the photodetector. In Poisson statistics, \( N \) photons reaching the photodiode would have \( \sqrt{N} \) error associated with this signal. This gives rise to a limit to detector sensitivity.

The effect of photon shot noise can be quantified in terms of its effect on the strain sensitivity for a simple Michelson interferometer, previously defined in Equation 1.6 as a function of frequency, \( h_{\text{shot}}(f) \), in the following way [40],

\[
h_{\text{shot}}(f) = \left( \frac{\pi \hbar \lambda}{2 P_{\text{in}} \varepsilon c} \right)^{1/2} \frac{f}{\sin(\pi f \tau)},
\]

where \( \hbar \) is the reduced Planck’s constant, \( P_{\text{in}} \) is the input power of the laser with a wavelength \( \lambda \), \( \varepsilon \) is the quantum efficiency of the photodiode, \( c \) is the speed of light, \( f \) is the gravitational wave frequency and \( \tau \) is the time that light is stored in the detector. From inspection of this relationship it can be seen
that it is possible to reduce the effect of photon shot noise by increasing the power of the laser used. It can also be further reduced by setting $\tau = 1/(2f)$, where the length of storage time is set to half the period of a gravitational wave. Thus high power lasers are used in these detectors and methods of power and signal recycling (see section 1.3.1) are adopted [38, 39].

**Radiation pressure noise**

Increasing the laser power in a detector has an associated noise effect, that of radiation pressure noise. This effect results from the fact as the photons hit the suspended mirrors, momentum is transferred from the photons to the test masses, causing them to move. For a simple Michelson interferometer the effect on strain sensitivity from radiation pressure noise, $h_{rp}$, can be described by [15],

$$h_{rp} = \frac{Nmf^2L}{m\sqrt{2\hbar P_{in}^{3}\lambda c}},$$

(1.11)

where $N$ is the number of times the light in the interferometers travels a distance of $2L$, $L$ being the length of the interferometer arms, and $m$ being the mass of the mirrors. From this it can be seen that radiation pressure noise reduces with increasing frequency and increases as $P_{in}$ increases.

**The standard quantum limit**

From Equations 1.10 and 1.11 it can be seen that an optimum value for $P_{in}$ exists for any given frequency such that $h_{shot} = h_{rp}$. This arises as discussed above, since when the laser power is increased the effects of photon shot noise are decreased and the radiation pressure is increased, and vice versa. This therefore must set a limit to detector sensitivity, where $h_{shot} = h_{rp}$, and is known as the Standard Quantum Limit (SQL). Current detectors all have noise floors higher than that set by the SQL. As detector sensitivity is increased, designs are being tested which should reach the SQL and may overcome it by correlating the photon shot noise and radiation pressure noise through the use
of ‘optical springs’ and signal recycling \[41\]. Discussion of these methods lie outwith the scope of this thesis, and further information can be found in the literature \[41-44\].

1.4.2 Seismic noise

Indirect coupling of seismic noise

Current interferometric gravitational wave detectors are based on Earth, although plans exist for space-based detectors (see Section 1.5 for further details). The terrestrial environment presents another source of noise - seismic noise. There are many, often unpredictable, sources of seismic noise that can take various forms, from earthquakes to human activity such as road traffic. Thus it is important to isolate the detector test masses from these noise sources as far as possible \[15\]. To that effect, vibration isolation stacks \[15, 45\] and multi-stage pendulums \[46\] have been used in order to effectively filter out seismic noise to a level where it does not limit detector sensitivity.

Isolation in the vertical direction can be achieved effectively through a stacked set of springs or cantilever springs. Horizontal isolation can be achieved through the use of pendulums. The transfer function of a pendulum between the displacements of the pendulum’s clamping point \(x_{\text{clamp}}\) and mass \(x_{\text{mass}}\) is given by \[15\],

\[
\frac{x_{\text{mass}}}{x_{\text{clamp}}} = \frac{f_r^2}{f^2 - f_r^2},
\]  

(1.12)

where \(f_r\) is the resonant frequency of the pendulum and \(f\) is the frequency of the ground motion. For the case where \(N\) pendulums are stacked on top of each other, for a \(f \gg f_r\), the attenuation of the test-masses can be described by

\[
\frac{x_{\text{mass}}}{x_{\text{clamp}}} \approx \left(\frac{f_r^2}{f^2}\right)^N.
\]  

(1.13)

Multi-stage suspension systems have been used effectively in the GEO600 \[46\] and Virgo \[47\] detectors and will be part of the planned upgrade to LIGO \[48\], see Section 1.5 for further details.
1.4 Detector noise sources

Directly coupling seismic noise

A fundamental limit to ground based interferometric detector sensitivity results from seismic motions that are directly coupled to the detector test masses through gravitational effects [49]. This noise source arises from local changes to the gravitational field, referred to as gravitational gradient noise [13]. There is no easy way of isolating this noise source and it currently sets a lower limit to the operational frequency range of planned detectors, limiting sensitivity in the range of around 10 Hz or less. However proposals are being put forward to build underground detectors, such as the Einstein Telescope [50] and LCGT [51], where the effect of local distortions to the gravitational field can be reduced. Isolation from this noise source would also be achieved by the proposed space based detectors (see Section 1.5).

1.4.3 Thermal noise

Thermal noise is a major limit to detector sensitivity in the frequency range of a few tens Hz to several 100 Hz [52] where detectors are most sensitive. It arises from the thermally excited motion of the atoms and molecules in the materials used in the interferometers, particularly from the test masses, their mirror coatings and suspensions. There are two forms of thermal noise in detector optics, one from internal friction, due to localised sources of mechanical loss such as defects in the structure of the material, and the other from effects due to statistical fluctuations in temperature [53]. Thermal noise from mechanical loss, or ‘Brownian noise’, can be described in terms of the thermal energy associated with each resonant mode of the material, which equates to \( \frac{1}{2} k_B T \) per degree of freedom. Statistical temperature fluctuations in a material can couple to properties such as local expansion and changes in refractive index, collectively giving rise to a noise source referred to as ‘thermo-optic’ noise [53].

To reduce Brownian thermal noise it is therefore preferable to use materials for the test-masses and their suspensions with low mechanical loss, such as
ultra-pure fused silica [54, 55], to reduce its effect. A particularly significant source of thermal noise is that arising from mechanical loss of the mirror coatings applied to the test masses. Thus, a considerable amount of research is being carried out to understand, and find ways of reducing coating mechanical loss [52]. Further discussion of both aspects of thermal noise in the coatings will be given in Chapter 2.

1.4.4 Direct impact of noise sources on gravitational wave detectors

The combined effect of the noise sources mentioned in this section on detector sensitivity can be seen in Figure 1.6. Here the theoretical noise sources for Advanced LIGO (see Section 1.5) are shown [56].

There is an additional noise source not mentioned in the previous sections from the effect of residual gas. The detectors are operated in an ultra high vacuum environment. However it is impossible to produce a perfect vacuum and there will be a small amount of residual gas and that will in turn scatter some of the laser beam [57].

1.5 Current and future interferometric gravitational wave detectors

Current generation of detectors

As stated previously, there is an international network of ground-based long-baseline interferometric gravitational wave detectors. The largest of these are part of the Laser Interferometer Gravitational-wave Observatory (LIGO) project in the US [6]. There are three LIGO interferometers, a 4 km and 2 km arm length detector near Hanford in Washington State and another 4 km arm length instrument near Livingston in Louisiana [54]. Other gravitational wave detectors include the GEO600 interferometer located near Hanover in
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Figure 1.6: Plot showing the noise budget for Advanced LIGO (see Section 1.5) where the different noise sources are combined to produce the total noise and subsequent sensitivity plot for the detector [56].

Germany [7], the Virgo interferometer located near Pisa [8] and the TAMA interferometer located in Tokyo [9]. They all compare results by working together, when they are all operational, to rule out local anomalies such as earthquakes, weather conditions and disturbances from other sources such as aircraft. They will also be able to use triangulation to determine the origin of the detected gravitational waves in space. Figure 1.7 shows images of one of the LIGO detectors, Virgo and GEO600.

Figure 1.8 shows some of the most recent sensitivity curves from recent observing periods from the 4km LIGO, GEO600 and Virgo detectors.

Second generation of detectors

There are upgrades planned for the GEO600, LIGO and Virgo detectors with the aim of improving detector sensitivities. GEO-HF will see the original GEO600 detector optimised to improve sensitivity in the high frequency ranges,
Figure 1.7: Images showing three of the major international long-baseline interferometric gravitational wave detectors, with (a) the LIGO detector in Louisiana (US) [58], (b) the Virgo detector near Cascina (Italy) [59] and (c) the GEO600 detector near Hanover (Germany) [60].

Figure 1.8: Sensitivity plots for the LIGO science run 6 (S6) [61], GEO600 S5 [62] and VIRGO science run (VSR1 and 2) [63] from recent observation periods.

mainly by decreasing photon-shot noise with a more powerful stable laser. It will also have the option of switching to being optimised for lower-frequency observations.

The two 4 km LIGO detectors have recently finished their final observation period before their upgrade to form an ‘Advanced LIGO’, which aims to achieve an improvement in detector sensitivity by a factor of at least 10 [64]. Increasing sensitivity, effectively increases the volume of the Universe from which grav-
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Gravitational waves may be observed, making a detection more likely. Advanced LIGO will increase the volume of the Universe initial LIGO is sensitive to by as much as 1000 times [65]. Technologies developed in GEO600 including silica fibre suspensions developed in Glasgow will be part of the upgrade [66].

The upgrade of Virgo to Advanced Virgo will also aim to improve detector sensitivities to a level that is essentially that of Advanced LIGO and will also implement the use of silica suspensions [67]. Upgrading to Advanced Virgo is expected to start in 2011.

In Japan, there are plans for an underground detector with 3 km arm-lengths to be built, the Large-scale Cryogenic Gravitational wave Telescope (LCGT), and has recently had its funding approved [51]. The Cryogenic Laser Interferometer Observatory (CLIO) is a prototype 100 m arm-length detector testing the technologies, particularly the cryogenics, that will be used in LCGT [51].

Both GEO600 and some bar detectors will have the important task of continuing observations during the more demanding upgrades required for Advanced LIGO and Advanced Virgo.

Third generation of detectors

The second generation of detectors will almost certainly make the first direct detection of gravitational waves [66]. However, the detection rate of these detectors is expected to be around 40 events per year, in the case of coalescing compact binary systems [68], making it unlikely for them to give the ability to perform precise astronomical studies of gravitational wave sources [50]. Therefore the international gravitational wave community is in the early stages of investigating possible third generation detectors, which will see considerable further improvements to sensitivity [50]. There are options being considered for future US detectors, including an upgrade to Advanced LIGO. In Europe, a design study for the Einstein Telescope (ET) is underway with ambitious targets for reducing several noise sources; including reducing seismic noise by
building it underground and cryogenic cooling for the optics to reduce thermal noise [50, 69]. These detectors will aim to make frequent detections of gravitational waves at high signal to noise ratios, giving rise to a new era of routine gravitational wave astronomy [50].

**Space based detectors**

There are currently plans for two space-based detectors, the Laser Interferometer Space Antenna (LISA) scheduled for launch in 2020 [70] and the DECi-hertz Interferometer Gravitational wave Observatory (DECIGO) scheduled for launch in 2024 [71]. Both of these detectors will operate in space, isolating them from the seismic noise sources relevant for ground-based detectors, allowing the frequency bandwidth they are sensitive in to be significantly lower than their ground-based counterparts. LISA’s operating frequency bandwidth will allow it to observe the formation of massive black holes of the order of $10^3 - 10^6 \, M_\odot$ from frequencies of around $10^{-4} - 10^{-1} \, \text{Hz}$. DECIGO will operate in the frequency range between LISA and ground-based detectors searching for inspiral sources producing gravitational emission that has moved out of the detectable frequency range of LISA and before they move up into the detectable frequency range of ground-based detectors. The sensitivity to lower frequencies of both LISA and DECIGO could possibly give them the opportunity to study the stochastic background, allowing the study of gravitational radiation from the early Universe [72, 73]. LISA and DECIGO will have arm lengths of $5 \times 10^6 \, \text{km}$ and $1000 \, \text{km}$, respectively, also giving them increased sensitivity, which is achievable because they are space based. They will consist of three drag-free space craft each allowing them to triangulate the origin of any detections, and trail the Earths orbit around the Sun, as illustrated in Figure 1.9. There is also a preliminary mission planned called LISA Pathfinder which is a space probe scheduled for launch as early as 2013 that will test some of the key components that will be eventually be used in the LISA detector.
1.6 Conclusions

The detection of gravitational waves will create an entirely new window to the Universe, giving birth to a new era in Astronomy. Astronomical events that are of interest tend to involve compact objects, for example, the collapse of a star, in an event known as a supernova, to a black hole or neutron star producing a burst of gravitational waves. Coalescing compact binaries produce gravitational waves as the system inspirals. Gravitational wave interactions from the early Universe may allow us to peer significantly further back in time than is currently possible. However gravitational waves emitted from the strongest source are anticipated to produce detectable strains of just $h \approx 10^{-21}$.

Long-baseline interferometric detectors currently provide the most promising way to make a detection, and there is an international network of detectors and scientific research observing and developing the most sensitive displacement measurement instruments ever to be created. These detectors are now sensitive enough to make a detection but are still limited by noise sources that include photon, seismic and thermal noise. Innovative methods and technolo-
gies are being developed for future generations of detectors to reduce noise sources and thus increase detector sensitivity, therefore increasing the volume of the Universe observable and increasing the chances of detecting the first gravitational wave.

The research presented in this thesis focuses on the development of low mechanical loss and hence low thermal noise coatings, which currently limits the most sensitive frequency ranges of current detectors. Understanding what is causing the thermal noise in these coatings is an area of intense research, in an attempt to produce coatings that reduce its effect. The following chapters will outline the techniques used to probe the material properties of the coatings, and for the first time gain a detailed understanding of their atomic structures.
Chapter 2

Methods for investigating the material properties of mirror coatings

2.1 Introduction

Thermal noise from the mirror coatings applied to the test masses of interferometric gravitational wave detectors is an important limiting factor to detector sensitivity over the central portion (tens Hz to several 100 Hz [65, 75]) of its operational bandwidth, due mainly to the mechanical dissipation of the coating material [52]. It is therefore important to understand the nature of coating thermal noise by accurately quantifying its effect and identifying its causes, in an effort to design future coatings of lower thermal noise.

Ta$_2$O$_5$ has been widely used in the optical industry as a high quality dielectric coating material that has low optical loss [76]. Dielectric mirror coatings used in gravitational wave detectors consist of alternating layers of materials that have varying refractive index to give high reflectivity. Currently all operational interferometric gravitational wave detectors employ coatings formed from multi-layers of SiO$_2$ (silica) and Ta$_2$O$_5$ (tantalum) [77].

This chapter introduces the current understanding of the thermal noise properties of the coatings and the way it can be measured. Then, in order to
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2.2.1 Brownian motion and the fluctuation dissipation theorem

The test masses and suspensions will experience random Brownian motion of their atoms and molecules due to being at some finite temperature. This appears as thermally driven motion of the resonant modes of the system. There is a link between this thermal motion and the mechanical loss (or internal friction) of the materials making up the test masses and their suspensions as described by the fluctuation-dissipation theorem \([78, 79]\).

The fluctuation-dissipation theorem can be used to relate the power spectral density of the thermal displacement, \(S_x(\omega)\) at some frequency \(\omega\), to the real part of the mechanical impedance, \(Z(\omega)\) such that,

\[
S_x(\omega) = \frac{4k_B T}{\omega^2} \Re \left[ \frac{1}{Z(\omega)} \right].
\] (2.1)

When an external force is applied to the test mass, the test mass material responds, but not instantaneously. Instead there is a lag in the strain response. When the internal stress in a material changes, internal properties of the material such as defects, shifting grain boundaries and thermal currents take time to respond [57].

It is possible to model the vibrational modes of each test mass as a lightly damped harmonic oscillator [57],

\[
F(\omega) = -k x (1 + i \phi(\omega)),
\] (2.2)
where \( k \) is the spring constant and \( \phi(\omega) \) is the loss factor, which represents the phase lag of the response of the system, \( x \), to the restoring force, \( F(\omega) \).

Taking into account the combined effects of internal friction, it is possible to express Equation 2.2 in terms of velocity, \( v \), such that,

\[
F(\omega) = i\omega mv - i\frac{k}{\omega} (1 + i\phi(\omega)) v, \tag{2.3}
\]

where \( m \) is the mass of the test mass. The impedance, \( Z(\omega) \), can be obtained by dividing Equation 2.3 by the velocity, \( v \) and then substituting it into the fluctuation dissipation theorem, Equation 2.1, such that \([57]\),

\[
S_x(\omega) = \frac{4k_B T}{\omega^2} \frac{\omega_0^2 \phi(\omega)}{m (\omega_0^4 \phi^2(\omega) + (\omega_0^2 - \omega^2)^2)} \text{ per Hz.} \tag{2.4}
\]

From this it can be seen that, at frequencies far from the resonant frequency, \( \omega_0 \), using materials for the test mass with low loss will give lower mechanical dissipation, and therefore lower thermal noise.

### 2.2.2 Brownian and thermoelastic noise of the mirror coatings

**Brownian thermal noise** The thermal noise associated with the test-mass mirrors can be calculated by applying the fluctuation dissipation theorem to the interferometer readout position of the test-mass face, and was first carried out by Levin \([80]\).

The thermal noise can be calculated from the power dissipated in the test-mass mirror, when assuming the application of pressure identical to the spatial profile of the laser beam to the front face of the test-mass mirror. The fluctuation dissipation theorem can then be used to calculate the power spectral density, \( S_x(f) \), of the thermal displacement so that \([80]\),

\[
S_x(f) = \frac{2k_B T W_{\text{diss}}}{\pi^2 f^2 F_0^2}, \tag{2.5}
\]

where \( W_{\text{diss}} \) is the power dissipated in the mirror and \( F_0 \) is the peak amplitude of the notional oscillatory force. The dissipated power, \( W_{\text{diss}} \), can be written as,

\[
W_{\text{diss}} = 2\pi f U_{\text{max}} \phi(f), \tag{2.6}
\]
where $U_{\text{max}}$ is the total energy associated with the peak elastic deformation of the test mass.

Bondu [81], Liu and Thorne [82] subsequently showed that the test mass can be modelled as a half infinite structure if the laser beam radius is considerably smaller than the test-mass radius. For this case, the thermal noise power spectral density of the half infinite test mass, $S_{x}^{\text{ITM}}(f)$, can be shown to be [81],

$$S_{x}^{\text{ITM}}(f) = \frac{2k_{B}T}{\pi^{3/2}f} \frac{1 - \sigma^2}{Yw_{0}} \phi_{\text{substrate}}(f), \quad (2.7)$$

where $\phi_{\text{substrate}}(f)$ is the mechanical loss associated with the test-mass material, $\sigma$ is the Poisson’s ratio, $Y$ is the Young’s modulus of the material, respectively, and $w_{0}$ is the radius of the laser beam, where the amplitude of the electric field has fallen to $1/e$ of its maximum intensity.

Equations 2.5 and 2.6 demonstrate that thermal noise in the test-mass mirror is directly related to the power dissipated through the test-mass when an oscillating pressure is applied to the surface. In particular this highlighted that mirror coatings, deposited on the surface of the test-mass mirrors where deformation from the oscillating pressure is at its maximum, could be a significant source of thermal noise [80].

Nakagawa et al [83] derived an expression for the total power spectral density of the thermal noise associated with a multi-layer mirror coating following Levin’s method, where the coating was expressed as a thin surface layer, $d$, with mechanical loss, $\phi_{\text{coating}}$, such that [83],

$$S_{x}(f) = \frac{2k_{B}T}{\pi^{3/2}f} \frac{1 - \sigma^2}{w_{0}Y} \left( \phi_{\text{substrate}} + \frac{2}{\sqrt{\pi}} \frac{(1 - 2\sigma)}{(1 - \sigma)} \frac{d}{w_{0}} \phi_{\text{coating}} \right), \quad (2.8)$$

A further expression that incorporated the layer structure of the mirror coating, as well as allowing for the differing properties of the coating and the substrate, was derived by Harry et. al. [75]. In addition, the coating mechanical loss factor was separated into two components, $\phi_{\perp}$ and $\phi_{\parallel}$, from the associated parallel and perpendicular strains to the coating surface, respectively. The
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derived expression by Harry et. al. for the thermal noise power spectral
density of such a mirror coating can be shown to be \([75]\),

\[
S_x(f) = \frac{2k_B T}{\pi^{3/2} f w_0 Y} \left\{ \phi_{\text{substrate}} + \frac{1}{\sqrt{\pi}} \frac{d}{w_0} Y Y' (1 - \sigma') (1 - \sigma^2) \right. \\
\times \left. |Y|^2 (1 + \sigma)^2 (1 - 2\sigma^2)^2 \phi_\parallel \right. \\
+ Y Y' \sigma' (1 + \sigma) (1 + \sigma') (1 - 2\sigma) (\phi_\parallel - \phi_\perp) \\
+ Y^2 (1 + \sigma')^2 (1 - 2\sigma')^2 \phi_\perp \left. \right\},
\]

(2.9)

where \(Y\) and \(\sigma\) are the Young’s modulus and Poisson’s ratio of the substrate,
respectively, \(Y'\) and \(\sigma'\) are the Young’s modulus and Poisson’s ratio of coating,
respectively, and \(d\) is the thickness of the coating.

For coatings of alternating layers of \(\text{SiO}_2\) and \(\text{Ta}_2\text{O}_5\) deposited on fused
\(\text{SiO}_2\) substrates, the Poisson’s ratio becomes small enough so that \(\sigma' = \sigma = 0\).
Thus Equation 2.9 can be approximated to within 30% to give an expression
for the thermal noise power spectral density of a coated test mass \([75]\):

\[
S_x(f) = \frac{2k_B T}{\pi^{3/2} f w_0 Y} \left\{ \phi_{\text{substrate}} + \frac{1}{\sqrt{\pi}} \frac{d}{w_0} \left( \frac{Y'}{Y} \phi_\parallel + \frac{Y}{Y'} \phi_\perp \right) \right\}.
\]

(2.10)

**Thermoelastic thermal noise** The varying thermo-mechanical properties
of the different materials used for the substrate and in the multi-layer coatings
give rise to another source of noise called thermoelastic noise, which defines
an important limit to detector sensitivity. Thermal expansion, described by
the thermal expansion coefficient, \(\alpha\), of the coating material gives rise to dis-
placements in the front mirror surfaces when small temperature variations are
present. Braginsky \([84]\) and Fejer \([85]\) have calculated the spectral density of
thermoelastic thermal noise arising from a dielectric coating of thickness \(d\) to be,

\[
S_x(f) \approx \frac{8k_B T^2 \alpha^2}{\sqrt{2\pi} w^2} (1 + \sigma_s)^2 \frac{C_{\text{avg}}^2 \alpha_s^2}{C_s^2 \sqrt{\kappa_s C_s}} \tilde{\Delta}^2,
\]

(2.11)

where the subscript \(s\) denotes a substrate property, \(C\) is the specific heat
2.3 Measuring the mechanical loss

2.3.1 Mechanical loss at resonant modes

The levels of mechanical dissipation (or mechanical loss) of the test masses and their suspensions are typically small, making them difficult to measure directly at all frequencies. Instead it is convenient to measure the loss at the resonant frequencies of the test masses and suspensions. The mechanical loss of the resonant mode system at an angular resonant frequency of, $\omega_0$, is defined as

$$\phi(\omega_0) = \frac{E_{\text{dissipation}}}{2\pi E_{\text{stored}}}$$

(2.13)

where $E_{\text{dissipation}}$ is the energy dissipated or lost within each oscillation and $E_{\text{stored}}$ is the total energy stored in the vibrating system.

In studies of the mechanical loss of systems, the amplitude of the motion of a system is excited at a resonant frequency and then allowed to decay. The decay of the amplitude, $A$, of the motion of a freely decaying resonant mode
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of angular resonant frequency, $\omega_0$, can be shown to decay from some initial amplitude, $A_0$, as,

$$A = A_0 e^{-\frac{\phi(\omega_0)}{2} \omega_0 t}. \quad (2.14)$$

Thus the mechanical loss, $\phi$ can be found from measurements of $A$ as a function of time.

2.3.2 Coating mechanical loss

When the mechanical loss of a coated sample, $\phi(\omega_0)_{\text{coated}}$, is measured, it is a combination of the loss of the substrate, $\phi(\omega_0)_{\text{substrate}}$, and the loss of the coating, $\phi(\omega_0)_{\text{coating}}$, and can be described in the following way [87],

$$\phi(\omega_0)_{\text{coated}} = \phi(\omega_0)_{\text{substrate}} + \frac{E_c}{E_s} \phi(\omega_0)_{\text{coating}}, \quad (2.15)$$

where the energy ratio $E_c/E_s$ is the ratio of the energy stored in the coating to the energy stored in the substrate. In order to calculate the energy ratio, in a simple case of a bending bar, consider a bar of length $L$, width $w$ and thickness $a$ with a thin coating layer of thickness $t$. When the bar is bent into an arc as shown in Figure 2.1, the coating is stretched by $\Delta L$ and the energy stored in the coating layer is given by,

$$E_c = \frac{1}{2} k (\Delta L)^2 = \frac{1}{2} \frac{Y_c A}{L} (\Delta L)^2 \quad (2.16)$$

$$= \frac{1}{2} \frac{Y_c t w}{L} (\Delta L)^2 \quad (2.17)$$

$$= \frac{Y_c t a^2 w \theta^2}{8L}, \quad (2.18)$$

where $k$ is the spring constant, $Y_c$ is the Young’s modulus of the coating, $A = t w$ is the cross section of the coating material and $\Delta L = a \theta/2$.

The energy stored in the bar can be calculated by firstly considering the energy stored in a thin section of the bar, where the $dE$ is analogous to the
coating energy, $E_c$, such that,

$$dE = \frac{1}{2} Y_s w \Delta L^2 \frac{L}{L} \, dr, \quad (2.19)$$

where $Y_s$ is the Young’s modulus of the substrate and in this case $\Delta L = (r - R_0) \theta$. We will assume that the energy stored under tension in the section of the bar from $R_0$ to $R_0 + \frac{a}{2}$ is equal to the energy stored under compression in the section of the bar from $R_0$ to $R_0 - \frac{a}{2}$. Therefore the total energy stored in the bar is double the integral of $dr$ from $R_0$ to $R_0 + \frac{a}{2}$.

$$E_s = 2 Y_s w \theta^2 \int_{R_0}^{R_0 + \frac{a}{2}} (r - R_0)^2 \, dr = \frac{Y_s w \theta^2 a^3}{24 L}. \quad (2.20)$$

Using Equations 2.18 and 2.20 give the energy ratio,

$$\frac{E_c}{E_s} = \frac{3 Y_c t}{Y_s a}. \quad (2.21)$$

Finally substituting this expression for the energy ratio into Equation 2.15 and rearranging for the coating loss gives,

$$\phi(\omega_0)_{\text{coating}} = \frac{3 Y_c t}{Y_s a} (\phi(\omega_0)_{\text{coated}} - \phi(\omega_0)_{\text{substrate}}). \quad (2.22)$$

Although this is the case for a bending bar which can be directly compared to a thin coating on a cantilever, it has also been shown to be equivalent...
for coated discs (or cylinders) when considering the energy dissipated in the cylinder’s ‘drum’ mode [88].

For more complicated systems the energy ratios can also be calculated using finite element analysis, using software such as ANSYS [89]. The advantage of this is the ability to perform complex analysis when multi-layer coatings are present. In this case ANSYS treats the multi-layer coating as a composite material. This method has been previously used successfully to compute energy ratios [88, 90], and further details of this process can be found in the literature [91].

2.3.3 Mechanical loss measurements at room temperatures

The experimental setup used here to measure the mechanical loss of the coated cylinders is shown in Figure 2.2. The suspension system is contained in a vacuum tank and the mirror itself is suspended using a silk thread, to isolate the motion of the mass from its surroundings. The vacuum pressure maintained at approximately $10^{-5}$ mbar to eliminate gas damping [88]. The speaker and piezo are used to compensate for low and high frequency motions of the suspended mass respectively to allow the interferometer to be locked to one fringe.

The system uses a variant of a Michelson interferometer where one arm of the interferometer lies between the beam splitter and the suspended test mass, and the other is folded, being formed by the path from the beam splitter via the mirror with the piezo attached to it. The laser source used is a 5 mW helium neon (HeNe) laser. The system is designed to measure the displacement of the flat front surface of the test mass, where resonant modes of the mass are excited by use of an electrostatic actuator placed near the back face of the test mass. The excitation signal is then turned off and the ‘ring down’ of the resonance motion monitored using the interferometer.

Finding the expected resonant frequencies can be achieved using the finite
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Figure 2.2: Schematic diagram of the room temperature mechanical loss measurement experimental system, showing the optical path of the laser and relevant components, including the test mass suspended using silk thread.

Figure 2.3: Diagram showing a subset of the mode shapes generated by ANSYS for a 3" diameter × 1" thick silica disc, where the colour indicates the relative displacements, $U = \sqrt{x^2 + y^2 + z^2}$ when plotted in normalised, dimensionless units where the blue end of the spectrum indicates $U \approx 0$ and red end of the spectrum indicates $U=1$.

element analysis software ANSYS, where models of the test masses are created and the resonant modes are calculated based on the material dimensions and properties. This is used to gain the expected resonant frequencies of the test mass, and also gives a model of the distribution of strain energy in each resonant mode. In Figure 2.3, the red areas of the test mass model show the
portions of the surface that are most deformed for a particular resonant frequency. The laser light is then targeted at this location on the test mass in order to generate the maximum output signal.

![Graph](image)

**Figure 2.4:** Graph of an example ‘ring down’ from a sample excited at a resonant mode and then left to de-excite.

An example of a ring down is shown in Figure 2.4. From this it is possible to produce an exponential decay fit such that it satisfies Equation 2.14 allowing the mechanical loss to be calculated, and then coating loss can be extracted using Equation 2.22. The required substrate loss, \( \phi_{\text{substrate}} \), is calculated by measuring the mechanical loss of a ‘control’ sample, where the substrate has similar properties to the coated sample with the absence of a coating.

### 2.3.4 Mechanical loss measurements at cryogenic temperature

The temperature dependence of the mechanical loss of mirror coatings is also studied using samples mounted in a cryostat where losses can be measured in the temperature range from roughly 12 K to room temperature. The samples measured for this thesis were cantilevers consisting of single layer coatings applied to silicon substrates. A schematic diagram of the experimental setup is shown in Figure 2.5.
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Figure 2.5: Schematic diagram of the cryostat setup showing the optical path of the laser, highlighting the masked photodiode and clamping system for the cantilevers.

The cantilever is held in a stainless steel clamp horizontally, and the cantilever is placed in close proximity to the the electrostatic drive plate. The clamp itself has a resistive heater attached to allow for temperature control and a silicon diode temperature sensor is mounted in the clamp directly below the cantilever. As in the case for the room temperature setup, gas damping is reduced to a negligible amount by holding the vacuum chamber at a vacuum
pressure of $1 \times 10^{-6}$ mbar [90, 92]. The cryostat design allowed the vacuum chamber to be submerged in liquid helium or nitrogen to allow efficient cooling. Typical operation allowed the sample to be cooled to down to just under 12 K with average temperature fluctuations of less than 0.2 K. Measurements were taken using computing software that controls the temperature, and increases it in steps and allows the system to stabilise before taking ring downs from a series of modes.

The optical system uses a HeNe laser, similar to the room temperature setup, that is reflected down to the cantilever via an optical feedthrough, then reflected back up and subsequently reflected via mirrors 1 and 2 onto a photodiode, as shown in Figure 2.5. The rectangular photodiode had a mask placed on top of it such that only a triangular area was exposed. The reflected laser spot moves up and down the photodiode when the cantilever is excited at a resonant frequency as it vibrates, and the result is photodiode output current proportional to the amplitude of the motion of the spot. The laser spot with diameter, $D$, is at least $5 \times$ larger than the widest exposed region of the exposed triangular section of the photodiode, ensuring a linear signal readout.

It can be shown that the angular frequency of the $n$th bending mode of a cantilever is given by [93],

$$\omega_n = \left( k_n L \right)^2 \frac{a}{2\sqrt{3}L^2} \left( \frac{Y}{\rho} \right)^{\frac{3}{2}}, \quad (2.23)$$

where $a$ is the cantilever thickness, $L$ is the cantilever length, $Y$ is the Young’s modulus and $\rho$ is the density. This equation was used to predict the various resonant bending modes of the cantilever.

As with the room temperature measurements, cantilever mechanical loss can be calculated from the ring down Equation [2.14]. Then the coating loss can be extracted using Equation [2.22] using an un-coated cantilever with similar properties to the measured coated cantilever to get $\phi_{\text{substrate}}$. 


2.4 Investigating atomic structure and chemistry

2.4.1 Transmission electron microscopy

Over the past 80 years, materials science has been revolutionised by the creation of the electron microscope. In 1925 Louis de Broglie theorized the wave-like properties of the electron, which had a much smaller wavelength than light \[94\]. This wave-like nature was demonstrated by electron diffraction experiments independently carried out by Davisson and Germer, and Thompson and Reid in 1927 \[95, 96\]. Five years later in 1932, the term ‘electron microscope’ was first used in a publication by Knoll and Ruska \[97\] and four years after that, the first commercial transmission electron microscopes (TEMs) came onto the market. They have evolved into, arguably, the most efficient and versatile tools for the characterisation of materials.

The Rayleigh criterion for light microscopy describes the smallest resolvable distance, \(\delta\), which is related to its wavelength, \(\lambda\), by:

\[
\delta = \frac{0.61\lambda}{n \sin \theta},
\]

where \(n\) is the refractive index of the specimen material and \(\theta\) is the collection angle of the magnifying lens. This gives light microscopes a resolution of, at best, around 300 nm.

Electron microscopes were first developed with the aim of improving upon the resolution of light microscopes. The wavelength, \(\lambda_e\), of the electrons used in a TEM can be calculated by firstly relating the wavelength of electrons to their momentum, \(p\), using:

\[
\lambda_e = \frac{h}{p} = \frac{h}{(2m_0eV)^{1/2}},
\]

where \(h\) is Planck’s constant, and \(p\) can be expanded to take into account the accelerating voltage, \(V\) of the TEM where \(m_0\) is the rest mass of the electron.
and $e$ is the electron charge. Equation 2.25 shows that as the accelerating voltage increases, the wavelength of the electrons decrease. Modern TEMs operate in the region of 100-300 keV, which means that electrons are being accelerated to around half the speed of light. Therefore, to accurately measure $\lambda_e$ it is necessary to account for relativistic effects and Equation 2.25 becomes

$$\lambda_{e,\text{rel}} = \frac{h}{\left(2m_0eV \left(1 + \frac{eV}{2m_0c^2}\right)^2\right)^{\frac{1}{2}}} \tag{2.26}$$

where $\lambda_{e,\text{rel}}$ is now the relativistically corrected electron wavelength and $c$ is the speed of light. A TEM with accelerating voltages of 200 keV, such as the Tecnai T20 used for this research, will therefore operate at a wavelength of 2.51 pm, theoretically giving the user capability of reaching greater than atomic resolution [98]. Unfortunately other limitations on the TEM, such as lens aberrations and issues with mechanical and electrical stability, mean that such picometre resolution cannot be reached [98]. However, there has been huge progress in the development of aberration correction for TEMs in the last 15 years, and it has been possible to increase the maximum resolution to sub-angstrom levels. Nevertheless, although viewing individual columns of crystals in atoms is possible, resolution is not the only important issue when developing new TEMs. It is the interaction of electrons with matter that is driving the creation of new electron microscopes and we can learn a far greater amount from these interactions than just simply producing a magnified image.

### 2.4.2 Electron beam interactions with materials

When a high keV electron beam hits a sample and interacts with the material, a number of signals are produced [98]. The type of signals that are produced and their properties, some of which are shown in Figure 2.6, vary depending on the microscope setup and materials being studied [98].

The direct beam is formed from electrons that pass undeviated through the
2.4.2.1 Elastic electron scattering

Elastic electron scattering describes the process occurring when electrons interact with the sample and lose very little of their initial energy. If we consider the interaction with one atom, there are three mechanisms that describe the effect on an incoming negatively charged electron as it experiences an attraction towards the positively charged nucleus, as shown in Figure 2.7.

Incoming electrons interacting with electrons in the outer regions of the electron cloud generally scatter with a low scattering angle, $\theta$. Incoming electrons that penetrate the electron cloud will be attracted to the nucleus and subsequently experience a higher scattering angle. Finally, incoming electrons that pass close enough to the nucleus may experience complete backscattering, where $\theta = 180^\circ$.
Atomic scattering factor  A useful way of describing electron scattering is through the atomic scattering factor, $f$, which describes how the electron scattering intensity varies with $\theta$. It can be defined by \[ f(\theta) = \frac{1 + \frac{E_0}{m_0 c^2}}{8\pi^2a_0} \left( \frac{\lambda}{\sin \frac{\theta}{2}} \right)^2 (Z - f_x), \] (2.27)

where $a_0$ is the Bohr radius, $E_0$ is the energy of the incident electron beam with wavelength, $\lambda$, $m_0$ is the mass of the electron, $Z$ is the atomic number of the scattering atom and $f_x$ is the scattering factor, most commonly obtained from X-ray diffraction studies [99]. There have been many studies to determine accurate scattering factors such as Doyle and Turner [99], Konnet and Karle [100] and Peng et al. [101] for various materials.

Kirkland also produced a version of the scattering factor which depends on several computationally derived fitting parameters, called Kirkland fitting parameters, for each element [102]. Kirkland’s version of the scattering factor fits the scattering intensities as a product of three Gaussian and three Lorentzian functions, which allows for very accurate fitting of the measured scattering (or diffraction) data. Kirkland’s version of the scattering factor is used for the Reduced Density Function analysis, discussed in more detail in Section 2.4.7.2.
Bragg scattering  The simplest way to consider scattering from multiple atoms in crystalline materials is through Bragg scattering [98]. Electrons incident on parallel crystallographic planes, a distance $d$ apart, will produce constructive interference at an angle $\theta$ from the plane when they satisfy the Bragg Law [103],

$$n \lambda = 2d \sin \theta, \quad (2.28)$$

where $n$ is the integral number of wavelengths $\lambda$. The Bragg law is therefore a result of the periodicity of a crystal lattice and is important when interpreting diffraction patterns. When atomic planes are closer together they produce larger scattering angles, and inter-planar spacings can be calculated since $\lambda$ is known and $\theta$ can be measured [98, 103]. It is also important to note that scattering from amorphous materials also shows characteristic structures related to their short range order, as will be discussed in more detail in Section 2.4.7.

2.4.2.2 Inelastic electron scattering

Inelastic electron scattering occurs when incident electrons lose some or all of their initial energy from interacting with the sample. Many of the incident beam electrons will lose energy through a variety of processes, thus generating the electron energy loss spectrum, and subsequently also results in the production of Auger electron, X-rays and visible light [98]. Some of the processes resulting in electron energy loss are phonon and plasmon scattering, single electron excitations and direct radiation loss [104].

Phonon and plasmon scattering  Atoms sitting in any material will have thermal energy causing them to oscillate around their mean atomic position. Incident high energy electrons can gain or lose energy by the transfer of this thermal energy to or from the atoms by a small amount (of the order of $kT$) because of this thermal energy [104]. This energy transfer is due to the creation or annihilation of phonons, and although the energy is small, around 1/40 eV,
the incident electrons can be scattered through large scattering angles \[98, 104\]. This creates a underlying background of scattered electrons and, in a crystalline material, describes the diffuse electron scattering between diffraction spots \[98\]. Plasmons describe the collective oscillations of valence electrons in a material. Incident high keV electrons can interact with the valence electrons displacing them from their equilibrium for a short period of time. The resulting energy transfer will cause the incident electrons to lose energy (of the order 15 eV), being denoted as plasmon loss electrons. This is the most common type of inelastic scattering. The amount of energy lost depends on the ‘free’ electron density of the material and is of the order of 5 - 25 eV \[98\] and results in a prominent feature of electron energy loss spectra, see Section \[2.4.6.2\].

**Single electron scattering** When the incident high keV electrons hit the sample they can also transfer energy to a single electron. In such an inelastic interaction, this can cause an electron in the atom to move into a higher energy state or even to be ejected altogether if enough energy is transferred. After the interaction the incident electron will lose energy equal to the amount it transferred to the core-electron, and this is known as a core loss interaction. This is important for electron energy loss spectroscopy (see Section \[2.4.6.2\]), as the characteristic energy loss can be used to identify the atomic species \[104\], and additionally the amount of such interactions in an energy loss spectrum can be used to quantify elemental concentrations in a material. The shape of such features in an energy loss spectrum is ideally a sharp edge, above which the interaction can happen, and below which insufficient energy is available for the transition. In practice, however, the shape of such edges is complex depending on the density of unoccupied states for the core electron to be promoted into, and this can be strongly affected by bonding, making energy loss spectroscopy also highly sensitive to chemical bonding changes in solids.
2.4 Investigating atomic structure and chemistry

**Direct radiation loss**  Deceleration of the beam electrons will also occur as they travel through the sample, which will cause them to emit X-rays. X-rays produced in this manner give rise a background radiation called bremsstrahlung, which is a continuous spectrum of X-rays with a maximum energy limited to the energy of the incident beam electrons. The process that describes single electron scattering can be extended to consider what happens to the ionised atom, where the atom is left in an excited state as the atom is missing an inner shell electron. The atom can reach equilibrium by taking an electron from a higher energy shell and this process generates an X-ray with a characteristic frequency. Characteristic X-rays can then be used, as in the case with single electron scattering, to identify atomic species [98].

### 2.4.3 The transmission electron microscope

#### 2.4.3.1 Electron sources

There are two main types of electron sources available for TEMs. These are thermionic sources and field emission guns (FEGs).

Thermionic emission occurs when any material is heated to a sufficient temperature that you overcome the natural barrier that prevents electrons from being emitted. Richardson’s law summarises thermionic emission and relates the current density of the source, \( J \) and the operating temperature, \( T \), via the expression [98]:

\[
J = AT^2 e^{-\frac{\Phi}{kT}},
\]

where \( A \) is the Richardson constant, which depends on the material used, \( \Phi \) is the work function that describes the natural emission barrier and \( k \) is Boltzmann’s constant. Equation [2.29] shows that in order to generate enough electrons to produce an electron beam, the temperature, \( T \), must be sufficiently high to overcome the work function, \( \Phi \). The work function is normally around a few keV and this requires materials that can withstand extremely large temperatures without melting or vaporizing. The two most commonly
used materials are tungsten, which has a high melting point and LaB$_6$, which has a low work function.

The filament acts as the cathode with the addition of the Wehnelt [98], an electrode in the electron gun assembly, which limits the emission to the tip of the filament. The Wehnelt has a small negative bias with respect to the filament; the electrons coming from the filament see the negative field and are converged to a point called the crossover, $d_0$. The electrons leave the cathode with a negative potential of 100 kV and are then accelerated to the earth anode acquiring an energy of 100 keV.

Field emission depends on the electric field, $E$, and the fact that it increases considerably with sharp points or tips,

$$E = \frac{V}{r},$$  \hspace{1cm} (2.30)

where $V$ is the voltage applied to a spherical point of radius $r$.

The emission of electrons from field emission guns (FEGs) come in two different types: cold field emission guns and Schottky guns [95]. Two anodes negatively bias the cold field emission gun filament. The first anode provides
the extraction voltage from the tip and the second accelerates the electrons to a desired voltage. The tip has to be held under extremely high vacuum and be completely free from contaminants and oxides. Thermally assisted field emission guns, or Schottky guns, overcome the need to hold the instrument in such a high vacuum. In that case a coating is applied to the gun tip typically using a material such as ZrO$_2$ with the purpose of reducing the work function. The size of FEGs are in the order of 100 times smaller than a typical LaB$_6$ thermionic gun, resulting in a much higher brightness from the FEGs. The FEGs also have a smaller more coherent beam than thermionic guns and are therefore preferred for precision microscopy.

2.4.3.2 Components of the TEM column

The TEM column consists of a series of magnetic lenses and apertures that work to control the direction and rate of electrons travelling to the sample and to the detection instruments, defining the operating modes of the microscope.

Magnetic electron lenses are in place to focus the electrons as required. They normally consist of two polepieces separated by a gap, which are made from cylindrically symmetric soft iron material with a hole drilled through the centre where the beam electrons pass through. The polepieces are surrounded by coils of copper wire and when an electric current is passed through the coils
a magnetic field is generated in the polepiece hole changing the direction the electrons travel down the column. Varying the electric current in the coils will change the strength of the magnetic field, allowing control over the path the electron will take and the location of beam focal point [98].

Apertures in the column allow control over the collection angle, $\beta$, of the lens, meaning that electrons at travelling at certain angles away from the optical axis of the beam are blocked by the apertures. They are used in a number of different places either above, inside or below the plane of the lenses with varying sizes, and are generally made of platinum or molybdenum [98].

The main components of the column are the condenser lens system, objective lens system, intermediate lenses and projector lenses, as shown in Figure 2.10. Working down the column, electrons from the gun enter the condenser lens system, which controls the amount of illumination given to the sample. The first condenser lens demagnifies the gun crossover while the second condenser lens produces a parallel beam that is then passed through the condenser aperture. The condenser aperture can vary between 20 $\mu$m to 200 $\mu$m allowing further control over the illumination, where a smaller aperture gives a beam with greater coherence and therefore lower current density. The specimen plane lies between the pole-pieces of the objective lens system. The objective lens is the primary imaging lens and has a magnification of about 50 to 100 times. Due to the placement of the specimen between the pole-pieces of objective lens, the specimen can feel a magnetic field greater than 1 Tesla, allowing for magnetic investigation of the specimen, which can be manipulated by tilting the sample. A series of intermediate and projector lenses further magnify the image and project it onto a phosphor viewing screen and to the detectors.

2.4.3.3 Detecting instruments

Modern TEMs will almost certainly record images using a CCD placed above or below the phosphor viewing plate. The electrons hit against a scintillator
Figure 2.10: Schematic of relative positions of the lenses, apertures and detection instruments on the Tecnai T20 transmission electron microscope.
plate converting the electron image into a light image, which is in turn converted by the CCD into a digital image. Many TEMs still include a traditional photographic plate, for taking images that have a greater resolution than their CCD counter parts. CCDs and photographic plates can be used for recording bright and dark field images, as well as diffraction patterns. There can also be instruments for spectroscopic imaging, such as the electro dispersive X-ray (EDX) spectrometer used for X-ray spectroscopy and electron energy loss spectroscopy (EELS) detector, both allowing for elemental analysis of the specimen.

2.4.4 FEI Tecnai T20

The Kelvin Nanocharacterisation Centre, located in the School of Physics and Astronomy in the University of Glasgow currently has three TEMs. The Philips CM20 is specially adapted for magnetic interaction studies and the FEI Tecnai F20 used for high resolution imaging and has scanning transmission electron microscopy capabilities. Here we will concentrate on the FEI Tecnai T20 (T20 for short) as this is the TEM used to collect the data for the research presented in this thesis.

The T20 transmission electron microscope is operated as a conventional TEM and has been used to carry out the atomic structure investigations on coating materials described in this thesis. Figure 2.10 shows a schematic diagram of the current setup of the T20. It uses a 200 kV LaB$_6$ thermionic electron source housed at the top of the TEM column and employs a two condenser lens system to allow for accurate control of the electron beam. The T20 is fitted with a side mounted Soft Imaging System (SIS) Megaview III CCD camera [105] which has high dynamic range and high sensitivity, and is used for the collection of the diffraction patterns used in this research. There is also a Gatan Image Filter (GIF) CCD [106] which has energy filtering imaging capabilities and the ability to record EEL spectra through the use of a slit
and series of quadrupole and sextupole lenses that control the dispersion, and also energy filter the beam. The GIF CCD was used to take the EEL spectra presented in this thesis.

### 2.4.5 Sample preparation

All of the mirror coating samples used for measurements in the TEM were made using the well established cross-section method [107] which allows the generation of thin (down to 10 nm) electron transparent regions of coating material. The coating materials investigated in this thesis are generally several hundred nm thick and deposited using argon ion-beam sputtering onto a high quality substrate of amorphous fused SiO$_2$ (silica) or pure crystalline silicon. These coating ‘witness’ samples are disks that measure 1” in diameter by 0.25” thick. These are then processed into cross-section samples suitable for TEM studies as described below.

![Diagram of sample preparation process](image)

**Figure 2.11:** Schematic diagrams of the sample preparation process from (a) having an initial 1” × 1/4” coated silica disc and cutting and thinning an area of interest (b) - (d), to encapsulation (e).

Figure 2.11 (a) - (c) shows the process of taking the witness sample and cutting out an area of coating with substrate material using diamond circular saw. A ‘sandwich’ of substrate-coating to coating-substrate is then produced and thinned using a hand grinder until it measures around 2 mm wide by 0.5 µm thick (Figure 2.11 (d)). The next stage is encapsulation where the sandwich section is glued together using a thin layer of epoxy resin and put into a slot cut
out of a molybdenum rod again using a small amount of epoxy resin (Figure 2.11 (f)), which is then all held together by slotting this into either a brass or titanium tube. The resulting capsule is put into an oven for a minimum of 1 hour at 130 °C to cure the epoxy resin. As most of the investigated coatings are heat-treated during the manufacturing process at temperatures higher than this, in most cases for 24 hours, it is assumed that any changes to the coating properties, including the atomic structure, are negligible. Where the coating material has undergone heat treatment during its manufacturing at a lower temperature than the 130 °C used to cure the epoxy, a longer time in the oven at lower temperature can be used to cure the epoxy or else super glue can be used. However issues with the amount of free carbon in super glue can cause contamination in the TEM and the build up of carbon on the area being studied, and the use of super glue is avoided where possible.

![Figure 2.12](image)

**Figure 2.12:** (a) image of an example TEM cross section sample. (b) a schematic representation of the final TEM sample

After the capsule is cured, it is cut using a diamond circular saw into individual disc sections. These are around 500 µm wide and a typical encapsulated sample will produce around 10 discs. These discs are then thinned to around 80 - 100 µm using a hand grinder. Figure 2.12 (a) shows a photo taken of a typical disc at this stage. A Gatan Dimpler, is used to grind a dimple at the center of disc using a rotating copper or steel wheel with diamond paste, and then polished with a felt wheel and high grade diamond paste. The dim-
pler machine accurately thins the center of the disc to around 20 $\mu$m. The final stage uses a Gatan Precision Ion Polishing System (PIPS) to mill the center and create an electron transparent region of thickness $\sim$ 10 nm. The PIPS uses dual argon ion beams that mills both sides of the disc simultaneously. For the coating TEM samples, these beams are offset from the plane of each side of the disc at 4° and a beam energy of up to 4 kV is used until a small hole is created at the center, around which is the electron transparent region (see Figure 2.12 (b)). To finish the TEM sample the PIPS can be set to produce a low 0.5 kV ion beam to polish and produce a sample with the maximum amount of electron transparent regions. For the majority of the TEM samples prepared in this way, the PIPS was operated using a ‘cold stage’, meaning the sample was cooled with liquid nitrogen to around 100 K, which avoids any potential overheating of the sample.

Throughout the sample preparation process the sample is kept clean using common laboratory grade solvents: acetone, chloroform, ethanol and inhibisol.

2.4.6 TEM measurement techniques

2.4.6.1 Imaging and diffraction

An image in the TEM is created at the image plane, as shown in Figure 2.13 (a). In Conventional TEM (CTEM), all scattered and direct electrons that leave the sample are used to create the image, where there is no objective aperture in place. However due to the presence of the scattered electrons image contrast can be low. When viewing in bright field mode direct electrons create the image and electrons are gathered only from the central diffraction spot. By selecting only these electrons using the objective aperture, as shown in Figure 2.13 (a), a greater image contrast can be achieved. In dark field imaging the scattered electrons form the image, and one way of achieving this is shown in Figure 2.13 (b) so that the incoming electron beam is offset at some angle, so that the diffracted electrons travel through the objective aperture to form
the image. In order to study structure down at the nanometer scale, there is an imaging mode known High Resolution Transmission Electron Microscopy (HRTEM), which uses the same principles of bright field imaging, optimised using careful calibration to obtain nanometer resolution at high magnification.

In diffraction mode the diffraction pattern is created in the back focal plane, as shown Figure 2.13 (a). Diffraction patterns formed from the diffracted beams due to electron scattering can be observed in the viewing screen by taking out the objective aperture and altering the post-specimen lenses, so that the back focal plane becomes the image plane.

![Ray diagrams showing (a) the creation of a diffraction pattern in the back focal plane and a bright field image in the focal plane, and (b) dark field image present in the image plane by offsetting the angle of the incoming electron beam to the sample](image)

Bright and dark field images were used to examine the coating material. Dark field images were particularly useful for looking at samples where crystallisation had occurred, where it is possible to examine electrons Bragg scattered from crystal planes to measure their size and shape. HRTEM was also used in some cases to search for nanocrystals, that do not cause enough electron scatter to be easily identified in diffraction mode.
Convergent beam electron diffraction  When there is a need to collect diffraction data from a small volume of the sample, convergent beam electron diffraction (CBED) can be used. In this method, rather than having parallel illumination on the sample, which is limited in collection area by the smallest selected area aperture, the condenser aperture and lenses are used to converge the beam onto the sample surface. Figure 2.14 shows the difference between parallel and convergent illumination on the sample. As implied from Figure 2.14 (b), conical electron beams are produced when leaving the sample and CBED patterns produce diffraction discs, as opposed to the sharp diffraction spots present under parallel illumination. The diameter of these discs are directly related to the convergence semi-angle angle, $\alpha$, where a larger $\alpha$ will produce large overlapping discs and a smaller $\alpha$ will produce individually resolved discs, becoming similar to parallel illumination diffraction spots.

![Schematic diagram showing the electron beam path for (a) conventional parallel illumination and (b) convergent beam illumination](image)

CBED with a small $\alpha = 1.89\,\text{mrad}$ was the method used to take all of the diffraction data for the amorphous mirror coating material, as it allowed greater control over selected areas of the sample whilst keeping the illumination as parallel as possible.
2.4.6.2 Electron energy loss spectroscopy

Electron energy loss spectroscopy (EELS) is a method of analysing the spectrum of elastic and inelastic scattered electrons from the sample material, see the previous Section 2.4.2. EEL spectra provide a means of studying compositional and chemical properties of the sample material that complements TEM imaging and diffraction [108].

![Schematic diagram of an idealised EELS spectrum, highlighting the an example onset of an EELS edge resulting from the energy loss electrons of a specific atomic species in the sample.](image)

An idealised EELS spectrum as shown in Figure 2.15 represents the general spectrum that the EELS spectrometer can detect. The zero loss peak is the most prominent feature in thin samples, where electrons which do not lose beam energy scatter within a narrow cone straight through the sample. Towards increasing energies in the energy loss spectrum, the plasmon resonance peak follows, formed from inelastic plasmon scattering through wide angles as described in Section 2.4.2. The single electron scattering process, described in Section 2.4.2, produces characteristic ‘edges’ as shown in Figure 2.15 and are features that lie above the scattering background. An edge will decay towards a background, that will include weaker interactions as the energy loss increases. The shape of the EELS edges will change with the atomic species where heavier
elements with more electrons produces more complex interactions.

EELS has been shown to be an excellent tool for studying the composition of materials at high spatial resolution [109]. This can be carried out by firstly measuring a set energy loss window above the background after an EELS edge, where a background model is fitted to the energies just below the edge, then subtracted from it, and the resulting energy loss window is quantified through numerical integration. When a suitable cross-section is studied for a well known sample, or standard, comparison with an unknown material can yield ratios of one atomic species to the other, giving the stoichiometry of the material. This process can be described mathematically as [110],

$$\frac{N_A}{N_B} = \frac{I_A(\beta, \Delta)}{I_B(\beta, \Delta)} \frac{\sigma_B(\beta, \Delta)}{\sigma_A(\beta, \Delta)}, \quad (2.31)$$

where $N_x$ is the number of atoms per unit area, $I_x$ is the energy loss intensity, $\sigma_x$ is the partial scattering cross-section, $\beta$ is the collection angle, $\Delta$ is the EELS edge integration window (or area) and $x = A$ or $B$ atomic species. The term $\sigma_B(\beta, \Delta)/\sigma_A(\beta, \Delta)$ can be found using a known cross-sections of the material or standards with well known A - B compositions.

EELS was used in the research presented in this thesis to calculate the ratio of tantalum to oxygen present and also titanium doping levels in the mirror coating samples. The EELS edges analysed are shown in Table 2.1 below.

<table>
<thead>
<tr>
<th>Atom</th>
<th>Edge</th>
<th>Energy loss (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tantalum</td>
<td>N\textsubscript{4,5}</td>
<td>229</td>
</tr>
<tr>
<td>Titanium</td>
<td>L</td>
<td>456</td>
</tr>
<tr>
<td>Oxygen</td>
<td>K</td>
<td>532</td>
</tr>
</tbody>
</table>

Table 2.1: Coating information for samples throughout the report

The tantalum N\textsubscript{4,5} edge does not have a well known cross-section and was therefore experimentally measured from a known standard of LiTaO\textsubscript{3}. To do this a TEM sample was prepared from a perovskite LiTaO\textsubscript{3} [111] substrate,
which was used as a standard on the assumption that an ideal Ta:O ratio of 1:3 was present in the sample. EELS data was acquired under the same conditions Ta$_2$O$_5$ coatings for the LiTaO$_2$ sample, and a previously calculated oxygen K cross-section was then used to calculate the tantalum N$_{4,5}$ cross section.

2.4.7 Amorphous materials

The majority of the mirror coatings studied for this research are amorphous in nature. The term amorphous meaning ‘without form’ describes disordered materials, where none of the periodic long range order of crystalline materials is present. However, these materials are not completely without form, they have structure in the range of $\lesssim 10$ Å [112]. It is possible to characterise this short range order, and common techniques such as neutron or X-ray diffraction are used regularly to investigate amorphous materials [113]. More recently, transmission electron microscopy has been used to study these materials [112]. The advantage of using electrons over neutrons or X-rays is that electrons can be focused to collect data from selected nanometer areas and have relatively large scattering cross section, compared to the millimeter scale and relatively small scattering cross sections of neutrons and X-rays [112].

The study of the amorphous mirror coatings presented in this thesis uses techniques developed to probe the short range order of amorphous materials using transmission electron microscopy.

2.4.7.1 The reduced density function

The typical way to describe an amorphous structure is through the use of statistical distribution functions [113], which describe the probability distribution of finding atoms at a particular distance, say $r$, from a central point. There are a number of different distribution functions in commonly used, but in this thesis the reduced radial distribution function or reduced density function (RDF) is used, denoted as $G(r)$. 
Diffraction data collected from the TEM, when radially averaged from a central point, can be viewed as an intensity distribution in scattering \( q \) space. This intensity distribution can be expressed statistically as,

\[
I(q) = N\langle f \rangle^2 + 4\pi N \langle f^2 \rangle \int_0^\infty [g(r) - \rho_0] \frac{r}{q} \sin(qr) dr,
\]

where \( N \) is the number of atoms, \( r \) is the distance from a central atom, \( f \) is the scattering factor of the atoms,

\[
q = \frac{4\pi \sin(\theta)}{\lambda},
\]

\[
N = \sum_i N_i, \text{ for atom type } i,
\]

\[
\langle f \rangle^2 = \frac{(\sum_i N_if_i)^2}{N^2},
\]

\[
\langle f^2 \rangle = \frac{\sum_i N_i f_i^2}{N}
\]

\[
\rho_0 = \sum_i \rho_i,
\]

and \( g(r) \) is the pair distribution function. To further explain \( g(r) \), firstly let \( g^{(n)}(\mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_n) \) represent the density distribution of \( n \) atoms. Then a distribution of one atom \( g^{(1)}(\mathbf{r}) \) is the probability density of finding an atom at a location \( \mathbf{r} \) and \( g^{(n)}(\mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_n) \) describes the probability density of finding \( n \) atoms at \( \mathbf{r}_1, \mathbf{r}_2, \ldots, \mathbf{r}_n \) simultaneously. Therefore it follows that the two atom (or pair distribution), \( g^{(2)}(\mathbf{r}_1, \mathbf{r}_2) \), commonly denoted as \( g(r) \), describes the probability of finding atoms at \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \) simultaneously, and \( r \) \((r = |\mathbf{r}_1 - \mathbf{r}_2|)\) denotes the distance between the two atom locations in a homogenous and isotropic system.

To compute the RDF, \( G(r) \), it is necessary to first define the reduced intensity function, \( \varphi(q) \),

\[
\varphi(q) = \left[ \frac{I(q) - N\langle f^2 \rangle}{N\langle f \rangle^2} \right] q.
\]
This allows us to extract the pair distribution function $g(r)$ from the intensity profile. The (RDF) is then defined as,

$$G(r) = 4\pi r [g(r) - \rho_0] = \int_0^\infty \varphi(q) \sin(qr) dq. \quad (2.39)$$

From the above process, it has been shown that the formation of the RDF, $G(r)$, can be made simply from the Fourier sine transform of $\varphi(q)$ calculated from $I(q)$. More generally, the RDF is a statistical representation of where atoms sit with regards to a central atom.

It should be noted that historically, the radial distribution function $J(r)$ is more commonly used in the literature, especially within the neutron and X-ray diffraction community. $J(r)$ predates the RDF and is different in that $J(r) = r(G(r) + 4\pi r \rho_0)$. Reviews of the different methods of displaying distribution functions can be found in the literature, for example [114].

### 2.4.7.2 Experimental method for RDFs and atomic modelling

**TEM calibration**  
The most important step in the experimental procedure is to ensure that the TEM is calibrated well. The intensity profile generated from the diffraction data is $I(q)$, i.e., a function of scattering space, $q$. The term $\delta q$ is a measure of the pixel size that has to be carefully measured as it will directly affect $I(q)$ and therefore the end results in the RDF. In order to translate the pixel size into $\delta q$ a well known Si crystalline standard is used, and diffraction patterns are taken under the same conditions used when taking data from the amorphous mirror coatings. Condenser, diffraction and objective astigmatism is also corrected at this stage, in order to ensure minimal distortions to the diffraction patterns.

From Figure 2.16 the labelled Bragg scattered diffraction spots have been Miller indexed, which is a standard way of identifying the diffraction spots using Cartesian co-ordinates ($lmn$). Silicon has a diamond cubic crystal structure and it can be shown that the distances between two adjacent diffraction spots are,

$$r_1 = \frac{a}{\sqrt{l^2 + m^2 + n^2}}, \quad (2.40)$$
Figure 2.16: Diffraction pattern of a Si cross section collected at a convergence semi-angle of $\alpha = 1.89$ mrad showing indexed diffraction spots and labelling the distances from their centre to the central diffraction spot where $a$ is the lattice parameter. In this case the distances between the indexed diffraction spots in the Si diffraction pattern to the central diffraction spot, labelled as $r_1, r_2, r_3$ in Figure 2.16, are,

\[ r_1 = \frac{a}{2}, \quad r_2 = r_3 = \frac{a}{\sqrt{3}}, \tag{2.41} \]

where $a = 5.431$ nm, the lattice parameter of Si. A distance $r = 2\pi/q$ from the central spot in q space, and therefore the difference in q, $\Delta q$, between two diffraction spots will be $\Delta q = 2\pi/d$, for the silicon crystal structure. Therefore it is possible to calculate the pixel size, $\delta q$, in terms of q,

\[ \delta q = \frac{\Delta q}{n}, \tag{2.42} \]

where $n$ is the number of pixels in the CCD between the diffraction spots.

Every data collection session on the TEM started by carrying out this calibration procedure on a standard Si sample before changing to a coating sample, carefully keeping the calibration settings the same.

**Data collection and processing** Diffraction patterns are collected from the coating layer and are recorded with a convergence semi-angle of $\alpha = 1.89$ mrad, and spot size full width half maximum of 80 nm. Figure 2.17 (a) shows a bright field image of a typical single layer Ta$_2$O$_5$ mirror coating, where the
dark region is the Ta$_2$O$_5$ layer. The diffraction pattern data was collected from suitably thin areas of the sample that were around 10 - 20 nm thick, which reduces effects from multiple electron scattering to a negligible amount and avoids the need to energy filter the data [112]. Figure 2.17 (b) shows a typical diffraction pattern that was collected solely from the Ta$_2$O$_5$ layer. The radially averaged intensity profile of the diffraction pattern is then used as the raw data for calculating the reduced scattering intensities and RDF. Figure 2.17(c) shows the radial averaging process, where the unwanted effects from the pointer are masked before the radial average is taken.

![Figure 2.17](image-url)

**Figure 2.17:** Data collected from the TEM of: (a) a bright field image of a Ta$_2$O$_5$ coating on a silica substrate where the dark region in the Ta$_2$O$_5$ coating with a green highlighted area where the beam is focused to collect data solely from the coating material, (b) the resulting amorphous diffraction pattern of the Ta$_2$O$_5$ coating with characteristic diffuse discs, (c) a representation of the radial averaging program that finds the centre of the diffraction pattern and then radially averages the data, with masks applied over the pointer to exclude it from the radial average.

The resulting intensity profile, $I(q)$, from the Ta$_2$O$_5$ layer is shown in Figure 2.18. In order to obtain the reduced intensity distribution $\varphi(q)$ defined in Equation 2.38, a fitting curve to $I(q)$ is first obtained by expressing $N\langle f^2 \rangle$ as,

$$N\langle f(q)^2 \rangle + I(q_{\text{max}}) - N\langle f(q_{\text{max}})^2 \rangle,$$

where we choose the maximum $q$ value in the data that is not noisy, $q_{\text{max}}$, that lies on the $I(q)$ data curve. In this way, $N$ can be adjusted so that the fitting
curve lies along \( I(q) \) at high \( q \) until the maximum, \( q_{\text{max}} \).

![Graph of the intensity distribution, \( I(q) \), from diffraction data collected from a Ta\(_2\)O\(_5\) coating](image)

Figure 2.18: Graph of the intensity distribution, \( I(q) \), from diffraction data collected from a Ta\(_2\)O\(_5\) coating

The scattering factor, \( f \) as defined in Equation 2.27 (Page 38), can be fitted to the experimental data using a parameterised asymptotic representation developed by Kirkland \[102\] where \( f_{\text{Kirkland}} \) is defined in the following way,

\[
f_{\text{Kirkland}} = \sum_{i=1}^{3} \frac{a_i}{q^2 + b_i} + \sum_{i=1}^{3} c_i \exp(-d_i q^2),
\]

(2.44)

where \( a_i, b_i, c_i \) and \( d_i \) are the Kirkland fitting parameters.

The terms \( \langle f \rangle^2 \) and \( \langle f^2 \rangle \) used in the definitions of \( I(q) \) and \( \varphi(q) \) then become,

\[
\langle f \rangle^2_{\text{Kirkland}} = p_O f_O^2 + p_{\text{Ta}} f_{\text{Ta}}^2 + p_{\text{Ti}} f_{\text{Ti}}^2,
\]

(2.45)

and

\[
\langle f^2 \rangle_{\text{Kirkland}} = (p_O f_O + p_{\text{Ta}} f_{\text{Ta}} + f_{\text{Ti}})^2,
\]

(2.46)

where \( p_z = N_z/N_{\text{total}} \) and \( z = \text{O, Ti, Ta} \) as required is the composition factors of O, Ti and Ta. Appendix A lists the Kirkland fitting parameters used in this thesis for O, Ti, and Ta.

An example of the fitted \( I(q) \) is shown as the red line in Figure 2.18 with a magnified area showing a good fit between \( N \langle f(q)^2 \rangle + I(q_{\text{max}}) - N \langle f(q_{\text{max}})^2 \rangle \) and \( I(q) \) at high \( q \).
2.4 Investigating atomic structure and chemistry

**Acquiring the reduced scattering factor**  After a good fit has been achieved with $I(q)$, the reduced scattering factor, $\varphi(q)$, can be computed through Equation 2.38. Figure 2.19 shows the $\varphi(q)$ computed from the previously fitted $I(q)$.

![Graph of the reduced scattering intensity distribution, $\varphi(q)$, from diffraction data collected from a Ta$_2$O$_5$ coating](image)

In Figure 2.19 the $\varphi(q)_{damped}$ plot uses a technique to reduce the effects of noise in the data by applying a damping term, $D(q) = \exp(-bq^2)$, where $b$ is the damping factor [113]. This damping term reduces oscillations in the sum of wave functions that produce $G(r)$, as defined in Equation 2.39. Research conducted by Chen [115] shows that application of the damping factor effectively reduces noise, particularly at high $q$, and makes a negligible difference to the peak positions and widths on the final $G(r)$ plot where the damping factor $\leq 0.5$. The use of the damping factor is standard practice when producing the RDF when there is noise present at high $q$.

**Acquiring the reduced density function**  The RDF can then be computed through Equation 2.39 and an example Ta$_2$O$_5$ $G(r)$ plot is shown in Figure 2.20. The variables $N$, $q_{\text{max}}$ and $b$ can be adjusted so that the best possible fit to experimental data is achieved and an accurate $G(r)$ is found. Diffraction patterns placed in the middle of the CCD experience a degradation
in data quality as the edges of the rectangular CCD are reached. At high $q$ data becomes very noisy and can be cut from the analysis to ensure a good fit with the rest of the data. However, for every diffraction pattern there is always an attempt to include the maximum amount of radially averaged data points from the diffraction pattern, and therefore get the highest $q$ range, or highest $q_{\text{max}}$, possible. For the majority of the analysed diffraction patterns the average maximum $q$ value, $q_{\text{max}}$, used was around $q_{\text{max}} \sim 10$, which is roughly 600 radially averaged data points from the diffraction pattern.

![Graph of the reduced density function, $G(r)$, from diffraction data collected from a $\text{Ta}_2\text{O}_5$ coating]

Data below 1 Å in the RDF can is regarded as noise, as these distances are unphysical, and is minimised by ensuring the best possible fit to the data. Disregarding the noise peak below 1 Å in the example $\text{Ta}_2\text{O}_5$ $G(r)$ shown in Figure 2.20, there are two distinct peaks at 1.9 Å and 3.8 Å. These peaks represent the distances from a central atom where atoms are likely to sit, and are therefore the nearest atomic neighbour distances. To find out what the atoms at these distances are likely to be, it is possible to compare these distances from known crystal $\text{Ta}_2\text{O}_5$ structures. The Cambridge Crystal Structure Database [116] has many such structures, and reveals that Ta - O distances occur around the 2 Å point and Ta - Ta distances at around 3.5 Å. Therefore, one could assume
that the peaks in the amorphous Ta\textsubscript{2}O\textsubscript{5} RDF are the result of Ta - O and Ta - Ta distances for the 1.9 and 3.8 Å peaks. However there is not a great deal of certainty, at this point, with atomic distances because there is no way of resolving the data between the different atomic species.

**Atomic modelling**  In order to accurately probe the atomic structure further and gain a fuller understanding of the information stored in the RDF, Reverse Monte Carlo (RMC) refinements of atomic models using the experimental data from the RDF can be carried out. Information from density functional theory molecular dynamics (MD) simulations of liquid quenching is used in the RMC refinements in order to obtain a physically stable model of the amorphous material, which fits both the theoretical and experimental data. The modelling process can be broken into three stages as will now be described. These stages represent an example of the most commonly used settings for modelling, although this can be changed and further details will be given where the process deviates from the description below.

**stage one**  An initial small model of generally < 100 randomly packed atoms in a cubic cell is created and then refined using RMC software developed by Borisenko [117, 118] to fit the experimental RDF. The size of the model at this stage is chosen to provide an acceptable balance between containing enough atoms to allow a reasonable representation of the structure and few enough to still allow the MD simulations to run in a reasonable period of time. The cell size is chosen so that it gives a density close to an experimentally measured density. This initial model is then refined using an RMC approach by comparing $\varphi(q)$ calculated from the model structures with the experimental $\varphi(q)$ and moving random atoms until an acceptably good match is achieved.

**stage two**  In the second stage, CASTEP [119] is used to perform MD simulations based on density-functional theory (DFT), this allows us to ensure
that all the atoms in the model sit in a physically reasonable positions. This utilises norm-conserving pseudopotentials of Lee et al. provided within the CASTEP code [119] within the generalised gradient approximation (GGA) using the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional [120] where an energy cut off is set at 200 eV. The RMC refined small model is used as a starting structure for melting and cooling simulations using MD within a canonical (constant NVT) ensemble. The model is first melted at 3000 K for 5 ps, then cooled down to 2000 K and equilibrated for 10 ps. The melt is then cooled down to 500 K in steps of 300 K, allowing 5 ps equilibration at each step. Finally, the structure is equilibrated at 300 K for 10 ps. Total simulation time is therefore 50 ps with the time step of 2 fs. Although several high frequency vibrational modes (for instance, including bonded vibrations) can be anticipated in the material, a longer time step is used as a reasonable compromise between describing atomic diffusion and vibrations. The temperature is controlled using an implementation of the Nose-Hoover thermostat [121]. The electron density was sampled only at the gamma point, which is a reasonable approximation considering the material is an insulator.

**stage three** To better understand the atomic structure of the amorphous Ta$_2$O$_5$ over a longer range, a final large model for RMC refinement is prepared by assembling together 27 randomly oriented small models obtained from the MD simulations of liquid quenching. This model is then refined using one small 0.1 Å maximum displacement step per iteration in the RMC routine, to preserve the simulated bond length and angle distributions as much as possible, while at the same time fitting the model to the experimental diffraction data and avoiding any unphysical distances.

The modelling refinement process is best represented in a flow chart as shown in Figure 2.21 where the individual steps are carried out as described
above. This diagram shows the key steps involved that have been previously described in this section.

![Flow chart of the iterative modelling refinement process](image)

Figure 2.21: Flow chart of the iterative modelling refinement process, from an initial model where constraints are applied and leading to a final energy optimised atomic structure

The resultant atomic model gives the ability to look at how each atomic species in the sample behaves. One can therefore obtain the partial RDFs between any two atomic species pair such as Ta - O, Ta - Ta or O - O and gain bond type and angle distributions. This is an important step in understanding the atomic structure, as it allows the full interpretation of the data stored in the RDF.

This data can then be used to compare to differences in the measured mechanical losses of the coatings to identify a potential mechanism. Results from the RDFs of the various mirror coatings studied and their atomic models are shown in the following experimental chapters.

### 2.4.7.3 Note on fitting issues with the RDFs

As previously mentioned in Chapter 2 the RDF measurements rely on good quality data, where having a clean and thin sample, accurately measured stoichiometry and good TEM calibration are key to getting the best quality fit.
The best fit is obtained when scattering intensities calculated from the Kirkland fitting parameters closely match the experimental data at high $q$, for a $q > 10$ (see Section 2.4.7.2 for further explanation).

The quality of fit can be measured by the size of the noise peak below 1 Å in the RDF plots, where large noise peaks indicate a poorer fit and small noise peaks indicate the best quality fit. It is primarily the aim to only consider RDFs that produce good fits with experimental data, where the noise peak is significantly less than the subsequent peaks above 1 Å in the RDFs. These then go into the average RDF calculation, further reducing the effects of any random noise. This is because large noise peaks, indicating poorer fits, can affect primarily the second, and to a lesser extent the first, peak heights in the RDF above 1 Å. Figure 2.22 shows this effect on the same electron diffraction data when a large positive or negative noise peaks are present, compared with the optimal fitting for this particular data set. When the noise peak is positive it has the effect of over estimating the second peak, and when it is negative it underestimates the second peak. There are only minimal changes to the position of the first peak and the remainder of the RDF.

![RDFs of the same electron diffraction data with different size noise peaks below r = 1 Å. The data shows how a poor fit which is indicated by a large loss peak can cause changes in RDF peaks at greater r.](image-url)
These loss peaks vary in each RDF produced and are therefore the cause of much of the errors with the statistical analysis of the RDFs for each type of coating. The electron diffraction data from the MLD Ta$_2$O$_5$ coatings was particularly difficult to produce good fits with when creating the RDFs. Due to the nature of the sample preparation, the coating is more likely to be thicker when it is closer to the substrate, and it is difficult to collect data from the thinnest areas where electron scatter is at a minimum and the best quality RDFs are produced. It is therefore possible the trends seen in the RDF statistical analysis are exaggerated or are indeed reduced due to a reduction in the quality of fits. It is not possible to accurately quantify this effect at present.

Further investigations are required to improve our data collection and fitting procedures to ensure the best quality RDF data. The primary aim will be to extend the $q$ range of our data, where the Kirkland scattering potentials should match the data well at high $q$, producing the best quality fits. Improvements will also be made to the sample preparation process to create the greatest amount of thin coating areas (around 10 nm) and find better ways to avoid any contamination, which causes a build-up of free carbon on the coating surface and essentially increases the sample thickness.

2.5 Conclusions

Thermal noise arising from the mechanical loss of the dielectric mirror coatings used in the optics of interferometric gravitational wave detectors is an important limit to the detector sensitivity. Understanding the sources of the mechanical loss and how this relates to the atomic structural properties of the coatings is important if we are to find ways of reducing its effects for future generations of detectors. Hence significant efforts have been made to firstly measure the mechanical loss of different types of low loss materials that are used in the dielectric materials. Also, understanding the material properties of these coatings and identifying the mechanisms of mechanical loss is of sig-
significant interest. Techniques have been developed using transmission electron microscopy to probe the atomic structure and chemistry of the coatings, notably using reduced density functions, for the first time, as a way of examining the atomic structure of amorphous mirror coatings.

The research presented in this thesis uses the theory and experimental techniques described in this chapter to investigate the mechanical loss and the atomic structure and chemistry of a variety of candidate mirror coatings, in an attempt to develop ways of identifying the sources of thermal noise and understand the mechanisms behind it.
Chapter 3

Investigations into the material properties of Ta$_2$O$_5$ mirror coatings

3.1 Introduction

As discussed in Chapter 2, thermal noise arising from the mechanical loss in the mirror coating material is expected to be an important limiting factor to the sensitivity of future interferometric gravitational wave detectors. This limiting factor is expected at the most sensitive operational frequency band of the detectors from tens, to several hundred, Hertz \[65, 75\]. Therefore, reducing the effects of coating thermal noise has become an active area of research key to the design of future generations of detectors.

This chapter will focus on the effect of heat-treatment on temperature dependent mechanical loss measurements and the atomic structure of pure Ta$_2$O$_5$ coatings. As mentioned in Chapter 1, some of the planned third generation gravitational wave detectors may work at cryogenic temperatures in order to reduce thermal noise. Although this may seem an intuitive way to reduce thermal noise, at very low temperatures both Ta$_2$O$_5$ coatings and SiO$_2$ show loss peaks having an activation energy related to the loss process. In the bulk SiO$_2$ used for test-mass substrates, a broad loss peak occurs centered at around 50
K [122, 123], which is thought to be caused by thermally activated transitions of oxygen atoms between two energy states - where there is a distribution of bond angles in the amorphous structure. This broad loss peak means that SiO$_2$ is not the substrate material of choice for studying the mechanical loss of the coatings at low temperatures. Instead single crystalline silicon, which has low loss at cryogenic temperatures is the preferred substrate [124]. Ta$_2$O$_5$ coatings, as will become apparent, have low temperature loss peaks that change with the heat-treatment of the coatings carried out during the manufacturing process [125, 126]. The exact reason for these observed changes in the mechanical loss as a function of temperature is not well understood and is an area of active research, as it presents an interesting avenue from which to study the possible underlying mechanisms of mechanical loss. Therefore it is important to understand how heat-treatment leads to changes in the fundamental loss mechanisms. Understanding the effect of heat-treatment on the atomic structure, and correlating structural changes to the observed changes in the mechanical loss, is an important step forward in this process.

3.2 Investigating the effect of heat-treatment on Ta$_2$O$_5$ coatings

3.2.1 Mechanical loss measurements

Mechanical loss measurements were previously carried out by I. Martin on Ta$_2$O$_5$ coatings heat-treated at 300, 400, 600 and 800°C, where the coated samples had been placed in an oven for 24 hours in air at the desired temperature subsequent to deposition. The coatings were manufactured by CSIRO [127] and were each 500 nm thick. These coatings were deposited on silicon cantilevers (as opposed to SiO$_2$ cantilevers) in order to avoid the low temperature loss peak observed with silica, as discussed in the Introduction. The experimental method followed a similar process to that outlined in Chapter 2.
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Section 2.3.4, and the results are shown below in Figure 3.1 [126].

![Figure 3.1: Mechanical loss measurements of the fourth bending mode (1960 Hz) of four cantilevers coated with Ta$_2$O$_5$ and heat-treated at 300, 400, 600 and 800 °C respectively [126].]

A low temperature loss peak is clearly visible for each heat-treatment temperature measured. For the 300 and 400 °C coating a broad loss peak occurs at around 35 K. For the 600 °C coating a much more defined loss peak occurs at 20 K. The 800 °C coating has a large and broad loss peak at around 80-90 K, which has a small plateau at around 20 K, suggesting another emerging loss peak. The clear changes between the coating mechanical loss at cryogenic temperatures and heat-treatment suggests some interesting changes in the structure of these coatings. To probe these structure changes and find ways of accurately analysing them, atomic structure investigations using transmission electron microscopy were then carried out and are discussed in the following subsections.

3.2.2 Initial TEM measurements

The initial investigations using the TEM included bright field imaging and electron diffraction (see Chapter 2, Section 2.4.6).

Figure 3.2 (a) shows a representative bright field image from a single layer
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Figure 3.2: (a) bright field image of a single layer amorphous Ta₂O₅ coating where the dark layer is Ta₂O₅ and light layer is SiO₂ substrate, (b) amorphous diffraction pattern of a Ta₂O₅ layer from the 300°C coating, (c) bright field image of a single layer crystallised 800°C Ta₂O₅ coating where the dark layer is Ta₂O₅ and light layer is SiO₂ substrate and (d) crystalline diffraction pattern, showing Bragg scattering spots of a Ta₂O₅ layer from the 800°C coating.

Ta₂O₅ coating where the higher atomic number Ta atoms produce more electron scatter and therefore a dark layer appears, as compared to the lower atomic number Si atoms which make the SiO₂ substrate appear lighter. When the coating remains amorphous a typical diffraction pattern as shown in Figure 3.2 (b) is observed, where diffuse rings are present as a consequence of the short range order in the structure. Similar diffraction patterns are visible for the coatings heat-treated to 300, 400 and 600°C, demonstrating that these coatings are substantially amorphous. Figure 3.2 (d) shows the diffraction pattern from the 800°C coating shows well-ordered Bragg scattered diffraction spots indicating that the coating has crystallised and therefore has long
range order, with a grain size larger than the size of the aperture used to record this selected area diffraction pattern (that is hundreds of nm across). Comparing these results with the mechanical loss measurements show that a possible explanation for the large broad loss peak observed at around 80-90 K for the 800°C heat-treated coating could be caused by onset of crystallisation induced by heat-treatment. Although changes in the diffraction patterns are subtle and difficult to pickup by eye, there are clearly large changes present in their mechanical losses. Changes in the diffraction patterns will only become evident and measurable with quantitative evaluation through the use of Reduced Density Function (RDF) analysis.

3.3 Atomic structure investigations

3.3.1 The 400°C heat-treated coating

To gain the maximum amount of information stored in the amorphous diffraction patterns of the Ta₂O₅ coatings, the reduced density function (RDF) can be computed from the scattering intensities of the diffraction pattern which store information on the local atomic structure. The RDF itself gives a statistical representation of where the nearest neighbour atoms sit with regards to a central atom.

RDFs were computed from diffraction data collected from multiple thin areas of the coating, where the process of computing the RDF is described in Chapter 2, Section 2.4.7. An atomic model was then created by firstly creating a small model of 77 randomly packed atoms which was then reverse Monte-Carlo refined to fit the experimental RDF data. The size of the cell was chosen so that it gave a density close to the experimentally measured density of 7.68 g/cm³ (see Appendix B for further details on the coating density measurement). Molecular dynamic (MD) simulations based on density-functional theory (DFT) were then performed to ensure all the atoms in the model sat in
physically reasonable positions, denoted as the DFT model at this stage. To better understand the amorphous Ta$_2$O$_5$ structure over a longer range, a large model was created by assembling together 27 randomly oriented small models obtained from the MD simulations and RMC refined back to experimental RDF data, to create a final refined model (or DFT + RMC model) used in the subsequent analysis. This process is described in further detail in Chapter 2 Section 2.4.7.2. It should be noted that pure Ta$_2$O$_5$ was assumed at this stage and subsequent analysis of EEL spectra of these coatings indicates variations in stoichiometry, see Section 3.4.1.

Figure 3.3: For the 400°C Ta$_2$O$_5$ coating (a) shows the comparison between the final amorphous Ta$_2$O$_5$ model and experimental RDFs, (b) shows the partial RDFs showing individual nearest neighbour distances within the model. In both cases the y-axis $G(r)$ represents the normalised probability of finding an atom at a particular distance $r$ (x-axis) from a central atom.
The first investigations were carried out on the 400°C coating and the resultant RDF is shown in Figure 3.3 (a) along with the RDF generated with the final model which shows good agreement with experiment. Figure 3.3 (b) shows the partial RDFs (PRDFs) computed from the final model, where only interactions between two types of atoms are taken into account, i.e., Ta-Ta, Ta-O and O-O, and the sum of these partial RDFs represents the total RDF generated from the model. Comparison between the PRDFs to the computed RDF show that the first peak position corresponds to the Ta-O distances found at 1.93 Å and the shoulder of the second peak at around 3.2 Å corresponds to Ta-Ta distances. Beyond the second peak there appears to be no longer range order, as expected from an amorphous material [103].

Figure 3.4: For the 400°C Ta₂O₅ coating (a) shows the atomic model from the molecular dynamics simulations and (b) highlights the stable Ta₂O₂ ring fragment

Analysis of the model shows that the refined amorphous structure has a considerable contribution from a planar or nearly planar Ta₂O₂ ring fragment with an average Ta-Ta distance of 3.2 Å as highlighted in Figure 3.4 (b). The Cambridge Crystal Structure Database provides access to the structure of a number of previously studied compounds containing similar fragments with Ta-Ta distances varying from 2.71 Å to 3.64 Å with an average of around 3.2 Å in good agreement with the value obtained from the model [128]. Similarly the
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Ta-O distances in the model were also in good agreement with these compounds and also the crystalline phases of Ta$_2$O$_5$.

![Figure 3.5](image1.png)

**Figure 3.5:** Parameter distributions for the 400°C coating after the molecular dynamics step compared with those after the large model RMC step: a) bond angle type distribution; b) bond type distribution.

Studying the bonds in the sample yields useful comparative information, where a bond is defined as an atom to atom distance of less than the sum of their covalent radii (Ta = 1.7 Å [129], O = 0.73 Å [130]) plus a bond tolerance factor set at 0.1 Å. Figure 3.5 shows that there is no apparent change in the bond distribution between the structure modelled by the the DFT MD simulations and the refined model.

![Figure 3.6](image2.png)

**Figure 3.6:** Bond angle distributions for the 400°C coating after the molecular dynamics step compared with those after the large model RMC step: a) Ta-Ta-O angles; b) O-Ta-O angles.

Figure 3.6 shows that the bond angle distributions show the most consid-
erable changes between the DFT MD and the refined model in the number of Ta-Ta-O angles between 30-40° and in the number of O-Ta-O angles between 70-80°. These bond angles represent those of the Ta₂O₂ ring fragments and show that they are slightly over represented in the DFT MD model. However overall analysis of the bond type and bond angle distributions of the DFT MD model only show a very small difference with the refined model. This shows that the (final DFT and RMC) refined model represents a good match to the experimental diffraction data and also has an energetically stable atomic structure.

This initial investigation into probing the atomic structure of the 400°C Ta₂O₅ coatings appears to yield promising results for identifying structural information that may be useful for comparing differences in atomic structures between other coatings with varying constituent properties and manufacturing methods [131].

### 3.3.2 The 300°C and 600°C heat-treated coatings

The next stage was to investigate the atomic structure of the coatings with varying heat treatment temperature. Choosing the 400°C coating as the first coating to study was deliberate because it is close to the mid point of our heat treatment temperature steps. In order to avoid the lengthy process of a new DFT MD model for each temperature step, the 400°C DFT model was used, as before, to build larger models which were then RMC refined to the experimental RDFs of the 300 and 600°C coatings. The assumptions made at this point were that both the 300 and 600°C coatings were pure Ta₂O₅ and that they had a density equal to the 400°C coating. The 400°C was also allowed to refine further in order to achieve the best possible agreement with experimental results.

Figure 3.7 (a) shows the averaged RDFs of at least five individual RDFs, generated from diffraction patterns taken from different areas in the coating.
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Figure 3.7: Experimental RDFs for the modelled CSIRO Ta$_2$O$_5$ coatings, showing (a) the averaged experimental RDFs for each coating and (b) RDFs chosen that emphasise the change in local structure present between the coatings.

ing, that show only subtle changes in the atomic structure with varying heat-treatments. They show that as the temperature is increased the peaks become more well defined, suggesting an increase in local ordering towards a crystalline state, as happens with the crystallised 800 °C heat-treated coating. The second peak, which relates to Ta-Ta atomic distances and longer range Ta-O distances, also increases in height faster than the first peak. Although there is evidence that the coatings are becoming more ordered with increasing heat-treatment temperatures, there was no evidence of any crystallisation in the 300, 400 and 600 °C coatings. This was further investigated using HRTEM to search for signs of nano-crystals in the coating structures, however no evidence of their existence was found.

The average changes are subtle, however individual RDFs showing the local structure at a particular point in the coating can show greater changes. For this reason we can emphasise the trends shown in the averaged RDFs by choosing a single local structure RDF from each of the heat-treated coatings which show the greatest difference, as shown in Figure 3.7 (b). This allows us to better identify the changes in the atomic structure that take place during heat-
treatment, even though it only relates to the area with the greatest difference.

To fully study the maximum changes seen with heat-treatment, atomic models were refined to the local structure RDFs shown in Figure 3.7 (b).

The partial RDFs from these models are shown in Figure 3.8 where RDFs are generated by taking only two atomic interactions into account from the models, i.e., Ta-O, O-O and Ta-O. Therefore the sum of these partial RDFs would give the full Ta$_2$O$_5$ RDF. At this stage, these are only distance relationships and not necessarily bonds. Figure 3.8 (a) and (c), Ta-O and Ta-Ta bonds show the greatest change in the first major peaks, and less of a difference in interactions at greater distances. As previously discussed the Ta-O occurs at around 1.9 Å and from the partial RDFs it is clear that there is little effect from other atomic interactions on this peak. The Ta-O distances impact slightly on the second major peak at 3.2 Å however as the heat-treatment temperature increases, the Ta-O contributions to the second peak do not significantly change, instead the changes to the second peak are dominated by Ta-Ta interactions. In-between the two major peaks from Ta-O and Ta-Ta interactions in the RDF lies the O-O distances, where the peak heights are emphasised by the y-axis scale used in 3.8 (b) and the influence of these distances on the total RDF is minor due to the small scattering factor of oxygen. Moreover, this O-O partial RDF seems rather insensitive to heat treatment temperature. This RDF does not show significant changes as heat treatment temperatures are varied. This suggests that changes in the atomic structure as heat-treatment temperature is increased are dominated by an increase in the ordering in Ta-O distances, Ta-Ta distances and longer range Ta-O distances.

There are also some visible changes in the bond distributions, where as before, we define a bond to be an atom to atom distance of less than the sum of their covalent radii plus a tolerance factor of 0.1 Å. Figure 3.9 (a) shows the bond distributions for the different heat-treated coatings for Ta-Ta, Ta-O and O-O bonds. The bond type distributions show that as heat-treatment tempera-
Figure 3.8: Partial RDFs for the heat-treated Ta₂O₅ coatings, when considering only a) Ta-O distances, b) O-O distances and c) Ta-Ta distances.
Figure 3.9: Parameter distributions for the heat-treated $\text{Ta}_2\text{O}_5$ coatings for a) bond type distributions and b) bond angle type distributions.

...ture rises the distribution of Ta-Ta bonds decrease and the distribution of Ta-O bonds increase. This suggests that as heat-treatment temperature increases Ta atoms move further away from neighbouring Ta atoms, decreasing the Ta-Ta bond distribution, and allowing an increase in bonding with O atoms. There were no O-O bonds found in any of the models. The bond angle type distributions were also studied for Ta-Ta-Ta, Ta-O-Ta, O-Ta-O and Ta-Ta-O bond angle types, and are shown in Figure 3.9 (b). This illustrates that the most prevalent bond angle types in these coatings are O-Ta-O and Ta-Ta-O, with relatively minor contributions from Ta-Ta-Ta and Ta-O-Ta bond angles. The greatest variation in the bond angle types is O-Ta-O and Ta-Ta-O, in line with the variations in the bond types, where Ta-O contributions increase and Ta-Ta contributions decrease with rising heat treatment temperature.

Bond angle distributions were also studied to further explore the bond angle types for each model and are shown in Figure 3.10 where the bond angle distributions are normalised to their bond angle type. The Ta-Ta-O bonds between 30-40° (Figure 3.10 (b)) and O-Ta-O bonds between 70 and 80° (Figure 3.10 (d)), which are a result of the $\text{Ta}_2\text{O}_2$ ring fragments, in the 600 °C coating. As previously mentioned, these ring fragments can be thought of as crystalline building blocks and they have an increased presence as the heat-
3.3 Atomic structure investigations

Figure 3.10: Bond angle distributions for the heat-treated Ta$_2$O$_5$ coatings for a) Ta-O-Ta angles, b) Ta-Ta-O angles; c) Ta-Ta-Ta angles; and d) O-Ta-O angles.

treatment temperature rises as seen by the rise in Ta-O bonds, giving further evidence of a more ordered state. However, as the heat-treatment temperature rises the distribution of Ta-Ta bonds decreases and they essentially stretch so that the two tantalum atoms are far enough from each other that they are no longer bonded, although the ring structure of Ta-O-Ta-O still exists. Evidence of this trend is seen in the bond angle distributions where, as shown in Figure 3.10 (a), the distribution of Ta-O-Ta bonds sit at higher angles, from 140-180°, as heat-treatment temperature increases, as would be expected if the Ta$_2$O$_2$ ring fragment is stretching. Figure 3.10 (c) shows the distribution of Ta-Ta-Ta bond angles having a sharp maximum at 70-80° and high probability of
finding angles at 110-120°, where there appears to be a preference towards higher angles as heat-treatment temperature increases, although there is not a large visible difference in the angle distributions, even if the occurrence of this bond type within the atomic model is decreasing (Figure 3.9 (b)).

<table>
<thead>
<tr>
<th>Atom</th>
<th>300°C ±</th>
<th>400°C ±</th>
<th>600°C ±</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tantalum</td>
<td>5.40 1.80</td>
<td>5.60 1.75</td>
<td>5.24 1.78</td>
</tr>
<tr>
<td>Oxygen</td>
<td>1.59 0.71</td>
<td>1.63 0.67</td>
<td>1.65 0.65</td>
</tr>
</tbody>
</table>

Table 3.1: Co-ordination numbers for the heat-treated Ta₂O₅ coatings, the ‘±’ values indicate the spread obtained for a given co-ordination number.

The number of bonds that each atom type on average is likely to have is given by its co-ordination number. The co-ordination numbers of the materials in these coatings were also studied using the same bond conditions as previously described, and are shown in Table 3.1. There is considerable spread in the co-ordination numbers, as can be expected due to the nature of amorphous materials producing a range of bonding configurations, which makes it difficult to draw any firm conclusions. However, the average co-ordination numbers suggests that as heat-treatment temperature increases the average co-ordination number of tantalum is at its highest for the 400 °C coating and then decreases for the 600 °C coating, with the oxygen co-ordination number gradually increasing with temperature. This agrees with previously described bond distributions where the distribution of Ta-O bonds increases and Ta-Ta bonds decreases as the heat-treatment temperature increases. These co-ordination numbers appear to be significantly lower than published high temperature studies of Ta₂O₅ of co-ordination numbers in the region of 6 to 7 for tantalum and oxygen in the region of 2 to 3. The reason for this may be due to the initial assumption that the models were created under, where perfect stoichiometry of Ta₂O₅ was assumed. As will become apparent in the following sections these coatings are oxygen deficient. The effect of extra oxygen atoms in the struc-
ture can cause an underestimation in the co-ordination of each oxygen atom and subsequently tantalum atoms. This is because some of the oxygen atoms in the models appear not to be bonded at all and therefore indicating that the model has not reached an equilibrium due to over estimating the number oxygen atoms. It is therefore important that experimental stoichiometry be measured and used as an input for future models in order to obtain the most accurate models possible.

3.4 Improvements to data quality

Although there are observed changes in the heat treated coatings as has been discussed, there are some areas where it is possible to improve the experimental procedure in order to get the most accurate results possible. To that end research was carried out to allow the inclusion of variations in the stoichiometry of the different heat-treated $\text{Ta}_2\text{O}_5$ samples using data from electron energy loss spectroscopy (EELS) data and improve statistics by increasing the collected TEM data and hence the number of RDFs studied.

3.4.1 Including EELS stoichiometry

EEL spectra were used to calculate the stoichiometry (see Chapter 2) of the 300, 400, 600 and 800 °C heat-treated $\text{Ta}_2\text{O}_5$ and the results are shown in Figure 3.11 where a tantalum to oxygen ratio of 0.4:1 is the ratio that gives a perfect stoichiometry of $\text{Ta}_2\text{O}_5$. It shows that the three coatings that remain amorphous (300, 400 and 600 °C) are oxygen deficient and the 800 °C coating, which has crystallised becomes oxygen rich.

From these results it is clear that the stoichiometry deviates from the previously assumed $\text{Ta}_2\text{O}_5$. Therefore in order to obtain the most accurate results possible it is necessary to use these stoichiometries when generating the RDFs and atomic models in order to get the best fit with experimental data.
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Figure 3.11: The ratios of Ta:O in the heat-treated coatings, where Ta:O of 0.4:1 gives the ratio for pure Ta$_2$O$_5$.

3.4.2 Increasing the number of RDF measurements

Increasing the number of RDFs is also important when considering the quality and error associated with the RDF. Therefore more TEM electron diffraction data were taken with the 300, 400 and 600°C heat-treated Ta$_2$O$_5$ coatings, in order to improve the quality of the statistics. The EELS stoichiometry for these coatings was also used when calculating the RDFs.

The results are presented in Figure 3.12, where rather than showing the individual RDFs, the most important features of the RDFs, the first and second peak position, height and full width at half maximum, are shown for the different heat-treatment temperatures. Changes in the peak positions would indicate changes in the distance distributions in the sample. An increase in the peak heights along with a decrease in FWHM would suggest an increased order in the coating, giving more tightly defined atomic distances, suggesting a tendency towards a crystalline state. As the previous sections on the coating modelling suggest, the first peak in the RDF predominantly occurs from Ta-O distances and the second peak from Ta-Ta distances and longer range Ta-O distances. Therefore by analysing these key attributes of the RDF, it allows the tracking of any changes in the RDFs and hence atomic structure between
different coatings, before the modelling stage. It also gives a statistical error produced from the variance of multiple RDFs measured for each coating.

Figure 3.12 shows that from an average throughout the coating of around 15 RDFs for each coating, it is apparent that there is no clear differences between the coatings and that most of the observed changes lie within error. The reason for this may be due to problems with the RDF fitting, where many RDFs had large noise peaks. The exact cause for this is still under investigation and it was decided that only the best fits would be carried through to the final results, which were the 15 RDFs used in the analysis for Figure 3.12 (See Chapter 2 Section 2.4.7.3 for further discussion).

It should be noted that local structural changes are still observed as investigated previously in this chapter. This means that in the process of averaging many RDFs variations in the local atomic structure are lost, meaning that changes may be taking place over a longer range than is observable in the RDF short range order. The reasons for changes in the local atomic structure are explored further in Section 3.7 where the process of heat-treatment can be thought of as causing different changes through the coating itself from the coating surface to the coating areas closest to the substrate.

3.5 The 800 °C heat-treated coating

The 800 °C heat-treated Ta$_2$O$_5$ coating was the only coating studied from this set that had crystallised, and therefore there was no RDF analysis carried out on it. However, closer investigation of the coating shows some interesting structural properties.

Figure 3.13 (a) shows a typical TEM bright field image of amorphous Ta$_2$O$_5$ coating (dark area) on a silica substrate (light area). The same imaging techniques on the 800 °C coating, Figure 3.13 (b) and (c), shows a very different image with evidence of complex structures and what appear to be bubble structures. It is thought that a possible explanation for the oxygen rich environment
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Figure 3.12: RDF analysis of the CSIRO heat-treated Ta₂O₅ coatings, where the changes in the RDFs against heat-treatment temperature are presented. (a) and (b) show the changes to the 1st and 2nd major peak positions, (c) and (d) show changes in the 1st and 2nd peak height respectively, and (e) and (f) shows the changes in the 1st and 2nd peak full width half maxima respectively.
of the coating is that oxygen has been trapped in the bubble structures as the coating crystallised during heat-treatment, where the coating is placed in an oven in air for 24 hours at 800°C. The crystallisation of the coating has created a polycrystalline material with large crystals that vary in size from around 100 nm to 500 nm, a typical crystal measuring 314 nm by 150 nm is shown in the dark field image in Figure 3.13 (d).

Referring back to the coating mechanical loss results in Figure 3.2 on Page 71 with the large loss peak at 90 K it is clear to see that the onset of crystallisation could be the cause, where phonon scattering at the crystal grain
boundaries could be responsible for the increase in mechanical loss \[132\].

### 3.6 Low water content heat-treated Ta$_2$O$_5$ coatings

ATF \[133\] produced a series of ‘low water content’ heat-treated Ta$_2$O$_5$ coatings at 300, 450 and 600 °C. These coatings were deposited on the substrate using an ion-beam-sputtering in a low water content environment and heat-treated in air for 1 hour. The exact details of the coating procedure are not available and are the intellectual property of ATF \[133\]. The ‘low water content’ manufacturing process was recommended by ATF as a possible way to increase the coating performance and subsequently reduce its mechanical loss.

Research was therefore carried out on these coatings to measure their mechanical losses and study their atomic structure to look for changes from the previously studied CSIRO coatings. A similar procedure to the cryogenic mechanical loss measurements carried out with the CSIRO coatings was carried out with the ATF low water content coatings.

#### 3.6.1 Mechanical loss measurements

Mechanical loss measurements made at cryogenic temperatures were carried out using the process detailed in Chapter \[2\]. The results shown on Figure \[3.14\] are the mechanical losses of the coated cantilevers at modes around 1.5 kHz. Figure \[3.14\] shows the mechanical losses of the coated cantilevers. The loss of the coating was not calculated due to insufficient control sample data (where losses of un-coated cantilevers are subtracted from the losses of the coated cantilevers to extrapolate the loss associated only with the coating). The mechanical loss measurements of the control samples will be the subject of a future investigation.

The 300 °C sample has a broad low temperature loss peak that is centered at around 60 K. As the heat treatment temperature is increased the low tempera-
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Figure 3.14: Coated cantilever loss against temperature for the ATF low water content Ta$_2$O$_5$, highlighting the low temperature loss peak positions, for the $\sim 1$ kHz mode.

Figure 3.14 shows the clear differences from the CSIRO Ta$_2$O$_5$ to the ATF Ta$_2$O$_5$ coating losses, where the CSIRO coatings have low temperature peaks that are narrower in range and occur at lower temperatures. Figure 3.15(a) shows similar shaped loss peaks for the 300°C where the ATF loss peak appears broader and occurs at higher temperature, at around 60 K, than the CSIRO loss peak at around 30 K, with a difference of around 30 K between them. Figure 3.15(b) shows a broad loss peak occurring at around 54 K for the ATF coating heat-treated at 450°C against a more narrow and defined peak at around 30 K for the CSIRO coating heat-treated at 400°C, with a
Figure 3.15: Coated cantilever loss data (a) showing the low temperature loss peak in the 300°C, (b) 400/450°C and (c) 600°C coatings for both the CSIRO [126] and ATF low water content Ta₂O₅ coatings, highlighting the differences in peak positions and shapes between the two types of coatings.
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smaller difference between them of around 20 K. Figure 3.15(c) shows that for the 600 °C loss peak, both the CSIRO and ATF low temperature loss peaks show similar shapes in the onset of the low loss peak, although it appears that the CSIRO peak falls off at a faster rate than the ATF peak, which also has a broader shape as in the case for the 300 °C and 400/450 °C coatings. The 600 °C loss peaks are separated by about 10K from the CSIRO to ATF coatings. It is interesting to note that the difference in low temperature loss peak positions between the CSIRO and ATF coatings decreases as heat-treatment temperature increases.

This gives evidence of significant changes that could possibly be a direct effect of ATF’s low water content manufacturing process. This may also be due to the shorter heat-treatment time, where the CSIRO coatings undergo 24 hours of heat treatment compared to ATFs 1 hour. To investigate these differences further it is possible to calculate the activation energies associated with each of the ATF \( \text{Ta}_2\text{O}_5 \) coatings and compare it to previously measured values for the CSIRO \( \text{Ta}_2\text{O}_5 \) coatings.

3.6.1.1 Activation Energies

It has previously been shown that the low temperature loss peaks can vary slightly in temperature with frequency [126]. These movements can be attributed through a thermally activated dissipation process that can be described by the Arrhenius equation [132, 134],

\[
\tau = \tau_0 e^\frac{E_a}{k_B T},
\]

where the relaxation time, \( \tau \), is characterised by a rate constant, \( \tau_0 \), and activation energy, \( E_a \). It has been shown that this dissipation process can be associated with the loss peak temperature, \( T_{\text{peak}} \), at an angular frequency, \( \omega_0 \), by,

\[
\omega_0 \tau_0 e^\frac{E_a}{k_B T_{\text{peak}}} = 1,
\]
which can be expressed as,

$$\ln \omega_0 = \ln \tau_0^{-1} - \frac{E_a}{k_B T_{\text{peak}}}, \quad (3.3)$$

Therefore from equation (3.3) plotting $\ln \omega_0$ against $1/T_{\text{peak}}$ will produce a straight line that will yield the activation energy and rate constant for the dissipation process.

This process was carried out for the ATF Ta$_2$O$_5$ coating and Figure 3.16 shows the resultant Arrhenius plots. Figure 3.16 (a) shows the 300 °C plot for the peak at around 60 K where the activation energy and rate constant, calculated from the linear fit, is $(38.98 \pm 18.69)$ meV and $(1.2 \pm 0.27) \times 10^{-7}$ s, respectively. Unfortunately there is a rather large error attributed to the 300 °C results because of difficulties associated with the specific geometry of the cantilever causing coupling between torsional and bending modes, which reduced the ability to effectively measure changes in motion at the all of the resonant modes. For the 450 °C and 600 °C coatings the activation energies were $(34.31 \pm 9.19)$ meV and $(33.02 \pm 4.77)$ meV, respectively, with rate constants of $(1.17 \pm 0.15) \times 10^{-7}$ s and $(1.1 \pm 0.09) \times 10^{-8}$ s, respectively, as calculated from their Arrhenius plots (Figure 3.16 (b) and (c)).

Previous studies of the CSIRO heat-treated Ta$_2$O$_5$ coatings show similar results for the activation energy of the 600 °C coating, at $(35.6 \pm 2.5)$ meV [126]. However the activation energies vary greatly at lower temperature heat treatments, where the CSIRO 300 °C has an activation energy of $(66 \pm 10)$ meV. The large change of activation energies associated with the heat-treated CSIRO samples has also been seen in other measurements of heat-treated ion-beam sputtered Ta$_2$O$_5$ manufactured by LMA [135]. It is therefore very interesting to note that, in the case for the ATF Ta$_2$O$_5$ even with the large error associated with the 300 °C ATF Ta$_2$O$_5$, the activation energies from the 300, 450 and 600 °C coatings show a relatively flat trend with only minimal changes between their averages.
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3.6.2 Atomic structure and chemistry investigations

EELS spectra were taken and Figure 3.17 shows the resultant stoichiometries.

The low water content coatings appear to be oxygen deficient and variation
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between the coatings lies within error, although the 600°C coating appears to be slightly more oxygen deficient than the others. These EELS stoichiometries were then used as input parameters for the calculating the RDFs.

Figure 3.18: The averaged RDFs of the ATF low water content heat-treated Ta$_2$O$_5$ coatings, showing subtle differences between them.

The RDF measurements were carried out following the procedures described in Chapter 2, Section 2.4.7 and the resultant averaged RDFs for each
3.7 MLD Ta₂O₅ heat-treated coatings

Each heat-treated coating are shown in Figure 3.18. Similar changes to the CSIRO heat-treated Ta₂O₅ are present in the ATF Ta₂O₅ coatings in case of the second peak where Ta-Ta distances dominate; as heat treatment temperature rises the second peak becomes more dominant, suggesting an increase in order for the Ta-Ta distances. The first peak however shows a slightly different pattern with the 450 °C showing the highest peak. The changes are subtle and it is important to consider the error associated in the RDFs.

As in the case with the CSIRO coatings, the most important aspects of the averaged RDFs are tracked between the coatings, including the standard deviation error carried through from the errors in the individual RDFs, and are shown in Figure 3.19. Most of the changes between the RDFs lie within error, however the second position and height (Figure 3.19 (b) and (c)) show an increasing trend with heat-treatment temperature, highlighting the increasing Ta-Ta distances as is apparent from Figure 3.18. The second peak full-width-half-maximum (Figure 3.19 (f)) also shows a slight decrease in the 600 °C giving rise to a slightly more ordered state.

3.7 MLD Ta₂O₅ heat-treated coatings

Another set of ion-beam sputtered Ta₂O₅ coatings was prepared by MLD [136] which included a sample that had undergone no heat-treatment and also a sample heat-treated to 600 °C in air for 24 hours. These coatings had a thickness of 1 µm. Previous atomic structure investigations of heat-treated Ta₂O₅ coatings have given rise to only minimal changes in the average atomic structure and, as shown in the case for the CSIRO coatings, larger changes in the local sample areas. In the case of heat-treatment it may be possible that the temperature difference across the thickness of the coating from the surface to the substrate as the sample undergoes heat treatment causes changes in the average atomic structure from the coating surface to the substrate. Therefore, an investigation was made into identifying systematic variations in the atomic
Figure 3.19: RDF analysis of the ATF low water content heat-treated Ta$_2$O$_5$ coatings, where the changes in the RDFs against heat-treatment temperature are presented. (a) and (b) show the changes to the 1st and 2nd major peak positions, (c) and (d) show changes in the 1st and 2nd peak height respectively, and (e) and (f) shows the changes in the 1st and 2nd peak full width half maxima respectively.
structure by collecting the RDFs from the coating surface to the substrate. This was also made possible due to the increased thickness of this coating.

3.7.1 Atomic structure and chemistry investigations using area mapping

RDFs were collected by mapping the area in the coating where the diffraction data used to calculate the RDFs was taken.

![Figure 3.20: TEM bright field image showing the non-heat-treated MLD coating, highlighting the selected areas where electron diffraction data was taken from. Area 1 is the closest to the coating surface, and area 8 is closest to the Si substrate](image)

Figure 3.20: TEM bright field image showing the non-heat-treated MLD coating, highlighting the selected areas where electron diffraction data was taken from. Area 1 is the closest to the coating surface, and area 8 is closest to the Si substrate.

Figure 3.20 shows the map of collection areas for the diffraction data taken from the non-heat-treated coating. Each mapped area has a large radius of 200 nm, where a beam diameter of 50 nm was used to collect the diffraction data, ensuring that diffraction data was collected within the mapped areas. Area 1 starts at the surface of the coating going to area 8 near the bulk of the coating. A similar area mapping procedure was also carried out on the 600°C heat-treated coating. Five diffraction patterns were collected for each area, and the RDFs were calculated and analysed.
Figure 3.21: RDF analysis of the MLD heat-treated Ta$_2$O$_5$ coatings, where the changes in the RDFs against depth into the coating are presented. (a) and (b) show the changes to the 1st and 2nd major peak positions, (c) and (d) show changes in the 1st and 2nd peak height respectively, and (e) and (f) shows the changes in the 1st and 2nd peak full width half maxima respectively.
Figure 3.21 shows the complete analysis, tracking changes in the RDFs which include first and second peak heights, positions and full width half maxima. The data shown here present the first evidence that systematic changes may be taking place in the atomic structure across the depth of the coating, where the coating surface appears more ordered than the coating closest to the substrate. Figure 3.21 (a) shows that there is little measurable movement of the 1st peak position, which is related mainly to Ta-O distances, for both the non-heat-treated and 600°C heat-treated coating. However, Figure 3.21 (c) does show changes, with significant scatter for the non-heat-treated coating and a generally increasing trend for the 600°C heat-treated coating. Figures 3.21 (b) and (d) show the second peak position and height, which relates to the Ta-Ta and longer range Ta-O distances. This shows an a flat trend with significant scatter for the non-heat-treated coating. The 600°C coating shows a general increasing trend for both the second peak position and height. Figures 3.21 (e) and (f) show significant scatter for the full width at half maxima (FWHM) of the 1st and 2nd peaks for both coatings, although the first peak for the 600°C coating shows more of decreasing trend with increasing coating depth.

In general there is more scatter in the non-heat-treated coating making it difficult to identify any clearly changing trends in the atomic structure. The 600°C sample does appear to show identifiable trends that suggest that the coating becomes more ordered closer to the substrate, as the first and second peak heights increase and the FWHM of the first peak decreases.

Problems that occurred while measuring these coatings, explained further in the next section, made it difficult to interpret the RDFs due to large noise peaks, and it is therefore not clear that these are accurate trends. However as a first attempt it shows a promising method to further identify changes in the atomic structure of these coatings, by collecting data through the depth of the coating. It is therefore important that future investigations of heat-treated
coatings include the analysis of this area mapping method to prove that these results are repeatable and show consistent changes. The addition of modelling the separate regions will give the best possible understanding of the atomic structure changes that take place with heat-treatment.

3.8 Conclusions

It has been shown that using temperature as a probe of mechanical loss in these Ta$_2$O$_5$ coatings produces valuable insights into the mechanisms for mechanical loss. Heat-treating Ta$_2$O$_5$ coatings causes changes in the mechanical loss observed at low temperature, with loss peaks arising in the region of 10s K which increase in magnitude and become more defined as the heat-treatment temperature rises, but decrease in temperature. This remains true until crystallisation, where in the case for the 800°C crystallised coating a larger broad loss peak occurs at 90 K.

Changes in manufacturing deposition methods between the coating manufacturers affect the mechanical loss and atomic structure of the coatings, where it was shown that using a low water content manufacturing processes significantly changes the positions of the low temperature loss peaks, both broadening and pushing the peak position up in temperature, and also reduces the variances in the activation energies over heat-treatment temperatures.

For the CSIRO heat-treated coatings, it has also been shown that heat-treatment produces subtle changes to the averaged local atomic structures. The general trend shows that as heat-treatment temperature increases the coatings becomes more ordered, moving towards crystallisation between the 300-600°C coatings and crystallising at 800°C. Accurate atomic models based on experimental diffraction data of these coatings show stable structures, that show Ta$_2$O$_2$ ring fragments which were found to be features present in the crystalline phase of the material. The models show that these crystalline building blocks are randomly oriented and reproduced in the coating structures over a
long range, giving rise to the amorphous nature of the material. The Ta$_2$O$_2$ ring fragments also appear to increasing in population as heat-treatment temperature rises, as the coating becomes more ordered, and they also appear to stretch slightly with increased Ta-O-Ta angles. There also appear to be fewer Ta-Ta and more Ta-O bonds present as heat-treatment temperature is increased. The observed changes of increased ordering, presence of the Ta$_2$O$_2$ ring fragments and less Ta-Ta bonds are the major observable changes.

Further improving methods in the experimental procedures for taking the diffraction data will result in better fitting RDFs, and therefore give a more accurate interpretation of the atomic structure. Using experimental stoichiometries from EELS is an important method to increase the accuracy of the measured atomic structure. Area mapping, where electron diffraction data is taken from different area provides a promising way for more accurately identifying changes in the atomic structure with heat-treatment, by looking for systematic changes from the surface of the coating to the point where it joins the substrate. Initial investigations show that these changes are visible and that increasing heat-treatment temperature causes more ordered coating material closest to the substrate, compared with areas of coating near the coating surface.
Chapter 4

Investigations into the material properties of Ta$_2$O$_5$ mirror coatings doped with TiO$_2$

4.1 Introduction

The second generation of detectors, such as Advanced LIGO, will use multi-layer Ta$_2$O$_5$ coatings that are doped with TiO$_2$. The coating manufacturer LMA [135] first suggested doping Ta$_2$O$_5$ with TiO$_2$ as a possible alternative coating material to pure Ta$_2$O$_5$. TiO$_2$ as a dopant has the benefit of Ti ions being a similar size to Ta ions, and also Ti-O and Ta-O bonds are similar in length, and is therefore able to act as a simple substitutional alloying element in a Ta$_2$O$_5$ system. It was also found that the melting point of TiO$_2$/Ta$_2$O$_5$ alloys was relatively high [137]. The combination of these factors gave a strong case for studying Ta$_2$O$_5$ coatings doped with TiO$_2$ as they would have a stable amorphous structure and possibly give a high quality alternative to Ta$_2$O$_5$ coatings.

The coatings studied in this chapter are multi-layer coatings with 30 alternating layers of $\lambda/4$ (at 1.064 $\mu$m) thick SiO$_2$ and Ta$_2$O$_5$ doped with TiO$_2$, and manufactured by LMA [135]. The doping concentrations were 0, 8.3, 20.4, 25.7, 28.3, 53.8 % (cation) TiO$_2$ as determined from EELS stoichiometry mea-
measurements. LMA has a number of coating chambers and the 0, 8.3, 20.4, 28.3 % doped coatings were deposited in a coating chamber smaller than the coating chamber used to deposit the 25.7 and 53.8 % doped coatings. These coatings were deposited using ion-beam sputtering and also heat-treated at 600°C for 24 hours.

It should be noted that the data presented in this chapter expresses the level of TiO₂ doping as a TiO₂ cation percentage, thus for simplicity, TiO₂ doping is denoted simply as Ti doping. The coatings will also be labelled by the percentage of Ti (cation percent) doping i.e., the Ta₂O₅ doped with 20.4% TiO₂ coating is denoted as the 20.4% Ti coating.

![Figure 4.1](image)

Figure 4.1: Mechanical loss measurements made at room temperature are shown against various concentrations of Ti doping, for the doped Ta₂O₅ coatings [138].

Coating mechanical loss measurements were previously made at room temperature for each of the Ti doping concentrations, and the results are shown in Figure 4.1 [138]. The Ti doping concentrations were measured using EELS stoichiometry (see Chapter 2 Section 2.4.6.2). As these are multi-layer coating mechanical loss measurements, the mechanical loss values include the loss associated with the SiO₂ component, as well as the Ta₂O₅ doped with TiO₂. However, any changes in the mechanical loss can be assumed to be the result of
the changes to the TiO$_2$ doping concentration as this is the only variable during the manufacturing process, although extraction of the Ta$_2$O$_5$ doped with TiO$_2$ coating component would be preferable for future and more detailed investigations.

The results clearly show that as Ti doping increases, the mechanical loss decreases until it reaches a minimum for the 28.3% Ti coating, it then increases again for the 53.8% Ti coating. There is a roughly 40% drop in mechanical loss from its highest point at 0% Ti doping to the lowest point at 28.3% Ti doping. This change suggests that changes in the coating structure give rise to the observed changes in mechanical loss. It is therefore important to study any changes in the atomic structure of these coatings in an attempt to understand the observed changes in mechanical loss.

### 4.2 Atomic structure and chemistry investigations

#### 4.2.1 RDF measurements

In order to investigate any possible changes in the atomic structure of these coatings the local atomic structure was investigated using RDF measurements, following the process described in Chapter 2.

The averaged RDFs for the doped Ta$_2$O$_5$ coatings are shown in Figure 4.2 where each RDF is the average of at least 10 RDFs from diffraction data collected from different locations in each coating. Figure 4.2 (a) very clearly shows a varying RDF structure, meaning that the short-range atomic structure is noticeably changing as the Ti doping concentration increases. This change is highlighted in Figure 4.2 (b) where only the RDFs of the 0% and 53.8% Ti doped coatings are shown. Here, it can clearly be seen that the first major peak at around 2 Å, which from comparison to interatomic distances from crystalline data is probably from to Ta-O and Ti-O distances, or simply metal-oxygen
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Figure 4.2: Experimental RDFs for the Ta$_2$O$_5$ doped with TiO$_2$ coatings for (a) the full range of Ti doping levels, and (b) only the 0% and 53.8% Ti coatings.

distances, increases in height and decreases in width indicating increased order in these distances as Ti doping concentration increases. The second peak shows increased height but also a change in shape, which may indicate an increased order from the distances present in this peak, likely to be Ta-Ta, as well as Ta-
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Ti and Ti-Ti where Ti doping is present or more simply metal-metal distances.

The observed changes in the RDFs are highlighted by tracking the most important changes between the average RDF for each Ti doped coating (as previously described in Chapter 3 Section 3.4.2) where, excluding any data below 1 Å regarded as noise, the first and second major peak positions, heights and full width at half maxima (FWHMs) are measured and shown in Figure 4.3. Figure 4.3 (a) and (b) highlight the changes in the position (r(Å)) of the first peak and second peaks, respectively, and show that the first peak position moves from a minimum at 20.4% Ti doping to a maximum at 28.3% Ti doping, and the second peak has a minimum at 8.3% and a similar maximum at 28.3% Ti doping. Interestingly, both the first and second peak positions show similar patterns of change with increasing Ti doping, both with maximum values for the 28.3% Ti coating, indicating that the metal-oxygen and metal-metal distances are furthest apart at the 28.3% Ti coating. Figure 4.3 (c) shows that the first peak height (G(r)) has a generally increasing trend as Ti doping increases, indicating an increasing probability of finding the nearest neighbour distances of Ta-O or Ti-O at the peak maximum. This is further supported by evidence that the peaks are becoming narrower as Ti doping increases, as shown when examining the FWHM of the peak (Figure 4.3 (e)), indicating a decrease in distance distribution. Figure 4.3 (d) shows that the second peak height increases from 0% Ti doping until a maximum at around 20% Ti doping and then decreases with increasing Ti doping. At the same time, Figure 4.3 (f) shows that the peak width increases with increasing Ti doping. This change in shape is likely due to the increased variety of interactions that make up the second peak from Ta-Ta and Ta-Ti or Ti-Ti when Ti doping is present. This will be discussed further when examining the atomic models in Section 4.2.2.2, where it will be shown that Ta-Ti distances are shorter than Ta-Ta distances giving an explanation for the widening of the second peak. The second peak appears to be at the most ordered state, with a minimal distance distribution.
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Figure 4.3: RDF analysis of the doped Ta$_2$O$_5$, where the changes in the RDFs against depth into the coating are presented. (a) and (b) show the changes to the 1st and 2nd major peak positions, (c) and (d) show changes in the 1st and 2nd peak height respectively, and (e) and (f) shows the changes in the 1st and 2nd peak full width half maxima respectively.
for the 20.4% Ti coating because the peak position is at its maximum and width is at its minimum.

**4.2.2 Atomic models of the 20.4% and 53.8% Ti doped coatings**

To further investigate the observed changes in the RDFs it is necessary to create atomic models. Atomic models were created for 20.4% and 53.8% Ti doped Ta$_2$O$_5$ coatings, following a similar procedure to that discussed in Chapter 2, Section 2.4.7. These concentrations of Ti doping were chosen because they were the only doped Ta$_2$O$_5$ coatings to have experimentally measured densities at the time of creating the models, which were 7.01 g/cm$^3$ [139] for 20.4% Ti doped coating and 5.50 g/cm$^3$ [140] for the 53.8% Ti doped coating. Experimental stoichiometries measured from EELS data were also used as inputs to these models, and are shown in Table 4.1.

<table>
<thead>
<tr>
<th>Coating</th>
<th>Stoichiometry (Ta:Ti:O)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20.4% Ti</td>
<td>0.26:0.06:0.68</td>
</tr>
<tr>
<td>53.8% Ti</td>
<td>0.17:0.20:0.63</td>
</tr>
</tbody>
</table>

Table 4.1: EELS stoichiometries for the 20.4% and 53.8% Ti doped Ta$_2$O$_5$ coatings

There is very little literature on crystalline structures of tantalates having a TiO$_2$ component. However, one study described Ta-O and Ti-O bonds to have very similar bond distances in crystalline material, and that Ti atoms can be generally thought of as replacing Ta atoms in a crystalline structure [141]. Therefore, Ti atoms were given identical constraints to Ta atoms on positions relative to other Ti, Ta or O atoms in the model, for the purposes of the RMC refinement process.
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4.2.2.1 DFT and refined model comparisons

Figure 4.4 shows the generally good agreement achieved between RDFs generated from the final refined models to the experimental RDFs for both the 20.4% and 53.8% Ti doped models. As with the heat-treated series 400°C Ta2O5 coating in Chapter 3, the final refined (DFT + RMC) models were then compared to the DFT models in order to ensure the final atomic structure was viable.

Figure 4.5: Bond type distributions comparing the DFT model and the refined (RMC+DFT) models for (a) the 20.4% Ti coating, and (b) the 53.8% Ti coating.
Bond distributions were studied between the DFT model and final refined model to compare differences in the structures, where as before a bond is defined as an atom to atom distance of less than the sum of their covalent radii (Ta = 1.7 Å [129], Ti = 1.6 Å [129], O = 0.73 Å [130]) plus a bond tolerance factor set at 0.1 Å. Figure 4.5 (a) shows the distribution of the bond types in the 20.4% Ti coating and shows only a slight change in the distribution, most notably in the Ta-Ta bonds and the Ta-O bonds. No Ti-Ti bonds were found in the 20.4% Ti models.

Similar comparison between the refined model and DFT model for the 53.8% Ti model are shown in Figure 4.5 (b). The largest change in bond type distribution is for the Ta-Ti bonds, where there is an increase in their distribution between the DFT and refined models. Overall, the distribution appears to be consistent between the DFT and refined model. There were also a small number of Ti-Ti bonds found in the 53.8% Ti DFT model, which did not exist in the final refined model.

The bond angle and bond angle type distributions were also generated from the models and shown in Figure 4.6. Figure 4.6 (a) shows the bond angle type distribution comparison between the DFT and refined models for the 20.4% Ti coating. The largest differences are between the O-Ta-O and the Ta-Ta-O bond angle types, both of which are important for the structure of the Ta$_2$O$_2$ ring fragments, as previously discovered in the CSIRO heat-treated coatings. The O-Ta-O bond angle type represents a smaller fraction of bond fragments in the DFT model compared to the refined model and the Ta-Ta-O represents a larger fraction of bond fragments in the DFT model compared to the refined model. Although the Ta$_2$O$_2$ ring fragments are prominent in both models, there appears to be a reduction in the Ta-Ta bonds that relates to a large reduction in the Ta-Ta-O bond angles from the DFT to refined models. This may be an indication of a possible over estimation of the Ta$_2$O$_2$ ring fragments in the DFT model. Figure 4.6 (b) shows a similar comparison for the 53.8%
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Figure 4.6: Bond angle type distributions comparing the DFT model and the refined (RMC+DFT) models for (a) the 20.4% Ti coating, and (b) the 53.8% Ti coating.

Ti coating, which shows a generally good agreement, with the largest changes between the Ta-Ta-O, the Ta-Ti-O and the O-Ti-Ta bonds.

As discussed in Chapter the refined model is generated from creating 27 randomly orientated DFT models, which is then RMC refined to the experimental RDFs. Ideally there would be very little change between the average bond structures. However even though the atom movement is restricted for each iteration to 0.01 Å during the refinement process, some movement is in-
evitable where atoms are moved to avoid any unphysical differences and also to ensure the best agreement with the experimental data. These changes in the bond angle type suggest that there may be a need to improve the molecular dynamics simulations used to generate the DFT model, this will be discussed further in Chapter 6.

Figure 4.7: Average bond angle distributions comparing the DFT model and the refined (RMC+DFT) models for (a) the 20.4% Ti coating, and (b) the 53.8% Ti coating.

The average bond angle distribution of all the bond angle types for the DFT and refined models for the 20.4% and 53.8% Ti coatings are shown in Figure 4.7 (a) and (b) respectively. They show that in general the average bond angle distributions are in good agreement between the DFT and refined models. The largest difference in the 20.4% Ti models is around 40°, where there appears to be an over estimation of these bond angles in the DFT model (Figure 4.7 (a)). For the 50.8% model the largest difference is around 100° where the large spike in bond angles at this angle in the DFT model appears to spread over a range of angles more evenly in the refined model (Figure 4.7 (b)). In general the average bond angle distributions are in good agreement between the DFT and refined models with the refined models showing a more spread out distribution, which is reasonable given the increased size of the model.

The comparison between the DFT models and the refined models show
that there are some differences between their average structures, most notably when looking at the bond type distributions. However these changes are not large enough to cause concern about the validity of the refined models and in general there is a sufficient agreement between them. Also, the addition of the Ti into the structure makes the system much more complex and it is therefore more difficult to get a perfectly fitting system, especially from the DFT stage. Further refinement is possible for these models to get a closer match with the experimental RDFs, although it is expected that it will only change the features seen in the current refined models by a very small amount. At this stage it is reasonable to assume that the refined models give a good representation of the amorphous structure of these coatings, although there is room for some future improvements to be made.

4.2.2.2 20.4% and 53.8% Ti doped Ta$_2$O$_5$ coating model comparisons

This section compares the two final refined models for the 20.4% and 53.8% Ti doped Ta$_2$O$_5$ coatings. Figure 4.8 shows the partial RDFs for the for the 20.4% and 53.8% Ti doped coatings, where RDFs are created from the model based on only two atom pairs i.e., Ta-Ta, Ta-O, Ti-Ta, O-O, Ti-O and Ti-Ti. The addition of all of these atom pair RDFs for each coating would result in the full RDF of the models. The partial RDF relates to interatomic distances and not bonds, as there are no defined bond parameters at this stage. Figure 4.8 (a) shows that, for the 20.4% Ti coating, the first major peak occurring at around 2 Å in the RDF is comprised of metal to oxygen distances that is dominated with Ta-O distances with a small contribution from Ti-O distances. There is then a small contribution from O-O distances at around 2.7 Å. In the region of 3 to 4.5 Å, metal to metal distances are dominant with a significant contribution from Ti-Ta distances and the largest contribution from Ta-Ta distances. There is also a very small contribution from Ti-Ti distances at around 3.6 Å and some
longer range contributions from Ta-O distances at around 4.5 Å. The dominant contributions in the partial RDF are from the Ta-O and Ta-Ta distances with smaller contributions from atom to atom distances involving Ti, as would be expected given the small percentage of Ti doping in the coating.

The 53.8% Ti coating has a much larger contribution from Ti atom interactions as expected. From 1.5 to 2.4 Å Ta-O distances and a larger contribution from the Ti-O distances create the major contributions to the first peak in the full RDF. The addition of the atomic distances from 3 to 4 Å creates most of the contributions from the second major peak in the experimental RDF. It is apparent that this peak widens when compared to the 20.4% Ti coating based on the larger contribution from the Ti-Ta distances at 3.3 Å with other major contributions from Ti-Ti distances at 3.6 Å and Ta-Ta distances at 3.8 Å. The Ti-Ti distances also have a much more noticeable role in the 53.8% Ti coating with a reduction in the contribution from the Ta-Ta distances, as is perhaps expected given the much larger Ti doping concentration.

![Figure 4.8: Partial RDFs for the (a) 20.4% and (b) 53.8% Ti doped coatings.](image)

Bond analysis comparisons were carried out for the 20.4% and 53.8% Ti models. The bonds were defined as before when examining the DFT and refined models, where a bond is defined as an atom to atom distance of less than the sum of their covalent radii (Ta = 1.7 Å, Ti = 1.6 Å, O = 0.73 Å)
plus a bond tolerance factor set at 0.1 Å.

<table>
<thead>
<tr>
<th>Bond Type</th>
<th>20.4% Ti</th>
<th>53.8% Ti</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ta-Ta</td>
<td>3.45</td>
<td>3.45</td>
</tr>
<tr>
<td>Ta-Ti</td>
<td>3.25</td>
<td>3.23</td>
</tr>
<tr>
<td>Ta-O</td>
<td>2.00</td>
<td>2.02</td>
</tr>
<tr>
<td>Ti-O</td>
<td>1.99</td>
<td>2.03</td>
</tr>
</tbody>
</table>

Table 4.2: Average bond lengths (Å) for 20.4% and 53.8% Ti coatings

The average bond distances for the two coatings are shown in Table 4.2, the results show that the average bond distances remain relatively constant between the coatings and that they correspond well to the major peaks distance distributions shown in the PRDFs (Figure 4.8). This also highlights that the Ta-Ti bonds are around 0.2 Å shorter than Ta-Ta bonds.

Figure 4.9: Parameter distributions comparing the 20.4% and 53.8% Ti coatings: a) bond type distribution; b) bond angle type distribution.

Figure 4.9 (a) shows the comparison for bond type distribution and shows that Ta-Ta content stays relatively constant between the Ti doping levels. The Ta-O bonds show a decrease in proportion as the Ti doping increases, as expected due to the increased proportion TiO$_2$ in the atomic structure, subsequently causing an increase in the level of Ta-Ti and O-Ti bond distributions.
The bond angle type distributions shown in Figure 4.9 (b) reflect the changes observed in the bond type distributions, with fewer contributions from the bond angles that involve Ta-O bonds and an increase in O-Ti bonds as the Ti doping level increases. This is most noticeable when examining the O-Ta-O and O-Ti-O distributions. In the same way Ta-O-Ta decreases as Ti-O-Ti and Ti-O-Ta increases with the increase in Ti doping.

![Figure 4.10: Image of 20.4% Ti doped coating model for the (a) DFT model highlighting the (b) Ta$_2$O$_5$ ring fragments and (c) TaTiO$_2$ ring fragments present in the models.](image)

In both of the doped Ta$_2$O$_5$ models there were contributions from the Ta$_2$O$_2$ ring fragments that were previously seen in the heat-treated Ta$_2$O$_5$ coatings. Figure 4.10 (a) shows the model that is the result of the DFT model for the 20.4% Ti coating, highlighting the presence of the Ta$_2$O$_2$ ring fragment (Figure 4.10 (b)). The refined models show the same features over a longer range and the DFT model is shown only because it is smaller and representative of the large refined models. Interestingly the presence of the Ti atoms produced TaTiO$_2$ ring fragments as shown in Figure 4.10 (c). This gives further evidence that Ti can take the place of a Ta atom in the coating structure, as suggested in the literature for similar crystalline compound structures [142, 143]. The TaTiO$_2$ ring fragments became a more prominent feature in the 53.8% Ti doped coating as expected with the increased Ti content in the coating structure.
A small number of Ti$_2$O$_2$ ring fragments were also present in the coatings, although they did not share a Ti-Ti bond.

In order to further examine the changes to the bonds in the coatings and to further investigate the ring fragments, the bond angle distributions have been examined for the various bond angle types and are shown in Figure 4.11.

The bond angle type distributions show clear variations between the coatings as previously discussed and shown in Figure 4.9 (b). However it is interesting to note that the bond angle distributions for each bond angle type do not show any very significant changes. This suggests that for 20.4% and 53.8% Ti doping levels the positions that atoms prefer to sit in are similar in each case, even though the Ti doping substantially increases.

As previously described, the TaTiO$_2$ ring fragments have Ta-Ti bonds that are slightly shorter than the Ta-Ta bonds present in the Ta$_2$O$_2$ ring fragments. This is reaffirmed through analysis of the bond angle distributions where the Ti-O-Ta bond angles (Figure 4.11 (c)) have a lower average in bond angle distribution at 110°, than the Ta-O-Ta bond angles (Figure 4.11 (a)) at around 130°. In both cases the peaks of these bond angle distributions appear to reduce by around 10° as the Ti doping is increased. This is further shown through the distribution of O-Ti-O bond angles (Figure 4.11 (d)) have more spread at higher angles around 100° compared to the O-Ta-O bond angles (Figure 4.11 (b)) at around 90°. The Ta-Ta-O (Figure 4.11 (f)) and the Ta-Ti-O (Figure 4.11 (g)) bond angle distributions both show a defined peak at 30° and 40° relating to the ring fragments, which in both cases become more defined as the Ti doping increases. The Ti-O-Ti bond angles shown in Figure 4.11 (e) show similar distributions to the Ta-O-Ta and Ta-O-Ti bond angles giving evidence for the Ti$_2$O$_2$ ring fragments, even if they have very low occurrence in the models as shown in 4.9 (b). The Ti-Ta-Ti bond angles (Figure 4.11 (h)) show the range of all metal bond angles, with a peak at around 70-80° and there appears to be more of a spread at higher angles as Ti doping increases.
Figure 4.11: Bond angle distributions for the comparing the 20.4% and 53.8% Ti coatings for the labelled bond angle types.
Co-ordination numbers for these coatings were also found and are shown in Table 4.3. As with the results for the heat-treated CSIRO Ta₂O₅ coatings in Chapter 2, the co-ordination numbers show considerable spread as may be expected due to the nature of amorphous materials, and it is therefore difficult to make firm conclusions from obtained values. However, the average co-ordination numbers show that when the Ti doping is increased, the tantalum co-ordination number increases while the titanium co-ordination number decreases. The oxygen co-ordination number also increases slightly as Ti doping increases.

<table>
<thead>
<tr>
<th>Atom</th>
<th>20.4% Ti</th>
<th>±</th>
<th>53.8% Ti</th>
<th>±</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tantalum</td>
<td>4.83</td>
<td>1.45</td>
<td>5.72</td>
<td>1.83</td>
</tr>
<tr>
<td>Titanium</td>
<td>5.89</td>
<td>1.80</td>
<td>4.80</td>
<td>1.75</td>
</tr>
<tr>
<td>Oxygen</td>
<td>1.68</td>
<td>0.64</td>
<td>1.97</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Table 4.3: Co-ordination numbers for the Ta₂O₅ coatings doped with TiO₂, the ‘±’ values indicate the spread obtained for a given co-ordination number.

4.3 Preliminary studies of the relationship of Ti doping to mechanical loss

Preliminary investigations were carried out to identify any correlation between changes in the coating structure with changes in the mechanical loss. In particular correlations between the first (metal-oxygen dominant distances) and second (metal-metal dominant distances) major peak positions in the RDF and their FWHMs were observed. They are shown in Figure 4.12 where the RDF properties are overlayed with the mechanical loss measurements.

Figure 4.12 (a) shows the 1st RDF peak position with the mechanical loss overlayed. It shows that the first peak position is at its maximum of around 2 Å at the same point as the mechanical loss is at its minimum, and is from the
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Figure 4.12: RDF parameter statistics overlayed with the measured multi-layer coating mechanical loss against the Ti doping concentrations, highlighting the interesting trends in the structure with the changes in mechanical loss.
28.3% Ti coating. There is a similar pattern for the 2nd RDF peak positions shown in Figure 4.12 (c), with the maximum peak position of around 3.74 Å at the minimum mechanical loss given by the 28.3% Ti coating. Interestingly as the Ti doping increases both the first and second peak positions follow a somewhat similar trend, where before and after the 28.3% Ti doping level the peak positions are at a shorter distance and the mechanical loss is higher. Figure 4.12 (b) shows that the 1st peak FWHM also follows a similar trend to the mechanical loss, although the FWHM minimum does not occur for the 28.3% Ti coating. This shows that in general as the peak becomes narrower and more well defined the mechanical loss is also reduced. The remaining measured RDF properties do not show any more obvious correlations with the measurements of mechanical loss.

Oxygen deficiency was also calculated based on the EELS data where it assumed that every Tantalum atom should be accompanied with 2.5 Oxygen atoms and likewise every Titanium atom should be accompanied with 2 Oxygen atoms, due to the ideal combination of Ta$_2$O$_5$ and TiO$_2$. This implies that for a given doped Ta$_2$O$_5$ coating the oxygen deficiency, $\delta_O$, from the EELS stoichiometry is:

$$\delta_O = \frac{O_{\text{total}} - ((Ti_{\text{total}} \times 2) + (Ta_{\text{total}} \times 2.5))}{(Ti_{\text{total}} \times 2) + (Ta_{\text{total}} \times 2.5)},$$  

(4.1)

where $n_{\text{total}}$ is the total fraction of element $n$ calculated from the EEL spectra.

The results are shown in Figure 4.13, where the sample that is closest to the ideal compound and is therefore the least oxygen deficient is the 28.3% Ti coating, which is also the coating with the lowest measured mechanical loss and may be a potential avenue to explore in the future as a potential correlation between stoichiometry and loss. The 25.7% and 53.8% Ti coatings are both around 25% oxygen deficient which is considerably higher than the other coatings. This may be because these coatings were manufactured in a different and larger coating chamber, where there may have unintentionally been less oxygen present in the atmosphere inside the chamber.
4.4 Conclusions

Multi-layer coatings manufactured by LMA that consisted of 30 alternating layers of SiO$_2$ and Ta$_2$O$_5$ doped with TiO$_2$ show a significant reduction of mechanical loss of up to 40%, when comparing measurements from the 0% Ti coating (only Ta$_2$O$_5$) to the 28.3% Ti coating. This observation made it important to investigate changes in the atomic structure that may be causing this reduction.

Changes in the atomic structure were analysed between the doping concentrations through analysis of the RDFs (Figure 4.3). The RDFs showed that an increase in the contribution from the TiO$_2$ significantly changes the local atomic structure of the coating.

The atomic models of the 20.4% and 53.8% Ti coatings were then modelled. It was shown that the RDFs generated from the refined models had generally good agreement with experimental RDFs. Comparisons were made between their DFT models, produced after molecular dynamics simulations, and their refined models, which are large models produced from the DFT models and then refined back the experimental RDF data, in order to examine the quality of the refined model. The results show that in general the DFT and the final

Figure 4.13: Oxygen deficiency against Ti doping concentration
refined models produce similar bond type and average bond angle distributions meaning that these models are viable and representative of their coating’s amorphous atomic structure.

Comparisons between the 20.4% and 53.8% Ti coatings atomic structures were then carried out. The comparisons highlighted the increasing contributions from the Ti-Ta/Ti and Ti-O distances as the Ti doping level increases as shown in the partial RDF (Figure 4.8). Bond distances were also shown to be very similar between the 20.4% and 53.8% Ti coatings, where Ti-O bonds where on average 0.2 Å shorter that Ta-O bonds. The bond type and bond angle type distributions showed an increase in distributions from Ta-Ti and Ti-O as the Ti doping increased and a subsequent reduction in Ta-Ta or Ta-O contributions. There were also no Ti-Ti bonds found in the coating structures. Further analysis of the coating structure revealed that there was still considerable contributions from the Ta$_2$O$_2$ ring fragment, as seen in the CSIRO heat-treated Ta$_2$O$_5$, but with the addition of TaTiO$_2$ ring fragments that increased in presence with the higher doping percentage. Analysis of the bond angle distributions verified these TaTiO$_2$ ring fragments and also indicated that the Ta-O-Ti bond angles are slightly lower than the Ta-O-Ta bond angles, as expected with the shorter Ta-Ti bonds. The co-ordination numbers were also compared and they indicated that the Ta co-ordination increases, as the Ti co-ordination decreases, with increased Ti doping. Future research will aim to create atomic models for all of the Ti doping concentrations in order to fully understand the changes in the atomic structure between them, paying particular attention to the structure of the 28.3% Ti coating model which has the lowest measured mechanical loss.

A preliminary analysis comparing the changes in the RDF structure to the changes found in mechanical loss as Ti doping increases was also carried out and with some interesting correlations being identified (see discussion around Figure 4.12). This includes changes to first and second major peak positions,
that indicate the most likely nearest neighbour distances between the metal-oxygen and metal-metal distance respectively, where it was shown that the 28.3% Ti coating, with the lowest measured mechanical loss, had the highest first and second peak distances and therefore the longest average metal-oxygen and metal-metal distances. The trend between the first peak FWHM, where a smaller value indicates a sharper peak which in turn relates to a decrease in the distribution of interatomic distances at that point, and the loss is also remarkably similar suggesting that a slight increase in the order of the coating as the Ti doping increases may be a factor in helping to reduce mechanical loss. The lowest mechanical loss, 28.3% Ti, coating was also shown to be the least oxygen deficient coating at around 3%, indicating that is the coating closest to a perfect stoichiometry, where for every Ta or Ti atom there were 2.5 or 2 oxygen atoms, respectively, in the atomic structure. This may also be an preliminary indication that the amount of oxygen in a coating plays an important role in its mechanical loss.

There is still further work to be carried out to fully identify and verify changes in atomic structure compared to mechanical loss. The modelling process will be carried out for the remaining coatings in order to generate a complete data set for all of the available Ti doping concentrations. Further development of the modelling procedure will also be carried out in order to generate a closer match from the DFT models to the final refined models produced. This will be discussed in more detail in Chapter 6.
Chapter 5

Investigations of the material properties of HfO$_2$ and SiO$_2$ coatings

5.1 Introduction

Ta$_2$O$_5$ is not the only coating material under consideration for future generations of gravitational wave detectors. A number of alternatives are being considered with the primary aim of gaining a further understanding of the mechanisms of mechanical loss, in an attempt to reduce its magnitude and effects.

HfO$_2$ coatings are one of the possible alternatives to Ta$_2$O$_5$ coatings that, as will become apparent, may provide similar levels of mechanical loss at room temperature and potentially lower loss at cryogenic temperatures. Further study of the SiO$_2$ layers that form the low refractive index parts of a multi-layer dielectric coating is also of interest, in particular to investigate the possibility that differences in the structure of the SiO$_2$ coating compared to that of bulk or substrate SiO$_2$ may be related to different levels of mechanical loss.

This chapter will include preliminary studies of the material properties of various HfO$_2$ coatings along with a preliminary study of their atomic structures. The investigation of a promising HfO$_2$ coating doped with SiO$_2$ will
be also be presented. Finally, results from atomic structure investigations of heat-treated SiO$_2$ coatings and substrates will be given.

5.2 Investigations of multi-layer coatings with a HfO$_2$ component

5.2.1 Investigations of a multi-layer coating of HfO$_2$ and SiO$_2$

5.2.1.1 Mechanical loss measurements

Mechanical loss measurements of a multi-layer 300°C HfO$_2$ coating manufactured by CSIRO [127] were carried out at room temperature, and the coating loss was extracted following the techniques described in Chapter 2. The values of the coating mechanical loss, measured for four resonant modes on the sample are shown in Figure 5.1.

![Figure 5.1](image)

Figure 5.1: Room temperature mechanical loss of a multi-layer HfO$_2$/SiO$_2$ coating, heat-treated at 300°C.

As the coating consists of both SiO$_2$ and HfO$_2$ layers, the HfO$_2$ loss component, $\phi_{\text{HfO}_2}$, of the coating mechanical loss was extracted [88]. No clear frequency dependence of the loss was observed thus the values obtained were averaged to get $\phi_{\text{HfO}_2} = (2.2 \pm 0.6) \times 10^{-4}$. The coating parameters used in this calculation are listed in Appendix C.
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5.2.1.2 Atomic structure investigations

Preliminary atomic structure investigations of the multi-layer HfO$_2$/SiO$_2$ coating suggest that, although all of the SiO$_2$ layer remain completely amorphous, the HfO$_2$ layers of the coating appear to be part-crystallised, as shown in Figure 5.2.

![Figure 5.2: (a) bright-field TEM image taken from the multi-layer heat-treated HfO$_2$/SiO$_2$ heat-treated at 300°C where the light areas are the SiO$_2$ and the dark areas are HfO$_2$. The part-amorphous part-crystalline nature of the HfO$_2$ layers is also highlighted by showing the diffraction patterns taken from an (b) crystalline and (c) amorphous area of a HfO$_2$ layer.](image)

From the diffraction pattern in Figure 5.2 it appears that the HfO$_2$ layer are part-polycrystalline, and part-amorphous. The crystallised areas appear to be located closer to the top of each layer, closest to the coating surface, and then become amorphous towards the bottom of the layer, closest to the coating substrate.

A more detailed study of the crystallisation in the HfO$_2$ coating material will be presented in Section 5.3 for the single layer HfO$_2$ coatings, where similar part-crystalised coatings are observed.

There was also no diffraction data taken from the sample suitable for computing RDFs, due to difficulty in collecting diffraction data from suitably thin amorphous areas, as required for good quality RDF measurements. This was
due to the thin nature of the HfO\(_2\) layers (130 nm) together with the fact that the regions that remained amorphous were located in the inside, thicker areas, of the crystalline surface.

### 5.2.2 Investigations of a multi-layer coating of HfO\(_2\) doped with SiO\(_2\) and SiO\(_2\)

Amorphous SiO\(_2\) has been shown to remain amorphous at high heat-treatment temperatures, up to 930°C [144]. It has also been shown that HfO\(_2\) coatings crystallise at low heat-treatment temperatures even in the minimum coating deposition environment of 100°C (see Section 5.2.1). Therefore it is interesting to investigate the possibility of doping HfO\(_2\) with SiO\(_2\) in an attempt to retard the onset of crystallisation of coating and create a stable amorphous structure. Doping HfO\(_2\) with SiO\(_2\) is a technique which has proven to be successful in producing stable amorphous thin films that can increase the crystallisation temperature of the resultant doped coating by up to 300°C [145].

To investigate this, a HfO\(_2\) coating was manufactured by CSIRO [127] that was doped with 30% (by cation) SiO\(_2\) and heat-treated to 550°C for 24 hours.

### 5.2.3 Mechanical loss measurements

Room temperature loss measurements were carried out on the coating sample following the procedure outlined in Chapter 2. The values of the coating mechanical loss measured at four resonant frequencies are shown in Figure 5.3. As before, when measuring the mechanical loss at room temperature of the 300°C coating a composite coating is assumed, in this case a composite of layers of SiO\(_2\), and HfO\(_2\) doped with SiO\(_2\). The doped HfO\(_2\) component, \(\phi_{\text{doped HfO}_2}\), of the coating mechanical loss is extracted [88] and averaged over the four modes to get \(\phi_{\text{doped HfO}_2} = (3.3 \pm 0.2) \times 10^{-4}\), which is slightly higher than the room the upper limit of the room temperature loss values of the measured pure HfO\(_2\) coated disk and cantilevers. The coating parameters that were required for this calculation are listed in Appendix C.
5.2 Investigations of multi-layer coatings with a HfO$_2$ component

Figure 5.3: Room temperature mechanical loss measurements for the multi-layer 550°C heat-treated HfO$_2$ coating doped with 30% SiO$_2$.

There were no coated cantilevers produced for the HfO$_2$ doped with SiO$_2$ coatings and it was therefore not possible to study the mechanical loss at cryogenic temperatures with currently available experimental apparatus. This will be performed in future coating research.

5.2.4 Atomic structure investigations

For the HfO$_2$ doped with SiO$_2$ coating, investigation of this coating in the TEM revealed that even after undergoing heat-treatment at 550°C the coating remained amorphous with no signs of any crystallisation.

RDF measurements from data collected from only the doped HfO$_2$ layers were carried for this coating and an experimental RDF is shown in Figure 5.4. Analysis of RDF shows the emergence of a peak at roughly 1.5 Å which is caused by Si-O distances from the SiO$_2$ doping in the coating, assumed from comparison with previously measured SiO$_2$ structures [146]. The remainder of the RDF is very similar to the pure HfO$_2$ coatings, indicating the Si-Si distances lie within the contributions involving Hf-O and Hf-Hf distances. This would suggest that the resulting HfO$_2$-SiO$_2$ alloy therefore contains more SiO$_2$-like regions, as well as more HfO$_2$-like regions, mixed at the atomic scale. Further insights into the details of the atomic structures of the HfO$_2$-SiO$_2$ alloys, could
5.3 Investigations of single-layer HfO\textsubscript{2} coatings

5.3.1 Mechanical loss measurements

Four coatings of ion-beam sputtered HfO\textsubscript{2} applied to silicon cantilevers were manufactured by CSIRO [127]. These single layer coatings were 500 nm thick, and thicker than the HfO\textsubscript{2} layers multi-layer HfO\textsubscript{2} which were around 130 nm thick. One of the coatings was ‘as-deposited’ in a 100°C coating environment, and the other three coatings were subsequently heat-treated post-deposition to 150, 200 and 400 °C respectively for 24 hours.

Figure 5.5 shows the results of mechanical loss measurements carried out at cryogenic temperatures for single layer HfO\textsubscript{2} coatings [137]. These results suggest that as the heat-treatment temperature increases the mechanical loss between 120 K and 250 K decreases. Interestingly there is no clear evidence

Figure 5.4: Experimental RDF of the 550°C HfO\textsubscript{2} coating doped with 30\% SiO\textsubscript{2}.

only be achieved by the kind of full atomic modelling applied in Chapters 3 and 4, and this may be attempted in future work.

The fact that this coating remains amorphous at relatively high heat-treatment temperature, together with loss results in the same region as pure HfO\textsubscript{2} coatings, makes it an excellent candidate for future study.

5.3 Investigations of single-layer HfO\textsubscript{2} coatings
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Figure 5.5: Cryogenic mechanical loss of heat-treated HfO$_2$ coatings, at the frequency of the second bending mode (850 Hz) of the samples [147].

of any significant low temperature loss peaks, in contrast to the loss behaviour observed for the heat-treated Ta$_2$O$_5$ coatings (see Chapter 3), making HfO$_2$ coatings an interesting candidate for use in the coatings for the mirrors of future detectors that may operate at cryogenic temperatures.

5.3.2 Atomic structure investigations

Investigations of the atomic structure of the single layer HfO$_2$ coatings were then carried out in the TEM and it was found that all of HfO$_2$ coatings had part-crystallised.

Figure 5.6 shows dark field TEM images where some crystallised areas of the coatings appear highlighted due to strong Bragg scattering (see Chapter 2) of suitably orientated crystallites. The coatings appear to have crystallised from the coating surface down into the bulk of the coating, but not fully as they all show amorphous regions before the coating reaches the substrate. From the dark field images there appears to be relatively small changes between the crystallisation from the ‘as-deposited’ 100°C to the 400°C coating, however there does appear to be a slight increase in the depth to which the crystallisation penetrates as the heat-treatment temperature is increased. The
Figure 5.6: Dark-field TEM images taken from the heat-treated HfO$_2$ coatings, showing the (a) as deposited (100°C), (b) 150°C, (c) 200°C and (d) 400°C heat-treated coatings. (c) also highlights the part amorphous part crystalline nature of the coatings by showing the diffraction patterns taken from an amorphous and crystalline areas of the coating.

Crystals appear to have grown in a columnar fashion, growing inwards from a nucleation point that is most likely the coating surface. Another feature worth noting is the ‘saw-tooth’ appearance of the interface between the amorphous and crystalised coating. The crystallised areas appear to become better defined with increasing heat-treatment, as does the interface to the lower amorphous area, and is most noticeable in the 400°C coating (Figure 5.6 (d)). Figure 5.6 (c) highlights the part amorphous and part crystalline nature of the HfO$_2$ coatings, where the crystallised area of the coating appears poly-crystalline from a diffraction pattern collected in a region near the surface and then fully amorphous in regions closer to the substrate. This result is similar for each of the heat-treated coatings studied.

It was not possible to achieve a full RDF analysis over the full range of heat-
5.3 Investigations of single-layer HfO$_2$ coatings

Figure 5.7: Experimental RDF from the amorphous region of the HfO$_2$ heat-treated to 150$^\circ$C.

treatment temperatures due to difficulty in collecting amorphous diffraction data from suitably thin amorphous areas, for the same reasons as the partly-crystallised multi-layer HfO$_2$ coating. There was a lack of thin amorphous areas because the amorphous region was always inside the crystalline surface, and this meant that there were not enough scattered electrons from the amorphous regions to create good quality diffraction patterns, which in turn produced poorly fitted RDFs.

However, a small number of good quality diffraction patterns were successfully obtained on which RDF analysis was performed. One of these RDFs is shown in Figure 5.7, where a perfect HfO$_2$ stoichiometry was assumed for the purposes of fitting the RDF scattering potentials. The first peak occurs at around 2.2 Å, and from comparison to previously studied crystalline structures [148, 149] this is likely to correspond to Hf-O distances, most of which will probably be bonds. Also for comparison to crystalline data, the second major peak at 3.6 Å is likely to correspond to Hf-Hf distances. The subsequent peaks in the RDF are a result of longer range distances between Hf-Hf and Hf-O.

Modelling the atomic structure, as presented in previous chapters, would provide a fuller understanding of the amorphous structure. This presents an
interesting area for future study, where multiple well-fitting RDFs along with their atomic models should provide enough data to make accurate comparisons between the atomic structures between different heat-treatment temperatures of HfO$_2$.

5.4 Investigations of SiO$_2$ coatings and substrates

The amorphous SiO$_2$ used in the substrate and coatings for gravitational wave detectors has been shown to have a lower mechanical loss than the Ta$_2$O$_5$ coatings [150]. However, there is little known about the differences in the atomic structure and properties between the bulk SiO$_2$ used for the substrate, and the ion-beam sputtered SiO$_2$ coating used as the low refractive index layer in the multi-layer dielectric coatings.

In order to study the differences between the SiO$_2$ coating and substrates, single layer amorphous SiO$_2$ coatings deposited on amorphous SiO$_2$ substrates where manufactured by CSIRO [127] and heat-treated for 24 hours at 300, 600 and 800 °C. Atomic structure investigations were carried out on these coatings and will be described in the following sub-sections.

There are no mechanical loss measurements presented for the SiO$_2$ coatings as these are currently under investigation.

5.4.1 Atomic structure investigations

RDF measurements were made in order to study possible atomic structure changes between the coating and substrate, and also study possible changes in the atomic structure due to heat-treatment. This was done by collecting electron diffraction data from thin areas of the coating and substrates for each sample, and computing RDFs for each region.

Figure 5.8 shows an experimental RDF measurement from the 600°C SiO$_2$ coating. The structure of this RDF is representative of what was seen across
the entire range of SiO\(_2\) coatings and substrates at the various heat-treatment temperatures, as there was no large or obvious changes between their RDFs. It shows the dominant first major peak at around 1.6 Å, which from study of previously measured atomic structures of amorphous SiO\(_2\) [146] crystalline SiO\(_2\) quartz [151], corresponds to Si-O distances which will predominantly be Si-O bonds. Also from the previously studied structures [146, 151] the second major peak in the RDF that occurs at around 2.6 Å is likely due to longer Si-O distances, but mostly Si-Si distances which will also predominantly consist of bonds. The smaller peaks that are seen at longer range are caused from long range Si-O and Si-Si distances which get smaller with increasing distance in the RDF, as expected due to the amorphous nature of the material giving the absence of any long range order.

In the same way as in previous chapters, the most important features of the first and second major peak peaks in the RDF are tracked across the entire heat-treatment range for both the coatings and substrates and shown in Figure 5.9. In general it appears that there are only subtle changes in the RDFs, and therefore the atomic structures, between the substrate and coating over the entire heat-treatment range. This illustrates that, for the samples studied, there are only subtle differences between the atomic structure of the coated
Figure 5.9: RDF analysis of the SiO$_2$ coatings and their SiO$_2$ substrates, where the changes in the RDFs against heat-treatment temperature are presented. (a) and (b) show the changes to the 1st and 2nd major peak positions, (c) and (d) show changes in the 1st and 2nd peak height respectively, and (e) and (f) shows the changes in the 1st and 2nd peak full width half maxima respectively.
SiO$_2$ versus the substrate SiO$_2$.

Figure 5.9 (a) and (b) show the position, or distance from the central atom, of the first and second major peaks in the RDF respectively and indicate that there are no major changes within error, suggesting that the Si-O and Si-Si interatomic distances are relatively constant and stable. Figure 5.9 (c) shows the height of the first peak steadily increasing with heat-treatment temperature for the coatings indicating that the Si-O distances are becoming more ordered, similar to trends seen with Ta-O distances for the Ta$_2$O$_5$ coatings (discussed in Chapter 3). This is further evident when considering the first peak full width at half maximum (FWHM), shown in Figure 5.9 (e), for the coating as it also decreases with increasing heat-treatment temperature, indicating a decrease in atomic distance distribution and therefore increase in order. The first peak height and FWHM for the substrate does not show a consistent pattern with increasing heat-treatment. Changes with the height of the second peak are within error and stay relatively constant for both the substrate and coating as shown in Figure 5.9 (d). It is also difficult to find any trends in the second-peak FWHM, shown in Figure 5.9 (f).

Comparing the RDF data over the heat-treatment range for the substrates may not be entirely relevant as it has not been possible to verify that these coatings were all deposited on identical SiO$_2$ substrates, i.e., manufactured at the same time and with similar specifications. However if we assume they are all identical substrates, when examining all of the tracked changes in the RDFs it appears that the biggest difference between the substrate and coatings is with the sample heat-treated to the lowest temperature at 300°C, and the most similar coating and substrate appears to be the sample heat-treated to the highest temperature at 800°C. This may indicate that a rising heat-treatment temperature has the effect of making the atomic structure of the coating and substrate more alike.
5.5 Conclusions

It has been identified that pure HfO$_2$ coatings produce loss results which are comparable to previously measured mechanical loss results for Ta$_2$O$_5$. Preliminary cryogenic loss results also show the absence of the low-temperature loss peaks observed in the Ta$_2$O$_5$ coatings [126]. However, all of the heat-treated coatings including the ‘as-deposited’ in a 100°C environment are part-crystallised. Further investigation, including atomic modelling, could be the subject of a possible future study of the amorphous regions of the pure HfO$_2$ coatings. This should allow a better understanding of their atomic structures, in order to understand their intrinsic structures, which will be of assistance in understanding the atomic structure of more crystallisation-resistant alloys of HfO$_2$ with other oxides such as SiO$_2$.

It appears that doping HfO$_2$ with SiO$_2$ can avoid the onset of crystallisation and produce a stable amorphous structure after heat-treating at 550°C with a mechanical loss that is only slightly higher at room temperature to the measured values of a pure multi-layer HfO$_2$ coating heat-treated to 300°C. This makes it an interesting candidate for future study. Future coating runs that could enable studies of the cryogenic mechanical loss of doped HfO$_2$ could be very interesting, as it appears that the low temperature loss peak is absent with HfO$_2$ (Figure 5.5) seen in the Ta$_2$O$_5$ coatings (see Chapter 3). Further investigation into the atomic structure of the doped HfO$_2$ would also be very interesting in the future, including modelling the atomic structure to fully analyse the Hf-Si-O bonding structure in the coating, and the degree to which HfO$_2$-like and SiO$_2$-like bonding is intermixed in these mixed compositions.

SiO$_2$ coatings deposited on SiO$_2$ substrates show no major changes between the atomic structure of the coating and substrate. However, the preliminary results reveal some evidence that the coating and substrate structures become more alike with increasing heat-treatment. Atomic structure changes in the coating indicate an increase in ordering in the coating structure as the
heat-treatment temperature is increased (see discussion around Figure 5.9), similar to the observed changes in the heat-treated Ta$_2$O$_5$ coatings.
Chapter 6

General conclusions and future work

6.1 Introduction

It is greatly expected that the planned upgrades to the current long-baseline interferometric gravitational wave detectors will make the first direct detection of gravitational waves, which will give rise to an entirely new window on the Universe. These second generation detectors will aim to improve sensitivity by a factor of around ten, allowing a much greater chance of detecting gravitational waves, particularly from sources such as coalescing compact binary systems. However, the sensitivity of these detectors will still be limited by noise sources, such as photon-shot, seismic and thermal noise, which could be further reduced by the creation of new technologies. Therefore there is currently an international network of scientists working on the design of the third generation of interferometric gravitational wave detectors which have the aim of further reducing the effect of these noise sources, and thus further increasing detector sensitivity.

As discussed in Chapter 2, thermal noise arising from the mirror coatings in the detector test-masses is a particularly important noise source, limiting the sensitivity of detectors between the frequency range from a few tens Hertz
to several hundred Hertz. The research that has been presented in this thesis focused on investigating the mechanical loss, which is directly related to the thermal noise, of these coatings. In particular this thesis presents the first attempts at correlating changes in atomic structure of the coatings to the mechanical loss where various properties, such as heat-treatment and doping, of the coatings have been systematically changed.

6.2 General conclusions

Studies of the effect of heat-treatment on Ta$_2$O$_5$ coatings

Heat-treatment of Ta$_2$O$_5$ coatings has been shown to cause changes in the mechanical loss observed at low temperature, with loss peaks arising in the region of 10s K which increase in magnitude and become more defined as the heat-treatment temperature rises. It appears that heat-treatment produces subtle changes to the averaged local atomic structures of the coatings. It was shown that as heat-treatment temperature increased the coatings became more ordered, moving towards crystallisation between heat-treatment at 300 - 600°C coatings and crystallising at 800°C. Atomic models based on experimental diffraction data of these coatings show stable structures, that show Ta$_2$O$_2$ ring fragments which were found to be features present in the crystalline phase of the material. In general as heat-treatment temperature was increased there was an increase in the presence of the Ta$_2$O$_2$ ring fragments and a decrease in the presence of Ta-Ta bonds in the atomic structures. It was also shown that changes in the manufacturing deposition methods for the studied Ta$_2$O$_5$ coatings created significant changes in the mechanical loss at low temperatures, where it was observed that a ‘low water content’ manufacturing processes changed the positions and shapes of the low temperature loss peaks. An initial investigation into the local atomic structure at different areas in the coating showed that increasing heat-treatment temperature causes
more ordered coating material closer to the substrate and less ordered (more amorphous) areas of coating closer to the surface of the coating.

**Investigations into Ta$_2$O$_5$ coatings doped with TiO$_2$**

Multi-layer SiO$_2$ and Ta$_2$O$_5$ doped with TiO$_2$ coatings show that changing the TiO$_2$ doping concentration can reduce the mechanical loss of the coating by up to 40%, and it was subsequently found that changing the TiO$_2$ doping concentration significantly changes the local atomic structure of the coating. Analysis of atomic models created for 20.4% and 53.8% Ti coatings indicated that the bond distances were very similar between the 20.4% and 53.8% Ti coatings, where Ti-O bonds were on average 0.2 Å shorter than Ta-O bonds. The distributions of bonds in the atomic structures of the coatings showed an increase in the occurrence of Ta-Ti and Ti-O as TiO$_2$ doping was increased. Analysis of the coating structure revealed considerable contributions from Ta$_2$O$_2$ ring fragments, as observed in the pure Ta$_2$O$_5$ coating, and there was also TaTiO$_2$ ring fragments observed that showed an increase in presence with the higher doping percentage.

Correlations between the atomic structure and mechanical loss of Ta$_2$O$_5$ doped with TiO$_2$ coatings were also identified. The comparisons revealed that an increase in the order of the coating as the Ti doping increases, followed the trend of the mechanical loss values, and it was observed that the multi-layer coating had the lowest measured mechanical loss was at the doped Ta$_2$O$_5$ was at its most ordered state. This may suggest that a slight increase in ordering in the atomic structures of the coating may be a factor in helping to reduce mechanical loss. The least oxygen deficient coating was also the coating with the lowest measured mechanical loss, indicating that the amount of oxygen in a coating plays an important role in its mechanical loss.
6.3 Future work

Investigations of the material properties of HfO₂ and SiO₂ coatings

Pure HfO₂ coatings as a possible alternative to Ta₂O₅ based coatings produce mechanical losses which are comparable to previously measured loss results for Ta₂O₅ without the low temperature loss peak observed in the Ta₂O₅ coatings. However, all of the heat-treated coatings including the ‘as deposited’ in a 100 °C environment are part crystallised. It was shown that a HfO₂ coating doped with 30% (cation) SiO₂ remains amorphous, even after heat-treatment at 600 °C and the mechanical loss measured at room temperature was comparable to pure HfO₂ coatings. This is a promising coating for future study, where various SiO₂ doping levels can be studied, in an attempt to find a high quality alternative to Ta₂O₅ based coatings. Preliminary atomic structure analysis of SiO₂ coatings deposited on SiO₂ substrates show the absence of any major changes between the atomic structure of the coating and substrate, although there may be evidence that the coating and substrate structures become more alike with increasing heat-treatment. Analysis of the changes in the atomic structure of these coatings indicate an increase in order of the structure as heat-treatment is increased, similar to the observed changes in the heat-treated Ta₂O₅ coatings.

6.3 Future work

Improving the data collection from the TEM

Further development of the atomic structure investigation methods is important to increase its accuracy, as well as to gain the ability to measure new properties from the atomic structures of the coating materials. This will allow a greater understanding of the atomic structure of the coatings and give more ways of investigating possible links of material properties of the coatings to their mechanical losses.

There may be ways to improve the way diffraction data from the amorphous materials is collected in the TEM. This will in turn improve the RDF data
quality, which will allow for a better fitting RDF with a reduction in the noise peak. This may be partly accomplished by finding a way of increasing the maximum obtainable $q$ value or scattering angle, limited by the size of the diffraction pattern. Finding a way to extend the range of the diffraction patterns collected will, in turn, increase the range of scattering angles detected. This will result in a higher resolution RDF, which is limited by the maximum $q$ value. This may be achieved by taking one CCD image of a centred diffraction pattern, then moving the centre of the diffraction pattern to the edge of the CCD and recording another with that will include the high $q$ data required.

One other problem is with the diffraction patterns where a slight blooming around the pointer, which is used to block the central electron beam, occurs in the image taken from the CCD. This happens because, at the ideal preset CCD camera length in the TEM, the central beam overflows very slightly around the edges of the pointer. However choosing a preset camera length that completely blocks the central beam, also blocks valuable diffraction data from the coating that lies closest to the central beam. One possible way around this would be to program a new camera length, if this were possible, in between the unsuitable preset camera lengths, that will allow the central beam to be completely blocked by the RDF, without losing the diffraction data closest to the central beam. This would reduce the blooming as much as possible and therefore avoid any interference with the data from the diffracted electrons in the diffraction pattern. This will therefore result in a reduction of excess noise in the diffraction patterns and therefore create a better fitting RDF.

**Developing new atomic modelling techniques**

The modelling process requires very high levels of computing power and there are a number of improvements that aim to reduce the time spent to create a complete atomic model. At the time of creating the first atomic model for the 400°C Ta$_2$O$_5$ coating (see Chapter 2), the modelling process took roughly
four months to complete. This was because relatively low-powered desktop computers were used for the RMC process. There was also limited access to high performance computer networks running CASTEP \cite{119} for the molecular dynamics stage.

This is aiming to be improved in the future and rewriting the RMC software to allow for parallelisation on a suitable multi-core PC is in progress. The initial results from this new code are promising and show that parallelisation on an 8-core machine would result in a massive increase in the speed of RMC simulations, of the order of around five times. There are also plans to use powerful super-computers, such as HECToR \cite{152}, for the molecular dynamics stage, and initial testing has already commenced. These new developments will lead to complete atomic modelling times that are greatly reduced, to around the order of a week, greatly improving simulation throughput, when this is currently the bottleneck in our structure determination process.

There are measurable differences between the model that is the result of the DFT stage and the final refined model, as described in Chapters \cite{3} and \cite{4}. It would be beneficial to have as close a match to experimental data as possible after the molecular dynamics simulations stage. One way of achieving this is through optimising features of the DFT simulation process, such as the pseudopotentials sets used for the atoms, the approximations used, the cutoff energy for the simulation, and the number of k-points used. Each of these properties can be tested and varied to find the optimal configuration, and is an important focus for future research to enhance the accuracy of the atomic models.

Analysis of the models can be extended to investigate other material properties of the coatings. Preliminary investigations are underway to extract the Young’s modulus and possibly the phonon excitation spectra from the atomic models, which will provide further data to compare to mechanical loss measurements.
Other possible experimental techniques

X-ray diffraction Pair Distribution Functions (PDFs) is another well developed technique which generates results equivalent to that of the TEM RDFs, giving information on the short-range atomic structures of amorphous material. X-rays scatter at larger angles than electrons when they interact with matter\cite{113}, which results in the information of the atomic structure stored in the X-ray diffraction data being better defined, compared to the electron diffraction data with relatively small scattering angles. This would therefore mean that the resolution of the RDFs is increased, provided the diffraction data is taken over a large $q$ range. The disadvantage of this approach is that scattering data is gathered over a much larger area of the coating surface $1 \text{ cm}^2$, which means that you would obtain an averaged local atomic structure compared to the nano-scale areas studied in the TEM. There is also the issue of finding appropriate diffraction geometries, with very low angles of incidence are required to ensure that only the thin coating area contributes to the diffraction pattern, avoiding any influence of the substrate. However, this would provide an interesting data set that would complement the electron diffraction RDFs, to be used as further constraints in the modelling process.

A further complementary method to the electron diffraction RDFs that could be used in the future is using X-rays to perform X-ray Absorption Fine Structure (XAFS) measurements where the X-ray absorption edge of an element is studied. This method involves studying the photoelectron that is emitted as a result of scanning the sample through the X-ray energies associated with the absorption edge of the element under investigation. The photoelectron wave backscatters off the surrounding local structures and modulates the absorption coefficient of the X-rays, giving information of the local structure surrounding that particular atom\cite{113}.
Alternative coatings and wider applications

HfO\textsubscript{2} has been studied as a possible alternative to Ta\textsubscript{2}O\textsubscript{5} coatings, but there are several other coating also under preliminary investigations such as; amorphous-Si, Al\textsubscript{2}O\textsubscript{3}, Nb\textsubscript{2}O\textsubscript{3} and ZrO\textsubscript{2}. These coatings will provide a wealth of opportunity to further investigate the mechanical loss and atomic structures of these coatings, with the aim of identifying possible links between them.

The coating materials studied are not only relevant for future generations of gravitational wave detectors. Continuing to develop ways of understanding the local atomic structure of amorphous materials also has a wider research and commercial interest, including coatings for use in ring laser gyroscopes used in inertial guidance systems \cite{153} and frequency stabilisation using ring lasers, relevant to frequency comb techniques which require high quality dielectric coating materials \cite{154, 155}. There are also semiconductor devices which require an insulting thin film layer \cite{156}, and more recently amorphous thin films have been used as corrosion resistant coatings for biomedical implants \cite{157}.

6.4 Final remarks

The methods of studying the coatings presented in this thesis have demonstrated novel ways of probing the atomic structure of the coating materials. They have proven to be very useful as an initial insight into possible changes in the atomic structures of the coatings that can be related to the mechanical loss.

Finally, the effort to increase the understanding of the mechanical loss in the coating materials is crucial for developing new technologies which reduce its effect. The result will be an increase in sensitivity for future generations of gravitational wave detectors that will allow them to observe gravitational waves from more distant sources, which will undoubtedly add greatly to our understanding of the Universe.
Appendix A

Kirkland fitting parameters

Chapter 2, Section 2.4.7.2, refers to the Kirkland scattering factor, \( f_{\text{Kirkland}} \),

\[
  f_{\text{Kirkland}} = \sum_{i=1}^{3} a_i q^2 + b_i + \sum_{i=1}^{3} c_i \exp(-d_i q^2) \quad (A.1)
\]

where \( a_i, b_i, c_i \) and \( d_i \) are the Kirkland fitting parameters. This results in the requirement for 12 fitting parameters \( (a_1, a_2, a_3, b_1, b_2, b_3, c_1, c_2, c_3, d_1, d_2, d_3) \) which are given, for the elements in the coatings studied in this thesis (hafnium, silicon, tantalum, titanium and oxygen), in Table A.1. The units for \( a_i, b_i, c_i \) and \( d_i \) are Å\(^{-1}\), Å\(^{-2}\), Å and Å\(^2\), respectively [102].
<table>
<thead>
<tr>
<th>Element</th>
<th>Kirkland fitting parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hafnium</td>
<td>(a_1 = 3.15920241) (a_2 = 0.613291586) (a_3 = 3.03905654)</td>
</tr>
<tr>
<td></td>
<td>(b_1 = 14.0083544) (b_2 = 0.0884711068) (b_3 = 0.709697422)</td>
</tr>
<tr>
<td></td>
<td>(c_1 = 0.341530456) (c_2 = 0.0246166752) (c_3 = 1.43801570)</td>
</tr>
<tr>
<td></td>
<td>(d_1 = 0.313687522) (d_2 = 0.0369228699) (d_3 = 15.0685398)</td>
</tr>
<tr>
<td>Silicon</td>
<td>(a_1 = 0.120120147) (a_2 = 1.06498026) (a_3 = 0.182256296)</td>
</tr>
<tr>
<td></td>
<td>(b_1 = 70.06310153) (b_2 = 1.04600373) (b_3 = 0.0868866872)</td>
</tr>
<tr>
<td></td>
<td>(c_1 = 0.0306076088) (c_2 = 1.10867696) (c_3 = 1.58258089)</td>
</tr>
<tr>
<td></td>
<td>(d_1 = 0.214762808) (d_2 = 3.69205948) (d_3 = 9.93119843)</td>
</tr>
<tr>
<td>Tantalum</td>
<td>(a_1 = 0.747198223) (a_2 = 3.22045387) (a_3 = 2.93947802)</td>
</tr>
<tr>
<td></td>
<td>(b_1 = 0.102352889) (b_2 = 13.8766179) (b_3 = 0.739861702)</td>
</tr>
<tr>
<td></td>
<td>(c_1 = 0.0229176351) (c_2 = 0.335663858) (c_3 = 1.14728503)</td>
</tr>
<tr>
<td></td>
<td>(d_1 = 0.035495002) (d_2 = 0.205499378) (d_3 = 0.135849981)</td>
</tr>
<tr>
<td>Titanium</td>
<td>(a_1 = 0.737291729) (a_2 = 0.996300042) (a_3 = 0.355417565)</td>
</tr>
<tr>
<td></td>
<td>(b_1 = 8.32612403) (b_2 = 0.496982599) (b_3 = 0.0728595855)</td>
</tr>
<tr>
<td></td>
<td>(c_1 = 0.0163350335) (c_2 = 0.360199179) (c_3 = 1.42171303)</td>
</tr>
<tr>
<td></td>
<td>(d_1 = 0.0731735660) (d_2 = 0.957232308) (d_3 = 15.8512114)</td>
</tr>
<tr>
<td>Oxygen</td>
<td>(a_1 = 0.368590229) (a_2 = 0.13289645) (a_3 = 2.77101233)</td>
</tr>
<tr>
<td></td>
<td>(b_1 = 0.367542561) (b_2 = 19.395483) (b_3 = 0.367539567)</td>
</tr>
<tr>
<td></td>
<td>(c_1 = 0.083909305) (c_2 = 0.181631127) (c_3 = 0.00105289871)</td>
</tr>
<tr>
<td></td>
<td>(d_1 = 0.758355003) (d_2 = 2.04360334) (d_3 = 0.031200946)</td>
</tr>
</tbody>
</table>

Table A.1: Kirkland fitting parameters for hafnium, silicon, tantalum, titanium and oxygen [102].
Appendix B

Density measurement for the 400 °C heat-treated Ta$_2$O$_5$ coating

The density of the 400 °C heat-treated Ta$_2$O$_5$ coating was measured. This was accomplished by firstly measuring the mass of a coated silicon cantilever (with the clamping block section of the cantilever removed), $m_{coated}$, using a Metler Toledo Ultra Microbalance [158] and then etching the cantilever in 40% unbuffered hydrofluoric acid for 1 hour to completely remove the coating and weighing again to get $m_{uncoated}$. The mass of the etched material, $m_{etched}$, was therefore,

$$m_{etched} = m_{coated} - m_{uncoated}.$$  \hspace{1cm} (B.1)

It should be noted that $m_{etched}$ does not equal the mass of the Ta$_2$O$_5$ coating, $m_{Ta_2O_5}$, as there was also an SiO$_2$ oxide layer of mass, $m_{SiO_2}$, on the silicon cantilevers which must be taken into account. Therefore,

$$m_{etched} = m_{SiO_2} + m_{Ta_2O_5}.$$  \hspace{1cm} (B.1)

The density of the Ta$_2$O$_5$ coating, $\rho_{Ta_2O_5}$, was then calculated by,

$$\rho_{Ta_2O_5} = \frac{m_{etched} - V_{SiO_2}\rho_{SiO_2}}{V_{Ta_2O_5}},$$  \hspace{1cm} (B.2)
where $V_{\text{SiO}_2}$ and $V_{\text{Ta}_2\text{O}_5}$ are the volumes of the SiO$_2$ oxide layer and Ta$_2$O$_5$ coating, respectively. The volumes were calculated from measurements of the length and breadth breadth of the cantilever, $l_{\text{cantilever}}$ and $b_{\text{cantilever}}$, respectively, and thicknesses of the SiO$_2$ layer and Ta$_2$O$_5$ coating, $t_{\text{SiO}_2}$ and $t_{\text{Ta}_2\text{O}_5}$, respectively, from ellipsometry measurements taken using a Sentech SE850 Spectroscopic Ellipsometer [159]. All of the measured values are shown in Table B.1.

The measured density of the Ta$_2$O$_5$ coating was $\rho_{\text{Ta}_2\text{O}_5} = (7.68 \pm 0.46)\text{g/cm}^3$.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{\text{coated}}$</td>
<td>0.0382 ± 0.00001 g</td>
</tr>
<tr>
<td>$m_{\text{uncoated}}$</td>
<td>0.0369 ± 0.00001 g</td>
</tr>
<tr>
<td>$m_{\text{etched}}$</td>
<td>0.00130 ± 0.00001 g</td>
</tr>
<tr>
<td>$t_{\text{Ta}_2\text{O}_5}$</td>
<td>1.57 ± 0.5 nm</td>
</tr>
<tr>
<td>$t_{\text{SiO}_2}$</td>
<td>80 ± 0.5 nm</td>
</tr>
<tr>
<td>$l_{\text{cantilever}}$</td>
<td>1 ± 0.5 cm</td>
</tr>
<tr>
<td>$b_{\text{cantilever}}$</td>
<td>3.25 ± 0.5 cm</td>
</tr>
<tr>
<td>$V_{\text{Ta}_2\text{O}_5}$</td>
<td>$(1.07 \pm 0.07) \times 10^{-4}$ cm$^3$</td>
</tr>
<tr>
<td>$V_{\text{SiO}_2}$</td>
<td>$(4.06 \pm 0.07) \times 10^{-5}$ cm$^3$</td>
</tr>
<tr>
<td>$\rho_{\text{SiO}_2}$</td>
<td>$(2.202 \pm 0.2)$ g/cm$^3$ [137]</td>
</tr>
</tbody>
</table>

Table B.1: Measured properties required for the Ta$_2$O$_5$ density measurement.
Appendix C

Properties of the HfO$_2$ and HfO$_2$ doped with SiO$_2$ coatings

The material properties required for the calculation of the coating mechanical loss in Chapter 5 of the multi-layer coatings are given in the Tables C.1, C.2 and C.3, where $Y$ is the Young’s modulus, $\sigma$ is the Poisson’s ratio, $n$ is the refractive index, $\rho$ is the density, $\alpha$ is the thermal expansion coefficient $C_v$ is the specific heat capacity and $\kappa$ is the thermal conductivity. The material properties for the HfO$_2$ coating doped with SiO$_2$, given in Table C.3, have been averaged by the percentage SiO$_2$ and HfO$_2$ in the coating, which is 30% and 70%, respectively, and follows methods that have been previously detailed in the literature [88, 160].
<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Y_{\text{SiO}_2} )</td>
<td>72 GPa</td>
</tr>
<tr>
<td>( \sigma_{\text{SiO}_2} )</td>
<td>0.17</td>
</tr>
<tr>
<td>( n_{\text{SiO}_2} )</td>
<td>1.45</td>
</tr>
<tr>
<td>( \rho_{\text{SiO}_2} )</td>
<td>2.02 g/cm(^3)</td>
</tr>
<tr>
<td>( \alpha_{\text{SiO}_2} )</td>
<td>( 5.1 \times 10^{-7} ) K(^{-1})</td>
</tr>
<tr>
<td>( C_{\text{vSiO}_2} )</td>
<td>746 J/kg(^{-1})K(^{-1})</td>
</tr>
<tr>
<td>( \kappa_{\text{SiO}_2} )</td>
<td>1.38 Wm(^{-1})K(^{-1})</td>
</tr>
</tbody>
</table>

Table C.1: Properties of SiO\(_2\) required for the multi-layer HfO\(_2\) and doped HfO\(_2\) coatings for the room temperature loss measurements \[85\].

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Y_{\text{HfO}_2} )</td>
<td>288 GPa [161]</td>
</tr>
<tr>
<td>( \sigma_{\text{HfO}_2} )</td>
<td>0.298 [162]</td>
</tr>
<tr>
<td>( n_{\text{HfO}_2} )</td>
<td>2.03 [\text{f}]</td>
</tr>
<tr>
<td>( \rho_{\text{HfO}_2} )</td>
<td>9.68 g/cm(^3) [163]</td>
</tr>
<tr>
<td>( \alpha_{\text{HfO}_2} )</td>
<td>( 6.5 \times 10^{-6} ) K(^{-1}) [137]</td>
</tr>
<tr>
<td>( C_{\text{vHfO}_2} )</td>
<td>293 J/kg(^{-1})K(^{-1}) [137]</td>
</tr>
<tr>
<td>( \kappa_{\text{HfO}_2} )</td>
<td>1.67 Wm(^{-1})K(^{-1}) [137]</td>
</tr>
</tbody>
</table>

Table C.2: Properties of HfO\(_2\) required for the multi-layer HfO\(_2\) and doped HfO\(_2\) coatings for the room temperature loss measurements.

\(^1\)Data provided by the coating manufacturer \[127\].
<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y_{doped \text{ HfO}_2}$</td>
<td>223 GPa</td>
</tr>
<tr>
<td>$\sigma_{doped \text{ HfO}_2}$</td>
<td>0.253</td>
</tr>
<tr>
<td>$\eta_{doped \text{ HfO}_2}$</td>
<td>1.87</td>
</tr>
<tr>
<td>$\rho_{doped \text{ HfO}_2}$</td>
<td>7434 g/cm$^3$</td>
</tr>
<tr>
<td>$\alpha_{doped \text{ HfO}_2}$</td>
<td>$4.7 \times 10^{-6}$ K$^{-1}$</td>
</tr>
<tr>
<td>$C_{V_{doped \text{ HfO}_2}}$</td>
<td>428.9 Jkg$^{-1}$K$^{-1}$</td>
</tr>
<tr>
<td>$\kappa_{doped \text{ HfO}_2}$</td>
<td>2.784 Wm$^{-1}$K$^{-1}$</td>
</tr>
</tbody>
</table>

Table C.3: Properties of the effective HfO$_2$ doped with SiO$_2$ for the multi-layer HfO$_2$ doped with SiO$_2$/SiO$_2$ coating for the room temperature loss measurements.
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