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Abstract

Mobile ad hoc networks (MANETSs) have become increasingly important in view of their
promise of ubiquitous connectivity beyond traditional fixed infrastructure networks. Such
networks, consisting of potentially highly mobile nodes, have provided new challenges by
introducing special considerations stemming from the unique characteristics of the wireless
medium and the dynamic nature of the network topology. The TCP protocol, which has been
widely deployed on a multitude of internetworks including the Internet, is naturally viewed as
the de facto reliable transport protocol for use in MANETs. However, assumptions made at
TCP’s inception reflected characteristics of the prevalent wired infrastructure of networks at
the time and could subsequently lead to sub-optimal performance when used in wireless ad
hoc environments.

The basic presupposition underlying TCP congestion control is that packet losses are pre-
dominantly an indication of congestion in the network. The detrimental effect of such an as-
sumption on TCP’s performance in MANET environments has been a long-standing research
problem. Hence, previous work has focused on addressing the ambiguity behind the cause of
packet loss as perceived by TCP by proposing changes at various levels across the network
protocol stack, such as at the MAC mechanism of the transceiver or via coupling with the
routing protocol at the network layer. The main challenge addressed by the current work is
to propose new methods to ameliorate the ill-effects of TCP’s misinterpretation of the causes
of packet loss in MANETSs. An assumed restriction on any proposed modifications is that re-

sulting performance increases should be achievable by introducing limited changes confined



to the transport layer. Such a restriction aids incremental adoption and ease of deployment by
requiring minimal implementation effort. Further, the issue of packet loss ambiguity, from a
transport layer perspective, has, by definition, to be dealt with in an end-to-end fashion. As
such, a proposed solution may involve implementation at the sender, the receiver or both to
address TCP shortcomings.

Some attempts at describing TCP behaviour in MANETS have been previously reported in
the literature. However, a thorough enquiry into the performance of those TCP agents popular
in terms of research and adoption has been lacking. Specifically, very little work has been per-
formed on an exhaustive analysis of TCP variants across different MANET routing protocols
and under various mobility conditions. The first part of the dissertation addresses this short-
coming through extensive simulation evaluation in order to ascertain the relative performance
merits of each TCP variant in terms of achieved goodput over dynamic topologies. Careful
examination reveals sub-par performance of TCP Reno, the largely equivalent performance of
NewReno and SACK, whilst the effectiveness of a proactive TCP variant (Vegas) is explicitly
stated and justified for the first time in a dynamic MANET environment.

Examination of the literature reveals that in addition to losses caused by route breakages,

the hidden terminal effect contributes significantly to non-congestion induced packet losses in

MANETSs, which in turn has a noticeably negative impact on TCP goodput. By adapting the
conservative slow start mechanism of TCP Vegas into a form suitable for reactive TCP agents,
like Reno, NewReno and SACK, the second part of the dissertation proposes a new Reno-based
congestion avoidance mechanism which increases TCP goodput considerably across long paths
by mitigating the negative effects of hidden terminals and alleviating some of the ambiguity
of non-congestion related packet loss in MANETS. The proposed changes maintain intact the
end-to-end semantics of TCP and are solely applicable to the sender. The new mechanism is
further contrasted with an existing transport layer-focused solution and is shown to perform
significantly better in a range of dynamic scenarios.

As solutions from an end-to-end perspective may be applicable to either or both communi-

cating ends, the idea of implementing receiver-side alterations is also explored. Previous work
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has been primarily concerned with reducing receiver-generated cumulative ACK responses by
“bundling” them into as few packets as possible thereby reducing misinterpretations of packet
loss due to hidden terminals. However, a thorough evaluation of such receiver-side solutions
reveals limitations in common evaluation practices and the solutions themselves. In an effort
to address this shortcoming, the third part of this research work first specifies a tighter prob-
lem domain, identifying the circumstances under which the problem may be tackled by an
end-to-end solution. Subsequent original analysis reveals that by taking into account optimi-
sations possible in wireless communications, namely the partial or complete omission of the
RTS/CTS handshake, noticeable improvements in TCP goodput are achievable especially over
long paths. This novel modification is activated in a variety of topologies and is assessed using

new metrics to more accurately gauge its effectiveness in a wireless multihop environment.
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Chapter 1

Introduction

Wireless communications have experienced explosive growth in recent years due to the wide
availability and rapid deployment of wireless transceivers in a variety of computing devices
such as PDAs, laptop and desktop computers. The de facto adoption of the popular IEEE
802.11 [52] standard has further fuelled these developments by ensuring interoperability among
vendors thereby aiding the technology’s market penetration. Initially, the deployment of these
wireless technological advances came in the form of an extension to the fixed LAN infrastruc-
ture model as detailed in the 802.11 standard. Therein a wireless client is associated with an
access point which acts as a router and arbiter between the mobile client and the rest of the
network, which may include several other mobile agents, forming a Basic Service Set [52]. In
contrast to wired LANS, the mobile client is not physically constrained by cables and there are
even provisions for a seamless hand-off process for clients roaming in areas covered by coop-
erating access points, thereby ensuring extended wireless coverage. The latter configuration is
referred to as the Extended Service Set in IEEE 802.11 nomenclature [52].

As the processing power and transceiver capabilities of mobile clients increased, it became
feasible to use the clients themselves as forwarding agents. In particular, instead of using fixed
infrastructure in the form of access points, the mobile nodes may cooperate in a peer-to-peer
fashion to forward each other’s messages. By acting as routers, willing hosts may form the

backbone of a spontaneous network which facilitates connectivity and services for interested
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parties. The term Mobile Ad hoc NETwork (or MANET for short) has been coined [91] to
describe such a network and the concept has proven significant enough for the IETF to form a
working group on the subject [80]. In fact, the IEEE 802.11 standard itself makes provisions
for a rudimentary ad hoc mode of operation between stations when an access point is not
present, in the form of the Independent Basic Service Set [52]. This defines the presence of
a communications link between two parties without the need of an access point to coordinate
and forward transmissions. However, such a configuration is only applicable to stations within
mutual communications range and requires the cooperation of higher level protocols for the
formation of multihop paths.

The potential significance of MANETS lies in the promise of ubiquitous connectivity pro-
vided that mobile hosts can communicate effectively, given the special constraints of the hosts
themselves as well as the unique dynamic topological characteristics of the formed network.
Particular applications of MANETS include scenarios where infrastructure is expensive to
set up and difficult or even impossible to deploy, such as battlefield or disaster relief opera-
tions [58]. Other uses include plugging “holes” in the coverage of wireless infrastructure [23]

or even integration with cellular 3G+ networks [9] to achieve wider connectivity.

1.1 MANET characteristics

Mobile ad hoc networks share many of the properties of wired-infrastructure LANs but also
possesses certain unique features which derive from the nature of the wireless medium and the
distributed function of the medium access mechanism. These constraints may be described in
turn as considerations stemming from the wireless channel, the mobile node and the routing
protocol used to establish and maintain communication paths. These characteristics affect the
functionality of mechanisms throughout the communication protocol stack and are considered

now in turn.
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1.1.1 Channel characteristics

Signal attenuation: As the transmitted signal spreads out from the aerial in all directions it
attenuates as distance increases. As such, the intensity of the electromagnetic energy at the
receiver decreases with distance from the transmission; beyond a certain distance, the signal-
to-noise ratio (SNR) becomes so low that the receiver is not to able to decode the transmission
successfully.

Taking the above into account and for an omni-directional transceiver, three ranges may be

identified [103] as shown in Figure 1.1. These are, from the sender’s perspective:

Transmission Range (R;;) The range within which a transmitted frame can be successfully

received by the intended receiver. Within this range the SNR is high enough for a frame

to be decoded by the receiver.

Carrier Sensing Range (R.;) The range within which the transmitter triggers carrier sense
detection. When this happens, the medium is considered busy and the sensing node

defers transmission.

Interference Range (R;) The range within which an intended receiver may be subject to in-

terference from an unrelated transmission, thereby suffering a loss. This range largely

depends on the distance between the sender and the interfering node.

Those ranges are related to one another, with I, < R; < R, as the energy required for a
signal to be decoded is greater than what is needed to cause interference [63). The interference
and transmission ranges depend on the signal propagation model and the sensitivity of the
receiver, assuming that power constraints apply and all transmitters transmit at the maximum

allowed power level [103].

Multipath fading: Multipath fading occurs because of different versions of the same signal
armving at different times at the receiver. These versions effectively follow different paths from

the transmitter, with different propagation delays, due to multiple reflections off intervening
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Figure 1.1, The transmission, carrier sensing and interference ranges in a communicating pair

obstacles. The superposition of these randomly phased components can make the multipath

phenomenon a real problem especially if there are many reflective surfaces in the environment

and the receiver is situated in a fringe area of reception [64].

Transmission errors: Due to the volatile nature of wireless signal propagation, the wireless
medium potentially exhibits errors. The frame format in IEEE 802.11 networks is similar to
the 802.3 (Ethernet) format [98] and uses the same 48-bit MAC address fields. The specifica-
tion also includes the IEEE 802.3 32-bit CRC polynomial-based error detection mechanism.
However, the protection offered by this scheme only extends to data actually travelling on

point-to-point links (as opposed to end-to-end). It is still possible, though somewhat unlikely,

for corrupt data to be accepted by the receiver, but this is offset by the adoption of error discov-

ery, implemented at higher layers (such as the checksum fields in IP, TCP and UDP segments).

Hidden and exposed terminals: Consider the scenario illustrated in Figure 1.2(a). Node A
is transmitting to node B. Node C cannot receive the transmission and since its carrier sense
function detects an idle medium, it will not defer transmission to D and a collision will be
produced at node B. In this case, node A is hidden with respect to node C (and vice versa).
This problem is offset in 802.11 by using a short packet exchange of Request-to-Send (RTS),

Clear-to-Send (CTS) frames. This is a two-way handshake where the source terminal transmits
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Figure 1.2. Illustration of the hidden and exposed terminal effects

the RTS to the destination which then replies with a CTS frame. If there is no reply, then
transmission is deferred as presumably the medium at the area around the destination is busy. If
a CTS reply is received then DATA transmission follows. Since the duration of the transmission
is included in the RTS/CTS exchange, neighbouring nodes defer their transmissions for the
time the medium is occupied. Point-to-point transmission is reliable since the DATA frame is
followed by an ACK transmission from the destination if the frame is successfully received.

The exposed terminal effect occurs when a station that needs to transmit a message senses
a busy medium and defers transmission even though it would not have interfered with the
other sender’s transmission. An instance of the exposed terminal effect is demonstrated in Fig-
ure 1.2(b). Here, node B is transmitting to node A, Node C senses node B’s signal and defers
transmission. However, it need not have done so as C’s transmission does not reach node A
and would not have interfered with B’s transmission at the location of the intended destination
(node A). Node C is the exposed terminal in this case. Note that both the hidden and exposed
terminal effects are related to the transmission range. As the transmission range increases, the
hidden terminal effect becomes less prominent because the sensing range increases. Nonethe-
less, the exposed terminal effect then becomes more prominent as a greater area is “reserved”
for each transmission.

In the above examples, the transmission (R;;), interference (R;) and carrier sense (R¢s)

ranges are all assumed to be equal. However, several research efforts have concentrated on the

effects of interference on the hidden and exposed terminal effects [25,26, 104, 106, 107] when
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R; > Rgy. In particular, Xu et al. [103] have shown that when the distance d between the

source and destination nodes is 0.56 * Iz < d < Rz, where R;, is the transmission range of

the sender, the effectiveness of the RTS/CTS exchange declines rapidly.

Spatial contention and reuse: Network links among hosts are commonly fixed in wired
networks and do not interact with each other as there is typically little interference between
physical cables. In contrast, wireless network links operate differently. Assuming omnidirec-
tional antennas, when a node transmits, it “reserves” the area around it for the transmission’s
duration; i.e. no other transmission is to take place during that time interval as it will result in
a collision and waste of bandwidth. Spatial reuse refers to the number of concurrent transmis-
sions that may occur in a network without interfering with each other. 1t is the responsibility of
the MAC protocol to ensure that transmissions are coordinated in such a way so as to maximise
the property of spatial reuse.

For illustration purposes consider that in Figure 1.3 communication between nodes 0 — 1
and 4 — 5 may happen simultaneously. Then, communication among other node pairs could
happen concurrently in turn, as long as each pair is 4 hops apart from the other. Since at most
two pairs can transmit at the same time without affecting each other, the spatial reuse of this
string topology is 2. It should be noted that the spatial reuse in a particular scenario represents
an optimal level of concurrency; it is not always achievable and it may be the case that with
enough nodes transmitting simultaneously packets will be lost due to interference. Such a
situation is referred to as spatial contention and it can become the main cause of packet drops
when a path is long enough as noted in [43]. This is in contrast with wired networks where

packet drops are mainly caused by buffer overflows at the routers.

Capture effect (interplay of TCP with 802.11 MAC): In wired networks, TCP has a well
documented bias against long (as in hop length) flows [39]. In 802.11 multihop networks, the
bias is much stronger and is manifested in the form of the channel capture effect. Essentially,

iIf two TCP connections are located in near vicinity of each other and, thus, interfere with one
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Figure 1.3. String topology setup where the capture effect may occur

another, this effect favours the session that originated earlier or the one that flows over fewer
hops. The favoured session often starves the other almost completely with data transport not

being accomplished for the mistreated session until the other one has completed all of its data

transmission.

The bias is rooted in the exponential backoff of the Distributed Coordination Function of
the 802.11 MAC mechanism, which is inherently unfair and is further augmented by TCP’s

own exponential backoff mechanism. The string topology scenario as shown in Figure 1.3

aptly illustrates the point. Even though the two TCP flows do not share the same path, flow

2 may starve because of flow 1; unfairness may also be present when the flows share some or
much of the same path [69]. The phenomenon has become a focal point of research interest

and has been extensively explored in the literature [69, 104, 107].

1.1.2 Characteristics of MANET nodes

Mobile nodes that participate in a MANET operate under limitations which have to be con-
sidered in networking protocol design if new proposals are to be efficiently operable in such
environments. As participating nodes may be heterogeneous in nature (laptops, PDAs or even
desktop systems), to ensure mobility and some degree of autonomous operation, devices often
have limited power reserves and possibly limited processing capabilities {61]. These restric-
tions are typically discussed in the literature [29] in the context of proposals for new routing

algorithms or service-providing mechanisms over MANETS and are briefly outlined below.
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In general, energy is a scarce and valuable commodity for MANET nodes and its consump-

tion can therefore be just as important a measure as throughput, latency and other traditional
performance metrics when evaluating MANET protocols at any layer. Several methods have
been proposed to conserve energy at various levels, including the operating system and appli-
cations. An overview of approaches to power conservation through energy-aware mechanisms
is included in [61]. Specifically, from a TCP perspective, power savings are best achieved by
minimising redundant retransmissions whenever possible [73]. The savings in this case are
twofold; the source conserves power by transmitting fewer packets but also every forwarding
node in the path benefits since fewer unnecessary retransmissions occur.

Although high speed wireless communications are possible [53], it is assumed that MANETS
are primarily characterised by relatively bandwidth-constrained wireless links [29] compared
to their hardwired counterparts and, furthermore, the capacity of such links is variable. In par-
ticular, after taking into consideration the effects of interference, multipath fading and so on,
as presented in Section 1.1, the transmission rate of a mobile node may be severely affected.
The design of any level in the protocol stack should take account of this constraint by minimis-
ing overhead where possible and any proposed mechanism should be usable across possibly
asymmetric links of different capacities.

Another important node characteristic is the potentially restricted CPU capacity at each
node. Routing algorithms in particular are designed to be simple so as to operate with little
processing and storage requirements [92]. It follows that any adjustments proposed to TCP, or
indeed any other networking protocol, should minimise complexity, so that CPU time costs do
not outweigh gains in other metrics (e.g throughput or latency). In addition, heavy CPU usage
requires more power which makes processor-intensive modifications even more costly. Sur-
prisingly, although power considerations are a key focus of routing and clustering techniques

in MANETS, proposed modifications are not always examined with respect to their overall

power and CPU demands [61].
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Finally, security is a salient concern in MANETS as in most forms of wireless communica-
tions. As messages are exchanged through a common transmission medium, it becomes diffi-
cult to prevent snooping on network traffic. Consequently, security provisions notwithstanding,
the network is vulnerable against replay attacks, eavesdropping and message redirection, even
more sO than in the case of a wired infrastructure. Security measures normally applicable to
wired LANSs are also largely applicable to MANETS, although special precautions are neces-
sary in the case of routing as balancing the security overhead and limited available bandwidth

1s st1ll a matter of ongoing research [88].

1.1.3 Routing in MANETSs

MANET: are potentially characterised by significant node mobility which induces highly dy-

namic topologies and may even result in partitioned networks. In this section, network par-
titioning and the effects of routing failures are discussed in addition to current general ap-

proaches to routing protocol design in such multihop environments.

Network partitioning: Network partitioning occurs when, due to mobility, nodes which
were able to communicate directly or through the cooperation of other nodes at some time,
T}, are unable to do so at a later time, T3, because there is no longer a usable path between
them. It is further possible that at a still later time, T3, the nodes have placed themselves in
such a position that the network is again connected and every node can reach every other one,
either directly or indirectly. The scenario is illustrated in Figure 1.4.

TCP is not engineered to deal with network partitioning as it is not normally a frequent oc-
currence in wired networks. In effect, the exponential backoff of TCP’s retransmission timeout
(RTO) mechanism’ facilitates the exponentially delayed probing of a valid path. This may be
illustrated in the topology depicted in Figure 1.4(a) where the TCP source (node 1) is commu-

nicating with the destination (node 6) at time T through nodes [2-5). Then, in Figure 1.4(b) at

'A detailed outline of TCP operations is included in Chapter 2
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time 75, node 4 has travelled outwith the range of node 3 and their mutual link has become in-
valid; there is a network partitioning with two separate and isolated network partitions, namely
A and B. Packets in this time frame do not get forwarded to the destination and ACKs do not
reach the source as there is no usable path available. The TCP agent then enters an RTO phase
(due to packet loss) as the underlying routing protocol attempts to discover an alternate route.
A new TCP segment is sent every time the RTO timer expires. If this segment reaches the
destination, TCP continues with normal transmission and the route is utilised. Howéver, since
the RTO is doubled after every timeout, those “probing” packet transmissions take longer each
time. Hence if the disconnection persists for consecutive RTOs, there might be long periods
of inactivity during which the network may be connected again, but TCP is still in the backoff

state [34]. As a result, throughput suffers.

Routing failures: In MANETsS, unlike wired networks, route failures occur frequently due
to the mobile nature of the participating nodes. Route failures may also occur when repeated
point-to-point transmissions fail, for instance because of the effects of spatial contention [106].
When a link failure occurs, the routing protocol attempts to discover an alternate path, but the
duration of the restoration period largely depends on the mobility of the nodes, the mechanism
of the routing protocol itself and the network traffic characteristics.

The effects of route failures on TCP operation resemble those of network partitioning as
discussed previously. If the route takes some time to restore, TCP enters its backoff state and
sends “probes” for a restored route at increasingly longer time intervals. Hence, the route
might be restored for quite some time but TCP remains idle until it launches the retransmitted
packet after RTO expiration and receives a reply from the destination. Further complications
arise from TCP’s round trip time (RTT) calculation. After the route has been re-established
the RTT measurements required for the RTO calculation should reflect the characteristics of
the new route. However, since the RTO is calculated using a weighted average of new and old
RTT measurements, for some time after the route restoration, the RTO value contains a mixed

estimate of the old and new route characteristics. The above concern applies in wired networks
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as well but may be more severe in MANETS, where route reconstructions are expected to be a

frequent occurrence [16].

Routing approaches in MANETSs: Due to the dynamic and unpredictable topologies of
MANETS, proposed routing algorithms have to operate by introducing little overhead, be light-
weight enough to meet the mobile node constraints and still be able to forward packets effi-
ciently to their designated destinations. Further, measures ensuring that packets are free from
looping behaviour should be present as route loops can occur frequently in such a continuously
changing topological landscape. Two main approaches to routing in MANETS currently exist

and are now outlined in tumn.

Proactive Routing This approach involves the proactive discovery of paths to potential desti-
nations by preemptively building a view of the network. As soon as a node is introduced
in the network it attempts to discover as much as it can about the topology around it, i.e.
discover ways to route packets to different destinations, in anticipation of future com-
munication attempts. Note that as routes to all possible destinations are maintained at all

times there is no initial delay when setting up a connection.

The traditional Bellman-Ford [12]) algorithm, as used in wired networks [47] has been
shown not to be efficient in a MANET environment [93]. Special considerations are
needed to ensure loop freedom such as including a monotonically increasing sequence
number in route updates, a technique adopted by several contemporary approaches [60,
92]. However, the overheads of table exchanges in proactive routing become increasingly

a point of concemn as the network topology expands and/or grows more dynamic.

The Optimised Link State Routing (OLSR) mechanism [28] is a popular proactive rout-
ing protocol that has advanced through the procedures of the IETF to become a pro-
posed RFC standard. This introduces several optimisations to minimise the excessive

overheads associated with proactive routing whilst implementing a table driven route ex-

change mechanism. The node still maintains tables to multiple routes but special nodes
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called multi point relays (MPRs) are chosen in the network and become the focal points

of organisation so as to minimise broadcast and route discovery/maintenance overheads.

Reactive routing In traditional hardwired networks routing failures are infrequent and hence
the cost of route discovery is negligible. The communication links are not expected to
change radically through time and so a fixed initial cost in terms of throughput and de-
lay as routes are being discovered is presumed negligible. In multihop wireless networks
with highly dynamic topologies (such as MANETS), however, this cost can increase sub-
stantially if route breakages are frequent enough, as the route discovery cost is incurred

multiple times.

To mitigate this overhead, it may be preferable for the routing agent to maintain and dis-
cover routes only on an as-needed basis. As such, alterations to link status that are of no
interest to a node’s current communications operations are not taken into account, lead-
Ing to significant overhead savings in the case of frequent route changes. The downside
of such an approach is the initial delay when discovering a route for a new connection
as well as the relatively high overhead of route discovery which requires a network-wide
broadcast in an effort to contact the desired destination. There are two notable reactive
routing protocols progressing through the IETF; Ad hoc On Demand Distance Vector
(AODV) [92] and Dynamic Source Routing (DSR) [60]. Several research efforts have
been reported in the literature in an attempt to keep the cost of route discovery at a

reasonable level {21, 28].

There are also mixed/hybrid approaches which combine proactive route discovery and
maintenance for nodes within a given hop radius distance with a reactive approach [82] for
the rest of the network. The proactive/reactive dichotomy is a fundamental routing design
decision; the IETF has acknowledged both approaches as having merit and is maintaining pro-

posed experimental RFCs for both [80].
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1.2 Related work

The vast majority of TCP evaluation studies over MANETS have been carried out with simu-
lations [2,6,24,25,31,34,42,43,49,65,70] and a few with limited experimental testbeds [7].
The complex interplay of TCP with the routing protocol and the wireless access mechanisms
makes the development of analytic models of TCP behaviour extremely difficult and, it would
be fair to say, an aspiration as yet unmet.

Ahuja et al. [2] have conducted the first evaluation of TCP performance under different
routing algorithms over MANETS, namely the Ad hoc On-Demand Distance Vector (AODV)
[92], the Dynamic Source Routing (DSR) [60], the Dynamic Destination-Sequenced Distance-

Vector Routing (DSDV) [93] and the Signal Stability based Adaptive (SSA) [33] routing pro-

tocols. This work has shown the detrimental effect of mobility on TCP Tahoe as well as the
relative merits of SSA routing which incorporates signal strength as a measure of path opti-
mality instead of hop distance.

An investigation of TCP Reno over AODV, DSR and the Adaptive Distance Vector (ADV)
[68] routing protocols has been performed by Dyer et al. [34]. The ADV routing protocol has
been shown to maximise TCP throughput, with AODV being the second best performer under
various mobility conditions. Further, the throughput penalty of utilising stale cache entries
under moderate mobility has been noted in the case of DSR. The authors have also proposed
the use of a heuristic named the fixed-RTO, which greatly improves TCP throughput in AODV
and DSR, as it aids TCP in utilising restored routes quickly without resorting to feedback
from the routing protocol. In the same work, however, the authors stress that this solution is
MANET-oriented and not intended for use when there exists a gateway to other networks (such
as the Internet).

The effects of interference on TCP, as noted in Section 1.1, have also been widely studied
in the literature [6, 25, 31,43, 65, 70]. Xu et al. [106] have examined the throughput of TCP
Tahoe, Reno, NewReno, SACK and Vegas over multihop string topologies in an open space

environment under the 802.11 protocol. The authors have demonstrated that TCP Tahoe and
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its variants (Reno, NewReno and SACK) exhibit throughput instability in such topologies, as
interference causes packet drops which are interpreted as congestion losses. TCP Vegas does
not suffer from this problem due to its conservative mechanism for increasing the sending rate.
Further investigation has revealed that other TCP variants may regain throughput stability by
limiting the maximum congestion window (i.e. the maximum number of packets in flight) to
four segments. The viability of using the delayed acknowledgement option has been discussed
in the same work and shown to improve throughput by 15-32% in the same static topologies.

The work in [106] has been complemented through further study by Fu et al. [43]. Here,
the authors have noted that for string, cross and mesh topologies there is an optimal congestion
window (cwnd) size which maximises throughput by improving spatial reuse, i.e. which facil-
itates the maximum possible non-conflicting simultaneous transmissions. It has been further
noted that since TCP continuously increases its cwnd size until packet loss is detected, it typi-
cally grows and operates at an average window size that is larger than optimal, thereby causing
spatial contention. The authors have also obtained the optimal window size for each of the
above mentioned topologies. Finally, they have proposed two link layer modifications named
“link RED" and “adaptive pacing” to aid optimal spatial reuse and improve TCP performance.

The issue of TCP throughput instability and effective spatial reuse has moreover been ad-
dressed in [235,26]. It has been shown that by making general MAC layer assumptions, i.e. not
802.11 specific, the bandwidth-delay product in multihop MANET paths cannot exceed the
product of the Round-Trip Hop Count (RTHC) of the path and the packet size. In the case of
the 802.11 protocol this bound is shown to reach no more than a fifth of the RTHC. According
to this adapted definition of the bandwidth delay product, the authors have then proposed an
adaptive mechanism which sets the maximum cwnd according to the route hop count, noting an
8-16% throughput improvement. In [26] the performance merit of TCP-pacing, which evenly
spaces a window’s worth of packets over the current estimated round-trip time, has also been
evaluated but no worthwhile performance improvement was found.

A number modifications to the TCP receiver for optimal spatial reuse have been proposed
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in the literature [6,31] and are largely complementary to sender-side modifications. The pro-
posed alterations invariably include some type of management of acknowledgement (ACK)
transmissions. Such a line of enquiry is similar to work undertaken in the past for wired net-
works [3] but whose premises and conclusions are not directly applicable to MANETS. In
particular, work by Altman et al. [6] has revealed that the rate of ACK production in TCP can
affect TCP throughput across long enough paths. It has been demonstrated therein that by
making aggressive use of delayed cumulative ACKs, the number of ACK responses produced,
which vie for transmission time with TCP data, may be reduced. This facilitates more efficient
spatial reuse as fewer packets compete along the path for point-to-point transmissions. The au-
thors have also proposed a new delayed ACK scheme which stretches the TCP ACK-clocking
property (one ACK response per at most two segment receptions) and results in throughput
improvements of 9-22% in string topologies when small data transfers occur. Further, Oliveira
et al. [31] have suggested an alternative end-to-end technique that combines constraining the
sender’s congestion window and implementing a dynamic ACK delay window at the receiver.
In this approach, the receiver delays an ACK response for 2-4 segments received but also
maintains a dynamic timer which depends on segment inter-arrival time and which triggers
an immediate ACK response upon expiration. Subsequent evaluation in static topologies has
revealed reduced retransmissions and, in the case of multiple flows, a compelling throughput
improvement of up to 50% over regular TCP. A different approach to the subject which forgoes
the end-to-end modification constraint has been undertaken in work by Yuki et al. [112], where
DATA and ACK segments are combined in intermediate nodes’ transmissions so as not to oc-
cupy two separate transmission slots; it is then up to their respective destinations to identify
the portion of the combined packet addressed to them.

Anastasi et al. [7] have conducted measurements on an actual testbed and have verified
simulation results by showing that interference becomes a serious problem in ad hoc networks
when TCP traffic is considered. Moreover, the authors have noted that during their experi-
ments there was sufficiently high variability in channel conditions at different times to make

comparison of results difficult. They have also observed that certain aspects of real wireless
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1.3.

transmissions are not effectively captured in simulation. These include the different sending

rates of the preamble, the RTS/CTS and the DATA frames in 802.11 networks, as well as the
variability of the transmission and physical sensing ranges (even within the same session).
Plesse et al. [94] have conducted real life experiments with military scenarios in urban areas
using OLSR and have confirmed TCP throughput problems as the hop count of the path in-
creases, as well as the transient quality of the signal during trial runs. In the same work, 1t 1s
noted that the RTS/CTS mechanism is not a prerequisite to achieving good spatial reuse in their

2-hop path experiments, an observation in concert with earlier simulation results presented by

Xu et al. [103].

1.3 Motivation

A number of previous research studies have dealt with the behaviour of TCP in MANETS
[2, 35, 74] and highlighted relevant problems. Some of these enquiries have focused on the
differences between routing protocols and have made use of a single type of TCP agent to
measure performance discrepancies amongst those protocols [2,34,49]. These types of stud-
ies typically vary the topology conditions in terms of route breakage frequency and network
partitioning time to simulate the degree of mobility present. Such attempts are of particular
significance as it is not enough to utilise UDP (congestion unaware) traffic to fully evaluate
the effectiveness of routing protocols in MANETS [108]. Further, since most TCP variants
share similar congestion avoidance mechanisms, an observation particular to a specific vari-
ant is likely to be applicable to others although potential applicability is usually not explicitly
investigated.

Other enquiries [10, 24,46, 66,77, 104] have focused on the particular interaction of TCP
agents with a selected MANET routing protocol taking additional account of some general
MANET trait (e.g. packet loss due to errors, or mobility). The potential shortcoming of such
approaches is that as routing protocols may vary significantly (for instance consider on-demand

vs proactive routing), resulting observations may not be applicable to different routing agents.



1.3. MOTIVATION 18

Further, since the potential TCP shortcoming is dealt with in isolation [26], it is not immedi-
ately apparent whether an improvement may be seen in a more general setting. In a number of
studies [26,95], such optimisations are applied to static TCP scenarios which may offer signif-
icant improvements in special cases but whose performance merits may be reduced in a more
typical MANET scenario.

A study among TCP variants and, even more specifically, among reactive and proactive
TCP agents has been lacking in the literature. Further, the absence of selective acknowledge-
ment (SACK) enabled TCP agents in the different performance evaluation efforts is of particu-
lar note as these are widely deployed and implemented in modern operating systems [4]. As a
result it has long been an open research question whether the type of TCP agents proposed in
the literature are competent and efficient performers in multihop wireless environments.

A crucial observation on the fitness of the 802.11 standard as a basis for MANET infras-
tructure has been made by Xu and Saadawi [107]. The authors have discovered fundamental
throughput related inefficiencies in the widely adopted IEEE 802.11 MAC mechanism when
used for multi-hop communications. The authors have further noted the severity of these per-
formance reducing effects particularly when TCP is in use for end-to-end communications and
have proposed a solution by modifying a simple TCP parameter (the maximum cwnd). Several
researchers have expanded on the work in [107] by either applying changes in the MAC layer,
and so potentially breaking 802.11 compatibility [43], or by keeping the MAC layer intact but
using intra- and inter-layer communication to smooth out the MAC shortcomings [104]. Fu et
al. [104] have shown that across long paths, packet drops due to MAC issues are overwhelm-
ingly more numerous than buffer overflow induced losses, which are the main cause of packet
loss in wired networks. The original end-to-end modification suggested by Xu et al. [106] and
subsequent follow up work [43], have been initially evaluated in static topologies so as to study
the effect in 1solation, precluding the effects of mobility. As such the interplay of proposed so-
lutions with other factors involved in projected mobile MANET scenarios, namely the effects

of mobility and mobility-induced packet loss, have not been taken into consideration.
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Finally, most work on end-to-end approaches to reduce the number of packets from indi-

vidual connections on the same path has focused on sender-side restrictions [25]. These have
the advantage of effectively reducing the problem because the source is the main contributor to

spatial contention, as TCP DATA segments are typically much larger than ACKs and require

substantially greater transmission times. Nonetheless, recent efforts have concentrated on re-
ducing the number of ACKs produced by the receiver, which are vying for transmission time

and competing with DATA packets [6,31].

Evaluations of such techniques have been inadequate in certain aspects. Firstly, not all
options at the MAC layer have been exploited even though the 802.11 standard has defined
multiple modes of operation; in particular disabling the RTS/CTS mechanism during short
frame transfers, has not been considered. Further, since substantial progress has been made
on the simulation tools and MANET systems have been progressively better understood, con-
clusions reached in previous, early research may have actually been reflections of peculiarities

of the simulation tools used, or side-effects of misplaced simulation assumptions and may not

necessarily be representative of future MANET systems {75, 110].

1.4 Thesis Statement

The goals set for this dissertation derive from the motivations as listed in the previous section
and may be summarised in the following thesis statement:

The aim of this work is to propose new methods to ease the negative effects of TCP’s
misinterpretation of the causes of packet loss in MANETS. The changes introduced should

be as simple as possible with respect to implementation complexity and should not break the

end-to-end TCP paradigm.
The scope of this work may be better understood by considering Figure 1.5; the diagram

included therein depicts the layers in a typical MANET protocol stack and highlights in red the

particular protocols this dissertation deals with.
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Figure 1.5. A protocol stack diagram highlighting in red the protocols considered in this
dissertation
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1.5 Contributions

To address the above research concerns this dissertation undertakes an extensive performance
comparison between TCP variants and presents two new mechanisms to improve spatial reuse
and maximise TCP throughput in MANETS.

The first part of this dissertation contains a thorough and detailed analysis of simulation
traces of the basic TCP Reno agent in a controlled route-breakage scenario under three popular
routing protocols, namely AODV, DSR and OLSR. This demonstrates the complex interaction
of the TCP agent with the routing protocol under the conditions of route breakage in MANETS.
An extensive overview of the artifacts introduced by this interaction is presented and subse-
quently used to highlight the problems of traditional TCP agents in MANETS with regards to
non-congestion related losses. Further, extensive simulation results of the performance of three
reactive (Reno, NewReno and SACK) and one proactive (Vegas) TCP variants are viewed in
light of different routing protocols. These results reveal the difference in performance between
the variants across routing mechanisms and are accompanied by a detailed account tracing the
causes of this discrepancy. Notably, the merits of each variant are explained and evaluated in
the context of dynamic topologies. Further, TCP Vegas is shown to be decisively competi-
tive, throughput-wise, with regard to the modern reactive TCP agents, NewReno and SACK in

MANETS.
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The second part of the dissertation introduces a novel sender-side technique, inspired by
the performance merits of the TCP Vegas congestion avoidance mechanism, which results
in better spatial reuse over standard 802.11 transceivers. As such the method mitigates the
effects of spatial contention caused by MAC-layer mis-coordination. The new technique is
derived by considering modifications to TCP’s congestion avoidance without compromising
its fundamental principle of additive increase/multiplicative decrease. Subsequent performance
analysis of the enhanced agent is conducted using both static and dynamic topologies and the
new proposal is compared and contrasted with an existing solution from the literature. The
resulting discussion places both solutions in context of static and dynamic MANET scenarios
discussing their relative merits in each situation.

Finally, this dissertation also deals with receiver side modifications intended to achieve
better spatial reuse for the TCP agent. Although there has been some work in the literature on
the subject, careful examination of simulation traces, as well as experience drawn from past
MANET simulation research, reveals several shortcomings and omissions in both the solutions
themselves and their evaluation. Drawing on those lessons of the past, and through extensive
simulation, a more thorough evaluation of past approaches is conducted and, in addition, a new
technique 1s presented which improves performance through careful setting of MAC parame-
ters, without compromising the assumption of an 802.11 MAC mechanism. The dissertation
emphasises issues with existing evaluation techniques, widely used in literature, and aims to
place future performance evaluation of TCP in MANETS in the context of more varied scenar-

i0s, offering suggestions for future research work.

1.6 Outline of the dissertation

The rest of the dissertation is organised as follows. Chapter 2 introduces in detail the reactive
and proactive TCP variants under examination, namely TCP Reno, NewReno, SACK and Ve-

gas. Further, a description of the routing protocols used in the simulations and subsequently
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relevant to the follow-up discussion are presented. Then, a list of common assumptions con-
cerning the subsequent simulation analysis is also included. Finally, justification is offered on
the method of study used in this dissertation and a rationale is given on the choice of simulation
tools employed.

Chapter 3 contains a simulation comparison of the aforementioned TCP variants in a van-
ety of mobility scenarios and under different routing protocols. Moreover, detailed simulation
traces representative of the throughput behaviour of each transport protocol are included per
routing protocol and their differences are highlighted.

Chapter 4 discusses TCP’s role in spatial reuse in MANETS. In particular, a new approach
which leads to goodput improvement through a sending rate reduction is discussed and anal-
ysed through simulation. The new technique is then evaluated against an existing end-to-end
modification and its relative merits are discussed and highlighted.

Chapter 5 presents an overview of techniques that reduce the rate of ACK responses in
MANETS to improve spatial reuse and outlines a new approach which uses widely imple-
mented features of the wireless transceiver to improve performance. A discussion on the limi-
tations of existing evaluation techniques is also included and the new results are presented in a
well-specified problem domain and context.

Finally, Chapter 6 summarises the results presented in this study and offers suggestions for

future research work.



Chapter 2

Preliminaries

The main objectives of this chapter are to provide some background on the characteristics of
TCP agents, offer an overview of MANET routing protocols and present the mobility model
and common simulation assumptions used in this dissertation. As such, the chapter is organised
as follows. Section 2.1 describes the TCP agents and congestion avoidance mechanisms this
dissertation deals with. Section 2.2 contains a succinct description of the main operations of
the MANET routing protocols used in subsequent chapters. Section 2.3 includes a description
of the random waypoint model, which is used in this work to simulate topological changes.
Section 2.4 lists the common simulation assumptions which apply throughout this dissertation.
Finally, Section 2.5 provides justification on the method of study and techniques used in this

dissertation.

2.1 Fundamental TCP principles

The Transmission Control Protocol (TCP) [15] is a widely used transport protocol in wired
and wireless communications, layered on top of IP networks to provide reliable end-to-end
congestion control. Apart from establishing, maintaining and dissolving connections between
communicating pairs, a TCP agent is responsible for behaving fairly towards other network

flows including other TCP agents whilst not exceeding network capacity. The way this fairness
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and sensible resource usage is achieved though is not explicitly specified; as such there are
different TCP variants, each of which nevertheless obeys basic behavioural rules [97].

TCP sends data in segments which do not exceed a maximum segment size as negotiated
via a three-way handshake between the communicating agents during an initial connection
establishment phase. Each byte (octet) of data has a sequence number assigned to it. When
the receiver receives a segment, it notes the bytes of data (or sequence number range) of the
segment and responds by sending back a cumulative acknowledgement (ACK) which confirms
that all bytes up to the given sequence number have successfully arrived. The TCP sender also
maintains a retransmission timeout (RTO) timer, which on expiration indicates that a segment
has been lost and is to be retransmitted. The functionality offered by cumulative ACKSs, the
RTO timer as well as a checksum on the segment header and data ensures reliability on top of
IP.

Another important functionality of TCP is flow and congestion control through the use of
a “sliding window” [98], measured in bytes. The sending rate is throttled by the congestion
window maintained at the sender and the receiving window advertised by the receiver. The
minimum of the two defines the maximum amount of outstanding (unacknowledged) data that
the TCP agent may maintain at any one time in the network and along the communications
path for a particular connection. The adjustment of the receiving window allows the receiver
to set the rate of incoming segments so that it is not overwhelmed by the load. On the other
hand, tweaking the congestion window is a means for the sender to adjust to varying network
conditions and avoid causing congestion in the network.

Recent traffic monitoring over the Internet [4] has confirmed the popularity of the Reno
[56] and NewReno [38] TCP variants as well as the increasing adoption of the TCP selective
acknowledgements (SACK) modification [14]. A promising reactive solution to the problem of
congestion control has further been presented in [16] with the introduction of TCP Vegas which
has received much attention in the literature [1,45,72, 109]. These TCP variants are viewed as
likely candidates for adoption as reliable transport protocols for use over MANETS as they are

readily implementable and safe to use over small or large scale networks. The basic principles
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of the aforementioned protocols, which form the focal point of this dissertation follow.

2.1.1 TCP Reno

TCP Reno refers to the implementation of the TCP protocol in the 4.3 Berkeley Software
Distribution (BSD) which includes the additive increase, multiplicative decrease congestion
control algorithm proposed in [56]. Congestion control is accomplished using four distinct
mechanisms, namely slow start, congestion avoidance, fast retransmit and fast recovery.

The slow start phase is activated immediately after the initial handshake that establishes
the connection or following the expiration of the retransmission timer. Every time an ACK
is received the congestion window (cwnd) increases by one segment size and so effectively
per round trip time (RTT), cwnd is doubled (i.e. increases exponentially). Initially, the slow
start mechanism increases the cwnd until a a congestion indication event is triggered or the
maximum sending rate is reached. A congestion indication event could either be three duplicate
ACKs (dupACKs) or a retransmission timeout (RTO).

The slow start threshold (ssthresh) state variable stores the value of half the sending rate
(cwnd size) at which the last congestion indication event occurred. The congestion avoidance
phase is triggered when the cwnd reaches the ssthresh value during slow start or after the fast
retransmit/fast recovery phase. During the congestion avoidance phase, cwnd increases linearly
and up to one full sized segment per RTT. This phase attempts to gently feed segments into
the network after reaching half the rate when the previous segment delivery failure occurred.

Finally, the fast retransmit/fast recovery phase occurs when the sender receives three du-
pACKs which indicate that a TCP segment has been lost in flight. A dupACK is sent by
the receiver whenever it cannot acknowledge an arriving segment because it has not received
all the segments sent prior to that one. The fast retransmit algorithm requires an immediate

retransmission of the missing segment without waiting for the RTO timer to expire. Fast re-

covery sets ssthresh « % x cwnd and sets cwnd « ssthresh + (3 * max.segment size).

Then, the cwnd ‘inflates’ for each additional dupACK received so that it is possible to con-

tinue sending segments in an attempt to keep the network ‘pipe’ utilised while waiting for an
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ACK to acknowledge new data. When such an ACK arrives cwnd ‘deflates’ to ssthresh and

TCP enters the congestion avoidance phase. The linear increase of the sending rate (during the
congestion avoidance phase) as well as its radical decrease (after an RTO or three dupACKs)
form the additive increase/multiplicative decrease property of TCP which maintains fairness
between connections sharing the link, ensures fast convergence to a fair share state when other
flows need to utilise the available bandwidth and guards against the possibility of congestion
collapse [56].

The RTO timer in TCP Reno is computed by measuring the RTTs of transmitted segments.
In particular the RTO value is set to RTO « SRTT 4+ maz(G,4* RTTV AR) every time an
RTT sample is collected, where SRTT is a smoothed average of the RTT samples and RTTVAR
denotes the RTT variance. TCP features an RTO “heartbeat™ counter which checks for RTO
expiration at time intervals of given length G; the interval length defines the RTO timer’s
granularity and is set by default in several implementations to 100, 200 or 500ms [11,17,76].

The collection of RTT samples and the reset of the RTO timer are activated on a per-window

basis.

2.1.2 TCP NewReno

The NewReno TCP variant [38] improves upon the congestion recovery mechanism of Reno
without requiring changes to TCP receivers or the TCP segment format. More specifically,
the existence of a selective ACK receiver is not assumed (as opposed to TCP SACK described
in Section 2.1.3). The NewReno algorithm is functionally very similar to TCP Reno. The
difference between the two variants can be distilled to the treatment of a loss event during the
congestion avoidance phase. When the TCP agent enters the fast recovery phase, provisions
are made so that the sender actually responds to ACKs that do “cover” new data but not all the
outstanding data in the pipe at the time the loss was detected. These are labelled partial ACKSs,
and in the NewReno paradigm they prompt the retransmission of the first unacknowledged
segment by the partial ACK and the reset of the retransmission timer. This enables the TCP

sender to recover from multiple packet losses in a single window of data without resorting to
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the coarse grained RTO, which is often detrimental to throughput.

Two TCP NewReno variants are specified in the relevant RFC [38], namely the “Careful”
and the “Less Careful” agents. The difference between the two is that due to the absence of
exact information on the receiver’s buffer the “Careful” variant times out if a packet preceding
three other packets in flight in a window of data is lost, whilst the “Less Careful” one does not.
Essentially, there is a chance that the “Lf:ss Careful” variant will fast retransmit unnecessarily
on occasion but can also fast retransmit as desired in cases where the “Careful” variant has
to rely on RTO expiration. The NewReno RFC [38] suggests the “Careful” variant be imple-
mented, as it might be more conservative and at times sub-optimal but does not overburden
the network with spurious traffic in any case, unlike the “Less Careful” agent. The “Careful”
variant is evaluated in the simulation experiments included in this dissertation.

It is notable that the NewReno modification to TCP was widely deployed in most modern
operating systems [38] long before it was ratified as an IETF standard. Its popularity may be
attributed to its effectiveness in avoiding extensive RTO periods by intelligently filling gaps in

the receiving buffer caused by dropped or reordered packets.

2.1.3 TCPSACK

TCP Sack [14] is a Reno-based TCP variant which makes use of the facilities provided by the
Selective Acknowledgements (SACK) option of TCP [81]. In this fashion, SACK-enabled seg-
ments provide the TCP sender with some indication of the status of the destination’s receiving
buffer. To achieve this, the data receiver generates SACK information for every ACK response
it produces that does not cover the highest sequence number in the data receiver’s queue.
Hence, when reception of a non-contiguous segment occurs, instead of returning a du-
pACK, the receiver produces a reply which contains further information in the header of the
segment in the form of an option. The information embedded on the SACK response contains
a list (in the form of block pairs) of some of the isolated data blocks in the receiver’s buffer,
which have not been passed on to the application layer, as additional data segm<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>