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Abstract

Resonant tunnelling diodes realised in the InGaAs/AlAs compound semiconductor system lattice-matched to InP substrates represent one of the fastest electronic solid-state devices, with demonstrated oscillation capability in excess of 2 THz. Current state-of-the-art offers a poor DC-to-RF conversion efficiency. This thesis discusses the structural issues limiting the device performance and offers structural design optimums based on quantum transport modelling. These structures are viewed in the context of epitaxial growth limitations and their extrinsic oscillator performance. An advanced non-destructive characterisation scheme based on low-temperature photoluminescence spectroscopy and high-resolution TEM is proposed to verify the epitaxial perfection of the proposed structure, followed by recommendations to improve the statistical process control, and eventually yield of these very high-current density mesoscopic devices. This work concludes with an outward look towards other compound semiconductor systems, advanced layer structures, and antenna designs.
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Thesis synopsis

Chapter I walks through an up-to-date review of competing THz technologies, briefly mentioning some of their key advantages. The motivation behind generating THz is discussed, especially focused towards the case of 5G nano- and pico-cell communications, whilst also highlighting the need for wide bandwidth, secure point-to-point communication links. Other applications of THz rays are mentioned, from art preservation to industrial uses. The chapter introduces the main epitaxial growth method used in this work, metal-organic vapour phase epitaxy (MOVPE), and highlights the challenge to create highly ordered atomically-thin layers for the next generation of components.

Chapter II discusses the salient points of the theoretical framework upon which the thesis lays: from the nature of conductivity in mesoscopic structures, to advanced energy bands structure from a physical chemistry point of view. These concepts are then used to build-up towards explaining the assumptions made in the implementation of self-consistent non-equilibrium Green’s function model, and link with the extrinsic circuit model necessary for the operation of a monolithic RTD oscillator. Parts of this chapter were featured in my paper accepted for publication in J. Quantum Electronics.

Chapter III discusses the results of the model in detail, including certain model sanity checks which were not deemed interesting enough to feature in my publication. Parts of this chapter were featured in my paper accepted for publication in J. Quantum Electronics.

Chapter IV adds a detailed non-destructive optical characterisation scheme of the challenging, single-QW RTD structures. Low-temperature photoluminescence spectroscopy (LT-PL) and high resolution X-ray diffractometry (HR-XRD) are used in combination to detect average, fractional atomic layer changes, in combination with modelling obtained from the previous chapter to detect the bound energy, and essentially verify the recommendations made. The characterisation scheme is verified with high resolution transmission electron microscopy (HR-TEM). Recommendations are provided to automate this analysis to a wafer-level automated tool.
Chapter V reviews the system-level oscillator topology and discusses possible improvements in each area: advanced structural designs employing triple barrier RTDs, different material systems, different approaches for a THz radiator/antenna, and proposes a future investigation in the physics of the epitaxial interfaces.
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Chapter I : Introduction

This chapter commences with a definition of THz waves, and reviews the technological gap and challenges behind generating and receiving THz in atmospheric conditions.

An up-to-date review of competing technologies is made, briefly mentioning some of their key advantages and position in the market, where applicable.

The motivation behind the need to generate THz radiation is brought in focus, discussing past situations in recent history and how has the access to wireless data influenced them. Based on bandwidth demand trends and the direction of current standards, a warning is produced towards the imminent obsolescence of microwave sources, further stressing the case for a need of THz-based 5G communications.

A specific attention is given to 5G nano- and pico-cell communications, whilst also highlighting the need for wide bandwidth, secure communication links.

Other possible applications of THz rays is discussed, from art preservation to industrial uses to next-generation computing.

The chapter then introduces the main epitaxial growth method used in this work, Metal-organic vapour phase epitaxy (MOVPE), briefly highlighting the technical challenge to create atomically-thin layers for the next-generation of components.

A simplified explanation of the resonant tunnelling diode (RTD) as an oscillator is introduced as a semi-classical analogy to a leaky voltage-dependent capacitor.
1.1. Overview of THz generation

1.1.1. What is THz radiation?

Terahertz radiation ($10^{12}$ Hz = THz), sub-millimetre waves, T-rays, tremendously high frequency waves are some of the most common synonyms for the currently under-serviced section [1] of the electromagnetic spectrum broadly lying between 0.1-10 THz. Strictly speaking, the <1 mm designation of the far infrared spectral region limits this region to >300 GHz, though the UN specialised body, The International Telecommunication Union (ITU) suggests a band allocation of decimilimetric wavelengths between 100 GHz and 3 THz[2]. These typically exhibit both photonic (typ. low divergence unless scattered) and microwave behaviour (induces surface currents in contact with metals). As an example, the spectral power density of the cosmic microwave background radiation peaks at ~160.23 GHz, corresponding to 0.66 meV, whilst the measured average temperature of the thermal black body spectrum of the measurable universe is a slightly lower 2.725 K [3]. It is therefore increasingly unlikely that photons below this energy level freely propagate in nature.

Fig. 1.1.1 presents a part of the electromagnetic spectrum in this context, focusing in the far-infrared spectral region and the overlapping THz band.

1.1.2. “THz gap” and emission challenges

There are multiple overlapping waveguide standards included in the current IEEE 1785.1-2012 [5] in the mm region, with varying letter designations ex: W-band (75-110GHz), 90-140 GHz, G-band (140-220GHz), H(R)-band (220-325 GHz). Sub-
millimetre bands were a recent addition\cite{2}, despite remaining unused by the general public.

![Semilog plot of specific absorption model of atmospheric air at 288 K, sea level, generated after \cite{6}. Top plot is the standard model data for air with water vapour of a 7.5$g\cdot m^{-3}$, and lower plot is for desiccated air.](image)

Based on time-domain THz spectroscopy measurements\cite{7,8}, the ITU recommends a model for standard atmospheric absorption at 15\(^\circ\)C, sea level, and a water vapour density of 7.5$g\cdot m^{-3}$ (44% relative humidity), plotted as the more absorptive line in Fig. 1.1.2a. To distinguish hydroxyl absorption peaks from other atmospheric gases such as oxygen, the 2\(^{nd}\) plot provides a measurement of desiccated air absorption, noting an overall reduction of ~30dB in magnitude and the number of absorption peaks. Appleby and Wallace\cite{7} also performed a measurement of humid conditions (15$g\cdot m^{-3}$, 90% relative humidity), and observed an additional average 10dB increase in absorption. As expected, micron-scale particulate matter, \textit{i.e.} “dust”, does not significantly impact the measurements.

Several windows, in GHz, are suitable for transmission: 75-110 (some bands reserved), 125-180, 200-310, 330- 415, 435-460, with increasing difficulty at band centres in 680, 800, 850, 930, 1030, 1360, 1490, 1980 GHz\cite{8}. Several
naturally-occurring gases have absorption lines in the THz region, notably carbon monoxide [9] and ammonia[10], as well as other combustion gases[11].

In terms of their optical properties, both monocrystalline GaAs and Ge, have a relatively unchanging refractive index measured from 0.1 - 2 THz, of 3.592 ±0.4%, and 3.996 ±0.5%, respectively [12]. Semi-insulating silicon is even more stable, at 3.148 ±0.23%. For the effect of dopant, and therefore, free carrier absorption, see Chapter V.

These properties facilitate the creation of a semiconductor-based THz emitter suited for short distance, point-to-point wireless communications that will not suffer from scattering due to particulate matter present in certain environments. This could complement and perhaps reduce the reliance on fibre optic patch cables in a server room or data centre, reduce the potential for human error, thus offering the potential for a 2-digit percentage of the fibre data rate with a fraction of the overall cost to the user.

Currently, there is a wide array of THz generation equipment available for laboratories and scientific research. Unfortunately, there is a technological challenge to realise effective sources in the 0.3 - 3THz span, referred to as the “THz gap”, created by the relative lack of cost-effective, mass-manufacturable, efficient and compact emitters of THz. Fig. 1.1.2b non-exhaustively investigates avenues for generating THz radiation. Situated at the confluence of electronic and photonic technologies, one might expect that either would be able to service for this purpose.

The reality however, is that both sides have potential disadvantages: until recent design paradigms were introduced [13], traditional electrical waveguides were very lossy at 100GHz+ due to a requirement of surface perfection only achievable with sophisticated micro- & nano-fabrication, and temperature sensitivity. Photonic-based technologies are problematic in that carrier energy transitions in the meV levels are difficult to engineer, or require cryogenic cooling, and are sensitive to absorption from doping layers, to mention the most important challenges.
Fig. 1.12b plots this convergence of technologies estimated on the basis of the latest research, showing the dependency of radiated THz output power vs frequency, for the area of interest.

At first sight, the graphic reveals a partial overlap of several technologies. However, no current commercial state-of-the-art candidate could serve as an arbitrarily high power emitter in a small package, which is also efficient and tunable across the entire spectrum. The following paragraphs will catalogue candidates for THz sources in this domain.

**IMPATT** diodes have been demonstrated to 285GHz [16] with a DC to RF conversion efficiency ~3%. Though it is an active research area and a mature technology [17], no significant attempts to increase the maximum frequency beyond this are made. IMPATT diodes appear to be one of the technology of
choice for security scanners, therefore minimising their footprint has never been a goal.

InP Gunn diodes were shown to operate above 300GHz [18], based on harmonics power extraction. This is not an efficient way to generate THz, and considering that RTDs share the same doping scheme, it is not unreasonable to expect RTDs to outperform them. Single barrier tunnelling diodes such as TUNNETT devices, have the unfortunate problem of increasing capacitive reactance with frequency[19][20], whereas this does not appear to be the case with RTDs [21].

HBT & HEMT & MESFETs certainly have the convenience factor of being able to further control the conductivity of the device with an additional electric field applied at the gate[22], but have high phase noise levels[23,24]. Used in conjunction with monolithic microwave integrated circuits which scale with increasing costs up to the lower THz regions, they can make interesting HF circuits; the problem is that THz MMIC require highly precise & mechanically difficult microfabrication, which greatly limits the manufacturability. A notable absence from this graph is the inclusion of the emerging plasmonic technology. Several solid-state THz emitters could, generally, directly benefit from the addition of plasmonic waveguides[25].

Unitravelling p-i-n carrier photodiodes are a reliable way to generate and receive THz radiation [26–31], however, it appears that they also have significant frequency response limitations. The advantage is that they are relatively cheap to manufacture, but the low raw output power (<100\(\mu\)W typ. at 300GHz), and high beam divergence requiring the use of a Si collimation lens are considerable disadvantages currently.

THz QCLs have made impressive progress being recently demonstrated at up to 1W @3THz [32], but room temperature operation in this wavelength is perhaps not something that can be envisioned currently. There is a risk that the quantum wells become back-populated due to several thermally-assisted scattering processes[33]. The narrow linewidth paired with high power outputs make these an excellent candidate for imaging.
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*Difference frequency generation* is another photonic technique that can generate arbitrary THz frequencies. In references [34][35] one such example is given by mixing 2 mid-IR QCLs to output $7 \mu W$ at 80K, though such setups are difficult to configure. Whilst challenging for epitaxial crystal growth processes, better characteristics have been shown with an external cavity Fabry-Pérot photomixer, with 5-8mW across the THz gap[36].

*Lead-salt (Pb-chalcogenide)* based lasers also come from the mid-IR into the upper THz range due to their low band gaps, but it is consistently difficult to reach the lower THz region due to the lack of good reflector materials in this range[37]. Pulsed operation is possible at room temperature, though maximum continuous wave (CW) power is attained with liquid nitrogen cooling or better.

*Heavily doped p-Ge lasers* were amongst the first methods to generate far-IR, and whilst the power output figures are impressive, reaching that of >1W with the potential for tunability within a wide range[38], they require high-performance He-cooling due to the fragile meV state transitions involved.

*Schottky chain multipliers* have been famously implemented in ESA’s Herschel Heterodyne Instrument for the far-IR (space observatory) [39]. They employed a RF master oscillator source, and to ensure low broadening and frequency drift, a He-cooled Gunn diode in this particular distance. The complexity of the switching and superconductive waveguide relied on immersion in nitrogen tanks to operate. Fortunately, table-top Schottky chain multipliers are available as off-the-shelf extender units for vector network analysers from reputable manufacturers, with various waveguide options, but require considerable active cooling and waveguides of suitable ceramic waveguides which can conduct and dissipate heat effectively, therefore this technology is highly unlikely to be featured in mass-produced consumer goods.

*Photoconductive antennas*[40], other photonic-based[41] THz generation techniques are reliable, but produce a weak THz pulse (typically $< 1 \mu W$), which is a problem as several common THz detector types reach the noise floor at this level. Transmissive antennas that employ quantum beat oscillations from pumped lasers may be a direct alternative [42], though currently, fabrication presents several challenges.
Klystrons are some of the most high-powered vacuum tubes created, which have seen use from previous century VHF amplifiers and beyond. They scale up easily and are the generator of choice for microwave & mm-wave where powers in excess of 1kW are required, particularly in military applications[43]. These devices will resonate into the THz range through harmonics, albeit with the worst wall plug efficiency so far in this list. For RF powers in the kW range, research in backward-wave oscillating gyrotrons is undergoing at the time of writing[44].

Free electron lasers (FEL) are a last-resort alternative, as this is scientific apparatus requires a dedicated building section to itself and should be resigned for specialist investigations. The FEL can generate wavelengths across the entire spectrum, from THz to hard X-rays, and typically include the previously mentioned klystron as a source for a linear electron accelerator, ultimately requiring shielding, vacuum, possibly cryogenic lines (to reduce noise), and a cohort of personnel to maintain.

1.1.3. Communications applications

1.1.3.1. Humanitarian by-product

Most of my PhD programme was notably marked not by any minor personal and technical accomplishment, but by grim war and tragedy covering the world, in many cases, too close to home and friends for comfort. The “Arab Spring” revolution series of 2010-2012 sent ripples throughout the world which, for the foreseeable future appear unquenchable. According to the UN Human Rights Council, 2015 marked a record year where the number of new refugees and internally displaced persons exceeded, for the first time, the 15 million estimation attributed to the entirety of the 2\textsuperscript{nd} World War[45]. A significant fraction of the people involved fled the multi-sided Syrian war, being absorbed by neighbouring countries, yet ~1 million are estimated to have entered Europe[46]. This sparked one of the most severe political crises in the European Union since the formation of its post-war predecessor entities.

However, the most striking aspect of this crisis, was not the political handling, the impressive lack of faith manifested through the cynical rise of the
“alternative-right” populism, or a cruel indifference to the plight of refugees, but how technology, shaped the flux of migration and tragedy surrounding the exceptional circumstances of individuals’ lives. Refugees have been often-documented[47-50] to use 3.5G+ enabled smartphones to communicate between their travelling groups, with their displaced families, and reduce their reliance on human traffickers. In one report[50], a refugee relayed the GPS coordinates to the nearby maritime authorities when the dinghy the group was travelling in stalled and started sinking. On land, cell phone operators and charities distributed battery banks and charge points[47,48]. E-payments[51] and e-learning have reduced the absolute reliance on perishable physical objects, offering alternatives to those affected[52], whilst an “artificial intelligence” in the form of a web & SMS-based interactive chatbot was reported to have helped asylum seekers with their claims[53]. One may only speculate on the benefits of increasing the reliability of high data rate coverage, or potential of the future 5G networks to deliver information quickly to both rescuer and the ever-increasing number of subscribers in large-scale disaster stricken areas.

1.1.3.2. Digital merchants

Beyond the humanitarian response, e-payments, in the form of Near-Field Communications (“Contactless”) are becoming increasingly common, but so is fraud [54]. Despite this, digital wallets may well be more secure than traditional “physical wallet” payments, due to the extra tracking involved, encryption-by-design, and ease of blocking access to stolen smartphones and digital tokens [55,56]. However, the disadvantages of NFC and other similar RFID methods is their reliance on omnidirectional radio waves. Tokens and sensitive biometric data from passports can be read from a distance with the appropriate tools. By contrast, THz waves, with their highly directional beams and large bandwidth, carry the possibility of short data pulses limited in range by atmospheric absorption, which would greatly limit the window of opportunity for data packet sniffing.

1.1.3.3. Data rate and 5G prospect

The ability of THz carrier waves to carry Gbit/s data channels before complex modulation schemes are considered is potentially useful in offering a particulate
matter-insensitive alternative to fibre optic communications in data centres, for board-to-board communications. Additionally, 4G microwave carriers may soon be inadequate to carry over the annual 50% increase in data transmission requirements, known as Nielsen’s law in the industry [57]. Fig. 1.1.3.3 plots an estimation of the ever-increasing global bandwidth requirements for mobile devices, in part popularised by on-demand entertainment and high-resolution video streams.

![Cisco Visual Networking Index compilation of forecast global mobile data traffic from 2009-2020, in exabyte \( (10^{18} \text{ B})/\text{month} \) with an average compound annual growth rate of 47%, after [57].](image)

Worryingly, Edholm’s law of bandwidth states that a convergence between wireless, nomadic, and wired networks data rates [58] is inevitable, extrapolated to the year 2030. The low efficiency of data transmission through copper has curbed growth. Unfortunately, fibre optics are not a direct replacement for backhaul applications (i.e. the intermediate portion of a network between the regional exchange and the subscriber node sub-network) from a business perspective. For instance, replacing a land-based fibre section due to erroneous copper theft (i.e. outdoor fibre can be confused with copper cabling) is not straightforward: fusion splicing of a fibre optic section is not desirable in the field. At a sub-network level, a need to manufacture hardware that can handle mm and sub-mm waves is imperative[59] to increase the robustness and future-proof data networks. As an alternative to high data rates, should cost-effective 300GHz+ high Q-factor filters be a possibility [60], a standard specification for a THz 5G nano/picocell could opt to decrease the
channel separation in frequency division multiplexing, such that more subscribers could benefit of simultaneous service vs. traditional UMTS/LTE in crowded areas, *i.e.* entertainment venues, busy transport hubs, or *ad-hoc*, in disaster sites.

### 1.1.3.4. Live video streaming

Wireless streaming of 4K video is no trivial matter with today's 802.11ac Wi-Fi standard. One-antenna using 256-point quadrature amplitude modulation currently yields a theoretical 867 Mbit/s in perfect reception conditions. Ideally 4 such links are needed to transmit MPEG-2 compressed video in real time. On the other hand, TV professionals use uncompressed [61] 4K video over IP (8-bit, 3840x2160 @ 60 fps) yielding a stream of 7.6 Gbit/s, before any parity data is considered → 12G-SDI (SMPTE ST-2082) standard. ROHM Co., Ltd. and Professor Nagatsuma Group of the Osaka University have consistently shown technological demonstrations of RTDs [62,63], with a 2016 attempt reaching 9 Gbit/s virtually bit-error free using the simple OOK modulation scheme with a bowtie antenna, also quoting receiving capabilities of RTDs in excess of 17Gbit/s. There is much scope for realistic improvement in the immediate future, and this work will discuss important parts of this long journey.

### 1.1.4. Other applications

Though the design of the RTD device in this thesis is geared towards improving characteristics ideally suited for communications, once the core technology behind an emitter-receiver system is unlocked, applications outside communications may be considered.

#### 1.1.4.1. Imaging

There are many categories for imaging, and one of the early successes for THz solid state emitters were in automotive radar. Initially meant as a rangefinder for adaptive cruise control systems, the idea is to develop the application towards an advanced collision-detection driving assist [64,65], which could work in tandem with visible and invisible light camera systems.
Reconstruction of artwork and cultural objects may be made possible by such multispectral imaging without the risk of damage to metal-organic pigments posed by ionising X-ray analysis. Fig. 1.1.4.1. presents an example where the THz wave can penetrate deep behind the layers of varnish, paint, and gypsum substrate to reveal invaluable, hidden information about the state of the painting [66,67]. Though in its infancy, this can be particularly valuable for understanding and reconstructing murals and other traditional objects which use gilding and other 3D techniques in their composition.

In industrial applications stress-induced microfractures are an important sign of impeding failure of a rigid material[68,69]. A future hand-held THz scanner could complement lower resolution ultrasonic imagers, and would be more convenient than ex-situ X-ray equipment to detect such fractures. Airframe components, such as power plant mounting bolts or ceramic wind turbine blade tips [70] are candidates to benefit of such analysis. Dental enamel may also be imaged by THz [71].

1.1.4.2. Gas spectroscopy, detection, and identification

THz spectroscopy has been successfully used to detect $CH_3Cl$ vapour at ppm concentrations using a specially engineered White cell with a known path length[72]. These cells are “off-the-shelf” components at the time of writing. The advantage of spectroscopic gas detection is that alarm thresholds could be
configured on-the-fly for specific absorption lines of various gases, increasing the palette of safety tools available for the chemical & semiconductor industry.

Generally, current demonstrations for remote THz gas sensing use complicated photonic mixing techniques resulting in bulky systems with complex parts [73,74], though several aspects of such systems could be integrated with the right business case. Whilst such THz detection instruments have been used with success by the European Space Agency Herschel THz space telescope [39,75], atmospheric absorption of THz emission peaks complicate the matter on Earth. NTT have demonstrated the possibility of remote detection of \( N_2O \) [73], one of the poisonous gases generated by combustion. A demonstration of THz-spectroscopy enabled *in-situ* scanning of combustion gas was shown by Uno and Tabata[11].

### 1.1.4.3. Organic compound identification & Security

Like gases, organic compounds present several distinct absorption lines in the THz range [76,77]. To this effect, a frequency-tuneable RTD has been demonstrated in an early spectroscopic experiment [78], though it remains to be seen whether it will be a technological winner in this area.

THz & mm-wave body scanners are not a new concept and are already featured in airports security gates [79–82]. Foreign objects attached to the body such as firearms, knives or fluids can be identified without the need to individually pat-down every passenger. Figures concerning the detection reliability of these scanners are not available.

A perhaps unexpected application of RTDs with large-scale imperfections induced by the currently poor statistical process control methods surrounding their manufacturing is to employ the physical disorder unique to each RTD as a physically unclonable hardware seed or key as a part of an encryption system [83].

### 1.1.4.4. Memory and A/D Converters

The quality of a digital signal is limited no only by the responsivity \((A/W)\) of the detector, but also by its impulse response characteristic, limited by its cut-off
frequency. Per Nyquist theorem, the usable bandwidth is half that of the sampling rate of the signal. But to continuously sample a signal with maximum amplitude fidelity to detect low picosecond events is one of the key ingredients at the input impedance of the next-gen analogue to digital converters, where the simplicity of RTDs make them a viable candidate [19,84-86].

The direct band gap of III-V semiconductors and possibility of operating at higher frequencies vs. silicon has always fascinated the industry, though the slow adoption (hence lower profitability) of III-Vs relegated them special applications, as miniaturisation and silicon technologies progressed in a quick pace. Whilst billion-transistor CPUs are unlikely to have master clock trees running at mm-waves, application-specific chips and microcontrollers could benefit of a mixed-mode THz input section, which would entail a cache able to store any waveform or data captured. To this extent, RTD-based memory advantaged by the inherent bistability characteristic of the device has been proposed throughout the decades [87-89].

1.2. Gaps in knowledge

Much fundamental work remains to be done to investigate the behaviour of matter exposed to THz radiation. Consequently, there is no advanced THz propagation model that would be suitable for either typical indoor or outdoor environments.

There are many potential applications for THz radiation, and at the time of writing, there are no emitters compatible with the form factor requirements of contemporary wearable electronics. Larger scale, table-top, high quality, tunable THz systems do exist, but often come with inaccessible price tags due to the expensive materials used in manufacturing and large proportion of non-recurring engineering costs. It is highly likely that RTDs will eventually find a position in one of these applications, therefore continuous research & development behind the device is required.
A concentrated engineering effort will be required to bring THz transceivers from the research labs and into the hands of consumers. On the other hand, small-scale alternatives do exist and founding research can be unlocked now using THz time-domain spectroscopy, uni-travelling carrier diodes, or Schottky multiplier chains. When this work started, no device simulation studies existed taken in the context of the THz oscillation. Chapters II and III assess the quantum transport models and present a figure of merit for the optimisation of the RTD as an oscillator-emitter.

To date, reliable manufacturing of RTDs with a low statistical deviation has not been reported in a commercial environment. The next chapters will highlight steps taken to improve the epitaxial growth of these devices, by discussing refinements brought to ex-situ wafer-level non-destructive optical characterisation schemes, and corroborating with advanced modelling of the device to predict its performance.

### 1.3. Epitaxial Growth

Metal-organic vapour phase deposition (MOVPE, OMVPE), also commonly referred to as metal-organic chemical vapour deposition (MOCVD) is a technique of growing single-crystal phases onto a substrate. One of the first reports of monocrystalline GaAs growth was made at North American Rockwell Corp. [90], though throughout the years, MOVPE became one of the most commercially successful growth technologies in use for compound semiconductors.

MOVPE employs inorganic atoms linked to organic radicals. The underlying physical chemistry is relatively simple: the metal-organic molecule strikes a heated surface (the substrate in this case), upon which the weak bond binding the metallic atom is cracked, and the nominally heavier metalloid is deposited on the surface with unsatisfied bonds, whereas the gaseous radical quickly binds with intentionally injected hydrogen, being released from the reaction chamber through an exhaust. The activation energy upon which the cracking occurs is dependent on the strength of the bond, and thus fine temperature control is required for the process[91].
However, the details behind the realisation of this process matters. Contemporary reactor designs employ a top-flow “shower-head” towards the reactor chamber, and the gases are further distributed through a sieve-like distributor. Wafers typically sit in crevices rotating in two different directions to ensure uniformity. This system is affectionately called “planet and satellite”.

Typical precursor gases include trimethylgallium (TMGa), triethylgallium (TEGa), trimethylaluminium (TMAI), all in liquidus phase, whereas the commonly used trimethylindium (TMIn) is in solidus phase. Each of these precursors are boiled (or sublimated) inside bubblers, each generating a pressure. The amphoteric silicon acts as a n-type dopant in III-V systems between certain carrier concentration limits, therefore favouring the use of silane or disilane (the latter showing lesser thermal dependence [92]). To ensure adequate flow to the reaction chamber, a series of programmable valves are turned on and off by a closed loop system. One of the main limitations of MOVPE in the context of epitaxial growth of layers only a few atoms thick is the transient switching time [93] of these valves leading towards the manifold. In practice, the resulting pressure transients need minimising, though unfortunately the stopping of the growth process is not always an option, particularly with regards to the deposition of highly reactive atom species such as [Al].

Another disadvantage seen in MOVPE systems is the traditional lack of in situ characterisation of the layers grown, though advanced flow monitoring systems [94], as well as pyrometry and multiple wavelength reflectometry systems [95] can compensate this to some extent.

This is not a problem with the competing molecular beam epitaxy (MBE), a physical reactor type favoured by academic institutions. MBE uses a completely different approach; the elements of semiconductor-grade purity (vs. MO-cylinders) are heated in special crucibles (typically using a Ta or W filament) and accelerated toward the rotating substrate using the beams from special “effusion cells”. To monitor the state of the surface growth, a system called Reflection High-Energy Electron Diffraction (RHEED) is used. A soft X-ray beam is shot towards the substrate, generating a diffraction pattern, information which can then be shown in an amplitude-time oscillogram, where the growth of individual atomic layers can be monitored [96]. Typical growth rates from MBE
are an order of magnitude slower than MOVPE, but there is a complication: the crystal quality is dependent on the level of the vacuum, a known application where ultra-high vacuum levels are involved, and the cleanliness of the chamber. This results in low yields due to the difficulty of scaling up the chamber and prolonged downtime periods. To work around the lower availability of the system, several MBE reactors would need to run simultaneously.

On the other hand, large-scale MOVPE reactors are commonly employed by electronic & opto-electronic manufacturers, making it a uniquely profitable tool where advanced epitaxy is a requirement, despite the necessity for environmentally-aware chemical treatment & disposal of the growth chamber exhaust.

The problem lies with verifying the accuracy of the growth method to a specified structure. Chapter IV investigates this issue with an advanced non-destructive characterisation scheme. As it will turn out, the analysis can be very challenging in terms of hardware requirements (measurements close to the noise floor), interpreting, and de-convoluting the data.

1.4. Simplified operation of the RTD

Resonant tunnelling diodes draw from a family of 2-terminal devices with superficially similar features and characteristics. RTDs share the n+ - (i) intrinsic - n+ doping scheme of the Gunn diodes, with the layers near the contact region being heavily doped (to degeneracy) in order to facilitate high-conductance electrical contacts. With tunnelling diodes, they share the thin epitaxial layers necessary for quantum tunnelling of carriers to be possible, however, the nature of tunnelling is different. All 3 devices have another characteristic in common: the current rises and falls with increasing bias, creating a letter N-shape I-V characteristic, but the method of how this is produced is different in all cases.

Conventional tunnel diodes employ a single barrier and a p-i-n doping scheme, and the method of tunnelling is *inter-band* when voltage is applied: carriers transit the ground state (valence energy band edge) towards an excited state
One of the best brief introductions I have encountered on tunnel diodes was written by Ian Poole [98].

RTDs do not employ p-doping, and use 2 or more potential barriers, trapping carriers (and therefore charge) between them. It is not arbitrary that this effect was called “quantum capacitance” [99]. Therefore, upon the application of an electrical potential, carriers resist the escape from this potential-barrier cavity, until the stored charge reaches a critical value and penetrates the barrier. A more in-depth treatment of this effect is covered from a particle-wave point of view in Chapter II.

Fig. 1.4. Semi-classical mechanics analogy to the operation of an RTD below the resonant condition (a) and after the resonant condition (b). The different potential levels are caused by different epitaxial layers. Insets show a schematic current-voltage characteristic. The amount of charge stored at a given point of the RTD structure is marked with a green line.

Fig. 1.4 shows a simplified visual explanation of the RTD functionality: the ideal resonance condition is achieved when the charge stored towards the entry region and between the barriers is equalised, but the current continues to flow even after the stored charge is depleted. The name “resonant” comes from the wave-like behaviour of the carriers, in an analogy with a musical flute or pipe of an organ to produce a “standing wave”. These imply a dominating phase-coherence, though the semi-classical picture, in which incoherent, successive,
“bounces” off the potential walls inside the cavity causing energy loss, do exist and are one of the mechanisms of efficiency drop.

The THz oscillation can be captured after the carriers transit the resonant barrier structure into the drift region, towards the lowest state reservoir available in the system before the electrical contact. Unlike other semiconductor structural effects, the hole current does not contribute to this resonant process.

This description will receive a more detailed treatment in Chapters II & III.
Chapter II : Modelling background of RTDs

This chapter covers several theoretical aspects underlying the concepts that make RTDs work, and propose a methodology for the design of these mesoscopic devices.

Before one can discuss the origin of the negative differential resistance (curious as electrical resistance itself has no definition to allow it to become negative), it is important to think about bulk resistivity, and the structure of solid state matter that allow this property to change in the presence of excitation. The models that simplify the quantitative and qualitative understanding of atomic arrangements are discussed. This builds up a discussion of different crystalline material pairs, and the artificial exploitation of their unique properties to engineer selective traps for charge carriers, resulting in counter-intuitive charge carrier transport.

The discussion then proceeds to show how this understanding of quantum confinement can be flawed in situations where the particle-waves interact with each other, and a more advanced model is required to describe carrier transport. A high-level description of the operation of software is included.

The discussion continues with extending the mesoscopic system with a lumped electrical circuit and show how to extend quasi-DC predictions into the frequency domain.

The chapter ends with a consideration of the limits of accumulated stress in these material pairs.
2.1 Band Structure

This section introduces elements of solid state physics that form the basis of semiconductor devices.

2.1.1. Conductivity

The conductivity of materials is one of the fundamental physical properties taught in early school years, shortly after the introduction to the states of matter. This often happens through the incomplete division of matter into “insulators and conductors”. This idea, though didactic, readily neglects materials which have non-ohmic conductivity changes with temperature, strain, or magnetic fields, which is why the word ‘semiconductor’ often elicits blank stares from non-specialist audiences.

One classical way to express conductivity is:

\[
\sigma = \frac{J}{E} = n \mu_e q \quad (1)
\]

where:

- \( \sigma \) is the conductivity \((kg^{-1} m^{-3} s^3 A^2)\)
- \( J \) is the electric current density vector \((A \cdot m^{-2})\)
- \( E \) is the electric field vector \((kg \cdot m \cdot s^{-3} A^{-1})\)
- \( n \) is the number of carriers
- \( \mu_e \) is the carrier (electron) velocity \((kg^{-1} \cdot s^2 \cdot A)\)
- \( q \) is the carrier (electron) elementary charge \((1.602 \cdot 10^{-19} A \cdot s)\)

It is known that different materials show different conductivity/resistivity values from temperature-dependent V-I measurements, therefore this deceptively simple model has several corollaries:

1. In a metal, increasing the temperature of the system lowers the conductivity. As \( n \) and \( q \) are constant if \( J \) is constant, this means that \( \mu_e \) is reduced. The explanation was found that the ordered atomic lattice vibrates (quantised by phonons), which statistically disrupts the path of charge carriers. To employ a classical analogy, additional “collision” centres are created.
2. The simple model cannot explain materials whose electric conductivity has been observed to increase with decreasing temperature.

The materials which do not have a monotonic decrease of conductivity with temperature are called semiconductors. Though it is incidental that most conductors have a higher conductivity than semiconductors at room temperature, this is not a sine qua non condition.[100]

To account for the chief cause of non-linear conduction with temperature, an additional term is included in equation (1) for semiconductors, $\mu_h$, mobility of the hole. The hole is a quasi-particle introduced to describe the opposing drift current to the wake of injected electrons. A favourite analogy amongst science educators and students alike is the water bottle and air bubble model: The air bubble can be clearly seen quickly rising to the top if the bottle is tilted, whilst the water has a turbulent, stochastic flow downwards which reduces its apparent velocity. Both hole and electron paths are stochastic; however, the group velocity of electrons is generally expected to be higher as they are travelling from a higher towards a lower energy potential, whereas holes quantify the displacement in states of the directed, averaged, electron movement.

A notable exception is represented by a certain group of solid state materials, superconductors, which show infinite conductivity (no opposition to current flow) below a critical temperature. Though forming the basis of important technological applications [101], such materials are beyond the scope of this thesis.

### 2.1.2 Electronic structure

The underlying idea for the existence of the band gap/forbidden band energy appears in inorganic crystalline materials as a natural consequence of the highly regular, periodic, atomic crystal lattice.
As a general rule, elements from group 13 (III) to group 16 (VI) of the periodic table are optimally placed as candidates to form semiconductor compounds: Their unfilled valence orbital creates an electron cloud, or shell, with state vacancies. Furthermore, when several atoms come together in a highly regular crystalline allotrope, the orbital states merge, forming a continuum of energy bands (method also known as linear combination of atomic orbitals). However, these vacancies are also shared, realising a practically unfilled energy potential trapped between two partially unfilled bands.

The merging of orbitals is a natural consequence of the hybridisation of the bonds under the influence of the strong and weak nuclear forces. Generally, the width of the forbidden band depends on the overall strength of the inter-atomic separation and the distance between the s and p orbitals present in the material. To exemplify the previous, crystalline aluminium nitride (AlN) (either in a cubic or hexagonal allotrope), with relatively small atomic radii and thus less interaction, have a very large band gap of 6.015 eV, whereas indium antimonide (InSb), with much higher atomic numbers, is notorious for being the
III-V compound semiconductor with the lowest gap of 0.17 eV. It is perhaps interesting to note that aluminium is a good conductor whilst nitrogen is normally a biatomic gas, whereas both In and Sb have above average conductivities for this group, where Sb is a metalloid. The properties of the final material are not always intuitive simply by glancing at the periodic table.

Heavier atoms with a d-band are an analogous case, though more complex behaviour may emerge as a result due to the differing orbital symmetry configuration. III-V group metals however will have a completely filled d band, which results in more predictable conductive behaviour. Moving towards even heavier atomic numbers, due to the complexity of f-orbitals, these elements further depart in their optical and electronic behaviour from other d-block metals. Gold for instance has a poorer electrical conductivity and exhibits a characteristic reddish-yellow hue compared to its group neighbour, silver, for this reason.

### 2.1.2.1 Tight-binding

A parallel development to the Drude-Sommerfeld nearly-free electron model is represented by the *tight-binding approximation*, widely in use today for simulation of electronic and optical devices. The nearly-free electron models do provide a qualitative description of the phenomena, however fail to describe the complicated bonds within an atomic system and relate to the formation of energy bands. The model assumes that the crystal lattice is periodically uniform in all directions, with the valence electrons of the atoms being distributed throughout the structure. The wave functions given by the interactions of ionic-covalent bonds are therefore expected to be similar.

In this approximation, seen in Fig 2.1.2., the valence band states assume a behaviour similar to p-orbitals, whereas the conduction band deals with the s orbitals. This is a likely *flawed understanding* based on the behaviour of an *isolated atom* species, though it is used in the context of a highly-ordered lattice as it provides satisfactory results in most scenarios.
2.1.2. Fermi distribution and Fermi level

When the temperature is at a theoretical 0 K, electrons occupy the lowest energy states available, as possible. As fermions, by definition, up to 2 electrons may occupy a state. The level formed by the highest energy state thus occupied is defined as the Fermi level. As the system is excited with higher temperatures, electrons gradually depart from this reference or sea level, following the Fermi distribution. As the energy gap largely forbids occupation, the promotion of electrons from the valence band to the conduction band is what causes the conductivity of a semiconductor to rise with temperature, up to a critical point where other effects dominate.

2.1.2.3. Density of States

Finally, energy bands may contain states in an asymmetric fashion. The density of states of a material can be defined as the number of states found between an arbitrary point $E$ and $E + \delta E$, where $\delta E \rightarrow 0$. It follows that a material with a high density of states would allow more opportunity for carrier transport, therefore is more conductive.

In a tight-binding scheme, the carrier densities and dispersion relationships are often conveniently plotted within the periodic $-\frac{\pi}{a}, \frac{\pi}{a}$ limits, where $a$ is the lattice parameter (in the context of a cubic crystal lattice). This plot of energy vs. crystal period can be found under several analogous (though not always physically equivalent) guises in the literature, such as momentum space, $k$-space, reciprocal space, and others.

2.1.2.4. Electronic band structure and origin of oscillation

The transformation of the face-centred cubic Wigner-Seitz unit cell in reciprocal (Fourier) space is a truncated octahedron, called the Brillouin zone (BZ). The BZ contains all possible Bragg reflections of a wave vector inside a crystal. In three dimensions, any wave vector that runs from the centre of the BZ, denoted with $\Gamma$ (also the point where all momentum→0), to a plane perpendicular to the bisecting point between the centre and the next reciprocal lattice point, satisfies the Bragg condition. To aid understanding to the
student reader, interactive BZ construction tutorials are available in reference [103].

The edge of a BZ therefore “reflects” the particle-wave back inside. However, different directions impart differing dispersion relationships. Some critical points are represented by the X and L points, the geometrical centres of a square and hexagonal face, respectively. These points are the source of the complicated multi-band structure in a crystal. In some materials, the angle of the lowest edge of the conduction band does not align with the angle of the topmost edge of the valence band; this means that electrons need to change direction before they can transit through that level. A change of direction, in semi-classical mechanics implies a collision (phonon), thus a loss of energy. In this case, the excitation energy passes through a mixture of s-like longitudinal states and p-like transverse states. Such materials have an indirect band gap, and are therefore poor candidates for optical and tremendously high frequency electronic emitters. These losses of energy through phonons however, regularly occur in direct band gap materials as well, and are an important consequence for RTD design.

![Fig 2.1.2.4a. First Brillouin zone representation in k-space, after[104]. Γ, L, X points highlighted. Connecting lines show the route depicted on the horizontal axis of Fig. 2.1.2.4b](image-url)
In Figure 2.1.2.4b, a theoretical calculation of GaAs band gap is presented. The universal sp$^3s^*$ model[105] is not the most frequently used tight-binding approach to describe the shape of energy bands at various points of the BZ, but perhaps easier to understand compared to other multi-band simulations due to its practical origin in its description of the covalent bond hybridisation. It is important to note that plotting the full range of motion of the dispersion relationship $E(k)$ inside the BZ, we would need 3 dimensions spatial + amplitude, which may be rendered as colour-intensity, though it would not make for a very intuitive plot. This is one simplified way to present the changing nature of the band gap, depending on the position of the wave vector as traced by the connecting line in Fig. 2.1.2.4a. For the purpose of investigating the dominance of electronic and optical effects, transitions between the zero level and the conduction band points, particularly in the L and X indirect valleys are important. It is important to note that the origin of NDR for GaAs Gunn diodes (with a similar doping scheme to RTDs, but without the 2D confinement) is
understood to be the $\Gamma - X$ indirect transition (also referred to as transferred electron effect)[106,107], which is also the source of the high-order electronic oscillation. The U and K points are only shown for comparison purposes with the canon.

In this figure, it is notable that the light and heavy hole bands merge at 0K, and the split-offset band at $\Gamma$ is simply not modelled [108,109]. A more reasonable attempt using this band structure model was updated by Klimeck et al. [110], with coefficients obtained from fitting models to known data points using a genetic algorithm. As the authors highlight, it is important to note that even this relatively complicated model cannot take into account all conditions and usage scenarios associated with electronic band structures. The study could not be reproduced at the time of writing, however it is beyond the scope of this work.

In Figure 2.1.4.2c, a schematic of these band gap parameters is shown. Important interband transitions (VB-CB) are noted as the $E_{\text{gap}}$, $E_X$, and $E_L$. Inter sub-band transitions (for instance $\Gamma$ to $X$) may occur with varying frequency in a bulk crystal chiefly depending on excitation pump, temperature, and the level of occupancy. The split-offset band appears as an effect of spin-orbit interaction. The opposing (small) magnetic fields created by the respective orbits of the s-like orbitals in electrons (see §2.1.2) create different possible energy transitions. This can also be seen in the spectra of hydrogen.
A fairly comprehensive compendium of $\Gamma, L, X$ energy band values can be found in reference [111], combining [108,112-114] for the AlInGaAs and AlGaN material systems.

### 2.1.2.5. Effective mass approximation

The presence of multiple momentum states as shown in the bands in Fig. 2.1.2.4d can be best approximated by carrier (hole) bands with differing particle masses. This is another effect of the spin-orbit coupling modifying the charge distribution.

The dispersion relationship of an electron can be locally approximated as

$$E(k) = E_0 + \frac{\hbar^2 k^2}{2m^*}$$

This Equation introduces the effective mass $m^* = m_{fraction} \cdot m_0$ where $m_0$ is the rest mass of electron and $m_{fraction}$ is an arbitrary fraction, typically between 0 and 1.5 for FCC semiconductors. The $m_{fraction}$ is simply an adimensional modifier added to explain the behavioural changes of the electric field in different materials.

In real materials however, as we have seen in §2.1.2.4, the electronic band structure is asymmetric at different points of the BZ. This confirms the expectation that $m^*$ is dependent on the wave vector position:

$$m^*(k) = \hbar^2 \left( \frac{\delta^2 E_N(k)}{\delta k^2} \right)$$

In Fig. 2.1.2.4b & c, lower $m^*$ holes are shown to have an increasing curvature of the band, at the expense of a narrowing of the band, resulting in reduced DoS.

A corollary of the energy-dependence of $m^*$ results in a rough proportionality of $m^*$ with the band gap, as shown in Fig. 2.1.2.5.
**2.1.3 Heterostructures**

The discussion so far has revolved around the properties of single materials. However, often in the case of electronics and high frequency devices, certain optical and electronic transitions are desirable. In other cases, a high level of charge confinement is desired. The umbrella term that covers such cases is band gap engineering. Early attempts were made through defect engineering, i.e. selective adding of impurity bands to a highly purified crystal (doping, see Fig. 2.1.2.). However, this method has its limitations. The next obvious method was to adjust the lengths of the p and n layers (resulting in Esaki and Zenner diodes), and add supplementary layers (diac, triac, transistor, etc.). Adding different metallic contacts to the semiconductor junction was initially done as a matter of practicality, but it was soon observed that not all metallic combinations form ideal, Ohm-law following (ohmic) contacts. The departure from the linearity is attributed to a difference in work functions between the free valence band of the metal and the relative alignment with respect to the conduction band of the semiconductor. Other combinations, such as gold on silicon are known to cause reliability problems due to the tendency of Au atoms to diffuse into the structure and cause trap-defects [116].
2.1.3.1. Band gap alignment

However, the problem is not any less complex for semiconductor-semiconductor junctions, even in highly-compatible, well-studied material species.

Figure 2.1.3.1a. plots the relative positions of valence and conduction band potentials in several III-V semiconductors of particular interest for RTD epitaxy. Generally, the forbidden zone (whether direct or indirect) can be revealed in the bulk material using both electronic (e.g. electroluminescence spectroscopy) and optical excitation techniques (e.g. photoluminescence spectroscopy), without the use of sophisticated modelling techniques or scientific equipment with limited availability and significant running expenses (e.g. synchrotrons). However, the determination of other possible energetic transitions within the atomic energy potentials (either interband or inter-sub-band) is not guaranteed with any of the above techniques. The uncertainty of the offsets is therefore particularly large for comparatively (viz. GaAs/AlAs) less-studied material pairs such as GaSb on InAs, where the valence band offset error bar is ±20% [108,117].

It is also worth noting that some heterojunctions thus realised, may have a straddling (Type I e.g. AlAs/GaAs), or staggered (Type II e.g. InAs/AlSb) gap alignment, as shown in Fig 2.1.3.1.b. Where the alignments of the gap do not intersect at any point, it is called a broken (Type III) gap, however, these are
more readily achieved in II-VI semiconductors, with a possible exception for Ga$_x$As$_{1-x}$Sb and InAs, when certain conditions of mole fraction and misfit strain are achieved. The contribution of the latter is discussed in the next sections.

It may be worth noting that type II heterojunction resemble biased p-n junction. Depending on the applied electric field, both electrons and holes either need to overcome a barrier potential or drop towards their respective band-edge.

In the case of type I heterojunctions, depending on the direction of the bias, either the electrons, or the holes, will need to overcome a potential barrier, resulting in asymmetric I-V characteristics, assuming identical contacts to both metal types.

2.1.3.2. Model-solid theory

In section VI of their paper, Vurgaftman et al. [108] suggest that subtracting the bulk valence band positions from 2 materials is a good method to approximate the valence band offset. However, as THz-waves correspond to energies of in the orders of meV, additional precision is required in order to increase the utility of further modelling.

Fig. 2.1.3.2a re-plots Fig. 2.1.3.1b in a form that highlights the technological difficulty of epitaxially growing different species of crystals. The grey bars of phosphide-containing compounds are occasionally avoided in commercial environments due to the explosion hazard of atomic phosphine exposed to atmospheric oxygen. This is not a problem if the material is chosen as a substrate, where InP is ideally placed between the tensile, high band gap AlAs and compressive, low band gap InAs.
One problem that arises is that the relative valence band offset in Figs. 2.1.3.2 is only true for pseudomorphically grown crystals. Accumulated stress inside a semiconductor structure with one or more such heterojunctions lead to deformations of the band gap potential[118]. The Model-solid theory was used to take into account the deformations resulting in changes in that alignment [109].

The paper employs several important assumptions:

- The split-band offset is taken into account by creating an average value of the valence band energies.
- As a consequence, the effect of modelling the deformation of the valence band is de-emphasised.
- The model assumes absolute abruptness of the bulk band-edge at the heterojunction, seldom true due to arbitrary epitaxial growth imperfections. The model can therefore break down if the diffusion of the ionic centres is highly irregular, an effect exacerbated by ternary and quaternary alloyed III-V semiconductors in atomically thin layers.
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- As the lateral dimension is assumed to be infinite for the purpose of the calculation, the stress tensor is assumed to develop in the same orientation with the crystal growth direction (thus perpendicular to the crystal plane). In this work, all cubic crystal planes are (001), excluding the 0.1 – 0.7° wafer miscut used to facilitate nucleation centres in MOVPE growth techniques.

- The theory still uses the bulk-calculation valence bands offsets used as a starting point, which, as highlighted before, may have a significant uncertainty associated with them.

- The contribution of impurity bands due to atomic oxygen gettering or presence of undesirable dopant species is not included, introducing additional possible uncertainty due to mis-alignment of the Fermi levels.

- The model employs an average of the light hole, heavy hole, and split-offset bands to simplify the potential calculations in software. To get a better estimation of the band-edge, a \( \Delta_{SO}/3 \) split offset contribution is added to the average of the valence band edge. This change is illustrated in Fig. 2.1.3.2b.

- The junction is assumed at thermal equilibrium.

Additional clarifications and notations before the calculation method is shown, are noted below:

- In this work, the atomic distance of the substrate used is chosen as the ‘unstrained’ point, in this case, the cubic lattice constant \( a \) of InP at 0.5869 nm.

- The material with the smaller band gap will be named material “1” and the material with the larger band gap is material “3”.

- Material “2” is used in the case of ternary alloys, henceforth, all parameters required for material 1 are also required for material 2. If there is no known non-linearity between parameter changes in the material pair, for instance GaAs and AlAs to form Al\(_x\)Ga\(_{1-x}\)As for a given x mole fraction, a linear interpolation is assumed (Vegard law).

- The following parameters are needed for materials 1 & 2: lattice constant \( a \), split offset energy difference \( \Delta_{SO} \), tensor vectors \( c_{11} \) and \( c_{12} \), valence band hydrostatic deformation potential \( a_v \), the average of valence band energies \( E_v, av \), any band gap bowing parameters and temperature-dependent Varshni \( a\&\beta \) parameters, and the value of the band gap \( E_g \) at 0 K itself.
The following parameters are needed for material 3: band gap $E_g$ at 0 K, Varshni $\alpha$&$\beta$ parameters, the average of valence band energies $E_v, av$, split offset energy difference $\Delta_{SO}$.

![Fig.2.1.3.2b band gap model containing the direct conduction band edge \Gamma (see Fig. 2.1.2.4c), and the simplified split-offset approximation.](image)

### 2.1.3.3. Calculation procedure

Firstly, the $E_g$ for all materials is to be calculated.

Then, the deformation coefficient for each material, defined as:

$$d_{001} = \frac{2c_{11}}{c_{12}}$$

Following that, the relative band edge of material 3 is calculated:

$$E_{v,mat3} = E_{v,av\ mat3} + \Delta_{SO}/3$$

Following that, any ternary material parameters, as required:

$$P_{\text{ternary}} = P_{\text{mat1}x} + P_{\text{mat2}(1-x)} - \text{bow} \cdot x(1-x)$$

Where $x$ is the mole fraction, $x \in (0,1)$, and if $\text{bow}$ is the bowing factor (if known). If $\text{bow}$ is unknown (or $\text{bow} = 0$), the above becomes Vegard’s law.
To calculate the pseudomorphic band edge:

First, calculate the pseudomorphic layer perpendicular lattice $c_t$ in z-direction:

$$a_\perp = a_{\text{mat}}[1 - d_{001,\text{mat}} (\frac{a_{\text{sub}}}{a} - 1)]$$

With the fractional volume change:

$$\epsilon_{zz} = \frac{a_\perp}{a_{\text{sub}}} - 1$$

Change in average valence band energy:

$$\Delta E_{v,av} = a_{v,\text{mat}} \cdot \epsilon_{zz}$$

Therefore the strained upper valence band energy is:

$$E_{v,\text{strained}} = E_{v,av \text{ mat}} + \frac{\Delta S_{0,\text{mat}}}{3} + \Delta E_{v,av}$$

And, as such, the calculated valence band offset:

$$\Delta E_v = E_{v,\text{strained}} - E_{v,\text{mat}}$$

The sign of the result must be checked to ensure correctness. In the case of ternary on ternary material (e.g. $In_xGa_{1-x}As$ on $In_yGa_{1-y}As$, $x \neq y$) it is strongly advisable to write a computer program to calculate the hundreds of pairs.

### 2.1.4. Accumulated stress limitations

The coherent growth of strained layers upon a substrate without the formation of dislocations is a key challenge for epitaxy. There are several models available to calculate the so-called critical thickness for a layer of given strain. Matthews & Blakeslee (M&B) [119] developed a model based purely on mechanical equilibrium theory, yielding a lower theoretical limit of the critical thickness. People & Bean (P&B) considered the format of misfit dislocations to be determined solely by energy balance rather than mechanical equilibrium.
In general energy balance (P&B) considerations indicate that thicker strained layers can be grown than predicted by mechanical equilibrium (M&B). Experimental studies of InGaAs/InP epitaxy indicate that poor surface morphology occurs when M&B limits are exceeded, and poor photoluminescence emission and poor surface morphology occur as the P&B limit is exceeded [122].

The growth of strained layers, strain-balanced QWs and our partially strain balanced structures is represented schematically in Fig. 2.1.4 (not to scale). Fig. 2.1.4a shows the case for the growth of a strained layer upon unstrained layers. In this case stress accumulates in the structure until a force (M&B) or energy (P&B) limit is reached (shown by a dotted line) and misfit dislocations are formed. Fig. 2.1.4b shows the case for the strain-balanced structures where the average lattice constant of the structure is designed to be equal to that of the substrate in order to overcome limitations in growing multiple QW layers [123]. This situation balances accumulated stress within the structure. The situation used by the RTDs in this work is shown in Fig. 2.1.4c where partial strain-balancing is achieved, with an In$_{0.80}$Ga$_{0.20}$As QW (+1.72% lattice constant) and binary AlAs barriers (-5.32% lattice constant).

The recurrent equation (5) from M&B is solved, using standard material parameters [108,118], starting with an arbitrary positive guess value for $h_c$. $a_{InP}$
is taken as a strain-balanced point, & a graphic is plotted as $h_c$ vs the mole fraction $x$ of InGaAs. The process is repeated for $h_c$ for AlAs, then added to InP/In$_x$Ga$_{1-x}$As trace, as AlAs creates opposite plane strain.

$$h_c = \frac{b}{2\pi f} \left( 1 - \nu \cos^2 \alpha \right) \left( \frac{\ln \frac{b}{h_c}}{b} + 1 \right)$$

where:

- $b$ is the slip plane constant, kept at 0.4 nm due to the similarity of the cubic systems.
- $\nu$ is the Poisson constant of the material
- $\cos \alpha = 0.5$, $\cos \lambda = 0.5$
- $f$ is the misfit strain vs. $a_{\text{InP}}$

$a_{\text{InP}}$ is taken as a strain-balanced point, & graph is plotted as $h_c$ vs the mole fraction $x$ of InGaAs. Repeat $h_c$ for AlAs add to InP/In$_x$Ga$_{1-x}$As trace, as AlAs creates opposite plane strain. M&B model was conceived with the cumulative stress of both sides of a QW in mind in a near-LM system. The difference vs. equation 5 of the paper is that the worst-case strain is assumed, with contribution from 1 barrier. Therefore an additional $\frac{1}{2}$ factor is multiplied with the converged result to obtain this.

Finally, the critical thickness against the unstrained lattice constant of InP, is plotted depending on the mole fraction $x$ of In$_x$Ga$_{1-x}$As. According to the M&B model, 5.04 ML of InAs can be uniformly grown on an InP substrate before strain relaxation through the formation of misfit dislocations become a problem. This area is shown in green in Fig. 7. To obtain the yellow region, we add the critical thickness of the tensile AlAs barrier to this value, as InAs is compressive. We assume the worst-case scenario where only the first barrier matters in the relaxation scheme [122]. The red zone will thus exceed this limitation, where growth may be possible, with the risk of introducing increasing numbers of defects the further the distance from the strain-balanced point. Furthermore, the black zone also exceeds the P&B limit. We are not aware of any high-quality epitaxial growth attempts that breach this limit.
Chapter II: Modelling background of RTDs

2.2. Mesoscopic scale modelling

This section introduces the background theory used to simulate the electronic and optical properties of RTDs.

2.2.1. Quantum confinement

It is possible to create artificial trap-states by creating a band potential ‘well’, comparable with the wavelength of electrons. In practice, the easiest way to achieve it is to epitaxially grow thin (from monolayers to tens of nm) sheets of material, with a different material in the middle.

![Type I QW and Type II QW](image)

**Fig. 2.2.1a.** Discrete confined energy levels in Type I and Type II quantum wells and their respective dominating transitions without bias.
Figure 2.2.1a exemplifies 2 common band edge potential arrangements seen engineered to obtain such potential wells. In a semi-classical analogy to a pipe with air travelling inside, the confined electron-wave will resonate producing a standing wave. There can be 1 or more harmonics as a result, which, by necessity, have different numerical values from the respective band edge. The energy and spacing between those confined levels varies with the potential depth and width.

When external excitation (either electrical, optical, magnetic, tribologic) is applied to the structure, electrons and holes have a chance to form an electron-hole exciton pair, which, after a given life time, will collapse via an emission of a photon, or be re-absorbed via a phonon, whilst an electron will lose momentum and fall to a lower energetic state. The reverse absorptive process is also possible, hence the double-sided arrows.

In a Type I QW, the energy of a photon created by the transition of a particle from conduction band confined level, to a valence band confined level, has a unique energy signature that is different from either band gaps of the material pairs involved.

Uniquely, in a Type II QW under a low density of excitation, the hole levels do not efficiently align, therefore, the electrons of the QW recombine with the hole levels of the bulk material.

QWs provide 2D dimensionality reduction in the Fermi sphere, but are without a doubt the easiest to fabricate amongst the quantum confinement structures. Entire classes of devices, such as QW lasers[124] and MESFETs[125] benefit from this form of band gap engineering. 0D confinement is practically realised with Quantum Dots, and have opened a great niche in optoelectronic components due to their reputed reliability and stability over time[126], however, growing highly uniform dots to attain ultimate confinement remains elusive[127]. 1D confinement given by nanowires is still mostly exploratory at the time of writing, though techniques to aid manufacturability have emerged over the past few years[128].
2.2.2. Transmission matrix theory and RTD operation

When several well potentials are spaced apart periodically, with the periodic potential variation spaced within the mean free path of an electron inside the lattice, the wave functions representing the carrier confinement in these wells interact with each other.

These interactions form a series of mini-bands across the BZ, merging confined states into a continuum of energy levels across such a periodic structure[129]. Such structures are called superlattices, with an apt analogy to superstructures in civil engineering. RTDs do follow this essential criterion, but it is of note that crystal growers refer to a superlattice exclusively as a periodic layer structure of different material pairs.

Fig 2.2.2. Conduction band edge potential (vertical), under an applied electric field with a double barrier tunnelling structure. Material A is a degenerately n-doped version of material B, whereas material C forms a high potential barrier. Material D may be engineered to be purposefully different from B. The lines illustrate the alignment of the Fermi level and their respective linewidth broadening due to the triangular well potential.

Fig. 2.2.2 presents the conduction band of a superlattice of different materials, a double-barrier tunnelling system shown under bias. The merged mini-bands of the QW(material D) + barrier system(material C) appear as a quantifiable quasi-bound level, with a degree of linewidth broadening due to the triangular potential wells thus formed [130]. Depending on the relative height of the barriers, as well as the relative band alignment and thickness of D, less/more quasi-bound energy levels may be present. Essentially, given a certain bias, the quasi-bound level of C+D (pushed down), aligns with the Fermi level of B,
resulting in a permeation of the entry-barrier. After a given saturation point, the QW leaks charge via tunnelling towards the device collector.

However, carrier leakage in and out of the C+D structure happens within an average dwell lifetime $\tau_{dw}$. Though previously thought so, it appears there is no immediate correlation between $\tau_{dw}$ and the maximum modulating frequency of the device[131]. Instead, tremendously high cut-off frequency devices have evidenced that the length of unintentionally doped material (and thus, transport relaxation times after the entrapment) is more important for unity gain bandwidth vs. $\tau_{dw}$ [132].

2.2.2.1. Operation of the RTD resonator

To better illustrate the principle of band alignment in Fig 2.2.2, a model of a GaAs/AlAs RTD is presented using the method presented in §2.2.3.

Fig. 2.2.2.1 plots the density of states at the $\Gamma$ point (traced as a potential outline in the top figure), using the multi-band approximation calculated in Fig. 2.1.2.4c. This is a GaAs/AlAs RTD symmetric structure with $3 \cdot 10^{18} \text{cm}^{-3}$ n-impurity near the contact layers, with 1.2nm thin AlAs barriers and GaAs well of 5nm.

In the top figure, at 0V, the first quasi-bound level, $E_1$ is apparent near the conduction band edge, sitting at +85meV above the $E_F$ given by the emitter. A broadened state is observed between 250-300meV, caused by discontinuities in indirect band gaps (X and to a lesser extent, L valleys). Finally, a 2nd resonant state $E_2$ lies at 430meV. I would remind however, that the DoS plot is not an indication of the occupation of the states, but a mere indication of their existence.

The outline of the conduction band is traced as a darker grey zone along this level. Fig.2.1.3.1a shows that the relative position of $\Gamma$-band edge of AlAs vs. GaAs is -800meV. It is notable that the perturbations of the DoS reaches beyond this level, merging with the continuum states. However, the X-point of AlAs is offset by only -70meV, which leads to phonon-activated sub-band tunnelling processes, which are necessarily lossier and slower compared to $\Gamma - \Gamma$. 
transitions[133,134]. This process is the main reason as to why the GaAs/AlAs material system has been largely abandoned for RTD applications, as it would necessitate powerful heat extraction in order to perform within expected design parameters.

In the middle figure, a voltage has been applied and one can note the position of the injector level being slightly out of alignment. A fraction of the carrier energy will be lost tunnelling through the AlAs barrier, which is why the “on-resonance” condition before the onset of the negative differential resistance, may not necessarily correspond to the bias point. In the limit of no phonon contribution and perfect crystal quality, at this point, 100% of the electrons would transit the structure.

The lower figure shows a minima in the conduction point (current valley), where the injector level is misaligned with respect to either $E_1$ or $E_2$, but before thermal effects begin to dominate. For thin barriers, attempting to exploit $E_2$ may result in electrical fields close to the ionisation breakdown of the material.

In all cases, some peculiar striations may be observed in as alternating levels of DoS. These are a knock-on effects of simulating crystal orbitals in the tight-binding approximation (travelling Bloch wave), and are particularly visible in this multi-band case, showcasing the BZ edge. I would note that the sp3*s* model does not include a treatment of the 5 atoms found in an FCC unit cell, but in this implementation models 2 atom-like objects with 5 pairs of tight-bound orbitals, therefore the predictions brought by these waves should be interpreted with caution.
Fig 2.2.2.1. Plots of a multi-band model of the active region of a GaAs/AlAs RTD at 300K, at 3 different bias points. Grey level represents the density of states in arbitrary units. Darker is a higher density.
2.2.2. Extensions to the transmission matrix theory

The first attempts to describe the electrical transport properties [129,135] have had the important consequence of explaining the possibility of obtaining negative differential resistance decoupled from the conventional transferred electron effect used by n-i-n Gunn diodes.

The result is attributed to a combination of the narrow mini-band region across a slice of the Fermi sphere leading to the possibility of exciting conduction band electrons to a level beyond that of the band-edge of the bulk material. However, this effect has a critical threshold requirement for an applied electric field. When the electric field increases past a certain point, it is expected that Zener tunnelling, avalanching, impact ionisation[129], and other thermal scattering-assisted events[136] will dominate over the increased conductance, practically losing the excess energy to heat.

Later, the result was extended to apply for multiple-barrier tunnelling systems [137], leading to what is widely referred to as the Tsu-Esaki formula of the electrical current density for resonant tunnelling diodes [138]. However, one must be careful about generalising such concepts, because the definition of the electrical current, that of a group of travelling particles-waves, only applies to bulk solids. Though apparently pedantic, when mesoscopic structures and carrier confinement come into question, values for the conductivity may be obtained, which do not necessarily have a direct physical correspondence [139].

Initially, this model included the assumption that the effective mass $m^*$ would be constant throughout the structure, as each carrier with different $m^*$. Later, Schulman[140,141] extended the model to allow different $m^*$ between the emitter-level and QW of a double barrier tunnelling structure. Schulman presents a case that even if the same semiconductor material is used between the emitter and well, the different dispersion relationships, exacerbated by the quantum-confined Stark effect, result in different energy separation levels, thus the integration for the parallel component of the momentum vector $k_{||}$ happens between different $\Delta E$. 
2.2.3. Self-consistent non-equilibrium Green’s functions

The transfer matrix theory provides a great analytical base, however extending the model to include elastic carrier-carrier interactions and arbitrary losses through changes in $\vec{k}$ components (e.g. scattering through an optical or acoustical phonon), can prove to be very costly from a computational point of view, even on contemporary hardware, as the contribution of each carrier will require integration, summation and verification at every step. An alternative method for this multi-carrier problem was proposed in the mid-80s, using the Landauer-Büttiker [142,143] formalism as a base.

In this context, Green’s functions are employed as an integral kernel to simplify calculation of the system’s many-body Hamiltonian after the interaction with the voltage potential. Fig 2.2.3. shows this interaction for a 1-particle event, resulting in the separation of the incident wave-function into a transmitted(T) and reflected(R) wave. In the ideal case where an additional potential due to carrier scattering does not exist:

$$T^2 + R^2 = 1$$

Fig. 2.2.3. Diagram representation of an incident wavefunction of a given wavevector $k_z$ separated into a Transmitted (T) and Reflected (R) wave. The vertical and horizontal axis are the potential and crystal direction, respectively, in arbitrary units.

Generally, with RTDs, it is assumed that the device is identical in lateral directions, therefore the potentials are similar, reducing transport calculations to a 1-dimensional problem.

An important consequence of the Fermi-reservoirs represented by the 2 n-doped contacts of the device is that each transmitted wavefunction contributes to a minimum of:
to the conduction of the device [139], where $e$ is the electron charge and $h$ is the Planck constant. The strength of the coupling of an incident wavefunction from the emitter potential to an arbitrary intermediary level is noted $\Gamma_L$, and the correspondent from the collector is $\Gamma_R$. The sum of the two terms can be seen as a broadening function of the transmission probability.

There are several tutorials for varying levels of understanding [139, 144-147] and papers [148-151] that discuss the assumptions and equations behind the complex non-equilibrium self-consistent Green’s functions model. This must be understood as a generalist mathematical method that is given physical meaning in the context of semiconductors. The non-equilibrium is meant that the system is not under equilibrium (energy & momentum is transferred from the emitter to the collector), whereas the self-consistency means that the modelling includes recurrent checks whether a condition has been satisfied, in this case if the Poisson charge distribution and the band potentials respect a convergence criterion. This is highlighted in the next sections.

### 2.2.3.1. WinGreen software description

D. R. Hartree [152, 153] is generally credited in creating the bridge between the Bohr understanding of an atom as orbital shells, and the Schrödinger’s formulation of an atom with a wave-like energy behaviour. The problem with the formulation of the Schrödinger equation is that the Coulomb interaction term is based on the relative distance $r$ between 2 electrons, whereas the wavefunction $\psi(\vec{r}_1, \vec{r}_2)$ is multivariate and cannot be separated due to the presence of the positional vectors. Nor could the Coulomb term be neglected, because e-e repulsion becomes significant as $r \to 0$.

The Hartree approximation assumes that the value of the e-e interaction is roughly given by a spherical symmetry of the atomic system at the position $r$. An important contribution here was to express the new equation in the spherical coordinate system, greatly simplifying its form. A detailed treatment of the Hartree potential from a contemporary perspective is available in Ref. [154].
Fig. 2.2.3.1a. shows a schematic block chart of the operation of one such piece of software that implements the NEGF with charge self-consistency. The self-energy of a given atomic orbital is calculated recurrently, initially assigning a guess, to then iteratively converge until the difference between the sum of guesses and the calculated charges is below an arbitrary threshold number. In order to fill occupancies in the valence band, a Poisson distribution is calculated at every step. Once the charge distribution passes the self-consistency test, current, energy transmission and the density of states can be quickly calculated.

Determining the band potentials, simulation boundary conditions and applying the temperature constant is a one-time process per run.

However, filling multiple bands per run can take a significant amount of time, (particularly when a matrix of simulations are required to fit a set of parameters) and may not be necessary to explain conduction around the \( \Gamma \) point of the BZ expected for higher occupancy states of the valence band. Fig. 2.2.3.1b compares a conduction-band-only density of state plot with that seen of the multiple-band case. It is of note that \( E_1 \) and \( E_2 \) can be predicted within \( \pm 15meV \), without additional differences between the two. Bearing in mind the difficulty in determining the precise band alignment inside a structure with
unknown hydrostatic strain (§2.1.3.2.), it is not unreasonable to assume that these numbers can be fit quantitatively with additional correction factors.

Fig 2.2.3.1b WinGreen Density of State in a 1-band model and 10-band sp3*s* (as seen in Fig. 2.2.2.1.). The dotted lines are a guide to the eye for the relative positions of $E_1$ and $E_2$ quasi-bound states.

Fig 2.2.3.1c. Uncalibrated I-V characteristic of 1-band and 10-band sp3*s* models for a GaAs/AlAs RTD.

The relatively small differences in I-V characteristics of the 1-band and 10-band case do not warrant the additional complexity implied by the latter for Type-I QW RTDs. This case is particularly interesting for GaAs/AlAs due to the indirect band gap alignment concerns.
2.2.3.2. Regions of simulation

Importantly, the user can define the regions of the simulation. For instance, the large Fermi reservoirs of a RTDs reach equilibrium fairly easily compared to the active region. For these, the semi-classical Thomas-Fermi charge calculation is perfectly adequate. However, due to level quantisation complicated by the charge interaction, this is not sufficient inside the QW region, thus a full Hartree potential enabled calculation is required. This process is significantly more computing intensive compared to the semi-classical case, noticeable even on contemporary computing hardware.

![Graph showing forward and reverse I-V characteristic of an RTD with Hartree potential calculation region indicated by dashed line.]

In Fig 2.2.3.2a an example is shown suggesting the way to choose the boundary regions. A design necessity of RTDs is to contain an unintentionally doped spacer layer between the highly-doped reservoir and the barrier. The role is two-fold: protect the active region from incorporating dopant, and facilitate the creation of a higher “launch” level for the electrons to tunnel through the barrier (triangular potential to QW pseudo-2D → 2D tunnelling), reducing the bias requirement. It is common to utilise asymmetric spacer layers [155,156] to balance the minimal carrier transport $\tau$ at the expense of biasing increases. The origin of the I-V asymmetry in the above graphic can be traced to the intentional variation in spacer thickness, as well as the slightly asymmetric doping profile.

Ordinarily, the Hartree region is logically chosen between the double barriers as its limits. However, one way to simulate the multiple relaxation processes that may happen inside an imperfect RTD structure is to extend this region by a few
monolayers after the exit-barrier in the direction opposed to the conventional current flow.

Fig. 2.2.2.3b Forward I-V characteristic shown with Hartree region taken at the edge of the exit-barrier (0 ML), with increasing monolayer steps.

Fig 2.2.2.3b exhibits the effect of varying this charge calculation region. It is notable that the slope of the NDR is preserved as this region is increased. Furthermore, because the total charge in the QW-continuum is integrated over a larger “device” area, the overall current peak can be fit over ±30%, before considering additional contact effects, including imperfections and Fermi-pinning due to Schottky junctions. In this case, the 1 ML plot shows a random point of numerical convergence failure, normally removed from data sets.

WinGreen should not be seen as a “black box” simulator that applies these models of quantum electrodynamics to an arbitrary structure. The guess and Poisson iteration parameters are customisable, allowing more convergence options in the case strong non-equilibrium region, such as those posed by severe band discontinuities (modelling polar effects in GaN crystals or several monolayer-thin bands). In order to make effective use of the relatively simple software, one must have a good grasp of its limitations. For instance, whilst bulk hole charge calculation is performed, hole current is not shown. As an effect, Type-II structures, pn junctions or Schottky contacts are less likely to be simulated correctly. However, simple-electron hole interactions may be modelled, separately, by flipping the band gap upside down and changing the effective mass to that of holes, to obtain the quasi-bound hole levels. This method is adequate for Type-I QW RTDs.
2.2.3.3. Scattering parameter

In the limit of suitable mini-band alignment, both the transmission matrix theory and NEGF suggest that in a coherent $\Gamma - \Gamma$ tunnelling process, there is a 100% chance for electrons of a certain energy to transit the structure. However, the carrier wave vector does not always remain bound to the $\Gamma$ point of the BZ, and there may be several ionic impurities and other scattering centres that would cause the carriers to lose their evanescent coupling. Therefore, a provision to model these in-plane travelling wave vectors is a necessity to increase the accuracy of the simulation. WinGreen provides this via the means of an imaginary component added to the real part of the wave vector.

![Graph](image1)

**Fig 2.2.3.3a. Transmission plot throughout the structure focusing on $E_1$, shown with several variations of the ‘scattering’ parameter inside the QW**

![Graph](image2)

**Fig 2.2.3.3b Transmission plot throughout the structure focusing on $E_1$, shown with several variations of the ‘scattering’ parameter in the degenerately doped regions**
Fig 2.2.3.3 a & b plot the variation of this ‘scattering’ parameter for the QW and Fermi reservoirs, respectively. The scattering parameter is larger in the doped region by a factor ~5-10, as expected by the increase in ionic impurity centres. In both cases, increasing this parameter broadens the linewidth of the function, exhibiting non-resonant tunnelling behaviour. Fig. 2.2.3.3c shows the large variations in I-V characteristics achievable simply by adjusting this scattering parameter.

![Fig 2.2.3.3c Uncalibrated I-V plot of RTD simulations using different values for the scattering parameter.](image)

One of the arguments to employ the Green’s function method has been due to the unphysical discontinuity calculated in the I-V characteristics with the transmission matrix theory, particularly with high-density current systems such as InGaAs/AlAs on InP or InAs/AlSb on InAs [157]. This discontinuity, manifested as an artificially high $\delta I/\delta V$ before the peak current has not been observed experimentally, however, it does occasionally appear in theoretical studies [158]. It is possible to reproduce this problem in WinGreen by setting $\Gamma \rightarrow 0$ in the active region, which results in random fluctuations of the QW charge near the on-resonance condition, due to the very narrow linewidth of the transmission levels thus computed.
Finally, Fig. 2.2.3.3d simulate InGaAs/InAs/AlAs on InP RTDs found in this work using different combinations of all simulation parameters in this section. There are several key points observed here:

- Tunnelling appears to be thermally activated, consistent with early observations seen in GaAs/AlAs RTDs, but inconsistent with the latest temperature-dependent I-V measurements in InGaAs on InP RTDs [159].
- Low scattering values create a very high NDR at room temperature, but appear to cause bias-dependent charge oscillation in the QW.
- Using the Varshni correct band gap for a given temperature better predicts the $E_1$ energies, with a distribution of the peak $V$ with temperature approaching that observed experimentally.
- In the limit of no scattering, the simulator fails to replicate realistic results. This is a limitation of the method, and it is considerably difficult to decouple scattering mechanisms unlike Monte-Carlo simulations.
- The slope of the NDR varies with drastically with lower temperatures, again suggesting that individual calibrations need to be performed to
replicate temperature dependent IV-T characteristics with a high degree of accuracy.

Furthermore, the components of the extrinsic circuit also alter their values with temperature non-linearly, correspondingly skewing the results of the model which are not modelled here. Early GaAs/AlGaAs RTD attempts\cite{138,160} which followed this distribution may have lost the advantage to impurity scattering in their thick barriers at lower temperature, as well as the lossy indirect sub-band transitions.

2.2.4. Software alternatives

Nanohub.org NEMOv5

Based on Prof. Datta’s work, this Purdue University-created simulator\cite{82} has a multitude of solvers and an ever-growing complexity. Its feature set is unique, but community support is very limited for the offline version. The compilation tree of this software is impressive and requires specific outdated versions of some packages, notably VTK 5.1, and making several alias paths in Linux distributions (attempted on Ubuntu and CentOS), which makes the installation difficult. There is a precompiled build available\cite{83} that works on all Linux distributions tested, but will have some limitations: i.e. the version was nearly 2y old at the time of writing and some data output fails unless the specific dependencies are installed; particularly 3D data to visualise structure or atom distribution in real space.

The RTD example files no longer work with the current versions, as the ‘ramper’ simulator is deprecated. The other retarded Green’s function solvers are not directly compatible and need a re-write of the input file\cite{84}. Thus the conclusions drawn on the NEMO engine for RTD simulation are based on a simplified online tool provided as a virtual environment\cite{85}, limited only to the GaAs/AlGaAs system. Another quirk of this solver is that turning off the resonance finder (Lanczos iterations) will greatly improve the speed of simulation, but will yield a different shape of the IV curve. Another disadvantage in this online teaching tool is that the Hartree solver is unstable and will yield oscillations in the valley which are not seen in IV plots of real devices.
Overall, NEMO should be the main point of a simulation paper, as its capabilities are the most advanced of all the software reviewed.

**WinGreen v. 2.1.1**

WinGreen [86] was written by then RAs at the Forschunszentrum Jülich with an interest in digital signal processing, computer engineering and with a pedigree in semiconductor physics. Much of their materials database is based on Palankovski’s PhD work at TU Wien[69], but fortunately it can be re-written to include newer findings such as Vurgaftman *et al.* [70].

![Fig 2.2.4. I-V characteristic of an identical structure computed in NEMOv5 and WinGreen](image)

It is an attractive piece of software tailor-fitted for RTDs; moreover, it has a very small program size and its use is very straightforward due to an intuitive simulation software. As an added feature, it supports modelling in different growth directions if the 10-band $s^*p^3*$ parameters are specified. The interface between two materials is defined with an abrupt model, and the program files does caution about the accuracy of the simulations when large band offsets are involved and/or 2-3 monolayers are implied.

Like NEMO, the Schrödinger solver works with absolute values for the $z$ direction, whereas all other computations use a fixed ‘lattice constant’ parameter and samples points 1 monolayer at a time. The software can only be obtained by contacting the authors directly and is no longer maintained.
The differences in Fig. 2.2.3 between the two software could be explained by a slightly different interpretation of the scattering parameters and different assumptions on the initial conditions.

**Quantum Wells, Wires and Dots (QWWAD)**

This software [87] started out of the necessity to simulate Leeds’ University grown quantum cascade lasers, and the software known as QWWAD is a fraction of that program [88]. As other simulators, it is a collection of numerical and analytical solvers that can be linked together using the formally rigid Linux awk C-like scripting framework.

Its main goal is to be an accompaniment to Paul Harrison’s eponymous book [89], but it can be a quite formidable 1D solver if used correctly, including the NEGF method. QWWAD was released to the public after the simulations had been completed.

**Sivaco ATLAS 2D**

Part of the TCAD, one of the industry-standard suites for device physics, this can simulate any device geometry. A 1D device is treated as a slice of a 2D surface, where less mesh points need be defined. It has a capable quantum solver, though without much novelty about it and a well-written manual, as well as a good tech support.

The scripting language is similar to MATLAB and the syntax is generally equally forgiving (forgotten semicolons for instance).

The simulation software needs to be acquired as a bundle, annual licensing.

**Synopsis TCAD**

A competitor to the Sivaco offering, it tends to be better when batch processing jobs are required due to its powerful queuing system, hence very suitable for a computer cluster scenario. The programming language is more strict and closer
to C in terms of syntax. The manual is much shorter and support for academic versions is placed as a low priority.

**COMSOL Multiphysics**

It has been suggested [90] that this generalist software is also useful for simulating short period superlattices and other nanostructure systems.

**NextNano 3 and nextnanomat**

The base versions of nextnano offer more complex models for acoustic and optic phonon interactions [91] where the authors claim to make an important difference in this class of devices [92]. A tutorial for RTDs is available [93], but it is not particularly helpful for novel device simulation, as the barriers are 3nm thick with \(Al_{0.3}Ga_{0.7}As\) on GaAs, and no source code is present for duplication of the results. Nextnano features few example files and is not the most user-friendly software, but does work under Windows.

There is an additional solver version that has a novel NEGF algorithm claimed to be more efficient at a minimal expense of accuracy [94], though the latest version is dated 2013, and no updated licensing file was released to test it.

**2.3 Electronic modelling**

The RTD device, with its very thin active region and generally shallow contacts is one of the fastest solid state devices. The previous section have highlighted the theory behind the origin of the resonance. As the conduction band potential diagrams suggested, the role of the metallic contacts cannot be understated, particularly for high speed, high current density applications, where minute changes in the complex impedance of the device, could result in vastly different optical power extraction. In this section the circuit topology of a typical extrinsic RTD quasi-optical emitter-oscillator is presented, and explained why it matters.
2.3.1. Circuit model

The DC-to-RF conversion efficiency has always been a concern for RF and optical components, and the trend is particularly important with personal mobile devices and large data centres alike. Battery life is limited, and the aggregated energy usage of IT infrastructure is significant (See Chapter I).

So far, the mesoscopic modelling has been shown capable of highlighting key predictions about the shape of the I-V curve of a device, including the peak voltage, the NDR, and the positive differential resistance curves given by the off-resonance conditions. Early theoretical attempts based on the understanding of vacuum tube oscillators [162] were made to describe the extrinsic NDR behaviour of a tunnelling diode. The model is still valid for RTDs. Essentially RTDs have been described as a Van der Pol oscillator, a special case of the Liénard equation [163], in its canonic form:

\[
C \frac{\partial^2 v}{\partial t^2} - \left\{ \left( g_d - g_L \right) - 3h v^2 \right\} \frac{\partial v}{\partial t} + \frac{v}{L} = 0
\]
This equation is used to characterise a lossy tank circuit with a pure capacitance \( C \), transconductance \( g_d \), negative differential conductance \( G_L \), and a pure inductance \( L \), all in parallel.

Transferred into the current domain, and approximated to the 3\(^{rd}\) order polynomial, the equation can be approximated [164] to:

\[
i(v) \approx a_1 v^3 + a_2 v^2 + a_3 v + a_4
\]

In Fig. 2.3.1a. the contributions of the parameters \( a_1 .. a_4 \) are highlighted. A limitation of the 3\(^{rd}\) order polynomial is quickly apparent when one notes that real RTD devices may have different PDR slopes, whereas here \( a_1 \) is the slope for both (given by the 3\(^{rd}\) power parabola). Also with a direct physical equivalent is \( a_3 \), which equates to the NDC. Instead, \( a_2 \) provides the \( \Delta V \) swing voltage between the peak and the valley, and \( a_4 \) is a constant dependent on structural imperfection [159]. Therefore, when \( a_2, a_4 = 0 \), we are dealing with the ideal, adiabatic RTD. The polynomial itself is an imperfect fit, as when \( v \to 0, i = a_4 \) which cannot occur in practice.

If the power over the NDR region is integrated, one obtains:

\[
P_{NDR} \approx \frac{3}{16} \cdot \Delta V \Delta I
\]

where \( \Delta V, \Delta I \) are defined by the difference in peak vs. valley voltage and current, respectively, for the static DC signal. This important approximation has been linked to the maximum extractable oscillation power achievable [164] at DC levels.

However, for an accurate picture, one must consider the role of the small-signal oscillation and how it might be influenced by the reality of the circuit extrinsic to the device. In Fig. 2.3.1b an equivalent circuit for the RTD THz emitter is shown and note several device parameters that impact conversion efficiency. To achieve this, several components are of note: the DC power supply and the electrical leads or traces, seen as extrinsic impedance elements, the fabricated RTD device, consisting of the intrinsic I-V characteristic of the RTD, and its
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associated waveguide and antenna. The summary diagram represents the various elements as complex impedances, all which need to be matched to satisfy the maximal power transfer conditions. $Z_s$ is the input impedance of the power supply unit. $Z_{tr1,2}$ represent the impedance due to the traces, module and packaging found in a typical system. $Z_{ce}$ and $Z_{cc}$ represent the emitter and collector contact impedance due to the metallization. $Z_{sheet}$ represents the impedance that can appear due to various mesa fabrication configurations, including the contribution of sidewall leakage current. The intrinsic characteristics of the RTD are included as a single element (a non-linear voltage controlled oscillator). $Z_{cpl}$ is given by the λ/4 coupler and $Z_L$ represents the load, or antenna, impedance. In order to produce a tunable system, several elements require controllability [7].

Several elements are apparent in this extrinsic circuit which govern the overall oscillator performance, and at a system level, losses (via both real and imaginary conductance components) through the power distribution network cannot be understated. Most attempts to realise THz emitters using RTDs have employed monolithic circuits with the shortest possible electrical lengths. Keeping with the trend of other parametric resonators, the RTD element is usually sat directly into a cavity, slot, or connected to a patch antenna via a microwhisker.

$$a_3 = \frac{3}{2} \cdot \frac{\Delta I}{\Delta V}$$
\[ a_1 = 2 \frac{\Delta I}{\Delta V^3} = \frac{4}{3} \frac{a_3}{\Delta V^2} \]

Therefore, in this ideal approximation, the small signal conductance given by the oscillation could be written as

\[ g_d = a_3 - \frac{3}{4} a_1 V_{ac}^2 \]

This is an important theoretical result that is the first step in estimating the maximum frequency[164,165], however, precisely determining the maximum amplitude of the oscillation, \( V_{ac} \), can be difficult in practice due to the DC instability of the device skewing the measurements.

### 2.3.2. Maximum Operation Frequency

In practice, to optimise the RTD resonator topology, inductive components are reduced to a minimum through careful placement of metal-insulator-metal elements. In the limit of frequency independence of the component values, Sollner et al.[166,167] obtained a simplified equation for the maximum frequency attainable:

\[ f_{resonant} = \frac{1}{2\pi C} \sqrt{\frac{G}{R_{series}}} - G^2 \]

where \( C \) and \( R_{series} \) are also assumed nearly-independent of bias voltage, and \( R_{series} \) represents the cumulative resistance added by the series components. Whilst this might be true for bulk approximations of the contacts and epi-layer capacitance, in practical measurements, one may observe a variation in \( G \) (NDC) with bias[159].

The impedance matching between the RTD and antenna is thus achieved when

\[ G_{max} < \frac{1}{2R_{series}}, \text{ where:} \]

\[ f_{max} \approx (4\pi CR_{series})^{-1} \]
2.3.3. Dynamic capacitance

As mentioned in §2.2.2, the operating frequency of the RTDs also depends on the carrier transit times. Previously, the model of the circuit also assumed that the capacitance of the device is unchanging. However, the capacitance-voltage characteristic deduced from electrical measurements, also follows areas of negative differential capacitance[21]. In electrical terms:

\[ C_{dyn} = \frac{\Delta Q_{depl} + \Delta Q_{QW}/2}{\Delta V} \]

Where Q is the 1-D case charge stored in the depletion area and QW, respectively. To adapt this for the case of WinGreen 1-D simulation:

\[ C_{dyn} = \left( Q_{depl\,Pk} - Q_{depl\,Val} \right) + \left( \frac{Q_{QW\,Pk} - Q_{QW\,Val}}{2} \right) \cdot \text{step}_{size} \cdot q_{electron} \]

\[ \cdot \frac{\text{area}}{V_{val} - V_{pk}} \]

Where the \( \text{step}_{size} \) is always the lattice-matched constant half-distance \( a/2 \), for InP-0.293nm, \( q_{electron} \) is the elementary charge of the electron, and area is scaled for the mesa area of the diode to verify dimensionality, as the charge at a given point is at the cube root.

A key problem however is given by the choice of the depletion area in simulation results, which will also be, to some extent influenced by the Hartree region choice in §2.2.3.2.
Fig. 2.3.4. Band potential (red) with the top band representing the conduction band, biased at on-resonance condition. The blue plot is the stored charge at the given point. Different choices of the depletion length are shown.

Fig. 2.3.4. shows several possible choices for a depletion area, which will ultimately depend on the doping profile of the RTD structure. As the carriers travel after the unintentionally doped spacer layers, they reach an equilibrium state, to increase to even greater concentrations in the degenerately doped contact regions. The best estimations so far could be achieved by taking the limit of the near-equilibrium state in the sub-collector doped step region, yielding an estimation of $C_{dyn, peak} = 4.88 \text{ fF} \cdot \mu m^{-2}$, within the higher range quoted in Shimizu et al. [21].

This has not been confirmed with measurements. The static DC capacitance due to the epi-layer themselves is ~150fF.

2.4 Further work

Whilst the RTD can be understood qualitatively at a high level, with models of varying complexity having been attempted in the past, details pertaining to the fine operation of this mesoscopic devices are still obscured.

Notably, the theoretical framework behind the understanding of solid-state physics is a work in progress. Sophisticated models that may benefit RTD modelling are not be widely in use by the general scientific community, and could easily constitute the topic of a doctoral thesis on its own. From electronic
band structure, band alignment, to the theory of stress and strain deformation potentials, the expectation is that in the upcoming decades, the theoretical toolbox used in this work will be considered obsolete and superseded by quantitatively accurate methods.

At the time of writing, the non-ohmic low temperature behaviour [168,169] of the RTD contact layers could not be correctly accounted for. Top contact metal layer surface roughness has also been quoted as a source of conduction loss [170]. Therefore a more advanced investigation is needed to accurately simulate a full RTD system at an arbitrary temperature.

The semi-physical scattering parameter added in the self-consistent calculations cannot deconvolute sources of elastic scattering (phonon, impurity, interface roughness). More sophisticated work has been carried [171] to extend the NEGF method to improve the utility of its output without the computational expense of Monte Carlo-based simulators.
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This chapter elaborates on the concepts introduced in Chapter II and discusses practical factors that influence the RTD performance of a given layer structure.

Firstly, several candidates for a figure of merit are presented from the canon, followed by a discussion on the assessment criteria and their possible shortcomings.

Before the modelling parameter space is explored, impactful modifications due to structural imperfections are presented. An explanation of possible departures from measurements is given for the negative differential resistance region of the RTD due to DC instability, revisiting the role of the scattering parameter, introducing the series resistance loss to compensate for the role of the extrinsic circuit. The role of variations in fabrication is discussed, including local variations of doping density and AlAs barrier thickness. The role of the effective mass is considered in isolation. Each energy band of a given material has an associated effective mass of its carriers, therefore, a decoupling is pursued to differentiate from differences in the band energies that appear as a result of changes in the .

Then the parameter space analysis proceeds to evaluate the barrier and QW thickness, as well as mole fraction of the $In_xGa_{1-x}As$ crystalline alloy inside the QW. This is carried out for a proposed efficiency figure. The analysis concludes by highlighting the manufacturable structures based on accumulated stress limitations, to then turn the attention towards the specific requirements of >1 THz devices.

Finally, the rationale for the manufacture of InGaAs / InAs / InGaAs “sub-well” devices is explored in a parameter space similar to the previous.
3.1. Figure of merit candidates

In the previous chapter a modelling methodology was discussed, without suggesting a figure of merit. In line with optimising other sophisticated engineering products, certain performance trade-offs may be required to reach a design specification given by the application. A semiconductor laser for instance may increase production costs and sacrifice overall peak emission energy output to attain tunability and the lowest possible divergence angle in the far-field.

Likewise, a resonant tunnelling diode may have different requirements with realisable applications given the power budget (see Chapter 1): board-to-board communications, mobile phone transceivers, local oscillators, THz receivers, etc. Several key performance indicators for RTDs are presented below and discussed.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Typical Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J_{pk}$</td>
<td>Peak current (density)</td>
<td>$mA cm^{-2} = 10 mA \mu m^{-2}$</td>
</tr>
<tr>
<td>$J_{val}$</td>
<td>Valley current (density)</td>
<td>$mA cm^{-2} = 10 mA \mu m^{-2}$</td>
</tr>
<tr>
<td>$V_{pk}$</td>
<td>Peak voltage</td>
<td>$V$</td>
</tr>
<tr>
<td>$V_{val}$</td>
<td>Valley voltage</td>
<td>$V$</td>
</tr>
<tr>
<td>$V_{pk} - V_{val} = \Delta V$</td>
<td>NDR region voltage</td>
<td>$V$</td>
</tr>
<tr>
<td>$E_1$</td>
<td>$1^{st}$ quasi-bound state level</td>
<td>$eV$</td>
</tr>
<tr>
<td>$\Gamma_n$</td>
<td>$1^{st}$ Bound state (&quot;resonance&quot;) linewidth [172]</td>
<td>$eV$</td>
</tr>
<tr>
<td>$J_{pk}/\Gamma_n$</td>
<td>Peak current to resonant state linewidth[173]</td>
<td>$mA \mu m^{-2}/eV$</td>
</tr>
<tr>
<td>$P_{NDR}$</td>
<td>Extractable Pwr. $3/16(V_{pk} - V_{val})(J_{pk} - J_{val})$</td>
<td>$\mu W \mu m^{-2}$</td>
</tr>
<tr>
<td>$J_{pk}/J_{val} = PVCR$</td>
<td>Peak to valley current ratio</td>
<td>—</td>
</tr>
<tr>
<td>$-G$</td>
<td>Negative differential conductance</td>
<td>$mS$</td>
</tr>
<tr>
<td>$f_{max}$</td>
<td>Unity gain bandwidth</td>
<td>$Hz$</td>
</tr>
<tr>
<td>$\frac{\Delta J}{\Delta V} = G/C$</td>
<td>Speed gradient- Schottky, TD... [19]</td>
<td>$mS/\mu F$</td>
</tr>
<tr>
<td>$\sqrt{G/C}$</td>
<td>Speed gradient - RTD [165]</td>
<td>$\sqrt{mS}/\mu F$</td>
</tr>
<tr>
<td>$\frac{\delta^2 I}{\delta V^2}/2G^2 = \beta_0$</td>
<td>Short circuit responsivity(Schottky)[22,174]</td>
<td>$A/W$</td>
</tr>
</tbody>
</table>

Table 3.1. List of RTD performance indicators and their corresponding measurement unit
This is not an exhaustive list, and is likely to be updated with more specific metrics as the technology approaches maturity. The table is chiefly focused on the relative merits of an RTD device with respect to another, not at the system level where additional elements intervene, as shown in §2.3.1.

The analysis of the 3rd order polynomial of the idealised I-V response in Fig. 2.3.1a has shown the key contributors that influence the peak and valley points. But independently, these points do not paint the complete picture of the NDR/NDC \( (G) \), the raison d’être of an RTD. In order to obtain a high absolute value of the NDC, it follows that \( \Delta I \) requires maximisation, with a simultaneous minimisation of \( \Delta V \), where the difference is given between the points of the peak and valley, where NDC exists. However, the role of \( \Delta V \) is more complex than it may be apparent, as it is important for impedance matching to realise high quasi-optical power outputs (see §5.3, §5.4 for an example).

However, whilst \( P_{\text{NDR}} \) contains the \( \Delta I \Delta V \) product, individual parameters remain important. A high bias requirement given by a higher \( V_{pk} \) is a main contributor to phase noise in receiver systems [22]. In emitters with thin barriers, the charge density may be sufficiently high to cause dielectric or avalanche breakdown, especially as this is a doping-dependent phenomenon.

The valley current \( J_{\text{val}} \) is ideally 0 \( (a_0 \rightarrow 0 \) in §2.3.1), but the ideal blocking characteristic cannot be realised due to sources of quasi-bound resonance broadening: interface and alloy scattering [175], point and line defects in the crystal, as well as losses through indirect sub-band states [159].

The peak current \( J_{pk} \) is an interesting, multi-faceted variable. On one hand, in Fig 2.3.1a one may notice how the 3rd order parabola influences both PDR and NDR regions. One the other hand, the NDR is also modified by the 2nd order term. Therefore, if one assumes that \( a_0 \) is a constant structural parameter, improvement of the peak-to-valley-current-ratio (PVCR) \( J_{pk}/J_{val} \), is expected from a monotonic increase in \( J_{pk} \). However, the PVCR has been attributed as an indirect measure of the transmission efficiency of the electrons throughout the structure [130,172]. Analogous to the internal quantum efficiency of a laser
diode and photodetector, this metric has different levels of importance in the case of an emitter or resonator vs. that of a receiver.

Fig. 3.1a. Assessment criteria from Ref. [176] of fabricated RTDs, comparing epitaxial growth methods, updated after Sugiyama et al. [93]. Horizontal: measured peak to valley current ratio. An observed trend is marked with a dotted line.

In Fig. 3, reproduced with updates after Sugiyama et al. [93], a visualization of data from the canon (over a span covering ~30 years of development) is achieved by plotting measured peak currents against the PVCR. Since the $J_{pk}$ has a roughly exponential dependence on the barrier thickness, the data is presented in log-log scale. An inverse linear trend over 3 decades of $J_{pk}$ is observed, with deviation being attributed to design variations and different layer/interface quality [93]. Previous assessment criteria [93] compare the PVCR against the $J_{pk}$, with an increase in either PVCR and/or $J$ (with no ill-effect to either) being highlighted as advantageous.

This figure plots high current density MOVPE-grown RTD devices [177,178] with 1.1 nm AlAs barriers. In contrast, the previous THz frequency emission record holder [179] contains a highly-strained QW with 0.9 nm AlAs barriers. Presented here are a variety of designs including MBE, MOVPE-grown devices accompanied by an intermediary QW containing an InAs region (sub-well) bounded by lattice-matched InGaAs to avoid the effects of alloy scattering [175] as much as possible. The accumulated stress in sub-well structures can be engineered to resemble the case of a purely ternary, high indium composition alloy. The data
points from previous work [177] reflects the forward (intended) bias and reverse bias. It is apparent that reaching a high $J_{pk}$ necessary to maximise the $\Delta J$ factor in the maximum extractable Power over the NDR region of the I-V ($P_{NDR}$) comes with the trade-off in reduction of the PVCR. If heat dissipation can be effectively managed, this may present itself as a turning point in the wall plug efficiency (DC-to-RF conversion efficiency) of an emitter. In the case of a receiver operating in conditions where the signal to noise ratio may be poor, is an important factor. Therefore the internal conversion process (field oscillation or photon to electron) gains significant importance in achieving the resonance condition. Qualitatively, enhancing PVCR without a reduction in $J_{pk}$ and viceversa, has been highlighted as advantageous for an improvement in THz emission power [93]. In this regard, RTD DC-to-RF conversion efficiencies are reportedly poor, with a relatively recent case declaring 0.33% [180].

The author previously reported on a figure of merit that provides a measure of this conversion efficiency [176]:

$$IRE = \frac{3 \Delta I \Delta V}{16 V \cdot I} = \frac{P_{NDR}}{P_{chip}}$$

This figure of merit, named intrinsic resonant efficiency (IRE) contains the ratio of two parameters: the time-averaged electrical chip power, $P_{chip}$, and the small signal power, $P_{NDR}$. The bias point is chosen as the mid-point of the NDR, where $\delta I^2/\delta V^2 \rightarrow 0$, as measurements have shown this to correspond to a peak THz emission [177,181] vs. bias. The extractable NDR power, a predictor of the THz power, was discussed in §2.3.1.

Figure 3.1b highlights the two power regions as rectangular areas toward the origin of a V-I characteristic of an RTD. The inset shows the conduction band edge potential (at the $\Gamma$ point) of the RTD active region. I remind the reader about the ‘on-resonance’ biasing condition where the injector energy level $E_F$ aligns with the QW quasi-bound $E_1$ level, allowing free flow of carriers. Three compositional parameters are highlighted, used extensively in the sensitivity and optimisation analysis in §3.3.
Another suggested way to evaluate the performance of an RTD includes the speed gradient, inherited from related devices, such as IMPATT, and single-barrier tunnelling diodes [19]. However, Asada et al. [182] suggested that an approximate proportionality to $\sqrt{G/C_0}$, where $C_0$ is the static DC (geometric) capacitance of the epitaxial layer, is closer to representing the speed limitation of an RTD.

Finally, the 2nd order derivative of the current with respect to the applied voltage can be seen as an indication of the heterodyning performance of a receiver. The derivative is a part of the 2nd term of the Taylor expansion [174] of the quadratic approximation of the I-V of a conventional diode (i.e. Schottky or p-i-n). Therefore, the figure of merit for the efficacy in the positive differential region is [22,174]:

$$\psi = \frac{1}{2} \cdot \frac{\delta^2 I}{\delta V^2} \cdot \frac{\delta V}{\delta I} = \frac{1}{2G} \frac{\delta^2 I}{\delta V^2}$$

This is used as the short-circuit responsivity of a receiver in A/W. However, since $G$ is negative in the desired RTD region of operation, and the corresponding 2nd derivative may not necessarily be negative as well, this figure requires further consideration.
3.2. Model fit to a measured device

This section presents the steps taken to realise an adequate model of the RTD device.

Fig. 3.2. Reference RTD structure with Hartree potential-enabled region, and the typical simulation region shown. The dotted arrow represents the direction of the electron travel.

Fig. 3.2. shows the RTD structure modelled after the smallest mesa area of $3.3\mu m^2$ from [177]. The Hartree modelling region, as indicated, is intentionally asymmetric (See §2.2.3.3). To save computational time, the simulation region is limited to include the sub-collector regions, doped to $3 \cdot 10^{18}$ carriers/cm$^3$. This comes at a minimal expense of accuracy (added series resistance neglected), otherwise the injector and collector regions are sufficiently wide to reach their respective charge distribution equilibrium states.

Unless explicitly indicated, the structure in the simulation space is modelled in §3.2 and §3.3.1, pending a sensitivity analysis to fit factors.
### 3.2.1. DC instability of an RTD

It is worth noting that practical devices, particularly those with a small cross-section, may oscillate in this region due to DC instability. This manifests itself as a current-average ‘plateau’ region under DC measurements [183]. Liénard oscillators are a type of chaotic oscillators, and are considerably difficult to stabilise in practice for accurate quasi-static measurements. Partial DC bias stabilisation methods were proposed [184-186], but the most common solutions for AC operation involve a parallel resistor [181,187] to achieve the optimum power transfer condition.

![Fig 3.2.1. Modelled and measured [177] V-I characteristics of the RTD. Fit achieved using mesa resistance determined from consecutive wet etch measurements.](image)

Fig. 3.2.1 plots the simulated I-V characteristic of the RTD active region. Since the simulator output is unidimensional, raw values are expressed in terms of current density, which is extrapolated to the mesa size (3.3 µm²). A fit is produced that takes into account the ΔVR added by the extrinsic circuit, which is compared with the fabricated device by Jacobs et al. [177]. A good fit to the NDR could be achieved only by modifying Γ to a suitable value. The accuracy of the E1 level prediction, and thus \( V_{pk} \), was later verified using low temperature photoluminescence spectroscopy [188]. In order to transform the simulated curve to include the extrinsic circuit, a series (emitter & collector contacts) and parallel (contribution of sheet resistance, defect & oxidation-driven side leakage) resistor are added, resulting in an adequate fit. These values were deduced from successive wet etch and electrical measurement steps [177] (see...
Chapter V). It is worth noting that the non-linear positive differential region is an artefact of the Hartree region selection (see Fig. 2.2.3b). However, an accurate fit to the NDR is more important in terms of predictions to device design, therefore some model instability can be traded-off in this case. Fig. 3.1b. has shown a model curve where the Positive DR does not depart from linearity.

There are two possible mechanisms that lead towards an observed hysteretic behaviour of fabricated RTDs: a) the split of the $E_1$ level into two distinct levels due to scattering and triangular potential present into the pre-barrier emitter region ($2D \rightarrow 2D$ tunnelling, ‘fast’)[150,189], b) bulk charge transfer at a given bias point due to an electrostatic feedback effect given by the charge depletion in the collector region immediately following the exit barrier ($3D \rightarrow 2D$, ‘slow’) [190,191]. A model of tristability was also proposed for an AlGaAs/GaAs double barrier system [192].

These effects may contribute to create current instability in the NDR region without an advanced stabilisation network. Consequently, the “true” valley current point may be hidden by this current oscillation, therefore, it is very important to take into account the highest slope of the NDR observed in a model when applying the IRE figure to a real device. The middle bias point for the IRE should be ideally taken on this slope, rather than the geometric centre of the $\Delta I/\Delta V$ region, as it will form a more representative indication of the device performance.

3.2.2. Scattering

One of the factors that influence the outcome of the RTD modelling is the scattering parameter $\Gamma$. Chapter II highlighted the necessity and significance of this value, resulting in a (non-dominant) presence of incoherent tunnelling.

Fig 3.2.2a and b show the effect of this parameter upon the I-V characteristics and IRE, respectively. As expected of an increase in the frequency of incoherent tunnelling processes, a larger value reduces the PVCR drastically with a moderate increase in peak current. The relationship against IRE is exponential, a clear indication that in order to improve overall device performance, reducing
the causes that lead to carrier scattering is of prime importance. This may be realised practically by striving for epitaxial perfection, carefully managing the doping profile, and avoiding fabrication techniques which may introduce unwanted states into the crystal lattice [193]. The +1dB peak seen in Fig.3.2.2a around 0.28 V is an after-effect of charge interaction due to the asymmetric Hartree region selection (see Fig. 2.2.3.3b), and is not likely to be an observable effect in a real device. For the same reason, the positive differential resistance (<0.1 V) departs from a straight line and appears bowed.

Fig. 3.2.2a. The variation of modelled I-V characteristics using different values for an empirically chosen scattering parameter $\Gamma$, shown between $\frac{\Gamma}{2}$ and $2\Gamma$

Fig. 3.2.2b. The variation of the IRE obtained from Fig. 3.2.2a, with different values of $\Gamma$
3.2.3. Contact doping

Increasing the donor concentration reduces the resistance of the contact. As the number of electrons that can participate in conduction is increased, \( J_{pk} \) is expected to increase.

Fig. 3.2.3 models this change between 25% and 200% of the reference structure. For this simulation, the full structure was modelled. It appears that there may be a point of diminishing return in the increases of \( J_{pk} \) and reduction of \( V_{pk} \) with increasing doping density. A caveat of the quantitative agreement is represented by the lack of changing the scattering parameter. Increased doping alters the distribution of the ionic centres throughout the crystal structure. Therefore, the reduction of PVCR may be worse than simulated. However, this effect was not observed.

The conventional wisdom for fabricating TD & RTDs is to push the degenerated doping to the maximum level the system tolerates, the limit given by efficiency of the solid diffusivity of the species of the dopant used, growth temperature, and activation energy of the doping process, as well as free carrier absorption (see Chapter V).

![Uncalibrated modelled I-V characteristics varying the doping density in the collector and emitter layers simultaneously.](image-url)
Specifically, in an MOVPE two common dopant gas options include *silane* \((SiH_4)\) and *disilane* \((Si_2H_6)\). Sciana *et al.* [194] achieved \(2.8 \times 10^{20}\) carriers/cm\(^3\) in QCL structures (also a unipolar device) using 200ppm silane at 645°C, which may not be possible to do with disilane under the same conditions due to premature Si-Si bond cracking. However, this came at the expense of noticeably worse crystal quality. Another report by Singh *et al.* [30] details growth conditions similar to our own, on an Aixtron 200 reactor with disilane at 630°C achieving \(1 \times 10^{19}\) carriers/cm\(^3\) with good crystal quality.

A more unorthodox way to achieve high doping is to employ Group 16 atom species, such as Te, in “sheets” yielding an excess of \(5 \times 10^{19}\) carriers/cm\(^3\) [195].

### 3.2.4. Effective mass

A lower effective mass \(m^*\) translates into a decrease in the available density of states within the QW, resulting in a lower \(J_{pk}\). This is a necessary investigative step before more complex band gap engineering is attempted.

![Uncalibrated modelled I-V characteristics varying the electron effective mass \((m_e^*)\) material parameter vs. Vurgaftman et al. [108]. Presented with a reference table.](image)

<table>
<thead>
<tr>
<th>material</th>
<th>(m_e^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>InAs</td>
<td>0.026</td>
</tr>
<tr>
<td>GaAs</td>
<td>0.067</td>
</tr>
<tr>
<td>InP</td>
<td>0.075</td>
</tr>
<tr>
<td>AlAs</td>
<td>0.15</td>
</tr>
<tr>
<td>GaSb</td>
<td>0.039</td>
</tr>
<tr>
<td>InSb</td>
<td>0.0135</td>
</tr>
<tr>
<td>AlSb</td>
<td>0.14</td>
</tr>
<tr>
<td>GaN(zb)</td>
<td>0.15</td>
</tr>
<tr>
<td>AlN(zb)</td>
<td>0.25</td>
</tr>
<tr>
<td>InN(zb)</td>
<td>0.12</td>
</tr>
</tbody>
</table>

In Fig. 3.2.4 it is observed that a modest variation of -5% of \(m^*\) alters \(J_{pk}\) by +18% and shifts \(V_{pk}\) by 50mV. This effect is important in correctly interpreting the changes brought by the ternary \(In_xGa_{1-x}As\) alloy inside the QW. This suggests
that a move towards the antimonide-based system could be an advantage if epitaxial perfection is realised. Indeed, the record frequency for such an RTD [196] was held for over a decade until integrated microfabricated resonators in the current system were realised [197].

3.2.5. Barrier asymmetry

Realising perfectly symmetrical barriers may not be easily achievable in the context of highly-strained epitaxy, particularly as the barriers in questions are 4 ML (1.172 nm lattice-matched to InP) thin. Therefore it is important to consider the sensitivity of the structure to these fluctuations.

Broekaert & Fonstad [198] have shown that there is a trade-off between $J_{pk}$ and PVCR when modifying the barrier width, verified experimentally at Manchester University with MBE-grown RTDs [199]. Capasso et al. [200] also show a strong non-linear influence of the exit-barrier thickness (collector) on the $J_{pk}$, hence optimisation is possible. This has been physically attempted in the past with comparatively thick barriers (2nm+). [158]

![Graph](image)

**Fig. 3.2.4. Uncalibrated modelled I-V characteristics varying the thickness of the entry (left) and exit (right) barriers, with sizes quoted in monolayers**

Fig. 3.2.4 presents a comparison between an alteration of the entry barrier, and that of the exit barrier, with alterations as marked. In both cases, the shape of the I-V characteristic is vastly different for the 1 ML barrier compared to other sizes. There are several reasons for this, but it can mostly be attributed to the discontinuity in the charge distribution caused by the presence of a single point
with the barrier potential. An expected effect however is correctly predicted, with the loss of confinement lowering the energy level (hence, biasing requirement). In practice, it may be difficult to reliably create a 1 ML barrier with any known growth method. Carriers may pinhole through lower potential regions caused by local absence of Al atoms, causing early device failure.

The change is disproportionate comparing the entry with the exit barrier. From TEM characterisation of the device in Ref. [177], we have seen that the unusually high forward (for the given structure) current of $17 \mu A \cdot mm^2$ in the intended forward bias is attributable to a 2ML thin entry barrier. Fluctuations in the exit barrier therefore lead to less statistical variance of the $J_{pk}$ and $V_{pk}$ than the comparative entry barrier case.

However, in either cases, creating an asymmetric barrier profile is analogous to reducing the finesse factor in a Fabry-Pérot (optical) interferometer, and it is recommended to avoid this practice for maximum resonator stability, if possible.

### 3.3. Intrinsic Resonant Efficiency optimisation

#### 3.3.1. InGaAs QW

The investigation proceeds with a design sensitivity analysis, by varying 3 key parameters of the RTD: the barrier width, QW width, and QW depth. Firstly, this data is presented without the concern of lattice misfit strain.

The strain is then modelled and the IRE is plotted against the $J_{pk}$—PVCR canon trend, and I comment on how this may provide an alternative optimisation strategy to the current practice. These steps are repeated in §3.3.2, albeit with a different QW structure.

Then we will look at the individual contribution of the unintentionally doped spacer layers next to the AlAs/QW/AlAs structure. Finally, the modelling results of further improvements are discussed.
3.3.1.1. Optimization of barrier, QW, Indium

Starting with the sensitivity analysis, Fig. 3.3.1.1 plots the IRE for the reference structure (Fig. 3.2.) varying a single parameter at one time, and its associated transmission probability for: (a & d) the AlAs barrier width, (b & e) the QW width in ML, and (c & f) the QW indium composition [201,202]. The E\textsubscript{1} quasi-bound energy level (the first transmission peak of the lower graphs) is overlaid in green to show the relative change with a variation in these structural parameters. The same vertical scales are used for ease of comparison.

Reducing the barrier width (Fig. 3.3.1.1a) from the initial value of 4ML is observed to result in an exponential increase in J\textsubscript{peak}. This also comes at the expense of PVCR, attributed to the reduced dwell time [203], in line with previous work [93]. The increase in IRE may also in part be due to a decrease in NDR which results in a reduced P\textsubscript{chip} with essentially identical P\textsubscript{NDR}. However, one may note that a maximum IRE figure is obtained with 2ML barriers. A strong increase in non-resonant tunnelling current occurs for 1ML barriers which reduces IRE and renders the NDR region non-observable for well widths below 13ML. The broadening of the resonance linewidth is also notable (Fig. 3.3.1.1d), accentuated by thinner barriers.

Initially, increasing the QW width (WW = 9 .. 13 ML) (Fig. 3.3.1.1b) results in a monotonic increase in IRE, attributed to bringing the 1\textsuperscript{st} quasi-bound resonant level closer to the conduction band potential, at the expense of an increased carrier dwell time [203]. The reduction in IRE by further increasing the QW width (>13ML) occurs as the broadened resonance linewidth begins to fall below the Fermi energy level where the optimal bias point would lie, therefore the resonance energy becomes misaligned with respect to the emitter states. The modified reference structure with 4MLs barrier and In\textsubscript{0.8}Ga\textsubscript{0.2}As QW has a maximal IRE with a 13ML QW. A cause of concern with wider QW is shown in Fig. 3.3.1.1e, is brought by the drop in the 2\textsuperscript{nd} resonance level. It is conceivable this may align with indirect bandgap states to result in an increase in phonon-activated non-resonant tunnelling, however, the dominating mode of tunnelling remains through the Γ point of the gap [143].
Increasing the well depth is achieved by altering the indium composition in the InGaAs alloy (Fig. 3.3.1.1c). This has a two-fold effect: a higher indium composition decreases the band gap, but the lowered effective mass translates into a decrease in the available density of states within the QW, resulting in a lower $J_{\text{peak}}$. It may appear as a trade-off between $J_{\text{peak}}$ and PVCR, however, the simulations predict that a higher indium fraction will reduce the linewidth of the resonant state, resulting in a higher $Q$-factor of the resonance. Additionally, the resulting reduction of the operational bias, a probable source of phase noise in voltage controlled-oscillators, makes a desirable emitter. Fig. 3.3.1.1f shows an opposing trend of the 2nd linewidth resonance compared to the QW shift; at first sight, increasing the mole fraction towards binary InAs appears to have no downsides. To summarize thus far, the ideal RTD would have a combination of 2 ML barrier pairs between an InAs QW, with possible local optima for the WW.

Fig. 3.3.1.1. Modelled intrinsic resonator efficiency figure of merit for individual changes to the reference structure, (a) the width of the barriers in monolayers, (b) the QW width in monolayers (c) varying the depth of the QW through the composition of the ternary. (d), (e), (f) are their corresponding energy transmission results (at 0V bias), with peaks representing the quasi-bound levels. The overlaid line in (a), (b), (c) shows the shift in the 1st quasi-bound state. The dotted line is a guide for the eye.

Fig. 3.3.1.1g. plots the IRE as a function of well width and indium composition for an RTD design (a) 1ML AlAs barriers, (b) 2ML AlAs barriers, (c) 3ML AlAs
barriers, and (d) 4ML AlAs barriers. The colour coding of the stress balancing regions in §3.2.4 is preserved for structures which satisfy the requirements for lattice misfit dislocation formation. Once more, the variation of barrier thickness is shown to have the main effect upon IRE. From the analysis of this graph, an optimal device structure is suggested (point B, IRE = 0.158) with 2MLs barriers, 17ML QW and a QW alloy of In$_{0.75}$Ga$_{0.25}$As, a perhaps counter-intuitive result based on current literature where barrier thickness tends to be kept constant, and the push is for deeper and narrower QWs [93,204,205]. The reduction in IRE seen with certain combinations of well width & depth is attributed to the drop of the resonant state below the injection energy level. Further improvement of this figure may be achieved by reducing the carrier scattering within the structure, either by improving epitaxial processes or designs (discussed in the following section), or by reducing the operating device temperature [159]. An alternative material system with greater conduction band energy offsets may also enhance this figure.
Fig. 3.3.1.1g. Isometric graphic of the intrinsic resonator efficiency for the uncalibrated (a) 1ML (b) 2ML (c) 3ML (d) 4ML barrier structures as a function of QW width and indium composition (in plane). Colour coding to match the stress scheme in Fig. 7. The arrow in graph (d) shows present growth trends of employing narrower, higher indium mole fraction QW. (e) The proposed optimum I-V characteristic is shown side-by-side with the reference device. Updated after [201,202].

The simulated I-V of the optimized structure is plotted in Fig. 3.3.1.1g-(e), along with the reference structure[177]. Not only is the PVCR and \( J_{\text{peak}} \) higher, but it
also exhibits lower biasing requirements compared to the reference design (identified by point $a$). Noting again that this structure is not strain balanced, but designed to be compressively strained to the maximum acceptable limit based on the adjusted projection of the M&B model, in order to avoid the onset of the generation of misfit dislocations. These findings must acknowledge the new demand imposed on the epitaxial process in realizing high performance THz emitters. Not only are highly uniform thin layers required (e.g. 2ML AlAs barriers), but the limits of strain relaxation must be pushed in order to maximize efficiency of these THz light sources.

In Fig. 3.3.1.1h $J_{pk}$ is plotted as a function of PVCR for the 3ML and 2 ML barrier devices from Fig. 8 (c) and (d), respectively. These are the previous metrics established by Sugiyama et al.[93]. The coloured lines denote identical mole fractions, whereas the markers denote identical WW. It is noted that the scatter from the line of best-fit in Fig 3 is ~factor 10 in $J$ and ~factor 4 in PVCR, and the axis limits are significantly smaller in Fig. 3.3.1.1f than in Fig. 3.1a. Furthermore, the data in Fig. 3.1a contains a sub-set of designs, with varying epitaxial processes, of which a subset will be reported due to self-selection by the authors and the selectivity of the peer review process. Therefore, the data in Fig. 3.3.1.1h is not considered in disagreement with the canon.

The dotted line is the trend line as seen in Fig. 3.1a. The difference in the distribution of 4ML and 2 ML devices is worth noting. In the sensitivity analysis it is predicted that a higher indium mole fraction would improve the device performance, whereas this statement is not true for deep QW with long WW. The point of inflection seen in the 2 ML case illustrates the combinations of QW widths and depths that result in $E_1$ levels which fall under the $E_F$ when the required bias is applied, resulting in sub-optimal performance. This does not occur for the parameters discussed in the 4ML case. Unfortunately, this visualization (Fig. 3.3.1.1h -(b)) does not necessarily highlight the difficulties associated with uniform growth of thin barriers. For instance, the placement of the starting and optimized devices ($a$ and $\beta$, respectively), suggest that there may be significant room for improvement in both cases, even if both are approaching the limits of pseudomorphic growth. Furthermore, these criteria fail to account for changes in the slope of the NDR, an otherwise critical
parameter for optimum power transfer of the resonator to the rest of the system. This unique combination of parameters, as well as the uncertainty in $\Gamma$, leads to the difference in my recommendation of having the widest, deepest QW possible within the limit of the accumulated stress and desired resonator frequency, given the current parameter set.

![Diagram](image)

**Fig. 3.3.1.1h.** Modelled device properties as a function of the assessment criteria from Fig. 3 using (a) 4 ML (b) 2 ML AlAs barriers. In plot (a), point $\alpha$ is the reference device ($\text{In}_{0.8}\text{Ga}_{0.2}\text{As}$, 15 ML QW) with 4 ML symmetric barriers. In plot (b), point $\beta$ is the proposed growth optimization for 2 ML symmetric barriers, $\text{In}_{0.75}\text{Ga}_{0.25}\text{As}$, 17 ML QW. Colour regions follow the stress scheme from Fig. 7. In both cases, the dotted green line is the same trend from Fig. 3. The turning point in plot (b) is represented by combinations of well widths and depths where the resonance level falls below the injector layer under optimal bias conditions.

### 3.3.1.2. Optimization of spacers

The previous section has so far discussed the impact of the 3 geometric parameters on the device conversion efficiency. I have shown how the conventional assessment criteria are insufficient to predict application performance.

The frequency response of an RTD is important for all THz applications, whether oscillators, amplifiers, detectors, or bistable elements. In §2.3.2 a first-order approximation of $f_{\text{max}}$ was given. However, the maximum oscillation of the RTD device excluding the in-series impedance is shown to be significantly higher [206]. In further attempts, it was shown [22,205,207] that both the real part of the conductance and $f_{\text{max}}$ are dependent on a leverage factor $\frac{d}{d+l}$, where $d$ is the emitter-to-QW and $l$ is the emitter-to-collector distance. It would appear therefore that the longest collector to emitter ratio would be advantageous, though a particularly long collector will increase the responsivity time, which
dominates in the NDR region [207]. Notably, in §2.3.3, an explanation for the non-linear C-V characteristics was offered, based on Shimizu et al. [21].

The existence of the undoped (UD) spacer regions may be seen as a necessary evil: the carrier depleted regions have naturally decreased conductivity, which would act as a series resistance to the device, therefore lowering the \( J_{pk} \). However, a thicker region may prevent the (comparatively) high-energy ion implants from reaching the sensitive active region, where the creation of a trap level may result in loss of resonance efficiency. In the reference structure, this thicker region is at the top, and intended to act as the collector.

The bottom UD spacer, is intended to act as the entry, or emitter-side spacer, which is why it is only 2 nm (~6 ML) thin. Ideally, there should be no need for an entry spacer, as this will create a higher local potential region w.r.t. the Fermi sea. However, for the reasons of epitaxial optimisation and stability of the AlAs/InGaAs interface, this small UD region was opted. These findings were performed in our group through epitaxial optimisation in 2011 at the University of Sheffield (unpublished). The model below will corroborate these as suitable values for an RTD in the intended application.

![Modelled, uncalibrated I-V characteristics presented against the change of UD entry spacer thickness, in monolayers.](image)

In Fig. 3.3.1.2a, the effect of the changes to the thin entry spacer is shown. It is immediately apparent that the \( V_{pk} \) does not shift, however, the \( J_{pk} \) (seen in Fig
3.3.1.2b) counterintuitively increases with a longer emitter region. Every monolayer of undoped material here adds to the length of the triangular-well potential under bias, therefore allowing the opportunity for more carriers to couple into the leaky $E_1$ confined states.

![Graph showing change of uncalibrated PVCR, $J_{pk}$, and extractable $P_{NDR}$ with varying UD entry spacer thickness.](image)

**Fig. 3.3.1.2b** Graphics showing the change of the uncalibrated PVCR, $J_{pk}$ (left), and extractable $P_{NDR}$ (right) with varying UD entry spacer thickness, from the plots in Fig. 3.3.1.2.a.

This comes at the expense of an overall reduction in $PVCR$ and the maximum extractable $P_{NDR}$. In turn, the expectation that the entry region must be kept as thin as possible is confirmed, limited by the stability of the growth conditions rather than carrier transport.

The width of the collector region is perhaps more directly relevant to the $f_{max}$ as it will have a direct bearing on the dynamic capacitance. A wider collector spacer creates a lengthier depletion region as well. Not only does this limit the maximum possible current, as there are less states available to donate towards the conduction band edge, but it may also give a chance for the escaped carriers to reach the equilibrium region without interacting with the double barrier tunnelling system, possibly causing additional parasitic oscillation.

**Fig. 3.3.1.2.c** plots the changes in I-V characteristics with suitable alterations to the collector spacer. It is immediately apparent that the changes do not influence $J_{pk}$ or the PVCR considerably, although the slope of the NDR is progressively wider with increased sizes.
Fig. 3.3.1.2c Modelled, uncalibrated I-V characteristics presented against the change of UD exit spacer thickness, in monolayers.

Fig. 3.3.1.2d Graphics showing the change of the uncalibrated $V_{pk}$, $\Delta V$ (left), and extractable $P_{NDR}$ (right) with varying UD exit spacer thickness, from the plots in Fig. 3.3.1.2.a.

Fig 3.3.1.2d shows a remarkable linear dependency on $V_{pk}$ with the spacer width. We have previously established that a higher biasing requirement is generally best avoided for high-J devices. The reason that the extractable $P_{NDR}$ also increases can be traced to the respective increase in $\Delta V$. However, these findings have not been confirmed experimentally. It is important to note that devices with a collector region of 25 nm (~83 ML) has been grown to demonstrate 550 GHz emission [204]. The thinner, previous-record-breaker at 1.92THz was held at 12 nm (~41 ML) [208], whereas a first attempt to reach 353 GHz [181] in the first window of transmission used the reference structure (~68 ML).
3.3.1.3. Graded emitter

In the attempt to create InGaAs/AlAs on InP RTD resonators above the 1THz, Asada et al. found that such RTD structures would suffer from diminished power output due to the non-linearity of the NDR resulting in reduced electron velocity in the collector depletion region vs. expectation. This has been attributed to transition loss through $\Gamma - L$ states [195,209], a phonon interaction that may happen in the presence of the higher electric field RTDs are subjected to.

In order to mediate the low electron velocity in the depletion region, 2 strategies exist: the direct approach of $\delta$-doping [210](i.e. degenerate doping in a “sheet”, typically using a group 16 ion such as tellurium –Te) in the depletion area, or the indirect approach to increase the energy of the launched electrons into the active region, by raising the conduction band potential through the means of adjusting the ternary material [209]. The $\delta$-doping method proved to store too much charge for the operational requirements at 1 THz, effectively behaving as a series capacitance with the RTD active region [195].

Though counterintuitive in its possible undermining of the efficacy of the $2D \rightarrow 2D$ tunnelling process, employing a stepped emitter was the first successful attempt to create a RTD resonator with a primary oscillation at 1.04 THz, and this approach has been carried forward to attain the current frequency record of 1.98 THz [211] at the time of writing. The difference however, was that steps of $In_xGa_{1-x}As$ with a total 4% grading of the mole fraction x were altered to the $Al_xIn_{1-x}As$ material system due to the more suitable $\Gamma - L$ band offsets.

Modelling of this InGaAs grading is presented in Fig. 3.3.1.3a. The difference to the “step” approach suggested by the paper is that I suggest performing a linear grading of the $In_xGa_{1-x}As$ alloy, an approach which would simply involve linearly adjusting the gas flows (trimethylindium & triethylgallium for instance) of the corresponding atom species. Overshooting or undershooting the start and stop targets would have an effect of changing the overall indium content by mass, though the suggested changes may be sufficiently small as to not necessitate a supplementary calibration step before the epitaxial growth run.
Fig. 3.3.1.3a Modelled, uncalibrated I-V characteristics presented for devices with a linear-graded ternary In$_x$Ga$_{1-x}$As lower emitter & spacer region of Fig.3.2. The legend shows the start point of mole fraction x (%) to the end point, before the entry AlAs barrier. Black line (x=53%) is the reference structure.

The gradient is always sloped such that the region incorporating less indium is affixed to the entry AlAs barrier, to achieve the desired effect of raising the conduction band potential under bias. An example conduction band profile is later shown in Fig 3.3.1.4d.

The figure successfully predicts a reduction of the peak voltage with an increase in the mole fraction gradient compared to the literature[210]. However, if the collector loss is indeed related to the $\Gamma - L$ transition, in this case, a multiple sub-band model is required to accurately describe the problem, and with expectedly different values of the scattering parameter for each case.

In this case, the model could not predict the increase in PVCR with a graded emitter. The local increase in the 6% gradient could not be decoupled from a convenient coincidence of numerical errors. However, it does appear that a point of diminishing returns exists.
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Fig. 3.3.1.3b Uncalibrated extractable power density ($P_{NDR}$) and PVCR with respect to the change in the InGaAs mole fraction linear of the emitter and spacer region, from Fig. 3.3.1.3a.

The extractable $P_{NDR}$ seen in Fig. 3.3.1.3b also appears to drop with an increase in gradient due to a decrease in $\Delta V$. Whether this is a sensible trade-off of $f_{max}$ with $P_{NDR}$ or a result of the limitations of the model is a matter subject to further practical investigation. In any case, for RTDs intended for atmospheric transmission windows up to ~500GHz should be able to attain the $f_{max}$ requirement simply by altering the thickness of the collector region.

Advantages of InGaAs graded emitter:

- Less additional epitaxial calibration
- No Al atom species to affect local barrier thickness
- Less cumulative epitaxial stress in the region near the barrier

Advantages of AlInAs step emitter:

- No complication in optical structural characterisation methods. Due to different band profile alignment, it can be engineered to not interfere with other optical transitions.
- Potentially simpler growth recipe, allowing the use of a wider variety of epitaxial fabrication equipment.
- May be the technology of choice to reach ~2 THz primary oscillation due to the larger $\Gamma - L$ separation of AlAs & InAs vs. GaAs and AlAs.
3.3.1.4. Graded QW

Under applied bias, a typical QW will have the conduction band edge potential tilted, to form a more triangular than a rectangular well. This would mean that the cavity would have different resonance modes across its length, or in other words, it will result in a broadening of the confinement levels [130].

![Schematic representation of states in a triangular well(left) and graded well (right)](image)

Echoing the changes to the emitter in the previous section, it is possible to correct this triangular potential by intentionally grading the $In_xGa_{1-x}As$ mole fraction inside the well, such that the conduction band edge rate of change across the structure is zero at a specified bias.

![Modelled, uncalibrated I-V characteristics presented for devices with a linear-graded ternary In$_x$Ga$_{1-x}$As QW. The legend shows the start point (towards the entry AlAs barrier) of mole fraction x (%) to the end point (towards the exit AlAs barrier).](image)
Several mole fraction gradient changes, from 0% (reference structure) to 12% are plotted in Fig. 3.3.1.4b, showing their respective I-V characteristics. A trend of a modest increase in $V_{pk}$ is apparent. However, this also comes with minor gains in PVCR and $P_{NDR}$.

As the grading affects the slope of the conduction band edge, there is an optimum bias where the QW will be flat. This dependency is shown in Fig. 3.3.1.4d. The departures from linearity are attributable to numerical error. For an optimum case with the structures simulated above, an additional 5% increase in the $E_1$ transmission peak is observed compared to the non-graded case. However, no discernible difference could be verified with regard to the full-width to half maximum. The difference is expected to be higher with material systems that necessitate higher bias (GaAs/AlAs, GaN/AlN etc.).

It is worth reminding the reader that this prediction does not take into account the series resistance added by the contact mesa and other parasitics present during an I-V measurement.
Pairing the best 8% graded emitter from the previous section with the suitable 6% QW grading does not yield a significant improvement over the graded emitter alone. The valence & conduction band potentials under bias are shown in Fig 3.3.1.4e, without Fermi-level pinning on the metallic contact side.

In the interest of keeping the fabrication of the RTD as simple as possible, thus less prone to equipment calibration errors or even user error, it is therefore recommended that a graded QW is not used for Type-I InGaAs/AlAs RTDs. An additional inconvenience of this method is that an RTD device thus created will have a further asymmetric potential, which would discourage its use in the reverse bias. This limitation may cut into the yield, and hence, profits, of a semiconductor fab.
To the best of my knowledge, this graded QW has not been practically realised for double barrier RTDs, though it has been suggested for similar reasons in a model of a triple barrier RTD by Datta et al. [212].

3.3.2. InGaAs/InAs/InGaAs QW

The devices with a constant mole fraction of InGaAs QW shown previously are one of the conventional methods of growing RTDs. However, as evidenced by Fig. 3.1a, there are many more examples of growing a deeper InAs sub-well sandwiched between lattice-matched InGaAs QW layers. There are two main reasons for this approach: i) minimize local barrier thickness extension due to the pseudomorphic AlAs lattice [175] ii) results in a reduction of calibration steps in the initial wafer epitaxial process.

Fig. 10. Schematic modelled conduction band diagram of the Ternary/InAs/Ternary epitaxial alloy device. The letters denote dimensions of the barrier width (BW), sub-well width (W), and emitter- (A) and collector-sided (B)

Fig. 10 shows the schematic representation of the conduction band potential of the sub-well device. The InAs layer creates an additional Type-I QW, the sub-well. We initially investigate the merits of this structure using the previously established methodology. All parameters are related to the width of the epitaxial layers: A is the distance in ML from the entry barrier, whereas B is the distance from the exit. W is the width of the InAs sub-well. We note that the ratio between W and overall QW width (A+W+B) is analogous to changing the mole fraction of the equivalent In$_x$Ga$_{1-x}$As layer in the ternary QW case. One such example is given in the simulation of the device described in Table II of Sugiyama et al. [93]. For the equivalent structure of 5ML/5ML/5ML of
ternary/InAs/ternary alloy, the equivalent indium mole fraction if the QW were a constant composition is \( x = 0.686 \).

Fig. 11 compares the active region of this ternary and sub-well devices, with similar barrier widths and identical \( \Gamma \) parameters. The dotted line represents a 15 ML sub-well device, divided as 5 ML \( \text{In}_{0.532}\text{Ga}_{0.468}\text{As} / 5 \text{ML InAs} / 5 \text{ML In}_{0.532}\text{Ga}_{0.468}\text{As} \), whereas the dashed line is a ternary device with \( \text{In}_{0.8}\text{Ga}_{0.2}\text{As} \). Their corresponding conduction band potentials with the computed positions of \( E_1 \) and \( E_2 \) is shown. In the sub-well device, a computed +4.9 meV shift of the \( E_1 \) is noted, resulting in a +10mV bias point requirement compared to the ternary device. The PVCR also worsens (1.79 vs. 1.57), and so does the IRE (1.87% vs. 1.72%). Based on these minor differences, departure from the measurements in Ref. [93] may be attributed to statistical fabrication variations and/or the changes in the scattering parameter \( \Gamma \) between the 2 different nanostructures, as well as the varying [001] distances with pseudomorphic growth.

I would draw attention to the 2\(^{nd} \) quasi-bound level 954 meV being shifted +142 meV compared to the InGaAs QW structure, which further reduces the already low chance of phonon-assisted tunnelling through this state. Therefore, an investigation on whether the trend of achieving an improved IRE with a slightly
better compressive stress budget is consistent throughout sub-well devices is carried out.

Fig. 12. Modelled intrinsic resonator efficiency figure of merit for individual changes to a structure of 4 ML InGaAs/4ML InAs/4ML InGaAs (a) adjusting QW width with a constant sub-well width (b) keeping QW width constant (c) varying the position of the sub-well inside the QW (d), (e), (f) are their corresponding energy transmission results. The overlaid line in (a), (b), (c) shows the shift in the 1st quasi-bound state. The dotted line is a guide for the eye.

Fig. 12 repeats the representation for chosen for Fig. 5, with the different set of geometric parameters previously mentioned. The modified reference structure has W, A, B are all 4 ML but varying a single parameter (a) varying the sub-well width (W), whilst A, B are constant (b) keeping the overall well width fixed whilst W increases (c) the relative offset position in ML from the emitters.

Increasing the sub-well width (Fig. 12(a)) from the initial value of 4ML results in moderate gains with a clear optimum. Shorter sub-wells, therefore reducing the relative concentration of indium, increases the 1st quasi-bound energy level with respect to the Fermi level, resulting in higher device bias requirements. With several combinations, the 2nd resonance merges with continuum states above the AlAs Γ-point of 1.16eV. However, greatly increasing the well width may have a deleterious effect upon the cut-off frequency of the device, due to an increase in carrier transit times.

If the overall well width is to be kept constant (Fig. 12(b)), there is a monotonic improvement with the sub-well width. In line with increasing the indium mole
fraction of the ternary device, this results in apparently direct improvements without penalty, as the 2\textsuperscript{nd} quasi-bound state is pushed into a higher level.

Altering the position of the sub-well whilst keeping its width constant (Fig. 12(c)) is another important factor to investigate, as the precise position inside the well cannot be guaranteed. A surprising result was the increase in the IRE as the sub-well is placed closer to the entry-side barrier. This effect may be due to the average of well potential appearing to be flatter under the bias compared to the formation of a triangular well in the ternary device, resulting in less linewidth degeneracy. An analogous case has been suggested with a ternary device, by ramping up the indium mole fraction \cite{130}. Parabolic conduction band potential QWs have also been created in the GaAs/AlGaAs system\cite{213}, however, this is not a direct comparison due to the closer band offsets of the material pair, likely favouring tunnelling through indirect band gap states.

In Fig. 13, we expand upon the previous parameter sensitivity analysis and present the result for (a, b) 4 ML barriers and (c,d) 3 ML barriers, with the sub-well placed in the centre, and immediately attached to the emitter-side barrier, respectively. The simulation predicts a best-case IRE of -5% (+30% improvement vs. ternary device) for the 4ML devices. At a +29% improvement, from 11\% to 15.1\% IRE, the trend is preserved for a 3ML device, rivalling the previously suggested 2 ML barrier which may decrease the yield of highly-similar diodes. I remind the reader that -3 ML devices have been successfully grown to obtain 1.92THz \cite{179} primary oscillation.

The accumulated stress limitations in these devices may manifest themselves as Stranski-Krastanov (3D) growth modes, particularly with wider sub-wells. In Fig. 7, a prediction dependent on suitable flow and temperature conditions, 5 ML of InAs may be successfully grown on lattice matched InGaAs. However, the question that arises is whether a high-quality interface between the AlAs barrier and InAs sub-well placed towards the emitter side is possible, taking into account the lattice constant misfit of -6.06\%. This provides a new challenge to the epitaxial process.
Fig. 13. Result of simulating 4 ML (a, b) and 3 ML (c, d) barrier RTDs with an InAs sub-well located in the centre (a, c) and attached to the entry-barrier (b, d). Colours reflect the stress diagram in Fig. 7.
3.4. **Summary and further work**

This chapter has evaluated the conventional peak current ($J_{pk}$) vs. the peak to valley current ratio (PVCR) performance assessment scheme, suggesting that the application will ultimately drive the parameters to optimise. A universal intrinsic resonant efficiency figure is proposed which rolls several quasi-static (DC) performance figure in one number.

The reasons for the DC instability are discussed and several points are mentioned that may impact on obtaining an adequate fit of an RTD to a measured device.

An optimal device is proposed by varying 3 essential geometrical parameters. The requirements for strain balancing indicate that a wider QW with lower [In] mole fractions, but much narrower AlAs barriers provides a route to higher efficiency sub-millimetre sources. In the same time, the role of the emitter and collector spacer layers in realizing a high cut-off frequency device is discussed, and discuss the role of emitter spacer mole fraction grading to aid in this function. A possible trade-off between PVCR and THz power is suggested.

I then discussed the advantage with respect to the accumulated stress and intrinsic resonant efficiency of moving to a sub-well structure, and have shown such structures benefit from careful design of QW width and position. Additional advantages in reduced alloy scattering and barrier perfection may lead to even greater intrinsic resonance efficiency enhancements for sub-well structures.

The emerging complexity from a relatively simple layer structure leaves several open questions. For one, if an ideal frequency-dependent figure of merit may be developed, and if so, whether this item would be valid for optimising an RTD resonator as a THz receiver element. One approach to realise this would be to multiply IRE with a compensation factor obtained from the decline in amplitude with increasing frequency.

Then, there are several gaps in the literature about the nature of the valley current, and whether it would be possible to provide immutable evidence about the proposed $\Gamma - L$ transition as a conduction loss mechanism.
Last, but not least, the behavioural bistability of a double-barrier RTD is still a source of uncertainty that may result in new design paradigms and potential applications in the foreseeable future.
Chapter IV : Epitaxy Characterisation

This chapter opens a case study in characterising the thin active region of the RTD consisting of a few atomic sheets of III-V material. As a consequence, most analysis techniques are expected to give poor results. A review of common techniques is outlined, and after a separation into destructive and non-destructive methods, the latter are put under scrutiny.

High Resolution X-ray diffractometry (HR-XRD) and LT-PL (low temperature photoluminescence spectroscopy) are complementary techniques used here in combination to increase the confidence in the results of the analysis.

Based on modelling data, a map of the geometrical structural parameters provides an anchor point to compare and describe departures of the sample from the designed structure.

Several PL & HR-XRD good practices are discussed, as well as conditions that could conceivably invalidate a believable result or fit.

This work culminates with the description of a variation of 2, 3, and 4 atomic sheets of AlAs (0.6 – 1.17 nm). Barriers with this thickness were not previously reported in the literature. It is shown that using this optical characterisation scheme, the uniformity and thickness of the barriers can be tracked.

Finally, the discussion is rounded off with a TEM analysis.
4.1 Characterisation methods

There are several methods available to characterise the quality of the epitaxial semiconductor growth. Depending on the method, they may be classified depending on their destructiveness to the sample under test, pricing and availability, the difficulty in processing a sample, whether they require an electronic contact, whether they reveal the required information directly.

The ideal characterisation method would be non-destructive, sufficiently widespread in the industry as to be cost-effective, fully automated, optical in origin such that it will have no need for electronic contacts, necessitating essentially zero sample preparation and offering the capability to be integrated on a wafer-line tool.

If a given characterisation tool may be employed to be part of the epitaxial fabrication process, it becomes a form of profit-maximising Quality Assurance. As we had seen in Chapter I though, in-situ monitoring of the growth conditions is particularly challenging; by the time the data may be properly recorded and interpreted by the operator, it may be too late to correct the issue causing a drift from the designed structure.

- In an MBE system, even as the growth rate may be suitably slow (~0.03 nm/s), the intensity oscillation peaks from the RHEED system may not be sufficiently defined in certain layer combinations as to describe the material interface, due to loss of resolution due to diffraction scattering and other less well-understood processes [96]. RHEED systems are not typically used outside of calibration runs, with notable exceptions for more exotic growth modes [214]. Additionally, whilst layer steps may be identified, precise mole fractions are not readily extractable parameter.

- In an MOVPE system, the most common in situ growth monitoring technique is emissivity-corrected pyrometry designed to infer the surface temperature of the wafer [215]. More usefully, such a system presents a graph of the sample reflectivity depending on time (therefore, as the growth progresses) [95], which may later be fit with the simulated optical properties of the material. However, even if a system is developed to provide real-time closed loop control for the susceptor plate temperature (attainable with a mixed-mode system-on-a-chip), in the case of gas intermixing, a skilled operator may decide not to act upon automatic
recommendations, due to various reasons related to the operation and design of the reactor. The information could therefore be considered more difficult to interpret than RHEED oscillograms, providing reliable information mainly regarding the growth conditions.

Therefore, baring significant, cost-effective advancements in reactor design, academic environments and small & medium enterprises will need to work around the lack of high-confidence in-situ characterisation with ex-situ methodologies. This is particularly true in environments where a high variation of grown layer structures is required.

4.1.1. Destructive

The choice for ultimate layer thickness measurement is given by High Resolution Transmission Electron Microscopy (HR-TEM) [216]. By filtering the interference of multiple sample-diffracted electron beam in Fourier space, one may obtain an image of the interaction of the wave fronts with the crystal lattice [217]. Several conditions need to be fulfilled before this happens: the beam is expected to tunnel through the sample, therefore a combination of high-energy (~400kV acceleration voltage), fast-electrons (little interaction with the sample) and the thinnest sample achievable possible to maximise signal to noise ratio. Specimens tend to be thinner than 100nm, typically achieved by precise ion milling. Due to the fragility of the specimen thus produced, this process tends to have a failure ratio associated with it. Specimens thus prepared are also exposed to atmospheric oxygen. Finally, in order to obtain a clear image, a multi-step process is required to align the sensitive optics of the instrument, requiring a mechanical vibration-free environment. Thus sample preparation, beside the availability of the equipment itself, is the main downside of this technique.

However, not only could a good quality image reveal the nature of the hetero-interfaces in the active region of an RTD, the chemically-sensitive [002] plane may also reveal compositional information, based on contrast differences [93].

Secondary Ion Mass Spectroscopy (SIMS) is a characterisation technique which detects ejected surface ions upon bombardment with a foreign ion species, a procedure developed from the sputtering tool family [218]. It is therefore
destructive, and highly recommended to cleave the wafer before attempting this to prevent contamination. SIMS systems may be configured to detect the linewidths of certain ejected ions, therefore displaying the information as counts of a given atom at a given etch depth, which can later infer InGaAs alloy mole fractions. However, the accuracy in detecting the spread of different ion species is traded off with the thickness at each measurement point. As multiple ions (typ. Ar+ or Ga+) plastically collide with the specimen surface in different points, the ejected clump may not follow a deterministic pattern, therefore thickness/etch depth measurements have a considerably higher error bar compared to HR-TEM. In this work I am not presenting the data obtained from SIMS, due to finding the result quality directly inferior to TEM images, particularly with respect to the thickness resolution of ~0.9nm/data point, and due to their proprietary nature of the data involved. Different ions may yield better results in detecting the dopant species (in this case, Si) Furthermore, the nature of the characterisation scheme described in this chapter made SIMS data redundant, but it remains a worthy technique should this equipment be available. The main sample preparation requirement is cleaving, cleaning, and mounting.

**Electrochemical Capacitance-Voltage (E-CV) profiling** is another locally destructive technique. The instrument etches a crater area using a weak acid (in this case used a light-sensitive 1 molar concentration (1 M) Tiron solution [219]) and applies a known current, to measure subtle conductivity changes and deduce carrier density. UV light acts as a catalyst, and can further moderate the reaction rate. We have previously used E-CV profiling to confirm doping densities in different InGaAs material test stacks and full RTD structures [220]. E-CV may not be effective if the semiconductor is not doped, due to the lower conductance bringing the voltage measurements closer to the noise floor. E-CV profiling has also been used to determine InGaAs/GaAs conduction band offsets [221].

**4.1.2. Non-destructive**

X-rays have been used to study the properties of crystals shortly after their discovery. A standard piece of equipment found alongside growth facilities, *high resolution X-ray Diffractometry (HR-XRD)* rocks a highly collimated X-ray beam
of a precise wavelength near the Bragg angle of the substrate of a sample. The diffracted beams follow specific laws, and a good fit of a model to measured data may be achieved if the crystal growth is pseudomorphic (as opposed to having relaxation regions)[222]. Generally, however, short period superlattices and/or thin layers produce very low intensity and weakly angle-separated Pendellösung fringes and satellite peaks, which may require a high resolution goniometer and the a good X-ray spectroscopy system, components which are examined later. Many purpose-build new HR-XRD machines should be capable of reaching this standard at the time of writing. The technique is generally considered non-destructive, and runs at room temperature. However, the confidence of the data obtained may be lower in the case of complex growth structures, and as such it is used in tandem with other optical techniques.

Photoluminescence (PL)[223] spectroscopy, together with photocurrent [224], photoluminescence excitation (PL-E) [223,225], and Raman spectroscopy [226] are a closely-related group of optically pumped spectroscopy methods employing visible and near-visible pump wavelengths. All of these may be employed to excite valence band electrons into superior conduction band states, resulting in various radiative optical transitions. The efficiency of this process depends on the doping scheme of and layer thickness of the structure, as well as temperature and the optical properties of each material. Photocurrent only provides a limited measure of absorption rather than emissivity, whereas PL-E can measure both absorption and emissivity, typically scanned around a desired peak. The PL spectroscopy kit (or in this work, micro-PL) provides a base template for the others: PL-E involves measuring the response of the sample against a tunable laser. Raman spectroscopy is also excellent in showing the simultaneous emissive and absorptive characteristics of the sample, by measuring the Stokes, and anti-Stokes shifts, respectively [227]. Unfortunately, the confocal Raman spectrometer available at the time of test was equipped with a manufacturer-installed long-pass filter and could not display the anti-Stokes shift.

4.1.3. Semiconductor surface & electrical measurements

The semiconductor surface is also a revealing indicator of epitaxial quality. Whilst the previous techniques could be used to detect imperfections in the
buried structure, it is often useful to check the top surface in order to obtain ideal conditions for the adherence of the metallic contact. In this regard, conventional profilometry techniques such as mechanical stylus profiling or even the non-contact optical version do not offer a sufficient resolution to observe sub-micron features clearly [228]. Atomic force/ scanning probe microscopy may be the ultimate tool in determining such fine features, when needed [229]. However, for most purposes, typical threading dislocations may be spotted using differential interference contrast (DIC)/Nomarski microscopy, comparing defect count per area (or given field of view if area cannot be calibrated). DIC is by far the most affordable, rapid, and easy to interpret technique, and as such, has been featured in National Epitaxy Facility quality control documents.

Electrical measurements complete the last piece of the puzzle, though they come with the evident disadvantage of requiring electrical contacts to be fabricated first. In this class, one finds: temperature dependent I-V probing (either 2-wire or Kelvin probing), Van der Pauw (Hall) measurements, and electroluminescence spectroscopy, all which may be done against temperature dependence, as required. The latter uses an electrical pump to obtain an emission spectra from a sample.

### 4.2 Low Temperature Photoluminescence Spectroscopy

#### 4.2.1. Setup description

A brief description of the apparatus used to produce the measurements in this section follows. This is shown schematically in Fig. 4.2.1.

A 532 nm 1W (output optical power) diode pumped solid state laser (DPSS) is produced from a 808 nm source diode crossing through a neodymium-yttrium vanadate medium ($Nd:YVO_4$) resonating at 1064 nm, which is then frequency doubled through a $KTiOPO_4$ nonlinear optical crystal. The laser operates in CW mode and power output stability is achieved by an active controlled heat pump, and starting the laser early in the experiment to allow reaching thermal equilibrium with the ambient. The room itself is ideally air-conditioned to ensure that fine optics do not go out of alignment with variations in temperature.
The beam path goes through 2 silver mirrors for convenience (not shown), losing an average of 6dB of laser power measured with a power meter in the process. The beam passes through a dichroic mirror with a long-pass cut-off at 650 nm, losing another 3dB, and a collimating lens to focus onto the sample. This last addition marks the distinction between regular PL, and micro-PL, where the spot size is smaller, and therefore the emission from a spot of fewer excitons is captured. The convergence can be coarsely adjusted with a CCD monochrome camera, and further adjusted with a power meter.

The sample absorbs the pump light (deep green line) and scatters the excited light in a cone (light green cone, arbitrary colour designation due to IR wavelengths), which is then collected through a Au-plated parabolic mirror to collimate the beam. Before entering the spectrometer, another pump long pass filter at 650 nm is applied.

The monochromator uses a double-grating Czerny-Turner configuration, of Bentham DMc150 make, of which 150 signifies the 150mm focal length. The
gratings are synchronously tuned by a computer controlled screw-rod. There is no compelling reason to use this particular monochromator model. The slits are variable for finer bandwidth control. Series dual gratings tend to obtain a better wavelength selectivity at the expense of further attenuation of the PL signal. The gratings installed have a blaze centred on 1250 nm (0.99 eV), with ~5% responsivity each at 700 nm (1.77 eV), which together with the constant-step screw rod deviate ±2 nm at the extreme ends of the tuning range from the ideal centre frequency, in a Railsback distribution (i.e. standard musical piano tuning). The rod limits the maximum travel (angle) of the grating, which could measure up to 1700 nm (0.729 eV) reliably in a previous version of the setup, and may now move at 1780 nm (0.696 eV).

To work around the potential low signal problem when scanning weak emission features from the sample is required, in the right conditions ~1 order of magnitude of signal may be recovered from using a lock-in amplifier synchronised to a chopping disk placed in front of the beam. Some pump lasers accept electrical chopping as well. This setup may be called quasi-CW, as the quality of the light is not affected by transients. The lock-in amplifier may then discriminate between the signal and detector dark current, using a series of electrical integrators, counters, narrow-bandwidth filters and differential amplifiers to obtain the final waveform (in this case, a DC-level signal).

The detector itself is an InGaAs PIN diode with active bias and a fixed electrical gain factor, yielding a reliable sensitivity range of ~2.5 orders of magnitude of signal in most conditions. A typical useful responsivity values for an InGaAs detector lies within 800 nm (~1.55 eV) to 1800 nm (0.688 eV). Additional absorptive filters before the monochromator may be installed.

### 4.2.2. Measurement challenges

At room temperature, the PL light emitted by the sample is broadened due to phonon scattering and of weak intensity[181]. In Fig 4.2.2 one may see such an example of temperature-dependent spectroscopy, using the same pump power of 1 mW and spectrometer settings throughout the measurement.
The peak emission has a redshift of ∼0.09 nm eV/K. Most of this emission would be attributable to InGaAs radiating photons throughout carrier transition over its band gap. The redshift is attributable to the Varshni band gap change. However, even at near room-temperature it is possible to observe that the peak follows the shape expected of a binomial distribution (instead of a Gaussian or Voigt-like shape), suggesting the contribution of another set of wavelengths. Moreover, outside of this distribution, a trail spread out across the blue part of the spectrum may be observed at temperatures below 110 K (within the reach of Nitrogen cooling). We have previously shown that the -20 dB point in this trail is caused by the Moss-Burstein effect [230,231], and has been used to successfully estimate and map doping levels present on 2 & 3 inch wafers [181,220].

![Temperature dependent photoluminescence spectra](image)

**Fig 4.2.2a.** Temperature dependent photoluminescence spectra, varying no additional experimental conditions. Receiving amplitude uncalibrated and expressed without units.
Fig. 4.2.2b Shows such a PL scan on TS1902, a sample nominally identical to the reference structure. In this example, the estimated doping density at 1.03 eV is $1.5 \times 10^{19}$ carriers/cm$^3$, derived from Ref. [220].

As it stands, these spectra provide limited information about the layer structure. The band gap of $In_{0.53}Ga_{0.47}As$ at 15K is 815 meV, whereas the peak is seen at a wavelength of 788.7 meV, corresponding to a slightly compressive $In_{55}Ga_{45}As$ alloy. As described in Chapter II, the presence of strain may locally affect the shape of the valence band orbitals, and thus band gap [118]. The TS2470 nominally identical wafer tested in Fig. 4.2.2c, known to have a good emission characteristic, sees the InGaAs peak at 806 meV.

The difference from expectation may be further explained by poor thermal mounting. The samples are attached to the cold finger using vacuum grease. Conventional electronics thermal compounds are often unsuitable for the cryostat environment due to their tendency to flake under high vacuum. Unfortunately, there are few vacuum grease products simultaneously rated for both medium vacuum ($2 \times 10^{-9}$ bar) and helium temperatures, though a suitable product was found. User error cannot be ruled out: mounting the fragile 350 $\mu$m InP substrate requires a fairly precise amount of grease, and pressure in the wrong spot may contaminate the sample. Though the protocol was improved over the years for samples <1cm$^2$, highly strained epitaxy will tend to bow the
wafer, with effects exacerbated due to temperature. It is therefore difficult to obtain uniform surface measurements with a flat disk as the cold finger base.

Fig. 4.2.2c illustrates the difference in peak wavelength distributions at different scan points across a wafer between a known strain-balanced wafer (top) (similar to the reference structure of Chapter III: 4ML AlAs / 15 ML $\text{In}_8\text{Ga}_2\text{As} / 4\text{ML AlAs}$ active region), and an intentionally tensile triple barrier RTD (4ML AlAs / 12 ML $\text{In}_{85}\text{Ga}_{15}\text{As} / 3\text{ML AlAs} / 16\text{ML In}_{532}\text{Ga}_{468}\text{As} / 3\text{ML AlAs}$). Both wafers have a centre of 1539.92±2.05 nm (805 eV) and 1541.15±11.53 nm (804 eV), respectively. However, the tensile wafer visibly bows in the cryostat to an extent where portions of the wafer lift off from the cold finger. In this scenario, pinning the wafer down may cause it to fracture.

No deviation for the calibrated LM-InGaAs was expected in the given context. The large deviation of $\lambda_{peak}$ in the case of the strained wafer, as well as the pattern seen in the left-hand side of the figure corroborate to the visual observation of the wafer lifting off the cold finger at 15K. This can be noted thanks to a 2mm copper lip surrounding the wafer edge. Therefore, it is likely that the redshift is attributable to variation in temperature.
Fig. 4.2.2c X-Y map of the peak wavelength in a partially strain-balanced wafer (top) and tensile wafer (bottom)
4.2.3 Optical transition modelling

In §2.2.1, several optical transitions were revealed for the case of a QW. The results in Chapter III so far have only presented the confinement energy with respect to the Fermi level. This alone cannot address the skewed spectral distribution seen in Fig 4.2.2. Furthermore, PL only reveals relevant energy peaks, whereas the confined $E_1$ level essential for the operation of the RTD is effectively a difference of levels.

![Simulated conduction (Γ) and valence band potentials](image)

**Fig. 4.2.3a.** Simulated conduction (Γ) and valence band potentials, after reference structure in Chapter III, but without any (intentional) doping. Excited carriers are shown with 3 main radiative transitions.

In Fig. 4.2.3a the reader is reminded about 3 main types of optical transitions. The reference structure in Chapter II is nominally doped. The overall raising of the level of the structure compared to the “Fermi sea” in the contact-levels (not shown in this schematic) facilitates the transfer of the carriers to the first quasi-bound $E_1$ level, and as such, the step-like Type-I transition becomes the dominant of the two linewidths responsible for characterising the QW. The estimated lifetime of the $E_1$ state with 4 ML barriers is 184,153 and 45.1 fs for 15, 14 and 12 ML respectively. Additionally, the tunnelling time was estimated at 58fs at 4 ML AlAs. However, in the nominally doped structure, the conduction band-edge does not correspond to the Fermi level, which would mean the difference in Type I and Type II emissions is different compared to the undoped
Both transitions terminate in the valence band QW confined level, meaning that in the ideal case, \( Type \ I - Type \ II = E_1 \). However, in this case Type-II transitions are only possible for the short UD spacers of the RTD, resulting in very weak spectral features.

Unfortunately, degenerate doping is a mandatory requirement for the operation of high current density RTDs. In order to fulfil the requirement for characterisation (and implicitly, provide a form of quality control for the epitaxy), a buried device active region-copy was proposed in our previous work [232]. Though a top layer may be preferable for PL and X-Ray characterisation, also potentially opening the door for X-ray reflectometry, it was found that the top dummy well has a tendency to relax. There are also concerns regarding the loss of profitability due to the extra etch step involved in fabrication.

![Modified reference structure including a buried duplicate of the active region.](image-url)
In order to predict the optical transitions, it is necessary to look at the modelling of the device. Based on Fig. 4.2.3a:

\[
E_1 = E_{\text{confined, } e} - E_F \\
E_{\text{hole}} = E_{\text{confined, } h} - E_F' \\
E_{\text{Type I}} = E_{\text{confined}} + E_{\text{gap}} + E_{\text{confined, } h}
\]

Holes can be computed in any single band simulator capable of dealing with thin layers where wave functions interact (see Chapter II for a non-exhaustive list), by mirroring the band structure upside down to reflect to valence band potential, and specifying the correct heavy/light hole effective mass \(m^*\). Hence, the presence of an artificial \(E_F'\) in \(E_{\text{hole}}\). It is worth noting that with the previous reference settings for the scattering parameter, the hole levels are degenerate and may be considered identical to the valence band edge. If elastic scattering is not considered (\(i.e. \to 0\)), there are several energy levels starting 10-50 meV from the band edge, with separations <70meV. This occurs due to the \(\Delta E_v\) of AlAs vs. InGaAs being smaller compared to the conduction band case.

Fig. 4.2.3d plots various combinations of Type I and Type II transitions for different well widths and well depths (achieved by varying In\(_x\)Ga\(_{1-x}\)As mole fractions). Between InAs and GaAs, \(m^*_e\) varies by a factor of \(-x3\), therefore the relative changes in mole fraction produce a more pronounced increase of photon energy with lower mole fractions, also in line with forbidden band changes.

Between 2 adjacent QW from a compositional perspective (\(±1 \text{ ML WW, ±3\% } x\)), the difference in energy in Type I states varies between 10 to 30 meV.

A +8.5\% fit factor was added to the alignment of the averages of the valence band potentials to better match the PL measurements seen in trial structures. Unfortunately, the band offsets of AlAs/InGaAs lattice-matched to InP were not studied to my best knowledge, however, similar studies also shifted the energies “by a few percent” [233,234] between photoexcitation spectroscopy results to obtain the best line of fit. These results are explored in §4.3.

A similar modification is explored with the variation of AlAs barriers. Fig. 4.2.3e plots the changes in Type I and Type II optical transitions with different symmetrical barrier width. It is noted the energy scale bar in this plot is
different from the previous figure. We note that with the exception of no AlAs presence, the model predicts that Type-II transitions are largely invariant with barrier thickness. This may aid overall in the verification of barrier thickness when referring to Type I transitions, as on average, fractional ML variations could mean that the Type I line shifts by $\pm 10 \text{meV per 0.5 ML}$. This suggests that it is very difficult to decouple well width, depth and barrier thickness using LT-PL alone, with the linewidth offering a space map of $>10$ plausible combinations of all parameters. A genetic algorithm employed for automatic curve fitting could be a subject worth of closer attention. This is of particular value should there be several similar wafers ready for characterisation.

Fig. 4.2.3c. PL Type I & Type II transitions diagram. QW well depth [In] and well width (expressed in monolayers) influencing Type I (left) Type II (right) transitions. Horizontal line represents lines obtained from LT-PL alone. The horizontal axis represents the mole fraction in percentages, where 100% is InAs, and the curves represent the well width, in 1 ML steps.

Fig. 4.2.3d. Change in Type I and Type II PL transitions by varying symmetrical AlAs barrier widths
Indeed, our previously published attempt [220] had a significant splitting between the InGaAs and QW emission, due to an unintentionally asymmetric AlAs barriers of 2 and 4 ML respectively. These findings were later confirmed by HR-TEM, and HR-XRD.

### 4.2.4. Power dependency PL

The cooling power of the cryostat is approximately 1W across the surface of the copper cold finger 12.56 cm$^2$. Whilst the thermal mass of the copper block may account for minor temperature fluctuations due to the instability of the optical pump power, in a typical measurement the micro-PL measurement is performed with optical power densities in excess of 20W/cm$^2$. In order to account for any heating effects, pumping power dependent spectra are nominally taken.

Power-dependent PL at 15K within 4 orders of magnitude of pumping power was performed to confirm our previous findings in [232]. For the higher power measurements seen in Fig. 4.2.4a, adding neutral density filters was necessary to prevent saturation of the detector, such that the monochromator slit settings remain unaltered for linewidth comparison purposes. As such, the amplitude of the data is presented in units normalised to percentages, then offset for better presentation. The normalisation process has a tendency to improve small peaks and worsen the apparent signal to noise ratio. The anomaly on the 2$^{nd}$ power from the top (i.e. noisy signal) in the virgin surface series of scans was caused by experimental error—an absorptive-type neutral density filter in place to avoid saturating the detector was not removed, causing a worsening of the signal-to-noise ratio. This does not affect the results otherwise.

In Fig. 4.2.4a a comparison between the virgin surface (laser pointing towards active region) and etched surface (laser pointing towards dummy copy) is presented, noting the lack of Type- I transitions in the latter, and the relative increase in amplitude of the Type- II with respect to the remaining InGaAs material peak. It is also confirmed that the Type -II transition does not shift due to having the active region on top, however, repeated practice has revealed that the heavy doping concentration may easily quench this emission, which often finds itself at the limit of the DC detectivity in this particular system. This means that if appropriate signal recovery techniques/ wide slits are employed, it
may be possible to avoid etching a small spot on the wafer, reducing contamination and mishandling risks.

One way to discern features from the obtained PL spectra is to fit Gaussian and Lorentzian functions, as appropriate, to obtain a fit to the Voigt profile. In the case of RTDs, as the confinement is always 2-dimensional, we will refer to Gaussian probability distributions.
In Fig. 4.2.4b, variations of ±1 ML of the Type-1 well width are accounted for by fitting 3 different Gaussians with an identical full-width to half-maximum ratio. In line with the model from Fig. 4.2.3c, these peaks are separated, on average by ±20 meV each, an average value of the changes of the Type-I transitions. The reader is reminded that the shifts account for changes of $m_{hh}^*$, $m_e^*$, $E_g$, in addition to the confined levels w.r.t. the band-edge.

Even if the trailing spectral edges are not perfectly accurate with this first-order approximation, the resulting fit is remarkably accurate. The Type-I emission from what would be a 16ML is comparatively weak to the target 15ML and 14ML, but could be detected in lieu of the shape of the asymmetric spectral edge near the narrow LM-InGaAs peak [220]. This is attributable to the average QW thickness being between 15-16 ML around the radiated spot. In practice, the arbitrary growth of the AlAs/InGaAs interface (see §4.4) cause the linewidth to broaden more than would be expected for a SQW emission.
By adding the contributions of the deviation from a target QW width, it is noted that the Type-I emission components overlap with the InGaAs peak to varying extents, at lower pumping powers dominating the spectral features.

In Fig. 4.2.4c the peak emission from Fig 4.2.4b are plotted against 8 different pump powers, following a cubic dependency. In a 2010 paper on quantum dots [235], it was proposed to separate this into a quadratic dependency for lower powers and biquadratic dependency for higher powers. The InGaAs peak does not significantly shift with pumping power, suggesting that the thermal bonding of the sample is adequate.

In the limit of zero optical power, the difference between the highest energy Type I transition (QW minus 1 ML) and the Type II transition yields a maximum $E_1$ unbroadened peak level is $57 \pm 2$ meV. This is in good agreement with previously presented data [232].

![Graph showing the shift of PL emission peaks with the cube of the pump power.]  

Fig 4.2.4c Shift of PL emission peaks @15 K with the cube of the 532nm pump. Bulk InGaAs emission in green parallel to the horizontal, Type II in red (lower part of the graphic). The other lines correspond to Type I emissions.

To summarise thus far, LT-PL is an excellent method to characterise Type-I InGaAs/AlAs on InP RTDs, revealing indication of the average thickness of the QW through 3 distinct, broadened components corresponding to $\pm 1$ ML variation in QW thickness observed at lower pump power densities. One of the main causes which might invalidate the spectroscopy results is the thermal bonding. Whilst
not a problem for small samples, highly strained wafers may visibly bow, losing thermal contact with the cold finger at the point being scanned. This, however, can be easily tracked with power-dependent pump spectra at the LM-InGaAs peak (expected between 803-823 eV), which should not considerably shift with an increase in the cube root of the laser pump power.

The correct identification of Type-I and Type-II transitions from doped and unintentionally doped structures can give the value of the $E_1$ quasi-bound energy level w.r.t. Fermi injector level, greatly reducing the need to take into account the absolute valence band offsets, which appear to have strain-associated uncertainty. For this particular study, comparing LT-PL with LT-photoexcitation spectroscopy (LT-PLE) may reveal more detail. An additional benefit of LT-PL is that the doping level can be mapped on the wafer, something we studied extensively in our previous work [220].

### 4.2.5. LT-PL and barrier thickness

In §4.2.3, it was suggested that the AlAs barrier may have a convoluted spectroscopic contribution with the various possible combinations of well widths and well depths. However, one advantage of micro-PL is given by the relative size of the exciton to the diameter of the irradiated spot. In Ref. [236] InGaAs/GaAs QD structures at 16 nm have been intentionally grown to confine excitons of 10-15 nm diameter. The $e^2$ beam diameter (beam diameter falling between 13.5% radial points from maximum intensity) for a focused laser at typically low powers is $<50 \mu m$, yielding ~33 averages per sample. This is one of the By comparison, the CuK$_\alpha$ emission of 0.1506 nm used in HR-XRD, fits ~664000 times in a beam with a 0.1 mm diameter.

Wafers were grown at the National Epitaxy Facility at The University of Sheffield. In this particular epitaxial growth run, the QW was cautiously modified to 12 ML of $In_{85}Ga_{15}As$, with the mention that in Fig. 2.1.4d stress diagram, it is shown that the stress-equilibrium point for 4 ML AlAs is predicted to allow 14 ML of $In_{85}Ga_{15}As$. Three wafers, namely TS 2474, TS2478 and TS 2483 have 4, 3, and 2 ML symmetric AlAs barriers, respectively.
The 15K PL spectra at the same pumping power of 0.81 mW is presented in Fig. 4.2.5a. The spectra are plotted at a similar pump power level to those in Fig. 4.2.4b, however, Nomarski microscopy revealed surface defects at higher magnifications (without a consistently countable large-scale defect per field of view) that was not apparent in the previous wafer, attributable to the lesser strain-balancing effect in these samples, whereas the previous sample was designed with this intent.

Fig. 4.2.5a Normalised LT-PL spectra of 3 wafers with a nominally identical QW and varying symmetrical barrier widths of 4, 3, 2 ML for TS2474, TS2478, TS2483, respectively. See Table 4.2.5 for effective numerical comparisons.

It is immediately apparent that 2 ML barriers have a different spectral shape compared to the 3 & 4 ML. The difference between the latter is more subtle. As a contribution of several wavelengths is expected, in this diagram I have proposed to look at the half-maximum (-3dB) point of the PL signal, where QW Type-I transition would be expected.

From Fig. 4.2.3c, it is expected that for this QW and at 4 ML barriers, the modelled Type I transition is at 864 meV and the Type II at 787 meV. Assuming that the InGaAs emission remains within 803-808 meV (with different pump powers), a fit to the 15K data of the 4 ML AlAs wafer is produced in Fig. 4.2.5b.

An adequate fit is only resolved with a centre layer at 840 meV, being dominated by the emission from a +1ML wider QW vs. design. In terms of epitaxial optimisation, it is perhaps safer to slightly overshoot an epi-layer
thickness than to undershoot. In this case, a slightly longer QW average may reduce bias requirements by lowering the position of the $E_1$ weakly bound level. The Type-II emission was found at 793 eV, within expectation. What is not expected however, is the strong contribution of the Type-II, which may suggest the presence of an additional linewidth, possibly caused by the formation of nearly lattice matched AlInGaAs alloy. This partial fit is the subject of further consideration for publication.

![Fig. 4.2.5b PL spectrum at 15K of TS2474, fit with Gaussian distributions corresponding to different emission lines, as seen in Fig 4.2.4b.](image)

The summary from the data of Fig. 4.2.5a and the wafer maps is presented in Table 4.2.5. The strongest PL median peak was recorded with the 3 ML wafer, but the larger spread in absolute values seem to put that advantage in question. Interestingly, though Fig. 2.1.4d predicted that 2 ML barriers may push the limit of uniform epitaxy, which may concur in the corresponding lowering of the median peak, the overall emission characteristic deviates notably less.

The -3dB point slightly undershoots, but follows the trend of Fig. 4.2.3d, with a -6.9 meV shift from 4 to 3 ML , and a -18.1 meV from 3 to 2 ML, whereas the computation suggests a -40 meV shift from 4 to 2 ML. The 14 meV discrepancy can be explained by the misaligning of the band levels under stress, which could not be fully considered without empirical evidence.
This suggests that the stress calculations of Fig 2.1.4d hold appreciably well in these circumstances, predicting that the partially strain-balanced TS2478 would perform better compared to the tensile TS2474 or the slightly compressive TS2483. This analysis does not fully describe the RTD active region, however, the obtained linewidth greatly limits the number of border cases.

<table>
<thead>
<tr>
<th>Wafer no. (NEF Sheffield)</th>
<th>Barrier Width (ML)</th>
<th>Peak intensity (a.u.)</th>
<th>Standard deviation (%)</th>
<th>Half-Max. cut-off (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS2474</td>
<td>4</td>
<td>0.045</td>
<td>±31.19</td>
<td>0.852</td>
</tr>
<tr>
<td>TS2478</td>
<td>3</td>
<td>0.056</td>
<td>±38.36</td>
<td>0.8451</td>
</tr>
<tr>
<td>TS2483</td>
<td>2</td>
<td>0.019</td>
<td>±23.20</td>
<td>0.827</td>
</tr>
</tbody>
</table>

Table 4.2.5. PL data summary from 3 wafers with nominally symmetrical AlAs barriers.

### 4.2.6. LT-PL and InAlAs buffer layer

An intentional omission in Fig. 4.2.3b was a 200 nm \( In_{52}Al_{48}As \) gettering layer added the InP substrate prevent possible barrier asymmetry. Whilst analysis in 3 different rows of test structures consisting of stacks of doped and their respective undoped barrier/QW layers, did not confirm beyond any doubt that there is an improvement, the InAlAs layer was kept. This is an important point for the XRD analysis as it will be seen in the next section.

---

**Fig. 4.2.6 Virgin surface LT-PL spectra of looking towards a doped 12 ML QW with \( In_{52}Ga_{15}As \). Sample TS 2267 is a stack with an AlInAs buffer, sample TS 2270 has InGaAs only. Type I and II emissions come from this top, and a bottom identical, UD QW, respectively.**
Fig 4.2.6 compares 2 such stacks. Upon normalising the peaks, the relative intensity of the peaks of the sample with the AlInAs gettering layer is understandably lower. Moreover, due to this scaling, the Type $-II$ emission appears invisible in this context. It was however, noted that Type-$II$ emission is more thermally and spot-sensitive on average, and thus, do not consider these spectra statistically significant. In effect, the swap of AlInAs from InGaAs material may help LT-PL characterisation by preventing the “blinding” of nearby spectral features, without necessitating reducing the slit size, which could render low-signal features (doping, Type-$II$ emission) undiscoverable.

### 4.3 High Resolution X-Ray diffractometry

#### 4.3.1. Setup Description

Though X-ray diffractometry (XRD) systems are available from various vendors, and are presented in the form of a stand-alone laboratory cabinet with leaded glass, it is important to acknowledge that these are highly modular, precise, and rather delicate systems that must not be treated as a black-box.

At the centre of every XRD system capable of regular crystal analysis is a finely actuated goniometer, which can rotate, tilt and rock the specimen with respect to the incident beam in most required orientations.
X-rays are generated from a vacuum tube source, an omnidirectional emitter of *Bremsstrahlung* from a copper target bombardment, is shielded with the exception of a circular exit aperture. In order to produce a usable beam, the aperture is set close to a Göbel mirror. Because of their small wavelength, X-rays cannot be typically reflected in the sense comparable to a visible and near-visible light, but highly pure, regular crystals of certain orientations can cause the beam to selectively diffract, absorbing high angle scattered X-ray photons.

After the exit from the Göbel mirror, the beam is collimated but contains several wavelengths in the vicinity of the desired emission peak. A copper target produces 2 high intensity peaks at slightly different wavelengths, labelled $CuK_{\alpha_1}$ & $CuK_{\alpha_2}$ at ~0.1506 nm. Monochromators in this case are an additional crystal which bounce the beam 2 or more times, trading off linewidth with intensity at each hop. One of the systems used in this work had interchangeable monochromators, a 2-bounce and 3-bounce Ge crystal of different orientations, which could be used to reduce the $CuK_{\alpha_2}$ emission to reduce fringe interference effects.

Slits, both entry and exit, may be used to limit the number of high-angle scattered electrons entering the detector. An absorber material may be placed in front of the source when grazing angle scans are performed (X-ray reflectometry XRR). Both the absorber disk and slits may be either user-operated or motorised and computer-controlled, or may be completely hidden to the user and integrated in a source & detector monolithic blocks.

For a typical symmetrical $\omega - 2\theta$ rocking curve measurement, the incident $\omega$ is equivalent to $\theta$. Asymmetrical curves are useful for mapping reciprocal spaces, and may employ a 1D detector array instead of a “single pixel”/ 0D detector.

The specimen is mounted on the centre of the goniometer, and when a rocking curve is performed, most systems actuate the rocking angle continuously, albeit slowly, and acquire data at the frequency specified by the user. The $\omega - 2\theta$ scans taken in this work take between 30 minutes and 2 hours each, to gain as much signal as possible from the very thin layers of the RTD.
Each system has its own software and describing the operation is beyond the scope of the work, as it will be subject to training and approval in the laboratory where the equipment is seated. A typical pre-scan checklist follows:

- Mount sample, ensure safeties are latched.
- Set X-ray generator acceleration voltage and current
- Tilt sample $\chi = 90^\circ$, perform Bragg-peak $\omega$ scan and optimise
- Optimise FWHM of $2\theta$ scan
- Correct any wafer miscut, $\psi$ angle
- Repeat $\omega$ and optimise peak intensity until intensity deviation is low
- Perform quick $\omega - 2\theta$ scan to ensure correctness and obtain useful scan angle limits

### 4.3.2. HR-XRD model

A corollary of the $CuK_{\alpha1}$ emission being $\approx 1/2$ of the atomic radii, is that invariably, the tube will produce a beam with a wide diameter $\lambda$, despite the beam itself having negligible divergence. The previous section discussed how this beam may be conditioned to an extent, yet this is insufficient to produce a lower statistical averaging of the spot size. And because some defects such as point-defects and dopant species tend to be spread throughout the lattice, XRD cannot be expected to reliably detect such conditions. One notable exception can be mentioned in the case of solid-diffusivity limit cases that realistically impact upon the overall strain and stress of the epitaxy [194]. Should such effects be invisible with other surface scanning equipment, it may be difficult to de-convolute from the complex factors that impact the structure using XRD alone.

Hence, Fig. 4.3.2. presents a simplified layer structure of the RTD, noting the merging of the “staircase” [220] doping regions into a large layer for this purpose. The colour-coding on the left is used to suggest that for a first approximation of obtaining a fit, the growth-related parameters of layers of identical colours (mainly mole InGaAs mole fraction and thickness in all cases) may be “linked” together. The role of the thick lattice-matched InAlAs buffer layer can be expected to be analysed with greater accuracy vs. an InGaAs-detector enabled PL, but will be later confirmed in §4.4.
Fig. 4.3.2. Sample $\theta - 2\theta$ rocking curve scan (left) and designed layer structure with used HR-XRD model neglecting doping. The colour-coding uses the schema of Fig. 4.2.3b to reveal intermixing fractions and thickness measures relating to the growth rate of a calibrated epitaxial process.

The left-hand side of Fig. 4.3.2 is the semilog plot of the $\omega - 2\theta$ symmetrical rocking curve along the (004) direction of the reciprocal space. The horizontal axis shows the angle, which may be expressed in absolute terms (here), or relative to the highest intensity peak, given by the Bragg condition. In this case, this is the InP substrate diffraction. The angle is expressed either in degrees of an arc or arc seconds ($1^\circ = 3600$ arcs), though rarely in radians.

The vertical axis is a measure of arbitrary intensity, in this particular case, expressed as particle counts at a given measurement of $\theta$. To show that the experiment depends on the time-integration, many systems display the counts/second by default. However, the information in the low-magnitude region is important, and decided that the detector particle counts are a more effective way to present the information in this case. Regardless, as the previous description tells, this is a qualitative measure, rather than quantitative, and is mostly interesting with respect to the relative order of magnitude changes, which is why it is always presented in the log scale in this work.

It is of note that the data presented in Fig. 4.3.2 cover $\sim$7 orders of magnitude, whereas the noise floor of the detector may be reached sooner should the beam be conditioned. In addition, the model assigns arbitrary real numbers to the magnitudes, whereas the detector cannot count a fraction of a particle, devoid of physical meaning. This results in a discretised “low-resolution” window of the
data in low counts regions, and is thus a quantisation/visualisation problem rather separate from the technical capability of the detector.

### 4.3.3. XRD sensitivity analysis

Several steps need undertaking before the complicated rocking curves can be understood and analysed with a minimum of error. A manual sensitivity analysis is performed in this chapter. Several XRD modelling software were used throughout the duration of the work, depending on the physical kit available at the time. As X-ray propagation is highly deterministic [237,238], minimal differences exist between software, with the more advanced types being able to account for X-ray optics, substrate curvature or feature advanced fitting algorithms and industrial/lab-customisable user interface. One of the best royalty-free simulators is available online from the Argonne National Laboratory [239], but does not offer the convenience factor of comparing with arbitrary input data. For the analysis that follows, Bruker DIFFRAC.SUITE LEPTOS was used, attached to a Bruker D8 DISCOVER system. Malvern Panalytical (formerly Panalytical) X’Pert software and Jordan Valley Rocking Curve Analysis by Dynamical Simulations (RADS) were also used. In all cases, it is worth noting that the XRD may show unpredictable features should the strained epitaxy relax. Sophisticated software methods can compensate for mosaicity and interface roughness.

Calibration steps are important for the correct set-up and maintenance of an epitaxial growth reactor, such that maximum accuracy and precision are obtained. One such typical calibration would be to obtain the right flow and temperature conditions to obtain InP lattice-matched $In_{53.2}Ga_{46.8}As$. A typical sample grown in this case could involve a growth attempt of a few hundred nanometers of InGaAs on top of the substrate, or an additional InP buffer. This relatively simple sample may also be measured with ellipsometry techniques.

A pure substrate creates a Sherrer peak. When a thin-film of nearly lattice-matched material is grown, this will display Pendellösung fringes (whose width vary with material thickness), and create an additional peak next to the Bragg condition. This is illustrated in Fig. 4.3.3a. The amplitude of the secondary peak
gives an indication of the thickness of the layer, whilst the distance from the peak indicates the amount of compressive or tensile stress.

This concept is then tested by modelling a variation, and linking, all LM-InGaAs mole fractions. Linking the thickness and mole fraction parameters has the expected physical sense of corresponding to epitaxial growth kinematics, i.e. growth rate and atom species migration. It is reasonable to assume that the specified calibration will be maintained for a layer of the same material with a differing thickness. Fig. 4.3.3b attempts a ±5% change in the mole fraction, showing the reference XRD curve in the middle. I would note that this is an exaggerated change for pictorial reasons. A secondary high-intensity peak appears, corresponding to the ~482 nm of InGaAs. In practice, the vast majority of samples were grown within a slightly compressive $-100\text{arcs}$ ($-0.027^\circ$), though sufficient to detect fractional changes with low-resolution (2 orders of magnitude) X-ray equipment. The distance from the peak in arcs is given by the mole fraction, whereas the amplitude of the peak is given by the layer thickness. The layer linking may be removed later to obtain a finer-grain fit.
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Fig. 4.3.3b. Comparison of modelled $\omega - 2\theta$ rocking curves of layer-linked InGaAs mole fractions. With $In_xGa_{1-x}As$ $x=0.482$ (top), reference lattice-matched (middle), $x=0.582$ (bottom). Inset modelled layer structure schematic of Fig. 4.3.2. as a guide to the changes.

The other important concept used in this work is the superlattice. From the growth point of view, repeats of the layers of similar material will cause periodically occurring regions of higher particle counts per rocking angle known as “satellite peaks”. The basic RTD structure behaves as such with the QW and top cap, particularly when both share the InGaAs alloy concentration, and the two LM-InGaAs layers before and after the active regions, albeit their respective differing thickness can have a better analogy with a resonator.

In altering the layer thickness, the expectation is that the growth rate is broadly similar, especially for bulk material outside the limits of immediate channel (or effusion cell for MBE) switching times. Therefore, a sample alteration of $\pm 10\%$ of the growth rate can be expected to lead to a corresponding $\pm 10\%$ variation in layer thickness. This, is of course, assuming that the epitaxial growth operator does not intervene in the automated growth recipe, should the in-situ reflectivity plot or RHEED oscillogram suggest that the designed thickness has already been achieved. This is statistically more likely for thicker layers due to
the wider berth given to the operator reaction time, whereas the ML-thin AlAs barriers may well be at the mercy of the calibration, reactor condition, and quality of *ex-situ* characterisation.

Fig. 4.3.3c. Comparison of modelled $\omega - 2\theta$ rocking curves of layer-linked LM-InGaAs thickness. With top layer thickness 20nm (top), reference (middle), 100 nm (bottom), and proportional change corresponding to the bottom layer.

Fig. 4.3.3c illustrates the change of varying the lattice-matched InGaAs layers. The bottom, thicker, layer can be deconvoluted from the top layer in lieu of the higher amplitude it generates. However, the top LM-layer changes the periodicity of the Pendellösung fringes. As the figure shows, this is not easily apparent with slight deviations from the target structure, and instead, is an effect of finesse. Characterising the double barrier single QW system has proven difficult using the PL emission linewidth alone, especially with respect to the difficulty of disassociating the thickness vs. the mole fraction. Fortunately, the entire XRD rocking curve appears to shift towards a more-compressive, or more-tensile region depending on the mole fraction. Fig. 4.3.3d shows this effect, noting the positions in the gaps between the satellite peaks. Due to quantisation noise, it is easier for both the eye, and fitting algorithms to fit to the gaps
rather than the satellite peaks themselves, therefore the highest resolution XRD system is helpful in this particular regard, but can be managed, with difficulty, with ~4 O.M. of usable signal (before quantisation noise). Should the top cap be of the same mole fraction as the QW, this can help boost the particle count, though this top layer is easier to characterise alone as more X-ray photons have a chance for diffraction.

On the other hand, the effect of changing the QW thickness is both subtle and different from the previous effects, working only on the satellite peaks. Fig 4.3.3e shows how the periodicity of the satellites is reduced with an increase in QW thickness, with an overall movement towards the lattice-matched condition. Should higher order of magnitude signals be available, additional satellite peaks may appear at higher rocking angles. This difference in both ends of the stress regime provides an adequate measure of the $I_{n0.8Ga_{0.2}As}$ mole fraction.

The change of QW thickness of Fig 4.3.3e contrasts with the modelled adjustment of the AlAs barrier thickness. In Fig. 4.3.3f, comparatively subtle changes are seen in the compressive regimen (left of Bragg angle), whereas the distance and number of satellite peaks in the tensile region are clearly affected for changes as large as 2 ML. Nevertheless, paired with other effects, it is practically difficult to express averages of fractional monolayer changes, particularly as the AlAs diffraction is expected to be diffuse due to the interface roughness.

Therefore, HR-XRD can provide a coarse measurement of the average AlAs barrier. It is insufficient to deduce the thickness using HR-XRD alone, and even with the addition of PL this may be difficult where thicker (>4 ML) barriers are concerned. Therefore, additional dark-field HR-TEM is recommended for barrier characterisation beyond doubt, at least relegated to a periodic inspection of the growth quality. This contribution is experimentally verified in §4.3.5.
Fig. 4.3.3d. Comparison of modelled $\omega - 2\theta$ rocking curves of layer-linked $\text{In}_{0.6}\text{Ga}_{0.2}\text{As}$ thickness. With $x=0.75$ (top), reference (middle), $x=0.85$ (bottom). Red lines as a guide for the eye.

Fig. 4.3.3e. Comparison of modelled $\omega - 2\theta$ rocking curves of layer-linked $\text{In}_{0.6}\text{Ga}_{0.2}\text{As}$ thickness. With QW thickness 4.05 nm (top), reference (middle), 4.95 nm (bottom), and proportional change corresponding to the top layer. Red lines as a guide for the eye.
Fig. 4.3.3f. Comparison of modelled $\omega - 2\theta$ rocking curves of layer-linked AlAs thickness. With 2 monolayer (top), reference (middle), 6 ML (bottom). Red lines as a guide for the eye.

Fig. 4.3.3g. Comparison of modelled $\omega - 2\theta$ rocking curves of layer-linked InGaAs contrasting with AlInAs thickness. With tensile $Al_{53}In_{47}As$ and with compressive $In_{582}Ga_{418}As$ (top), reference (middle), and $Al_{43}In_{57}As$ with $In_{482}Ga_{518}As$ (bottom).
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The AlInAs gettering layer was seen as a necessity in early growth attempts to prevent barrier thickness variation due to residual atomic oxygen incorporation with the highly chemically reactive Al atom species.

Unfortunately, in certain circumstances it is conceivably possible that the effect of the InGaAs vs. AlInAs may not be possible to be detected using HR-XRD alone. Fig. 4.3.3g illustrates such a case where the InGaAs and AlInAs layers have a changed ±5% and ±5% mole fraction, respectively. In practice, this was never observed and AlInAs could always be de-convoluted from InGaAs with ease, also confirmed by LT-PL. (see growth rate comment on Fig. 4.3.4b.)

To summarise thus far, XRD alone still does not provide a unique combination of QW thickness and mole fraction. The possible combinations, conservatively assuming 4 O.M. of signal are available, are highlighted in Fig. 4.3.3h, repeating the graphs of Fig. 4.2.3c, to highlight how the LT-PL linewidth greatly reduces the number of possibilities. It is important to note however, that this PL linewidth is broad due to the contribution of several emitters. Due to its large spot size compared to the wavelength, XRD provides an even larger averaged measure of the QW atomic interface. In the next sections it shown how a 5-O.M. of signal or higher helps extend that precision to ML fractions in ideal conditions.

Fig. 4.3.3h. Type-I (left) and Type-II (right) emission graphs with the PL linewidth marked by a horizontal line and possible structural values due to XRD analysis marked by grey box. The summary of a typical precision of a solitary XRD solution is shown above.
4.3.4. Role of the buried well

Previously, a buried layer was introduced with the aim to improve PL emission qualities and better define the valence band alignment. An investigation is carried out on the impact it carries on the XRD rocking curve.

![Modelled XRD rocking curve without (top) and with (bottom) the contribution of the buried well.](image)

Fig. 4.3.4a Modelled XRD rocking curve without (top) and with (bottom) the contribution of the buried well. Vertical axes in log scale, arbitrarily separated to facilitate comparison. A typical noise floor is represented with the dashed line. The rectangular boxes represent areas of concern (see text)

Firstly, a comparative model is performed for the reference structure with and without the buried well, respectively. This result is shown in Fig. 4.3.4a, by setting the noise floor to an arbitrary ~4 O.M. from the peak count. I remind that this specific value depends on the intensity (and age) of the X-ray tube, the detector type, and beam conditioning.

To begin with, the general shape of the graphic is identical, which implies that the buried well does not significantly impact the strain regimen. The 522 nm of lattice matched InGaAs will prevent many crystal defects, except those caused under heavy strain. The disadvantage is that this large layer adds very fine Pendellösung fringes in the tensile (right-hand side of the substrate peak) region of the rocking curve. This behaviour is marked with a grey box, and may conceivably obscure satellite peaks in practice due to noise and quantisation.
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It is important to note that for the same noise threshold, generally, the sample with the buried well is expected to detect diffracted photons over a larger rocking range, as highlighted by the red bounding boxes. In these regions, the sample with the buried well, diffracts on average 2x the amount of photons. This is welcoming aid in interpreting the data, particularly when it is close to the noise floor.

One disadvantage appears in the fringes often corresponding to the top ~60 nm InGaAs. The peak/valley magnitude is lowered, but in all cases studied, insufficiently so to be a cause of concern.

Fig. 4.3.4b. Measured HR-XRD rocking curve of TS1904 4nm buried well (top) and TS1902 4.4 nm no buried well (bottom). The anomaly in TS 1902 is not seen in other wafer samples (see text).

Fig. 4.3.4a predicted that the detected particle count is increased at the expense of an increase in Pendellösung fringes. Given an angular resolution (typically continuous, slow motor movement) and integration rate, it may be possible to confuse this as noise due to quantisation error. However, despite this complication, in lieu of the increased signal, this now allows the determination of the mole fraction of the InGaAs QW with better certainty, particularly as the features in the higher angle range can be seen more clearly.

Fig 4.3.4b compares two normally identical samples with (TS1904, top) and without (TS1902 bottom) the buried well, respectively. The thickness of the
active region layers is confirmed by averaging medium-resolution dark-field TEM images presented later in §4.4. In this comparison, an anomaly may be spotted in TS1902, XRD curve fitting has revealed that this may be caused by the sub-emitter regions (22 nm) $In_{65}Ga_{35}As$ (c.f. LM-InGaAs). This change is consistent with the growth sheet, where the growth rate for the contact layers is significantly slowed down (0.2392 nm/s vs. 0.0977 nm/s) to allow more Si diffusion. Since this region is intended as the collector, it will not adversely affect $E_1$ levels. The QW was fit to 4.4 nm, in line with growth rate predictions.

No anomalous Trimethyl-In or Trimethyl-Ga channel flow rates were reported, and no reflectivity problems were reported. LT-PL could not confirm this presence ~950 eV (Fig. 4.2.2b), and TEM could not reliably reveal this information either, expected due to non-linear grey level/contrast dependency on Indium mole fractions [240].

4.3.5. HR-XRD and barrier thickness

Thus far, models predicted that the gross barrier thickness can be detected with HR-XRD, and the buried well increases the received signal by ~3dB. The same samples from §4.2.5 are used, designed nominally identical with symmetric 4, 3, and 2 ML AlAs barriers, respectively.

![Fig. 4.3.5a. Measured & modelled HR-XRD $\omega - 2\theta$ rocking curves of TS2474 4ML AlAs. The results of the fit are presented in the table, and the colour coding is to suggest layer-linking.](image-url)
The same methodology was employed as before. Fig. 4.3.5a presents a partial fit of TS 2474. This structure provided a challenge to the fit process; despite the Nomarski surface morphology having a low defect count with no evidence of line or screw defects, as well as strong LT-PL emission, the stress & strain regimen is noticeably different from the other samples: the low-angle strained InGaAs fringes could not be reproduced with good fidelity, nor the high-tensile region gap at ~33°. The median fit of the LT-PL linewidth of at 840 meV suggests a QW combination of either 11 ML with \(x=0.88\), 12 ML with \(x=0.86\), or 13 ML with \(x=0.84\). In the end, a nearest-neighbour fit algorithm offered a compromise solution of ~12.5 ML QW with \(x=0.82\), but slightly asymmetric barriers to compensate the strain. Given that the LT-PL Type-I emission was broad, this is not scenario is not in disagreement with the data presented, and is likely to be a gross average.

Furthermore, wafers TS 2475 and TS 2476 had reported problems with fluctuations in disilane flow. If this problem began to manifest itself with TS 2474, it may be conceivable that the silicon atoms had an effect on overall stress, as evidenced by surface studies in Ref. [194].

![TS2478-3ML measurement](image)

**Fig. 4.3.5b. Measured & modelled HR-XRD \(\omega \rightarrow 2\theta\) rocking curves of TS2478 3ML AlAs. The results of the fit are presented in the table, and the colour coding is to suggest layer-linking.**

The wafer with 3 ML AlAs in Fig. 4.3.5b did not show the extent of stress problems compared to the 4 ML wafer. An apt fit was obtained with slightly thicker AlAs barriers but a thinner QW. This is consistent with HR-TEM
observations at the ternary/binary interface, where [In,Ga] atom species may not hold well-defined pattern in the lattice.

![Design XRD fit](image)

**Fig. 4.3.5c.** Measured & modelled HR-XRD $\omega - \theta$ rocking curves of TS2483 2ML AlAs. The results of the fit are presented in the table, and the colour coding is to suggest layer-linking.

The same effect in ML halves was seen on the 2 ML structure of Fig. 4.3.5c. The only necessary adjustment performed is a subtraction of 1 ML from the AlAs thickness compared to the previous case. The Type-I PL emission was notably shifted compared to the 3, 4 ML case, however, this was expected. XRD confirms that the shift is not additionally due to the indium mole fraction or other compositional modulation factors.

### 4.4 CELFA-TEM

Interpretation of HR-XRD data can provide a remarkably accurate characterisation of the double barrier–QW system. The solution, even with the addition of LT-PL is not unique. PL linewidths tend to be broad, with estimated carrier lifetimes within 30-200 fs, and XRD itself providing limited information should the sample stray from the pseudomorphic condition.

Whilst secondary ion mass spectroscopy has the relative advantage of speed, it still cannot provides an average of measurements where the ion beam impacts the sample. For ultimate interface characterisation, TEM remains an
indispensable tool. Specifically, dark field TEM employs diffraction pattern apertures to block the direct beam. This allows only the sample-interacting diffracted beam to pass [216,217]. As with optical microscopy, the disadvantage is reduced image intensity and the potential contrast issue if long exposure times are not possible (due to oxidation or low activation energy samples, for instance).

The TEM sample preparation and imaging was performed by Integrity Scientific Ltd. To prepare a TEM specimen, cleaving the wafer, then a focused ion beam miller is employed to section off a required device. Since the specimen was a virgin wafer surface after growth, mainly thinning was required. The 2 inch InP substrate is 350um thick, requiring thinning at ~100 nm around the active region of the RTD for optimum transmission. Since InP is a particularly fragile material (MOHS hardness 3), there is a high failure rate associated with handling the thin film. A chemically-sensitive beam in the [002] is employed in the TEM itself, with suitable acceleration voltage and careful focusing. Any astigmatism in the image may result in shadows or attempting to interpret data which has otherwise no physical meaning, and due to the high magnification (100kX to 300kX), the alignment process is more laborious and crucial than common SEM usage might be. The resulting image is a 32-bit-per-pixel bitmap-like image, lending itself to processing in common microscopy & image processing software.

Fig 4.4a [002] Dark field TEM image of TS1009 active region, ~200kX magnification, with artificially enhanced linear contrast for the eye (left). Unintentionally asymmetric AlAs barriers (dark) and strained QW (light) in centre. Plot of averages of horizontal slices of grey levels around the region of interest (right), where 0= black and 1= white, normalised to pixel depth. Shown with measurements of barriers and QW at the turning points.
Fig. 4.4a shows a dark field image of TS 1009 wafer. The scale bar is an estimation based on the metafile data. Most native resolution TEM images at this had >29 bitmap pixels / 1 nm. The linear contrast and brightness of the image themselves are enhanced for display purposes, but the data processing is done on the raw image itself. Unkempt image alterations may result in gamut (saturation of pixel amplitude), therefore a clipping/quantisation distortion of the image. A rectangle is then dragged in ImageJ software, and the “Plot profile” is used. This function takes 1 pixel-wide horizontal slices and performs an average on the amplitude (grey level) of the bitmap information along the horizontal axis. This result is displayed in the figure. Contrast modulations correspond to new layers or variations in mole fractions. The image itself is an average of the diffraction pattern filtered by the TEM image, and thus not a truly atomistic representation.

This sample was intended to be nominally identical to the reference structure, with a 15 ML $In_{0.8}Ga_{0.2}As$ QW. A wafer from an identical run was used to generate 353 GHz [181]. However, a stark I-V characteristic asymmetry in forward and reverse bias was observed [177], perhaps beyond expectation given that both undoped spacer are relatively short. TEM analysis then reveals the reason for the high current peak exceeding 1.7 MAcm$^{-2}$: the barrier closer to the substrate, in this case the right hand side barrier, is 2 ML instead of the intended 4 ML. Moreover, significant compositional modulation (appearing as parallel bands) occurs after the 2nd AlAs barrier. This was attributed to the unique way the gas sources are diluted and switched in the MOVPE reactor at hand.

The real problem is measuring the layer thickness in these average DF images, and whether this measurement is cannot be misinterpreted. For this purpose, it is important to acknowledge that the image is the result of the interaction of diffracted electron-waves with a sample and the instrument’s optics. For the latter, experimental error is always a consideration, particularly when the experimenter does not have prior knowledge of the material pair handled. Therefore, in such cases, the thin low-intensity shades marking a turning point in the profile which are used as a marker for an interface may, in some cases be misleading. Regardless, as flawed as it is, this method is an improvement in
accuracy over XRD, which may, at best, detect $\frac{1}{2} \text{ML}$ instead of fractions of Angstrom with DF-TEM (quantisation error $\pm 0.04 \text{nm}$).

![Fig 4.4b [002] Dark field TEM image of TS1902 active region, ~200kX magnification, with artificially enhanced linear contrast for the eye (left). AlAs barriers and strained QW in centre. Plot of averages of horizontal slices of grey levels around the region of interest (right), where 0= black and 1= white, normalised to pixel depth.]

This method is repeated for the TS 1902 sample previously tested. A weak 9.08% barrier asymmetry is detected, but more importantly, the QW is as expected. Some of the compositional modulation remains, but this is comparatively thin compared to the 22-25 nm prediction of a $\text{In}_{65}\text{Ga}_{35}\text{As}$ region causing a strain-triggered diffraction pattern in the rocking curve. This highlights the difficulty in attributing specific grey values to a chemical composition.

The images presented however do not describe with good accuracy the material interface. An exceptionally high resolution technique, High-angle annular dark field imaging, employs a specialised ring-shaped detector around the backscattered beam, and, in this case extends to high angles to capture incoherently scattered electrons which have interacted with atomic nuclei. This technique produces superb images, but due to the extra attention required to prepare an ever-thinning specimen, it is not commonly used in production environments, being mainly reserved for one-off scientific, fault characterisation and/or intellectual property investigations.

An alternative suggestion is to employ Composition Evaluation by Lattice Fringe Analysis (CELFA) technique [241]. This involves obtaining an interference pattern
from the (000), (004), and (002) beams, with the result of showing contrast regions corresponding to each stacked plane.

Fig. 4.4c. TS 2390 bottom UD layer 15 ML InGaAs QW of test structure CELFA TEM (002) dark field image ~500kX magnification, digitally rotated and with artificial contrast enhancement for viewing. Arrow indicates growth direction.

Fig. 4.4d. Plot of averages of 15 ML QW horizontal slices of grey levels across the growth direction, with a 0.293nm grid as a guide for the eye (left). Fringe peaks plotted as bars of an arbitrary size (right).

CELFA-mode images were obtained for test structure TS2390 consisting of a stack of 15 ML $In_{0.8}Ga_{0.2}As$ (Fig. 4.4c) and 12 ML $In_{0.85}Ga_{0.15}As$ (Fig 4.4e), in their
doped and undoped versions. Here, the UD versions closer to the substrate are presented. Each fringe is expected to correspond to the lattice peak. However, the raw TEM image are difficult to follow for the eye. Thus Fig. 4.4d shows the result of the same technique of slice gray level averaging. The fringes are visible as oscillations of the contour. In order to present the quality of the lattice ad-extension (pseudomorphic growth), the local maxima of each fringe is plotted in a bar chart, against its relative position on the position axis. In Fig 4.4c & d, a count of exactly 15 ML can be found between the 2 points where the AlAs barriers are expected to be found. The thickness of the AlAs barriers is harder to discern on this plot alone (4-5 ML) but the binary/ternary mismatch is apparent due to the irregular spacing at their interface.

The wafer miscut for these particular wafers is 0.13°. The miscut is necessary to facilitate MOVPE nucleation. This can potentially result in a terracing effect of the growth. As \( \cos 0.13^\circ = 0.99999742 \), for a 2000 nm radius device the plane length is 2000.0051 nm. The difference is within the lattice half-radius, therefore interface non-uniformity cannot be attributed to this effect alone.
In the case of the 12 ML QW (Fig 4.4e & f), the situation changes. 11 ML may be clearly attributed to the InGaAs alloy, whereas the low amplitude peaks at the interface could signify uncertainty of the migration of the In, Al atom species in their respective sites. One possible interpretation is to assign each such low-intensity fringe a 0.5 ML value. It is worth reminding that the accumulated stress is different in this case, due to the higher [In] mole fraction.

In order to visually highlight the interface roughness in a better human-readable form, the following procedure was applied to the images:

- Lossless images cut/crop to active region
- Apply unsharp mask transform with a 0.5 pixel (arbitrary value) radius and a standard deviation of 20 pixel, ensuring that the standard deviation causes <0.05% gamut (grey level saturation)
- Apply Sobel edge filter in the direction parallel to the fringes only (also known as “find edges”), 50% mix with original image to preserve contour shape. Further contrast adjustment, as needed.
- (optional) after unsharp mask, create another image with a grey-level pass at 85% of the grey threshold of AlAs peaks

These changes are presented in Fig. 4.4g for both TEM images. It is now possible to observe that all fringes follow a straight line pattern, except at the interface,
where the fringe line is thicker and discontinuous, where the filtered interference pattern suffered significant diffraction.

Fig. 4.4g. Sobel-transformed images (direction parallel to fringes), after unsharp mask and non-linear contrast to enhance interface edges from Fig. 4.4c&e. Top figures are narrow-band grey level contours set at 80% of the AlAs maximum, resized for clarity.
4.5. Summary and Further work

4.5.1. Towards automated characterisation equipment

LT-PL can be a very slow methodical process that requires significant user interaction. Currently, there are several user-unfriendly steps in place:

- **Difficult sample mounting.** Using cryostat-rated vacuum grease for guaranteed thermal bonding is not only expensive, but it is a laborious, time-consuming process with a failure rate associated with it. Highly strained wafers do not mount well to a flat cold finger.

- **Pump down & cooling time.** Temperature-dependent PL has shown adequate features can be seen below 100K, within the reach of nitrogen temperature. A wet nitrogen cryostat reaches equilibrium significantly quicker than the equivalent closed-cycle pump, but it does require access to liquid nitrogen, and the precautions that entails.

- **Monochromator scan time.** The system uses an opto-mechanical monochromator to obtain a linewidth, largely due to availability. An order of magnitude increase in speed may be achieved by replacing the 0D detector with a 1D InGaAs array, such that it can snapshot a wide spectral region directly from the diffraction grating. Tests were carried out for room temperature PL with a diffraction grating of 300 groves/mm and a Blaise $\lambda = 1250 \text{ nm}$, yielding a usable spectra of ~170 nm per snapshot. The entire InGaAs responsivity range can be covered by 6 data points. If the system can be designed to be micro-actuated, this can be achieved in fraction of a second.

Professional room-temperature PL spectroscopy equipment may achieve a peak-wafer scan in a matter of minutes by the use a spiral motion, using a rotational & actuating stage. In our case, only X-Y stages were available, further complicated by the presence of high-vacuum hoses. Designing a system with bespoke parts, where this problem is removed is in the realm of possibility.

The real impediment however, is software. Industrial users may be quick to point out that there very few pieces of software which have sufficient flexibility to account for all processing needs on a tool inside a fab or foundry. The problem is the programming paradigm: the designer created the tool with a few common processes in mind, and perhaps tested them on these specific limit-cases, but may not have thought broadly enough to include ways to extend the
functionality. Most often, such software may include a way to attach batch files or custom scripts, which in a mature company, may lead to a labyrinthine mine field of deprecated code, hidden functions and abandoned projects.

To give a trivial example, in the case of spectroscopy of a wafer, a particular point may not offer a clear spectral feature, or the spectra itself may not lie within the limits chosen by the user. Whilst this behaviour can be rectified with any linear programming language methodology, in a complex research & low-volume fab environment dozens of variables could change at any given time. The system must be defensively programmed to not only account for situations where auto-processing goes wrong, but it has to understand the physics empirically, such that the system may do empirical corrections a human operator would. An automated tool that could do all of this on a routine basis with minimal input may mean that the company could afford to continue the project, or sell a THz transceiver chip for a lower price.

Fig. 4.5.1. LabVIEW screen capture of the LT-PL spectroscopy interface, with a 69-wafer point scan in 3 hours. Data processed includes peak wavelength (top left), peak amplitude (bottom left), doping estimation (top right), and the last scanned spectra (bottom right). Means displayed with standard deviation on right pane. The integration time dictates the sample & hold time of the measurement.
4.5.2. Characterisation of advanced RTDs

In Chapter III, several predictions were made on InAs sub-well RTDs, the most important being that there is a potential of achieving a better intrinsic resonance efficiency compared to the similarly-strained InGaAs QW RTD.

This assertion could not be fully tested, though early LT-PL tests confirm that the $E_1$ level predictions follow the modelled trends. Broadly speaking the LT-PL and XRD characterisation schema applies, but further consideration must be given to the TEM-CELFA mole fraction contrast results of Fig. 4.4d & f, where there appears to be a trend of fluctuation across the QW. As the RTD performance is largely dictated by the AlAs barrier thickness, significant local variations due to any causes of interface roughness may cause an exponential increase in current density, attracting excess heat and poor noise performance.

This characterisation schema also ignores the analysis of triple barrier structure, which remain an effective competitor to double barrier systems due to their implicitly engineered energy level bistability. Several extra optical transitions are expected from such a system, resulting in further broadened linewidths and complicated interpretation of the data.

Another class ignored by this characterisation schema is the Type-II RTD, or the interband RTD, realised especially with InAs/AlSb[242] barriers on a GaSb bulk system. Due to the different operating principle, the buried well cannot be used to create a Type-I/ Type-II transition differential. Furthermore, due to the interband process, very different scattering processes and fitting parameters apply.
4.5.3. Conclusions

Several characterisation methods were discussed, settling on the necessity of a reliable non-destructive technique for a production environment. However, this proves to be a complicated prospect: Both PL and XRD have associated failure rates when highly-strained wafers are in question: LT-PL may fail to adequately bind thermally to the cryostat, whereas XRD may produce no interpretable result should the epitaxial growth stray outside of the pseudomorphic growth condition.

However, with experimented care, it was shown that the non-unique XRD solutions offered may be further confirmed by a PL emission and fit to modelling. The PL emission itself is broadened by several average QW thicknesses being captured across the length of an exciton. This conclusion is then supported by an interface study using CELFA TEM, suggesting that the AlAs/InGaAs binary interface is markedly unstable compared to any other epitaxial layer on the structure.
Chapter V: Further work

This chapter presents key necessary steps in order to improve general RTD performance.

Firstly, a system-level approach is discussed, where subsequent improvement of the RTD antenna element and impedance matching are required for a better extraction and radiation of THz oscillation.

In the short-term, direct improvements are discussed by optimising heat extraction from the active element, with minimal performance impairment and modification to the current fabrication scheme.

Ways to improve the statistical process control of the epitaxy are discussed, noting the need for further investigation upon the nature of carrier scattering in InGaAs/AlAs RTDs, and a brief presentation of a succession of RTD epitaxial growth attempts whose detailed investigation was incomplete at the time of writing are presented.

Three critical optical and electrical material parameters that limit the operation of RTDs are discussed, and based on these, some predictions on the course of future RTD research is made. A proposal to revisit the GaAs/AlAs system is made, and enhance it with a GaAs/InGaAs/AlAs towards the compressive strain limit acceptable.

The chapter ends with a discussion on the design merits of triple AlAs barrier RTDs in the InGaAs on InP system, and a summary modelling study based on the prior epitaxial experience.
5.1. Experimental verification & optimisation

5.1.1. RTD Technological roadmap

RTDs are an integral for the family of THz generating technologies. Whilst bench-top systems (either photonic or RF) are readily available for this purpose, and other competing technologies such as unitravelling carrier diodes\cite{28-31,243} have been developed to a higher technology readiness level due to the momentum gained by the comparative ease of manufacturing. RTDs, however, remain a prime candidate for compact, solid-state, high efficiency THz transceivers due to their intrinsic resonant behaviour. However, in order to exploit this behaviour to maximum effect, not only high power and high conversion efficiency is needed, but also a small form factor.

In doing so, the current approach is bottom-up: first optimise the quality obtainable by mass-scalable MOVPE processes, with the help of a schema that has been discussed in detail in the previous section. As the epitaxial quality approaches expected key performance indicators (NDR value, $V_{\text{peak}}$, high-quality electrical contacts etc.) with finished electrical devices, a new process needs developing such that the antenna element is monolithically integrated with the RTD oscillator.

There are several candidates for this. Demonstrations of THz technologies often feature quasi-optical hyperhemispherical Si lenses or bulky THz waveguide components, which prevent widespread adoption through their added cost. In terms of single-chip engineering, of the conventional RF approaches, bowtie-shaped (metal) patch antennas have been frequently employed \cite{245}, with the signal being reflected back as the chip is bonded onto another metallic reflector. This raises concerns about the back-absorption of such radiation, as well as the fact that surface states in metals give raise to additional plasmonic
effects [246] which may interfere with the antenna. This effect, could be, in
theory exploited however with careful antenna design, but if there is a
mismatch, there is a return to this condition. Bonding is also non-ideal
fabrication practice where high degree of precision levels (w.r.t. component
alignments) are involved.

Terahertz photonic crystals and related techniques [247-249] can be employed,
though it is an active research area with a lesser technological readiness level at
the time of writing. Fabricating THz photonic crystals is an awkward subject, as
the fraction of 1 mm feature sizes needed are just out-of-reach for conventional
mechanical manufacturing methods, but may not be economically advantageous
to realise very large arrays of these employing microfabrication techniques such
as the reactive ion etching Bosch process on Si.

A more encouraging techniques that does not have the physical limitation of
surface charged states formation, nor manufacturing issues is to create a cubic
dielectric resonator antenna[250-252]. Standing waves are formed in a
volumetric cavity of the antenna and are emitted through the
electromagnetically transparent walls of the material. The antenna could be
line-fed with a $\lambda/4$ stub transformer. For future perfection of this matching and
addition of tenability options, the stub dimensions could be altered via a MEMS
actuator or, less ideally, through piezoelectric materials. Alternatively, the
electric field could be locally compensated with additional switching elements,
such as buried MESFET or varactor elements[253]. The InP substrate itself could
be used in this case to realise the antenna, in an “epitaxy-down” configuration,
or overgrowth is also an option. A concentrated engineering effort and multi-
physics simulations are required to ensure in the end that the system will behave
as expected.

5.1.2. Heat sinking for reliability

In previous work[159], we have determined that only 30% of the valley current is
thermally activated. Yet the optimum devices predicted in Chapter III have an
increased peak current, which would undoubtedly result in heating effects. To
prolong the usable life time of an RTD (and avoid early catastrophic failure), it is
imperative to improve heat extraction efficiency.
Fig. 5.1.2. Schematic process flow of overgrowth of the RTD showing a (a) top view of the mesa with the air bridge removed (b) deposition of dielectric to protect metal (c) growth of heatsinking material. Followed by removal and re-exposure of the metallic contacts via (d) chemical-mechanical polishing or (d') 2 steps of selective wet etching.
Currently, the RTD is naturally cooled by air convection, a poor method of heat dissipation compared to conduction. If the RTD mesa is overgrown with a low process temperature material with suitably high semi-insulating properties, it is possible to better conduct excess heat through this layer.

Fig. 5.1.2. presents a schematic of 2 possible implementations. In the current I-line photolithography process, the RTD mesa has a semi-circular shape with an air bridge on top of a slot waveguide. The emitter electrode passes through a non-resonant RTD before reaching the active element [177]. As a first step (b), the electrical contacts are covered with a sacrificial dielectric, such as $Si_3N_4$ or $SiO_2$. The material is then overgrown (c); for this purpose iron-doped InP (the same material as the substrate) could be suggested due to its affinity to the system. Diamond is an excellent insulator and thermal conductor simultaneously, but requires noticeably high temperatures for deposition, which may disorder the AlAs barriers. Finally, the contacts can be exposed again through chemical-mechanical polishing (d) or through successive selective wet etch processes (d'). Both of these methods have the potential to damage and contaminate the wafer, albeit in different ways: polishing could delaminate the contacts, whereas the possible uneven surfaces due to wet etch could degrade the waveguide performance.

5.1.3. Quantifying scattering mechanisms

In §3.2.2, the importance of the semi-physical scattering parameter $\Gamma$ was shown, with its influence over the computed I-V characteristic of an RTD. Understanding the practical nature of the factors that contribute towards the broadening of the quasi-bound resonance linewidth is still very much an area ripe for research at the time of writing, with benefits that directly extend to other device classes, such as quantum cascade lasers [33,254-256].

In Chapter IV, an outline was set for microstructural analysis using non-destructive techniques. This is further aided by observation of the final electrical parameters (see Table 3.1.) such as the $\Delta V \Delta I$ of the NDR, resonance linewidth as observed in LT-PL spectroscopy, and the maximum $\delta I/\delta V$ giving the bistable NDR value, setting the basis for transceiver performance. The final values must take into any process variations that may lead to different electrical
path lengths. Finally, perhaps the most important value of all from a practical perspective is the $V_{pk}$ where the differential conductance turns from the positive slope to a negative slope. Large variations in this value across similar RTDs on a wafer suggest a need for a better development of statistical process control. These $V_{pk}$ variations are largely attributed to alloy scattering and local lattice ad-extension under stress and strain[175], leading to a variation in current density.

Achieving this degree of statistical process control could only be done by successive epitaxial growth of similar RTDs with parameters such as the well width and depth inside a 2D matrix. Deviations from the simulated PL linewidth can be plotted and then compared. This would effectively create a high-value empirical process map, with the added advantage that then scattering effects can be decoupled from the expected band-edge effects, with relative PL intensity also providing a good indication[122].

The final goal may come in the form of creating an automated tool where the barrier fluctuation and resonance Q-factor can be gauged, for the purpose of ‘binning’ wafer zones before they are even processed.

5.1.4. Description of wafer campaign

A summary description of the rationale behind the sequential growth of RTD wafers follows. Not all wafers could be studied in sufficient detail by the time this document was completed.

The preliminary checks consisted of doping checks (Hall and LT-PL measurements), and calibration of the InGaAs QW. This was followed by two sample stacks of doped/ undoped QW, using the 2 reference structures in this work, with an active region of $12ML \text{In}_{.85}\text{Ga}_{.15}\text{As}$ and $15ML \text{In}_{.80}\text{Ga}_{.20}\text{As}$, where the difference was the presence of a LM-AllInAs gettering layer, in order to avoid this possible cause of AlAs barrier asymmetry. AlAs asymmetry could not be confirmed beyond any doubt between 3 repetitions of these samples, though, on average, average AlAs layer thickness appeared to be ~7% more consistent on average in the case with the AllInAs layer, therefore this was kept for future growth attempts.
One of the targets of the campaign was to confirm how many strained layer of binary InAs crystalline alloy can be grown, and to this effect two epi-layer stacks were grown, reflecting the InGaAs/InAs/InGaAs and InGaAs/InAs layouts in Chapter III. In Fig. 5.1.4a, noting that the overall QW thickness is maintained constant, and 1 ML InAs is to be added at a time, with a separation of 167 nm LM-InGaAs between the active-region model structures. In one case, the InAs layer was placed as close to the centre as possible (the growth duration for both InGaAs layers similar), and in the other case, the InAs layer was attached to the AlAs barrier (i.e. trimethylgallium TMG $Ga(CH_3)_3$ channel closed). Such test wafers can be grown until the in situ reflectometer shows a drop in signal strength (attributed to relaxation), or until other monitoring conditions appear to deviate from ideality. It can be the case however, that under the chosen temperature, the wafer may grow adequately, only to relax when the stress conditions change with the cool-down period.

As the result of the InGaAs/InAs/InGaAs test structures were deemed satisfactory, wafers employing a $4/4/4$ ML (to compare with $12$ ML $In_{0.85}Ga_{0.15}As$, with mole-equivalent fraction of $x=68.8\%$), $4/8$ ML asymmetric (direct comparison with the previous), $5/5/5$ ML (to compare with $15$ ML...
In$_{0.80}$Ga$_{0.20}$As with mole-equivalent fraction of x=68.8%). In some of these wafers there are notable low-temperature bonding issues due to bowing, likely caused by accumulated stress.

Further test structures were grown and analysed via TEM (Fig. 5.1.4c) and PL (Fig. 5.1.4 & d). Preliminary analysis shows that in the central InAs sub-well, good quality can be grown with 5 ML InAs, with a beginning of severe barrier asymmetry and occasional quantum dot formation at 6 ML InAs, as seen in (Fig. 5.1.4c). PL intensity of the 5 ML AlAs-side InAs was weaker than the central 5ML AlAs, but more careful analysis is required before a conclusion is reached. These results confirm the computed 5.04 ML InAs critical thickness from the Matthews-Blakeslee theory, and are in agreement with the trend observed by S-L. Weng [122].

**Fig.5.1.4b** LT-PL spectra comparison of wafer samples with 0.88 nm, 1.17 nm, and 1.465 nm of central InAs sub-well thickness, respectively. The modelled shift in quasi-bound energy and expected change in the efficiency figure of merit shown on the left.

**Fig.5.1.4c.** Dark Field TEM [002] image (Integrity Scientific Ltd.) showing a relaxation of an InAs-rich 3D growth zone (“quantum dot”) in the 1.46nm asymmetric InAs device.
Figures 5.1.4b shows the stark correlation between the data and modelling, with the warning that these samples did not include our buried well to obtain a Type-II transition, which would have made the determination of the bound energy possible. We note a slight inconsistency of the shape of the LM-InGaAs peaks, whose broadening and presence of multiple “shoulder” features (i.e. contributions of several Gaussian-Voigt spectral components) can only be attributed to the modification of the stress regimen.

Later, dark field-TEM [002] analysis confirmed this expectation, finding increasingly grainy contrast in the Indium-rich well, to the point where the 1.46 nm (5 ML) asymmetric InAs layer was observed to form occasional stress-relaxed formations similar to that of a quantum dot (Fig 5.1.4c).

The asymmetric InAs structures, show a lesser, but perhaps perceptible shift in Type-I transition energies, which concur with the trends in Chapter III. However, more attentive study of this structure is required before a definitive verdict on the epitaxial quality is reached.

![Fig. 5.1.4d. LT-PL spectra comparison of wafer samples with 0.88 nm, 1.17 nm, and 1.46 nm of AlAs-sided InAs sub-well thickness, respectively.](image-url)
Then in short order, the two reference structures with an active regions of $12ML \text{In}_{0.85}\text{Ga}_{0.15}\text{As}$ and $15ML \text{In}_{0.80}\text{Ga}_{0.20}\text{As}$ were grown in short order, as full RTD structures, including our buried layer for the purpose of PL analysis.

One of the unanswered questions regarding the stability and perfection of the contacts was a concern where a minority number of carriers might spread/diffuse from the emitter n++ region towards the substrate. To provide a dis-incentive, an RTD TS2493 structure nominally identical to the reference was grown, adding a buried InGaAs p-layer under the n++ region. There are concerns that this approach may affect the epitaxial quality of the wafer.

As part of the growth campaign, one of the aims was to investigate possible performance improvements with thinning the symmetrical barriers from 4 ML to 3 ML and 2 ML. These small deviations from the $12ML \text{In}_{0.85}\text{Ga}_{0.15}\text{As}$ reference wafer are investigated in §4.2.5.

An additional aim of this growth sequence was to investigate the growth of triple barrier devices. To maintain an optimum footprint based on known calibration, the QW was kept as the reference $12ML \text{In}_{0.85}\text{Ga}_{0.15}\text{As}$, but with asymmetric 3/3/4 ML barriers. This was a compromise solution, as TS2478 - 3 ML AlAs sample was a known good sample. A 2nd “ideal” device followed, with 2/2/3 ML AlAs barriers, respectively. The design considerations are expanded in §5.4.

Wafers that were not grown in this series include a 1 THz+ optimised RTDs, with intentionally thinner emitter-sided AlAs barrier, thinner spacers, and graded mole fractions of InGaAs QW. Due to the multitude of changes, this plan was left for future trial of epitaxy limits.

5.2. RTDs in other material systems

5.2.1. Free-carrier absorption

One of the optical properties of materials problematic for THz emission is the free-carrier absorption. Scattering via different modes have power-dependency on $\lambda$, with the free carrier absorption $\alpha_c \propto \lambda^3$ for InAs [257]. However, as $\lambda < 1$, 
the worst-case is assumed, a combined-absorption where the exponent -2.

Therefore, in the Drude-Zener model:

\[
a_c = \frac{q_0^3}{4\pi^2 c^3 \epsilon_0} \cdot \frac{\lambda^2}{n^*} \cdot \left[ \frac{n}{m_n^2 \mu_n} - \frac{p}{m_p^2 \mu_p} \right]
\]

Where \(n, p\) are the electron, hole densities, \(m_n = m_0 \cdot m_e, m_p\) are the carrier masses, and \(\mu_n, \mu_p\) are the carrier mobilities and \(n^*\) is the real part of the refractive index. The rest of the values are elementary constants, \(q_0\) the electron charge, \(\epsilon_0\) the vacuum permittivity, and \(c\) the speed of light.

Fig. 5.2.1a & b plot the free carrier absorption for the InP substrate material. At our target \(\lambda \sim 1 \text{ mm}\), the absorption has a value of \(-0.1 \text{ cm}^{-1}\). An insignificant value considering that for a semi-insulating (i.e. impurity concentration close to the intrinsic concentration of the material) substrate of 250 \(\mu\text{m}\) thick, this means a figure of 0.025 lost to free carrier scattering, worst-case.

Fig. 5.2.1a. Free Carrier absorption of semi-insulating InP vs. target wavelength, assuming \(2.6 \cdot 10^9 \text{ carriers/cm}^3\) [258]. Refraction index assumed static, \(\text{Re}(n)=3.6\)

For the case of 200 nm of \(10^{19} \text{ carriers/cm}^3\) doped contacts, these may effectively quench the transmission of THz radiation, therefore a shallow doping region is a balance against high power- high current density devices. The
recommendation here is to provide the THz oscillation a means of escape out-of-plane compared to the electrical contacts. In a pillar-and slot waveguide via air bridge configuration, this is achieved by default, but this is not necessarily the case in a epi-down design.

![Graph of absorption vs. carrier density for n-doped InP](image1)

**Fig. 5.2.1b.** Free carrier absorption of n-doped InP with varying carrier densities, assuming $\lambda = 1 \text{ mm}$

These values correspond with the canon [114,258], though more advanced models for modelling free-carrier absorption exist [259].

![Graph of absorption vs. carrier density for n-doped GaAs](image2)

**Fig. 5.2.1c.** Free carrier absorption of n-doped GaAs with varying carrier densities, assuming $\lambda = 1 \text{ mm}$

Despite the different values of $\mu_n, m^*_e,$ and $\mu_e$, GaAs overall achieves the same absorption performance as InP (Fig. 5.2.1c), as the substrates are also suitable for THz optics.

The situation is very different for GaN, whether hexagonal or cubic. The higher $m^*$ and lower mobility, and increased baseline of the intrinsic carrier
concentration means that the absorption is > 1 O.M. increased. This poor optical performance can be compensated by the affinity of GaN for Sapphire, Si or SiC substrates which do not have this problem.

![Graph](image)

**Fig. 5.2.1d.** Free carrier absorption of n-doped GaN with varying carrier densities, assuming $\lambda = 1 \text{ mm}$

### 5.2.2. Thermal properties and Impact Ionisation

In order to adapt to the Joule heating due to the excessive current density, it does help if the semiconductor itself has a good thermal transfer properties. Furthermore, perhaps counterintuitively, as the crystal lattice is “rigid”, a smaller cross section of the device may help by accommodating any lateral dimension expansion due to heat. On the other hand, as the proposal in §5.1.2. shows, if the device cross section is exposed to air, this is overall detrimental to thermal performance as convective air cooling is an inferior method for continuous heat transfer compared to conduction, in most cases.

<table>
<thead>
<tr>
<th></th>
<th>GaAs</th>
<th>InP</th>
<th>GaN(w)</th>
<th>$\text{Al}_2\text{O}_3$</th>
<th>Si</th>
<th>$\text{SiO}_2$</th>
<th>$3\text{C-SiC(zb)}$</th>
<th>GaSb</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{CTE} \ 10^{-6} K^{-1}$</td>
<td>5.7</td>
<td>4.6</td>
<td>3.2/5.6</td>
<td>5.6/6.6</td>
<td>2.6</td>
<td>0.55</td>
<td>3.8</td>
<td>7.75</td>
</tr>
<tr>
<td>$E_{\text{bow}} \text{ meV} \cdot K^{-1}$</td>
<td>0.54</td>
<td>0.36</td>
<td>0.91</td>
<td>/</td>
<td>0.49</td>
<td>/</td>
<td>0.34</td>
<td>0.42</td>
</tr>
<tr>
<td>Thermal $\kappa \ Wcm^{-1}K^{-1}$</td>
<td>0.55</td>
<td>0.68</td>
<td>1.3</td>
<td>0.18</td>
<td>1.3</td>
<td>0.13</td>
<td>3.6</td>
<td>0.32</td>
</tr>
<tr>
<td>Thermal $\alpha \ cm^2s^{-1}$</td>
<td>0.31</td>
<td>0.37</td>
<td>0.43</td>
<td>0.06</td>
<td>0.8</td>
<td>0.14</td>
<td>1.6</td>
<td>0.23</td>
</tr>
</tbody>
</table>

**Table 5.2.2a.** Thermal parameters, including the coefficient of thermal expansion (CTE), the change of the band gap with temperature, thermal conductivity $\kappa$ and the related planar thermal diffusivity $\alpha$. GaN and alumina CTE shown in parallel and optical axes. Compiled from [111,114,260,261].
Table 5.2.2a presents 3 thermal parameters: the coefficient of thermal expansion, a useful gauge of the thermal cycling-induced mechanical strain that will affect reliability of the packaging (lower is better), the thermal conductivity (analogous to electrical, higher is better), and the thermal diffusivity, a measure of the material that can act as a heat spreader (higher is better). Last, but not least, is the bowing of the band gap under temperature variations, which unfortunately does not offer information in terms of effective band alignment.

GaN appears to be a very suitable material in terms of its thermal properties, competing with group IV materials such as Si and SiC allotropes, being the best substrate material from the technology group, coming only second to Si in its heat spreading capability. Due to the high growth temperature, diamond was excluded from this chart. The Tetragonal sapphire was the historic substrate of choice for GaN, and is a suitable optical material for THz, but its very poor thermal performance otherwise disqualify its use. Fortunately, (111) Si substrates have been shown to be viable candidates for mass growth of GaN LEDs [262,263] and may yet gain commercial traction for RTDs due to the lower expenses compared to other GaN-target family substrates.

It is worth noting that GaAs and InP thermal properties are comparable, with GaAs being an overall better performer, but raising questions regarding the CTE. As an addition, GaAs is known to cope with ionisation damage due to cosmic high energy photons or other gamma radiation sources[264]. On the other hand, III-Sb materials tend to have lower expectations of thermal performance.

<table>
<thead>
<tr>
<th></th>
<th>GaAs</th>
<th>InAs</th>
<th>InP</th>
<th>GaN(w)</th>
<th>Si</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_i$ (cm$^{-1}$) at $F = 4 \cdot 10^6$ Vcm$^{-1}$</td>
<td>20000</td>
<td>700</td>
<td>7000</td>
<td>&lt;10</td>
<td>3000</td>
</tr>
<tr>
<td>Breakdown field $\cdot 10^5$ Vcm$^{-1}$</td>
<td>4</td>
<td>0.4</td>
<td>5</td>
<td>50</td>
<td>3</td>
</tr>
</tbody>
</table>

*Table 5.2.2b. Impact ionisation parameter of electrons $\alpha_i$ and breakdown electric field from [114].*

It is not only the current that may provoke a catastrophic failure of the device, but the kinetic process (such as that caused by the presence of a strong electric field), can ionise the carriers. In table 5.2.2b, only the contribution of the electrons in shown. Assuming an operating device bias (extrinsic effects
excluded) of 0.15V, for a path length of -300 nm, at a first order of approximation, the average field is \(0.5 \text{MVcm}^{-2}\), above the breakdown of both GaAs and InAs (therefore, likely any ternary alloy combination). It is possible that resonant tunnelling may coexist with the ionisation current, but this effect has not been investigated. Such effects may perhaps be confirmed using low-temperature photoluminescence excitation spectroscopy. In any case, it is unclear to what degree do these effects contribute towards the catastrophic failure of RTDs running at room temperature.

**5.2.3. Recommendations**

Given the above recommendation sets, it would be premature to dismiss GaAs as a valid candidate for THz RTDs. The Fermi level conduction band-edge alignment \(w.r.t.\) AlAs is inferior to the case given LM-InGaAs on InP. On the other hand, GaAs is a much more studied material system and GaAs/AlAs superlattices can be grown with minimal strain, meaning that any photolithographic process will be less likely to feature convergence errors due to wafer bow. I may suggest that even if a GaAs RTD oscillator will have a diminished intrinsic resonant efficiency figure, conventional fabrication techniques could push the extraction efficiency to compensate for this factor. Furthermore, an emitter may be comprised of an array, which may further present advantages for adding the possibility of micro-mechanical or electrical beam steering and fine frequency tuning, amongst the lower processing costs for larger wafers. Due to the impressive cut-off frequency of RTDs, they may also find use as modulators in optical systems as electro-optic and opto-electric converters, having demonstrated equivalent, if not better, performance to conventional InGaAs \(p-i-n\) diodes [265].

RTDs will likely keep being developed on the InP platform, as there is a wealth of materials that are nearly lattice-matched, as well as the InP optical performance in the THz range, providing that the limits of the epitaxy continue to be tried.

Antimonides are materials well-known to the mid-infrared community, and record oscillation of GaSb/InAs RTDs were recorded [196], before further improvement attempts were abandoned. Perhaps antimonide-containing RTDs
have not been exploited to their fullest potential, and may yet be candidates for 1 THz++ oscillation devices.

The GaN system has proven to be one of the odd-one-out in the III-V compound semiconductor world. Due to the material’s high threshold for breakdown, transistors operating in excess of $600^\circ C$ have been reported [266]. As it is ubiquitous in the LED world, the comparatively less-explored GaN RTD may one day be featured in 5G base stations or local terminals.

5.2.3. GaAs test structures

In order to investigate the epitaxial growth quality in the GaAs system, 2 GaAs-based wafer structures with different stacks of RTDs were grown.

The first wafer is meant to investigate slightly extensile (nearly lattice-matched) pure GaAs/AlAs RTDs. With this, a comparison with the canon can be made, but it a baseline for further epitaxial improvements can be set based on epitaxial quality. It remains to be seen whether the diminished barrier height, and the alignment of the indirect valley states lead to high rates of thermally-activated tunnelling current in these high-$J$, thin AlAs barrier structures.

Fig. 5.2.3a presents a matrix of 6 QWs to be grown. This proposal was preceded by modelling, but the 16 ML /4.5 nm case is also sufficiently similar to the previously-grown InP samples for a direct comparison. To minimise the amount of test material grown, the 6 QW-barrier systems were stacked with a separation of 180 nm of GaAs, sufficient to locally compensate for any strain-induced defects (if any). The disadvantage of this method is that the analysis of the structure through PL and X-ray is very limited; however, the intention is to perform microstructural analysis via CELFA-TEM. The top GaAs layer is degenerately doped for contact surface testing.

I note that the atomic sheet distance “monolayer unit” (ML) in the GaAs substrate is lower than that of InP ($a/2 = 0.283$ nm vs $0.293$ nm).
However, purely binary GaAs/AlAs growth has been achieved in the past [156,206,267], and by itself, is not a sufficiently novel subject of further attention as it offers very little improvement. GaAs/AlAs/In$_x$Ga$_{1-x}$As-QW RTDs, have been attempted with mole fractions up to $x=0.33$ [267], noting that the authors suggested intervalley resonant tunnelling as one of the dominating effects. The question that comes is whether a similar GaAs/InAs schema inside the QW (as the LM-InGaAs-InAs sub-well schema tested in Chapter III) may help alleviate the lossy intervalley process. To this extent, it is known that on a GaAs substrate, ~1.8 ML of InAs can be grown [268] until uniform, 2D epitaxy, shifts to strain-relaxed 3D Stranski-Krastanov [269] growth modes.

Therefore, Fig. 5.2.3b suggests a conservative approach ($x=0.14$ mole-equivalent fraction) to this strain limitation, by placing individual InAs layers between GaAs growth interruptions. To better accommodate accumulated stress, these InAs layer are best placed towards the middle of the QW. As the net effect will be to...
lower the quasi-bound energy state level, there is an expected increase in the IRE figure of merit.

<table>
<thead>
<tr>
<th>Stack 2 (ML)</th>
<th>QW</th>
<th>W</th>
<th>A</th>
<th>B</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>14</td>
<td>2</td>
<td>8</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>14</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>14</td>
<td>3</td>
<td>3</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>14</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>16</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>14</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5.2.3b. Schematic layer structure of the 2nd QW & barrier test structure stack, separated by 180 nm of GaAs. This test structure incorporates GaAs/InAs alterations, with 1 ML of “layers” of InAs placed at strategic points, in-between layer ‘D’. The lower diagram is a conduction band schematic of this effect. The top QW(6), contains asymmetric placement of InAs.

A further improvement could be achieved by shifting the position of the InAs layers towards the emitter, creating an asymmetric graded-ternary QW equivalent, shown by the 6th QW in the stack. All of the QW in this stack have the same well width, for the purpose of direct comparison.

5.3. Triple barrier RTDs

The phenomenon of resonant tunnelling through a double well (triple barrier) [270-274], or even triple well[184] RTD was less studied throughout the years, despite being a referenced in theoretical work since Esaki’s early attempts[137].

In this section the latest highly strained RTD structure from our wafer series was chosen as a base, with a 1st QW of 12 ML In_{0.85}Ga_{0.15}As. Following this template,
the choice of barrier thickness is investigated, as well as the width of the 2\textsuperscript{nd} QW, with the mole-fraction proposed to be lattice-matched. In theory, this attempts to obtain the best of both worlds in terms of raw oscillator/emission power and efficiency figures, with a perhaps lesser critical sensitivity on barrier symmetry and structural perfection, as the next paragraph explains.

One of the less obvious advantages of triple-barrier RTDs is that they can include multiple stability regions, which may be advantageous for oscillator performance. This stability is a result of the splitting of the transmission level peaks, as a result of the presence of multiple quasi-bound levels. This, in turn, results in an increased $\Delta V$ NDR region, often cited [204] as desirable for improvement of emission power. Should this characteristic be undesirable in other applications, it is possible to engineer a structure such that the separation between the levels is very low, or overlap. Fig. 5.3.1a represents the transmission probability at different levels of carrier energies in the case of a triple barrier QW. A reminder that the non-unitary amplitude of the peaks is caused by the inclusion in the model of a generic elastic scattering process (physically representing a convolution of effects caused by \textit{e.g.} phonons, impurities and interface disorder).

![Fig. 5.3.1a. Semilog plot of modelled transmission energy in a triple barrier 3/2/2 ML AlAs RTD with a 2\textsuperscript{nd} QW of 15 ML. Energy scale bar stops close to the 1.16 eV of the AlAs conduction band offset at the $\Gamma$–point.](image)

The two peaks, of 69.6 and 170 meV (corresponding to the entry, and exit QWs, respectively), \textit{w.r.t.} the injector Fermi level, are notable in that either may cause a standing wave function inside the triple barrier structure (i.e. resonant
tunnelling), and it is not a case where the two states re-align as bias is applied. Instead, I may suggest that scattering due to structural imperfections practically broaden the linewidths of these confined peaks. To the novice experimenter, this has the effect of electrical measurements appearing as a continuous NDR, (i.e. gentler slope apparently leading to poorer performance), in the case of the multi-barrier RTD compared to the equivalent double barrier RTD [184]. However, E.R. Brown et al. indicate that quasi-stable oscillation suppression highlights the contribution of each of these confined states in the measured I-V characteristic as multiple NDR regions.

Fig. 5.3.1b. Uncalibrated modelled I-V characteristic of a 3/2/2 ML AlAs RTD with a 2nd QW of 15 ML.

The model I-V in Fig. 5.3.1b also predicts the behaviour shown by Brown et al., noting that certain combinations of barriers and 2nd QW width can indeed merge these states. However, based on the structural characterisation in chapter IV, particularly for large area RTDs, it is distinctly possible that a realistic device may exhibit resonance through a continuum of broadened states due to localised barrier fluctuations.

In investigating the role of barrier thickness, based on the results of the modelling in §3.2.5, the role of the emitter-sided entry barrier, is to control the overall current density injected into the structure. When the RTDs were designed, it was uncertain whether either a 3ML or 2ML stable AlAs barrier would be possible to grow using MOVPE, therefore a decision was taken to attempt the growth of a 4/3/3 ML AlAs barrier structure, and a more optimised 3/2/2 ML AlAs structure as a secondary attempt. Fig. 5.3.1c compares the IRE between several
barrier schema, noting that the improvement from changing the entry barrier from 4 ML to 3 ML may be as much as +137%, whereas from 3 ML to 2 ML another +32%. The middle and exit barrier thickness may be used to fine-tune the operational input power, if needed, with simultaneous adjustments in both current peak and biasing points possible, in the limit of epitaxy calibration.

The choice of the QW is less intuitive. Allford et al. in their design study[273] of a “traditional” 5.4 nm Al$_{0.33}$Ga$_{0.67}$As/GaAs triple barrier RTD, have shown that an increased ratio of entry-QW:exit-QW favours performance by lowering the required activation energy (therefore lower bias requirement) and increasing peak current densities. In the situation presented in this work, the entry-QW was grown with the known partially strain-balanced reference structure to avoid unnecessary calibration & verification, leaving the exit-QW up for optimisation. In order to avoid additional stress, it was quickly decided that the 2$^{nd}$ QW would employ LM-InGaAs, therefore, the only parameter left to investigate was the we 2$^{nd}$ well width. The situation presented by Allford et al. translates to the entry-QW having a lower confined energy at zero bias vs. the exit-QW. In a recent work, Allford & Buckle [274] perform a modelling study of a very similar structure to that proposed in this work, it is stated that in order to optimise the 3$D \rightarrow 2D$ resonant tunnelling condition, the magnitude of the transmission probabilities through each successive barrier must be in strictly descending order:

![Fig. 5.3.1.c. IRE figure from modelled quasi-static I-V characteristics of triple barrier RTDs with differing entry/middle/exit AlAs widths. Dashed line as a guide for the eye.](image-url)
This condition is fulfilled by default with the strained QW-lattice matched QW scheme, due to the differing $m^*_e$ at play. The largest PVCR is therefore expected to be obtained with the $2^{\text{nd}}$ resonance, as there is potential for a larger charge storage/release difference in the QWs with increasing bias.

Several I-V characteristics were modelled using the same methodology and scattering parameter in Chapter III. Similar trade-offs between PVCR, J and operating bias are noted in Fig. 5.3.1d, as the trend already set by the double barrier structures analysed in Chapter III.

These trade-offs are summarised by a predicted IRE local optimum between 16-18 ML of exit-QW. A 15 ML QW was grown as a compromise, to better fit with previous growth variables.

Whether these thin-barrier structures will be able to deliver comparatively better performance to the double-barrier structure inside a packaged RTD emitter remains a subject for further investigation. However, it is important to note that these structures are considerably more difficult to characterise due to broad LT-PL emission linewidths, and reactor calibration may require additional...
steps compared to the double-barrier structure if ultimate barrier thickness control is required.

![Figure 5.3.1e](image)

Fig. 5.3.1e. IRE figure from modelled quasi-static I-V characteristics of triple barrier RTDs with a differing exit-QW width. Dashed line as a guide for the eye.

Furthermore, for practical applications, the chip will need to be operated by an even more sophisticated power-point tracker which could discriminate between the optimum operating resonant condition as the device ages, and is thus subjected to the effects of electromigration, changing the extrinsic circuit conditions. Unfortunately, the failure modes related to the lifetime-aging of the active region of the mesoscopic structures are a subject of conjecture and further study.

### 5.4. Determining the RTD contact resistance

One of the challenges in specifying the $f_{\text{max}}$ of an optical RTD coupled to a waveguide is that the equipment necessary to perform this measurement is likely to be composed of piece-wise (due to spanning across different waveguide bands) vector network analyser Schottky multiplier-enabled “power heads”, which may be a costly affair for a university department. In previous work, K.J.P. Jacobs [181] has shown a method to perform THz frequency measurement using a coarse finesse interferometer from silicon wafers and a lithium tantalate ($\text{LiTaO}_3$) amplified far-IR detector. Though a frequency-amplitude plot could be extracted from successive measurements, the noise and losses in the system endanger the accuracy of the result. A more expensive option would be to
perform electro-optical scatter matrix $S_{11}$ (the coefficient of reflection at the input line) measurement.

Since calibration of such delicate RF instruments is an arduous process and measurements could be riddled with errors, it may help to have a theoretical “sanity check” available. §2.3.2. presented a simplified tank-circuit based equation to calculate $f_{\text{max}}$, though more complex measurements were employed by Asada et al.[204].

In either case, calculating this frequency starts with obtaining the small-signal quasi-stable (DC) negative conductance value, which is influenced by the electrical contact in practice. In order to remove this contribution, the classical approach is to compare fabricated test structures of circular[275–277] and rectangular [278,279] transmission line models with known dimensions.

However, as our previous mask used a dual-pass [177] approach, it was found that empirical measurements of successive wet etches may be offer a more representative contact resistance for a given mesa size:

![Graph](image)

**Fig.5.4a.** Device mesa-dependent resistance determined from successive wet etches, plotted with data from [177].

In Fig. 5.4a, the mesa-dependent resistance is plotted. In the limit of an infinitesimal area, with a linear fit, peak voltage of 211.6 mV is determined. The slope on the equation 5.4092 Ω/mA represents the rate of change of the mesa resistance with current. However, certain components of the extrinsic resistance remain static, therefore a quadratic representation may be more appropriate.
In Fig. 5.4b this quadratic relationship is emphasised by plotting the peak current against the mesa radius. In previous work [159], it was shown that the valley current thus obtained exceeds the limit of the current limited by the device perimeter, therefore no leakage through device side walls is suspected in this wet etch process. This is a concern for micron-scale devices, as reactive-ion damaged regions may reach 100 nm depth in dry etch processes [193].

This value could then be used to scale the small signal conductance $g_n$ to an area-independent figure. With the dielectric resonant antenna, this approach becomes technically unnecessary, and is likely to be a case of an educated trial- and error fabrication process for the optimisation of the $\lambda/4$ stub.

In addition, Fig. 5.4c also provides predictions of the variation of $g_n$ with variations of InGaAs. It is seen that though slight InGaAs variation does not impact the quality of the resonance, it can in practice affect the oscillator emission power due to poorer coupling as a result. The range of values is in agreement with the measured conductance in [159]. To obtain the maximum cut-off frequency of the device, the dynamic capacitance must be taken into account, but this measurement could not be performed at the time of writing.
In this chapter, a template has been laid for further improvement of RTD emitter-oscillator performance.

First, a roadmap towards technological readiness levels in excess of 9 is presented, pointing out that the epitaxial characterisation is a very necessary first step towards improving precision of the statistical process manufacturing. However, this alone is insufficient to produce a solid business case for economical mass-manufacturing of RTD transceiver chips. Novel solutions for THz antennas are required, and here we present a schematic of a dielectric resonator antenna, briefly mentioning the roles of other conventional schemes such as patch antennas, with possible future investigation of THz photonic crystals. Though the thesis focuses on the realisation of emitters, more attention is needed to determine essential quasi-static characteristics (forming the base for THz heterodyning modelling) that will be necessary to realise an ideal receiver-RTD.

Concerns regarding heat extraction and premature device failure are highlighted, providing a direct alternatives via overgrowth to the current fabrication scheme. Another concern of early failure, the breakdown field limit of the material leading to impact ionisation is discussed, noting that as a first
order approximation, the electric field in these high-J structure is close to this value.

Addressing the optical losses via the main mechanism of free carrier absorption is discussed in 3 candidate RTD material systems. Together with the above points for reliability, some recommendations and predictions are made regarding the state-of-the-art, being hopeful that GaN RTDs may achieve a similar prestige to GaN LEDs in their scope of reaching portable, low-cost high-power THz emitters, whilst InGaAs/AlAs/InP RTDs will remain the proven platform of choice for single-emitter performance in the immediate future, whereas the maturity of the GaAs/AlAs material system may prove useful for scaling for large arrays to cope with the dr.

Finally, the practical role of an alternative triple-barrier structure is discussed, calling for further careful consideration of this benefits to extractable oscillation power this mesoscopic structure may offer.
Conclusions

The exploitation of the THz spectrum is an incipient, but inevitable field which will impact several aspects of our daily lives. Though it may seem easy to see the instant availability of high-speed data in one’s pocket as a fact of life, this is not universally true across the Globe, and especially in the cases of disaster and war zones where cable or fibre optic-based infrastructures collapse. Fulfilling the next-generation growth will require technologies that transcend the capacity of microwaves, whilst simultaneously offering a degree of robustness against conventional backhaul.

RTDs will remain technologically relevant as long as they remain on of the top candidates for at least one niche application, whether this will be found communications, computing, spectroscopy, imaging, or perhaps wearable technology that has not been invented yet. As a core technology, it is one of the keys to unlock several applications.

In order to bring this closer to reality, this thesis has discussed several performance issues exhibited by current generations of RTD oscillators, starting with an identification of the physical causes holding back progress. In this thesis, the reader is reminded about the effect structural imperfection has upon the electrical and optical properties of the RTD, starting from a theoretical interpretation of modelling data, towards examining physical evidence.

A distinction between the mesoscopic-scale transport is made, and how do the minute changes brought by scattering through epitaxial imperfection alter the observable, extrinsic circuit parameters of the oscillator system. After identifying a key figure of merit for the quasi-static performance of the RTD, the intrinsic resonance efficiency, a multi-parameter modelling space is investigated.

After detailing the conditions leading to the model setup, its boundary conditions and limitations, an alternative design strategy optimised for efficient power delivery is highlighted, using a shallower, but thicker quantum well with thinner barriers given the limitations of strained epitaxy.
The role of the strained epitaxy is verified with literature reports, and a preliminary investigation concludes that the Matthews and Blakeslee [119] model provides an adequate upper limit of the critical thickness for high quality epitaxy in these structures.

Models of sub-well devices employing lattice-matched InGaAs/InAs/InGaAs are also investigated with a level of detail not previously featured in the canon. The find is that these structures can perform, in the worst-case, as well as the high mole fraction InGaAs equivalent. However, the elimination of a growth reactor calibration step, as well as the expected improvement of the interface barrier quality may lead this type of device to be a long-term winner for commercialisation. Further improvement is suggested by also thinning the barrier, and placing the InAs sub-well asymmetrically, closer to the entry (intended emitter) barrier.

Investigate the structural perfection comes with improvements to conventional non-destructive optical characterisation techniques: low temperature photoluminescence spectroscopy (LT-PL), and high resolution X-ray diffractometry (HR-XRD). Both techniques are known in the semiconductor industry to be powerful indicators of conformity to a specified epitaxial structure.

Currently, the high-current density RTDs in this work use particularly thin single quantum wells (with active regions <10 nm), leaving a small window of opportunity for excitonic recombination, or for the incoming X-ray photons to be diffracted, respectively. Therefore, analysis is challenging in that either high-sensitivity detectors or signal recovery techniques may require employing, in addition to the development of a sophisticated optical transition model to realise the potential of optical spectroscopy.

Through a break-down of spectral components, PL shows crucial information about the average QW thickness and barrier thickness, as well as the high-intensity peaks relating to the bulk lattice-matched material. A similar path is followed with X-ray diffractometry, where the apparently high periodicity Pendellösung fringes introduce noise-like features on the XRD rocking curve. These components are explained with simulation and layer-linking of similarly
calibrated epitaxial layers, obtaining good information about the QW stress regimen, and therefore information about the compositional fraction of the $\text{In}_x\text{Ga}_{1-x}\text{As}$ epitaxial alloy.

PL spectra from the QW could only be resolved by attributing a contribution of 3 different QW thicknesses, whereas HR-XRD can only offer an estimate of the average QW thickness. As this information appears to be inexact, further confirmation was obtained using a destructive, one-off analysis using high resolution transmission electron microscopy modes. Through this, a confirmation of atomic-level barrier non-uniformity is seen in detail for the first time in AlAs/InGaAs on InP RTDs.

Recommendations are made to improve and automate this process for industrial QC and yield improvement.

Finally, this work looks at further improvements of the RTD as an oscillator system: from current improvements to heat extraction and electrical insulation, towards laying ground work to consider a novel radiator, by the addition of a 3D dielectric resonator antenna. The THz properties of typical materials are reviewed, and taking the lessons learned from the experience gathered in this thesis, a set of recommendations for future development of RTDs in different material systems is made. In particular, the comparatively less explored GaN material system may be an excellent, affordable platform, as the compound semiconductor industry is already moving towards GaN LEDs on silicon (111) substrates.

Last, but not least, the design of a Type-I triple barrier AlAs/InGaAs RTD is investigated, with its merits and potential pitfalls discussed. It is found that despite the lesser peak current density (one of the conventional metrics), the devices are expected to be very efficient oscillators and emitters of THz radiation, conclusion which in principle agrees with data from the canon [184].

This renews the commitment to challenge epitaxial processes for next-generation devices.
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