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Abstract

The experiments investigate the functional relationship between the processing of facial identity, emotional expression and facial speech. They were designed in order to further explore a widely accepted model of parallel, independent face perception components (Bruce and Young, 1986), which has been challenged recently (e.g. Walker et. al., 1995; Yakel et al., 2000; Schweinberger et al., 1998; Schweinberger et al., 1999). In addition to applying a selective attention paradigm (Garner, 1974; 1976), dependencies between face related processes are explored by morphing, a digital graphic editing technique which allows for the selective manipulation of facial dimensions, and by studying the influence of face familiarity on the processing of emotional expression and speechreading. The role of dynamic information for speechreading (lipreading) is acknowledged by investigating the influence of natural facial speech movements on the integration of identity specific talker information and facial speech cues.

As for the relationship between the processing of facial identity and emotional expression, overall the results are in line with the notion of independent parallel routes. Recent findings of an "asymmetric interaction" between the two dimensions in the selective attention paradigm, in the sense that facial identity can be processed independently from expressions but not vice versa (Schweinberger et al., 1998; Schweinberger et al., 1999) could not be unequivocally corroborated. Critical factors for the interpretation of results based on the selective attention paradigm when used with complex stimuli such as faces are outlined and tested empirically.

However, the experiments do give evidence that stored facial representations might be less abstract than previously thought and might preserve some information about typical expressions. The results indicate that classifications of unfamiliar faces are not
influenced by emotional expression, while familiar faces are recognized fastest for certain expressions.

In contrast to previous reports of influences of speaker variations on statically presented familiar and unfamiliar faces (Schweinberger et al., 1998), effects of irrelevant speaker variations on speechreading speed appeared to be largely restricted to dynamic facial speech and unfamiliar speakers. The results underline the crucial role of dynamic information for speechreading (see also Rosenblum et al., 1998). They also provide evidence that speechreading from moving faces might be faster when these are familiar, which might point into the direction of an early and rapid integration of identity and dynamic facial speech information.

The results were discussed in the context of a functional model of face perception (Bruce and Young, 1986), assuming strictly modular processing of identity, expression and facial speech, and a more recent distributed neural model of face perception (Haxby et al., 2000) which takes into account the possibility of interactions between the brain structures which are now widely assumed to play a major role for face perception.
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1 Introduction

1.1 Topic and approach

The human face is a uniquely rich social stimulus, revealing a variety of social information such as age, gender, identity and the emotional state of an individual. Almost without effort we distinguish unknown from familiar faces and often we are successful in retrieving semantic information and the name belonging to a face. At the same time we can make inferences about the emotional state of a person by interpreting the activation pattern of facial muscles, and we can decide whether we want to approach an individual or prefer to stay out of reach. Faces may also influence the attribution of personality traits. Finally, through dynamic variations in mouth shapes during speaking, faces communicate visual speech information that has been shown to contribute significantly to speech perception (e.g. Miller et al., 1955; Sumby et al., 1954).

The relationship between these components of human face perception is yet not completely clear. According to an influential model of face processing (Bruce & Young, 1986), specialized modules for face recognition, emotional expression and speechreading work in parallel and are independent from each other's output (see also Ellis, 1989; Parry et al., 1991). Most studies in the field are restricted only to one aspect of face perception and there is a clear cut in the literature between research dealing with either face recognition, the processing of expression or facial speech. It can therefore be said that the independence between the processing of emotional expression, facial identity and speechreading has often been claimed but rarely been clearly demonstrated. It might well be that the independence between these processes suggested by some nil results in some experimental studies (e.g. Etcoff, 1984) rather reflects insufficiently rigorous testing than strict functional independence. Most of the evidence for an independent processing of
Facial identity, expressions and speechreading comes from neuropsychological studies that show selective impairments and double-dissociations between particular functions (Bornstein, 1963; Campbell et al., 1986; Kurucz et al., 1979a; Kurucz et al., 1979b; Parry et al., 1991; Young et al., 1993). These findings suggest different anatomical substrates for various aspects of face perception. However, different substrates and relative sparing of functions after focal brain damage do not rule out the possibility that under normal conditions functional units interact with one another, and that such interactions might improve face processing in healthy individuals. In a cascade model, such interactions are possible on any processing stage, and damage to one modality can affect other functions in various ways. Indeed, most neuropsychological studies demonstrating impaired processing of either identity, expression or speechreading after brain damage, also show some impairment of "intact" functions and might therefore argue for a weak independence theory. Although correlations between impaired functions can be caused by widespread lesions affecting different modules, it cannot be completely ruled out that such a pattern could also be due to impaired interactions between neural units.

Why should there be a cross talk between the processing of facial identity, emotional expression and facial speech? Depending on language, regional dialects, social status and language problems such as stuttering or lisps, but also as a result of normal individual variation (Montgomery et al., 1983) there are considerable inter-individual differences in the pronunciation of speech utterances. All of these are also visible in the dynamically changing mouth, jaw and lip patterns that occur while speaking. A system that is able to take such idiosyncratic differences into account might be more efficient in processing facial speech, so that it should have an ecological advantage. It has to be stated however, that speechreading certainly cannot be completely dependent on facial identity, since it is
perfectly possible to speechread from unfamiliar faces. A flexible speechreading system, which is largely independent of supposed identity modules, but which is able to use their output when such idiosyncratic information is present, is in line with relatively circumscribed impairments after focal brain damage. A similar argument is possible for the processing of emotional expressions, although it might perhaps be less convincing. People differ in the way they display emotions, but expressions change face shapes according to regular, generalizable principles across cultures (Ekman, 1982). Also, the restricted number of basic emotions contrasts with the large number of possible speech sounds and dialectal variations, possibly making it less necessary to adjust as quickly to idiosyncratic characteristics as it might be for speechreading.

In this study I aim at exploring possible interactions between the processing of facial identity, emotional expressions and facial speech in order to test the model of parallel independent processing. This work was mainly inspired by some recently published data, which challenge the view of a completely independent processing (e.g. Schweinberger et al., 1998; Schweinberger et al., 1999; Walker et al., 1995; Yakel et al., 2000). It is the aim of this study to add to the clarification of the relationship between the processing of facial identity, emotional expressions and facial speech in healthy individuals on a functional level, and further explore recent findings that contradict the notion of strictly independent processes in face perception.
1.1.1 Organisation

Because the experiments described here were mainly designed with respect to the model by Bruce and Young (1986) I will briefly outline this model before presenting empirical evidence. This will be followed by an overview of some of the relevant literature on the processing of facial identity, emotional expression and facial speech. The aim is not to give a complete overview of the research on each particular function, as this would go far beyond the scope of the topic, but I will try to delineate the relevant features that each supposed module depends on, and where possible, summarize some of the available evidence concerning associated anatomical substrates. Following that I will present evidence for and against the independence model. In section 1.3, I will explain the underlying rational for the experiments, especially with respect to the selective attention paradigm (Garner, 1974, 1976) and provide some information on the morphing technique, which was used for the selective manipulation of identity and expression in Experiments 8-12. Finally, chapters 2 to 7 are dedicated to empirical evidence.

1.2 Literature review

I will try to give a basic overview over findings on face recognition, the processing of emotional expressions and speechreading. For each function the relevant facial features, evidence for functional processing stages and associated neural structures will be outlined. After describing a recent attempt to integrate a variety of findings into a “distributed human neural system for face perception” (Haxby et al., 2000), I will give an overview over the evidence arguing for and against an independent parallel processing of identity, expression and facial speech.
1.2.1 The parallel model of face perception

Bruce and Young (1986) suggested a theoretical framework for the processing of faces. Their model, which is related to other functional models of face processing (see also Ellis, 1986; Hay et al., 1982) has proven highly influential. It has been refined since (e.g. Burton et al., 1990) and is able to explain a range of empirical findings. It assumes distinct functional modules as bases for independent parallel processes underlying face perception (see also Figure 1). Overall, the model makes more detailed assumptions about face recognition than about the processing of expressions or speechreading. Importantly, specialized modules are assumed to underlie each particular process. These modules are supposed to work in parallel and independently from each other's output (see also Ellis, 1989; Parry et al., 1991). All subsequent processes have the first stage in common: the structural encoding level provides descriptions, which form the basis for parallel and independent routes that deal with the processing of emotional expressions, the recognition of familiar faces, facial speech and directed visual processes. Each route is characterized by a hierarchical and sequential processing, but both top-down and bottom-up processing is assumed (see also Burton et al., 1990). All independent processes finally converge into the "cognitive system", which is assumed to play an active role in face recognition by deciding whether an initial match represents a stored familiar face or just an unfamiliar face with a high degree of resemblance to a known face. A range of factors is thought to affect this decision (Young et al., 1985). The model is only concerned about functional components and does not make any inferences about specific localizations of functions in the brain. However, it is influenced by neuropsychological findings of double dissociations between functions.
The model distinguishes between hierarchically organized functional processes and their respective output in form of "codes". The authors propose seven distinct codes that can be derived from faces. The pictorial code is generated by any visual pattern and can be understood as the description of a picture. It may contain information about the static pose and expression but also about lighting and overall picture quality. Forced choice recognition tasks on previously unfamiliar faces can be performed on the level of the pictorial code if identical pictures are used. The structural code captures a more abstract visual representation of the stable aspects of faces that can be used to distinguish them from one another across a wide range of view-points, head-angles, hairstyles, lighting conditions and other types of pictorial variability. Especially for the recognition of familiar faces the structural code is thought to be essential while the matching of unfamiliar faces has been shown to heavily depend on changeable pictorial cues (Bruce, 1982; Ellis et al., 1979). Bruce and Young (1986) suggest that familiar faces are not represented by one single structural code but a set of interlinked expression independent codes such as distinctive features and global configuration for discrete head angles. Recognition is thought to occur when these encoded structural representations and a set of structural codes match. The visually derived semantic code is available both for familiar and unfamiliar faces. It provides information about age, sex, and attractiveness and enables the observer to attribute characteristics such as intelligence, profession, honesty and resemblance to familiar faces. It can be directly influenced by the "cognitive system" that decides which features or components are attended to. The visually derived semantic code is contrasted by an identity-specific semantic code, which describes all known details about a familiar person, such as e.g. profession and nationality. The name code comprises information about the names of familiar persons. Expression codes are
available both for familiar and unfamiliar faces and hold information about shapes and postures of internal facial features that underlie emotional expressions. Movements of the lips, tongue and jaw can be used to extract speech information and form the *speech code*. Most importantly, expression and speech codes are proposed to be largely irrelevant for the recognition of faces, because in contrast to the stable structural representations necessary for face recognition they depend mainly on non-rigid facial movements, as represented by changes of internal features over time.

![Diagram](image)

**Figure 1: The Bruce and Young (1986) model of face recognition**

The model makes the most detailed assumptions about the recognition of familiar faces, which is thought to depend mainly on structural, identity-specific codes. Pictorial, expression and facial speech codes are assumed to play only a minor role for the
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recognition of identity. At the first stage of processing, a visual encoding of the face is assumed, resulting in "view-centred descriptions" that are used for independent analyses of emotional expression and facial speech.

View centred descriptions undergo further processing and are proposed to become "normalized" with respect to facial expression and facial speech. These "expression independent descriptions" are the basis for directed visual processing on the one hand, but are also crucial for the next stage of the face recognition route on the other. Domain specific and expression independent "Face Recognition Units" (FRUs) are assumed to be composed of expression independent descriptions. It is proposed that there is one expression independent FRU for each familiar face. An FRU can become activated, when a familiar face is seen or when domain general "Person Identity Nodes" (PINs), which contain semantic and biographical information, such as profession, nationality etc. exert top down activation on the FRU. It is further assumed that both FRUs and PINs have a link to the cognitive system, which can directly moderate PIN and indirectly influence FRU activation via the PINs. PINs can be accessed as well from other domains like voices or names (Burton et al., 1990). Finally, in the last stage of the recognition process the name that belongs to a face can be retrieved.

The model and its refined version (Burton et al., 1990) are able to explain a range of empirical findings (Young et al., 1985; for a review see Young, 1998), but some points deserve further investigation and especially the claim of parallel and independent processes has recently been challenged (see section 1.2.6). Also, it is not clear that the identification of a face across different expressions really requires a "normalization" of the view centred descriptions to a stored "expression-independent" Face Recognition Unit. It is possible that idiosyncratic identification features including idiosyncratic
expressions may be stored as part of the discriminating identity of an individual at the FRU level.

In the next sections I will try to give a short overview over some of the relevant empirical findings on the processing of facial identity, emotional expressions and facial speech. This must be a rather selective choice, as a huge amount of literature dealing with face perception has accumulated over the last years. Apart from a wide range of behavioural studies, sophisticated imaging techniques have contributed considerably to our understanding of the timing of face perception processes and their underlying neural correlates. Where possible, I will link hypothesized processes (Bruce et al., 1986) to brain structures that might be candidates for the proposed functional modules.

1.2.2 Face recognition

Recognition of familiar faces depends to a large extent on the stable, non-changeable aspects of faces, which is in line with the hypothesis of structural codes as the basis of FRUs. It has been shown that both individual features, sometimes referred to as “first-order” features such as nose, eyes and chin, and “second-order” features, which refer to the arrangement of features, also labelled the facial “configuration”, play an important role for face recognition (Cabeza et al., 2000; Carey et al., 1977; Carey, 1992; Hosie et al., 1988; Young, 1987). There is evidence that both for the matching of familiar and unfamiliar faces external and changeable features such as hairstyle are used, but with increasing familiarization, the more stable internal first and second order features gain importance (Ellis et al., 1979; Young et al., 1985). Although faces are three-dimensional structures, recognition of familiar faces from photographs is usually very accurate. Surface information such as pigmentation has been shown to be more relevant than three
dimensional shape cues for face recognition (Bruce et al., 1991; Bruce et al., 1994; Liu et al., 2000).

Attempts have been made to investigate neural correlates of the face recognition stages proposed by Bruce and Young (1986). The recent development of imaging techniques such as fMRI has allowed for a precise localization of functions (Gauthier et al., 2001; Kanwisher et al., 1997). Techniques with a very high temporal resolution such as EEG and MEG have provided further insight into the timing of hypothesized processing stages (Eimer, 2000).

Generally, a superiority of the right hemisphere for the processing of facial identity is assumed (Ellis, 1989; Schweinberger et al., 1991). This was often attributed to high visual demands (see e.g. DeRenzi et al., 1968). However there is evidence that also the left hemisphere is involved in face recognition. Prosopagnosia, a rare neurological disorder characterized by selective and severe impairments of face recognition (Bodamer, 1947) is more common after bilateral damage to the inferior temporal cortex (Damasio et al., 1989). However, some cases after damage restricted to the right hemisphere have also been reported (DeRenzi, 1986; Landis et al., 1986; Wada et al., 2001). Possibly, depending on the degree of hemispheric lateralization within an individual, the left hemisphere might be able to compensate damage to face processing areas in the right hemisphere (see also Damasio et al., 1990; DeRenzi et al., 1994; Tovee et al., 1993; Young, 1992). It is widely accepted that the areas for face identity perception are located primarily in infero-temporal brain structures, in particular the gyrus fusiformis, gyrus lingualis and gyrus parahippocampalis (Haxby et al., 1999; Ishai et al., 1999; Kanwisher et al., 1997; Schweinberger, 1992; Sergent et al., 1994). These regions show a higher responsiveness to faces than to other objects such as houses, chairs or tools (Farah et al.,
1999) and it has been suggested that the "fusiform face area" represents a specialized module for face recognition (Kanwisher et al., 1997; McCarthy et al., 1997). It has been shown that the inferior occipital and fusiform gyri are stronger activated in tasks that require the processing of facial identity, while the superior temporal sulcus seems to be more involved in the processing of changeable features of social relevance such as eye gaze (Hoffman et al., 2000). The question whether face recognition forms an innate system of its own, which is independent from the object recognition system, has attracted a lot of interest recently (see also Gauthier et al., 1999; Gauthier et al., 2000a; Gauthier et al., 2000b; Kanwisher et al., 1997; Kanwisher, 2000; Kanwisher, 2001; Tarr et al., 2000).

Differences between face detection and face recognition have been investigated by methods which provide a high temporal resolution, such as event related potentials (ERPs). These methods allow for an exploration of hierarchic processing steps such as the ones hypothesized in the Bruce and Young model (1986). In an ERP study, a face-specific negative potential with a latency of about 200 ms in the left and right fusiform and inferior temporal gyri when recording intracranially from epileptic patients has been reported (Allison et al., 1994). Electrical stimulation of these areas temporarily disrupted the ability to name familiar faces. A slower negative potential around 600 ms post-stimulus onset originated from the ventral occipitotemporal and lateral temporal cortex (Allison et al., 1999; McCarthy et al., 1999; Puce et al., 1999). It is not yet completely clear, whether the relatively face specific N170 deflection (Bentin et al., 1996) originates from the same generator as the intracranial N200 (Allison et al., 1994). It has been demonstrated that the N170 is not dependent on familiarity and probably reflects a correlate of an automatic, attention independent, pre-categorical structural encoding of faces (Eimer, 2000). Processes that differentiate between familiar and unfamiliar faces
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can be observed at a latency of 250 ms. Immediate repetition of familiar faces generates the N250r, which is more pronounced for repetitions of identical pictures, but is also visible for repetitions of faces on different photographs. It might represent a stimulus triggered access to FRUs (Schweinberger et al., in press) and is also present for different pictures of the same individual. Bentin et al. (2000) recorded an enhanced negativity for familiar compared to unfamiliar faces at a latency of about 400 ms and associated this with the activation of PINs. A similar finding was reported by Eimer (2000) who found an increased negativity between 300 ms and 400 ms and an increased positivity at a latency of beyond 500 ms for familiar compared to unfamiliar faces at midline and parietal electrodes which was also associated with face recognition and identification processes on the FRU and PIN level. Identification and access to semantic information for familiar faces was investigated in an ERP study by Paller et al. (2000). Faces that were learned together with biographical information showed an early posterior and a later anterior positivity when repeated. For faces that were presented without additional information, the effect was restricted to posterior scalp locations. The timing and spatial pattern are consistent with a hierarchical model of face recognition and might point to different neural structures underlying FRUs and Semantic Information Units (Bruce et al., 1986; Burton et al., 1990). The idea of a distinction between modality specific and modality general functional units finds also support from PET (Tempini et al., 1998), ERP (Schweinberger, 1996) and fMRI studies (Shah et al., 2001). There is also fMRI evidence for a functional distinction between the processing of familiar and unfamiliar faces (Leveroni et al., 2000; Shah et al., 2001).

To summarize, it can be said that a range of features trigger face recognition. With increasing familiarity, the representation of stable, internal features and "configurations"
becomes more established. Recent imaging studies seem to confirm models of hierarchic processing steps of face recognition. These findings fit quite well with previous reports of face perception difficulties in everyday life (Young et al., 1985). There is evidence for different neural substrates for various functional stages. The question whether the face recognition system is independent of a more general object recognition system is currently in the centre of a vivid debate.

1.2.3 Emotional expression

Early scientific reflections on the nature of emotional expressions date back to Sir Charles Bell, who described the role of facial muscles and their anatomy (Bell, 1844). By means of electrical stimulation, Duchenne (1862) demonstrated for the first time that expressions are displayed by contractions of distinctive facial muscles. The first one to propose that expressions are universally recognizable was Charles Darwin. He was aware of the huge importance of the ability to express and interpret emotional expressions for successful social interactions and linked the development of this skill to evolution (Darwin, 1872). However, it took another one hundred years until the universality hypothesis was properly tested (Ekman, 1972) and considerable evidence was found for a largely cultural independence of facial expressions (Ekman, 1982). Today, most researchers agree that there exists a limited set of basic emotions (Ekman, 1992; Plutchik, 1980; Tomkins, 1984). In order to distinguish basic emotions from blends of emotions, several criteria have been proposed. Ekman (1992) suggested universality, presence in other primates, distinct physiology, distinct antecedent events, a coherent response pattern, quick onset, brief duration, accompanying distinct appraisal pattern and an unbidden occurrence as necessary criteria (Ekman, 1992). Other authors have added
criteria such as distinct ways in which emotions influence perceptions (Izard, 1992; Izard, 1993) or subsequent behavioural action tendencies (Fridja, 1993). On the basis of such criteria, different sets of basic emotions have been proposed, but most vary between a number of five to nine (Lewis, 1993). For studies on face perception, many researchers especially focussed on the six basic emotions happiness, sadness, fear, anger, surprise and disgust, which are displayed in Ekman and Friesen's series of facial affect (Ekman et al., 1976).

The idea of distinct expression categories was not always accepted and a system of two orthogonal emotional axes of facial expressions had also been postulated (Woodworth et al., 1954). According to these authors, facial expressions were located on a pleasant/unpleasant and an attention/rejection continuum, a hypothesis which obviously contradicted the concept of discrete emotional categories. But recently, using the digital picture manipulation technique of "morphing", it has been shown that facial expressions are perceived in a rather categorical manner (Calder et al., 1996), supporting the idea of a limited number of basic emotions.

The relevant facial features giving information on expression seem to differ in some aspects from those relevant for face recognition. Perhaps even more than face recognition, the interpretation of facial expressions depends on combinations of features. While, at least under certain conditions, such as laboratory tasks where a limited set of faces is presented, recognition can be achieved by attending only to a single, distinctive feature, it is hardly possible to interpret an expression just by attending to e.g. the eye region. Pigmentation has proven to be highly informative for the identification of faces (Bruce et al., 1991; Bruce et al., 1994), but it seems to be less important for the interpretation of facial expression (Bruce et al., 1998). Another major difference is that
facial expressions are the result of non rigid movement. Nevertheless, static photographs of facial expressions can usually be interpreted with a high accuracy.

With respect to the neural correlates involved in the processing of expression, as for the processing of identity an overall advantage of the right hemisphere is generally assumed (Bowers et al., 1985; Campbell, 1978; Etcoff, 1984; Ley et al., 1979; Natale et al., 1983; Strauss et al., 1981). Some researchers attributed this to the existence of stored representations or “templates” of emotional expressions only in the right hemisphere (Blonder et al., 1991; Bowers et al., 1985; Bowers et al., 1991). However, selective impairments of matching and recognizing emotional expressions have also been reported after unilateral posterior damage in the left hemisphere (Young et al., 1993). Areas that are associated with the ability to perceive facial expressions are the right lateral occipital gyrus and limbic structures, including the amygdala and the basal ganglia (Sergent et al., 1994). A special role of the superior temporal sulcus (STS) for the processing of socially relevant stimuli such as expressions was derived from intracranially recorded ERPs from epileptic patients (Allison et al., 2000) and fMRI experiments (Narumoto et al., 2001; Puce et al., 1998). The STS region might especially interact with the right amygdala (Streit et al., 1999). The idea of discrete basic emotions receives support from studies that suggest different neural substrates for different emotions such as fear, disgust, happiness, sadness and anger, (e.g. Adolphs et al., 1994; Blair et al., 1999; Calder et al., 1996; Morris et al., 1996; Phillips, 1997; Phillips et al., 1998; Sprengelmeyer et al., 1997; Whalen et al., 1998). There is evidence that masked fearful expressions modulate activity in the limbic system, while this seems not to be the case for happy expressions (Whalen et al., 1998). Especially the amygdala has consistently been shown to be involved in fear conditioning both in animals (LeDoux, 1992; Quirk et al., 1997) and humans (LaBar et
al., 1998). Disgust seems to be linked to activity in a limbic-cortico-striatal-thalamic circuit and in the anterior insular cortex, an area that is also associated with the processing of smells and visceral stimuli (Phillips, 1997; Phillips et al., 1998). This might reflect the role of disgust for the rejection of potentially unsafe food.

To summarize briefly, the processing of facial expression depends to a large extent on the configuration of facial features. Most researchers agree on a set of about six basic emotional expressions. Possibly, each expression can be associated with activity in at least to some extent distinct neuronal structures that might interact in different ways with structures that process facial identity.

1.2.4 Speechreading

While it is generally known that deaf or hearing-impaired people can learn to use movements of the lips, teeth, jaw and tongue to extract speech information (e.g. Walden et al., 1977), the role of speechreading (or lipreading) in daily conversation is frequently underestimated. Especially under noisy conditions, facial movements may increase speech comprehension to a substantial extent (McLeod et al., 1987; Miller et al., 1955; Sumby et al., 1954). Estimations based on the observed reduction in the minimal signal to noise ratio at which sentences could just be understood when the speaker was visible, compared to the performance when no visual cue was given, suggest a benefit of a considerable 11 dB (Summerfield et al., 1989). Visual speech information may also influence the acoustic perception in incongruent stimulus situations. In the "McGurk illusion", the identification of auditory speech syllables is influenced by the simultaneous presentation of discrepant visible syllables (McGurk et al., 1976). This finding suggests an early and automatic integration of visual and acoustical speech input (see also Calvert
et al., 1997; Campbell et al., 1997; Fowler et al., 1991; Green et al., 1991; Massaro, 1987; Meltzoff et al., 1994; Rosenblum et al., 1997; Thompson et al., 1996).

Which kind of information is extracted from faces that can be used to enhance verbal communication? Speech sounds mainly differ with respect to place of articulation (e.g. lips or within mouth), voicing (activity or inactivity of the vocal chords) and manner of articulation (modulation of airflow over time). Manner of articulation and voicing are easier to hear than to see, but for some articulations, place of articulation is easier to see than to hear (Miller et al., 1955), so a multi-modal processing of language enables the speech system to use the maximal amount of information available. It has been stated that humans learn to integrate visual and acoustic speech information very early in life. When given the choice to look at video clips in which visually and acoustically presented sounds either match or mismatch, babies look longer at the congruent stimuli (Kuhl et al., 1982).

One can further differentiate between two relevant types of information for speechreading. *Time-independent features*, which have also been labelled as “static” or “pictorial” are available from photographs and can be used to interpret single vowels or sounds. Early research on speechreading has mainly focussed on static aspects such as lip shape, place of cavity constriction and visible teeth (e.g. Braida, 1991; Massaro et al., 1990; Montgomery et al., 1983; Summerfield et al., 1984). On the other hand, *time-varying features*, also referred to as “kinematic” or “dynamic” reflect the dynamic nature of speech and encompass variations of facial features over time. Although static information can be used in order to classify single vowels and consonants (Campbell et al., 1986; Campbell, 1986; Schweinberger et al., 1998), it is now widely accepted that dynamic aspects play a crucial role for speechreading. It has been shown that speech
information can be extracted from point light displays which do not provide static
information (Rosenblum et al., 1996a; Rosenblum et al., 1996b). Fusion effects such as
the McGurk illusion (McGurk et al., 1976) also occur when pairs of incongruent acoustic
and point-light speech stimuli are presented (Rosenblum et al., 1996a). This finding
argues for a role of dynamic facial speech information at an early perceptual level. The
authors report that static pictures of facial speech do not produce the McGurk effect when
paired with acoustically presented consonant-vowel stimuli. This brought them to the
conclusion that speechreading from static pictures is a post-perceptual, problem-solving
operation (for a detailed review see Rosenblum et al., 1998).

Generally, a specialization of the left hemisphere for speechreading is assumed and
there is evidence both from neuropsychological (Campbell et al., 1986; Campbell et al.,
1990; Campbell, 1992) and behavioural studies (Burt et al., 1997; Campbell et al.,
1996b). It has been shown that non-speech mouth movements activate regions in the
superior temporal sulcus (Puce et al., 1998), while speaking faces that are presented
without sound additionally increase activity in areas that deal with spoken language, such
as the left auditory cortex located in the superior temporal gyrus (Calvert et al., 1997;
Campbell et al., 1996b; Ellis, 1989).

To summarize, facial speech is used automatically not only by hearing impaired
persons to improve communication. There is evidence for an involvement of speech areas
in the left hemisphere and an early and automatic integration of visual and acoustic input.
In contrast to face recognition, especially dynamic, time ordered cues provide crucial
information for speechreading.
1.2.5 A distributed neural system for face perception

Recently, an attempt has been made to integrate findings on face recognition, facial expression, speechreading, gaze detection and spatially directed attention into a distributed neural system for face perception (Haxby et al., 2000). This system is strongly influenced by the functional model of Bruce and Young (1986) and differentiates between the processing of stable facial features, which underlie face recognition on the one hand, and changeable features that are crucial for the interpretation of expression and visual speech on the other. The authors make an attempt to link these functional aspects of face processing to distinct neural correlates (see also Figure 2). Based mainly on functional brain imaging studies, they put forward the idea of multiple bilateral regions that form a core and an extended system for face processing. According to the authors, the core system consists of three bilateral areas in occipitotemporal visual extrastriate cortex. Each area is assumed to be specialized in different aspects of face perception and to form the neural basis for functional modules as outlined similarly by Bruce and Young (1986).

Haxby et al. (2000) associate the lateral fusiform gyrus with the processing of identity and the superior temporal gyrus with the representation of changeable aspects of faces such as muscle contractions that are used to express emotions and mouth movements during speech. They hypothesize that the inferior occipital gyrus may deal with early processing stages, and due to its anatomical location may provide input to both the lateral fusiform and superior temporal sulcal regions. Additional neural systems, which are not face specific, such as limbic areas and the auditory and parietal cortices are assumed to form the extended system that contributes to the processing of expression and facial speech.
Figure 2: A model of the distributed human neural system for face perception (Haxby et al., 2000). The model consists of a core system, including three regions of occipitotemporal visual extrastriate cortex and an extended system, consisting of regions that are also part of neural systems for other cognitive functions.

Although Haxby et al.’s model (2000) shares some basic aspects with the model proposed by Bruce and Young (1986), such as the idea of an overall hierarchical organisation with distinct functional modules underlying the processing of identity, facial speech and expression, it differs with respect to the importance given to possible interactions between the neural structures associated with the postulated cognitive functions. It leaves open the question to which extent different anatomical substrates are functionally separated from each other. It acknowledges that a face specific region such as the lateral fusiform gyrus might also play a supportive role for the interpretation of emotional expressions, especially for expressions that are strongly associated with a particular individual and that are displayed in a highly idiosyncratic manner. Also, the
distinction between structures specialized in the processing of stable cues as opposed to variable and socially relevant aspects draws a less distinctive line between the processing of expressions and facial speech than does the model of Bruce and Young (1986). To let the authors summarize:

"At the heart of our model is the proposal that many face perception functions are accomplished by the coordinated participation of multiple regions. (...) thus a cognitively defined function, such as lipreading, does not involve a brain region specialized for that function but, rather, the concerted activity of regions that perform different components of that function. These regions can also participate in other functions by interacting with other systems (...) The investigation and modelling of interactions among the regions that comprise the distributed human neural system for face perception, therefore, are essential to develop an understanding of human face perception." (Haxby et al., 2000, p. 231).

1.2.6 Evidence pro and contra the independence model

There is both evidence for distinct parallel modules and a partly contingent processing of identity, expression and facial speech. In the following, an overview over some of the most relevant findings from experimental, neuropsychological, physiological and brain imaging studies supporting both sides will be given.

Single cell recordings in the temporal cortex of monkeys have demonstrated specialized cell populations for identity and expression processing although a smaller number of neurons also responded to both kinds of information. Cells that responded primarily to expression were mainly found in the superior temporal sulcus and identity selective cell were mostly situated in the inferior temporal cortex (Hasselmo et al., 1989). Support for the view of a functional independence between speechreading, face recognition and expression processing also comes from neuropsychological studies that
show relatively selective impairments and imply that different brain structures are involved in these tasks (Bowers et al., 1985; Bruyer, 1981; Bruyer et al., 1983; Campbell et al., 1986; Etcoff, 1984; Humphreys et al., 1993; Kurucz et al., 1979a; Kurucz et al., 1979b; Parry et al., 1991; Shuttleworth et al., 1982; Young et al., 1993).

In a recent fMRI study a stronger activation of the right superior temporal sulcus was observed when selective attention was directed towards expression compared to identity (Narumoto et al., 2001). Evidence for an independence of identity from expression processing is suggested by a MEG study, which showed that an early midline occipital source distinguished between face and non face stimuli and responded to changes in expressions, while activity in the fusiform area, which is known to be involved in face recognition, was not significantly moderated by varying emotional expressions. (Halgren et al., 2000). Experiments with positron emission tomography (PET) have suggested an activation of different brain regions during the processing of facial identity and emotional expression (Sergent et al., 1994).

Additional support for an independent processing of identity and expression comes from an ERP study, which reports differing effects of immediate stimulus repetitions in identity and expression matching tasks (Potter et al., 1997). While in the identity task an early frontal repetition effect in the latency range of 200-300 ms and a later parietal effect after 350-550 ms was found, only the later effect was present in the expression matching task. In a similar study, topography and timing differed for identity and expression matching (Münте et al., 1998). A negative component was found for mismatches, which had longer latencies in the expression task. The authors interpreted the findings in terms of specialized neural populations underlying identity and expression processing. In a similar experiment, topographical differences between both tasks were found (Bobes et
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al., 2000), but in contrast to Münte et al. (1998) no timing differences between identity and expression matching were found. The authors attributed this finding to the fact that they had removed external facial features, which selectively made the identity task more difficult. They interpreted the finding of similar RTs in the expression matching task for familiar and unfamiliar faces and an additive effect of familiarity in form of a late positivity and an N400 like component for mismatches in terms of parallel and independent processing of identity and emotional expression.

In summary, there is evidence provided by different methodological approaches both from brain damaged and healthy individuals for the presence of distinct specialized brain areas. However, this is not necessarily a strong argument for an independence on a functional level, as these regions might interact with each other at any processing stage.

Evidence for a functional independence comes from a study by Etcoff (1984), who reported that observers could selectively attend either to facial identity or expression when sorting cards with images of faces into two piles, without much interference from the irrelevant stimulus dimension. Similarly, Young et al. (1986) found faster RTs for familiar compared to unfamiliar faces in an identity-matching task while there was no such advantage for the matching of emotional expressions. Accordingly, Bruce (1986) reported no differences for speeded judgments of emotional expressions from familiar and unfamiliar faces. In a similar study, matching of facial identity was faster for familiar faces, while familiarity did neither improve matching nor classifications of emotional expression and facial speech (Campbell et al., 1996a).

Although these studies appear to support the hypothesis of a functional independence of the perception of facial identity, emotional expression and facial speech, some recent data seriously challenge this view. It has been shown that the McGurk illusion (McGurk
et al., 1976) was significantly reduced for familiar faces when the voice of a different person was presented (Walker et al., 1995). The authors interpreted these results as evidence for an influence of facial identity on speechreading. The result is of particular interest, because cross-gender combinations do not reduce the McGurk illusion when both face and voice are unfamiliar (Green et al., 1991). A recent study suggests that characteristic facial movements can be used to identify a speaker, even when shape and texture information is eliminated using point-light displays (Rosenblum et al., 2002). Moreover, a better speechreading accuracy was observed when speaker identity was held constant in contrast to trial-to-trial speaker variations (Yakel et al., 2000), which might argue for an early integration of speaker identity and facial speech.

It has also been demonstrated that performing an identity classification task on hybrid face stimuli (gender information is given e.g. in the low and expression in the high spatial frequency range) can influence the preferred spatial frequency in a following expression classification task (Schyns et al., 1999). In a recent study, in which pair wise presented faces were matched either for identity or emotional expression, reaction time was not independent of the respective irrelevant dimension (White, 2001). For "same" responses, RTs were faster when also the task-irrelevant feature was the same while "different" responses were made faster when both relevant and irrelevant features differed. Unfortunately, the design of that study does not allow us to rule out that the results might have been due to the use of superficial pictorial cues. A superior speechreading performance when subjects were personally familiar with talkers was observed and interpreted in terms of a parallel-contingent processing of identity and facial speech (Schweinberger et al., 1998). In the same study, a slowing of speechreading and expression classifications when face identity was varied in comparison to a control
condition where identity was held constant was observed. However, varying emotional expressions or facial speech movements did not influence identity judgments. The authors concluded that identity might be perceived independently of, but exerts influence on expression analysis and speechreading.

To summarize, the view of a clear cut functional independence of facial identity processing, speechreading and the analysis of facial expression has recently been challenged by studies suggesting contingencies between these dimensions. There is some accumulating evidence that at least the output of identity related processes may influence the perception of expression and facial speech. At the time Bruce and Young (1986) suggested the independent parallel model of face recognition, concepts of higher visual processes tended to describe processing stages as strictly serial, separate, and independent. In contrast, more recent theoretical approaches put forward cascade models, for which a complete categorization is not required to proceed to a later stage. They also underline that interactive systems can allow for a range of cross-talk between higher and lower levels of processing. There are now some hints into the direction of such cross talks between facial identity processes on the one hand and expression and facial speech processes on the other.
1.3 Rationale for testing the independence model

The parallel model of face perception (Bruce and Young, 1986) makes a range of testable predictions on which the following experiments are based. First, familiarity should have an influence on RTs in face recognition tasks, because the model assumes that for each known face there is a FRU signalling familiarity in a fast and automatic manner, while more time consuming directed visual processes are involved in rejecting a face as unfamiliar. No influence of familiarity is expected on RTs in expression and speechreading tasks because these processes are thought to be independent from FRU and PIN output. Accordingly, face recognition should be independent of displayed emotional expression, because stored modality specific representations in form of FRUs are supposed to be composed of the structural, expression independent codes and a "normalization" of the visual input with respect to emotional expressions is assumed. Therefore, it will be explored, whether face familiarity interacts with either speechreading or the processing of facial expression.

A different approach to distinguish between parallel or integrated processing of functional components is to test, whether task-irrelevant stimulus dimensions can influence the processing of selectively attended dimensions. A strict parallel model predicts that task-irrelevant variations of one facial dimension such as identity, expression or facial speech, do not interfere with the processing of another task-relevant dimension. If selective attention cannot be directed towards one particular dimension, this would argue for an at least partly integrated processing (see also Garner, 1974; 1976). To test this prediction, the selective attention paradigm, which is described in more detail in section 1.3.1 will be used. There is recent evidence that both speechreading
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(Schweinberger et al., 1998; Yakel et al., 2000) and the processing of facial expression (Schweinberger et al., 1998; Schweinberger et al., 1999) might to some extent be contingent on face identity processing.

Dynamic information is assumed to play a major role for speechreading (for a review see Rosenblum et al., 1998). Many studies on speechreading however have used static pictures as stimuli. The ecological value of such pictures for the processing of facial speech is therefore questionable. To my knowledge, no reaction time experiments on an influence of facial identity on speechreading speed using dynamic clips have been conducted so far. It might be possible that facial speech units interact with FRUs, when the appropriate dynamic input is provided, so I am going to close this empirical gap.

Finally, it can be assumed that manipulations of one facial dimension such as expression, should leave classifications of other dimensions such as identity unaffected. This prediction can be tested by using the „morphing“ technique, which allows for a manipulation of selected facial dimensions. The technique is outlined in more detail in section 1.3.2.

With respect to the model of an independent processing of facial identity, emotional expression and facial speech (Bruce and Young, 1986), the following predictions will be tested:

1. Speechreading speed is uninfluenced by personal familiarity.
2. Task-irrelevant speaker variations do not influence speechreading speed both for familiar and unfamiliar faces.
3. Classification response times and classifications of emotional expressions do not differ between familiar and unfamiliar faces.
4. Classification response times and classifications of facial identity do not differ for various expressions.

5. Task-irrelevant identity variations do not interfere with classifications of emotional expression.


1.3.1 The selective attention paradigm

Predictions 2, 5 and 6 will be tested by applying Garner's selective attention paradigm (Garner, 1974; Garner, 1976). In this paradigm participants are required to make speeded two-choice classifications of four types of stimuli representing the crossing of two different dimensions. In the classic version of the paradigm, the stimuli are presented in three different experimental conditions. In the control condition, the stimuli vary along only the respective relevant dimension, while the irrelevant dimension is held constant. Applied to face perception, for example only pictures of Person A displaying two expressions might be shown in the control condition. In the orthogonal condition stimulus sets are presented that include variety with respect both to the relevant and the irrelevant dimensions (e.g. pictures of two individuals displaying two expressions). In the correlated condition, there is a co-variation between the two dimensions; for example, within a block of trials there are only pictures of Person A displaying a happy expression and of Person B displaying a neutral expression. The point of interest in this paradigm is, how well participants are able to process the relevant dimension independently of variations in the irrelevant one. With respect to the comparison between the control and the correlated conditions, a so-called redundancy gain (e.g. faster RTs in the correlated
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condition) is usually considered as an indication of integrated processing, suggesting that at some level the combination of features is perceived as a unitary event (e.g. Etcoff, 1984; Garner, 1974). However, it has been pointed out that a redundancy gain might also occur in the context of parallel and independent processing of both dimensions. If perceivers classify the stimuli in the correlated condition by systematically using the faster or more discriminative dimension for each trial (in spite of the task instruction), a redundancy gain might also be observed (Eimas et al., 1978; Green et al., 1991). Consequently, a redundancy gain is consistent with, but should not in general be considered a strong indication of integral processing. A more important indicator of an influence of the irrelevant dimension on the processing of the relevant one is the comparison of the control and the orthogonal condition. An increase in reaction times for orthogonal compared to control trials shows that variation along the irrelevant dimension influences the classification of the relevant dimension. In other words, selective attention to the relevant dimension is impossible; presumably indicating that both dimensions are processed in an integral manner (Garner, 1976; Green et al., 1991). In contrast, similar RTs for the control and orthogonal condition indicate that variation along the irrelevant dimension does not interfere with the perception of the relevant dimension. In this case, the two perceptual dimensions are assumed to be processed separately.

1.3.2 Morphing

Morphing provides a different approach for the testing of an independence of stimulus dimensions as it allows for a selective manipulation of facial dimensions in realistic stimuli. The technique makes it possible to create face stimuli with a controlled perceptual saliency of a particular facial dimension such as e.g. expression.
Morphing can create a photographic-quality continuum between any two images. The morphing procedure has two components, warping and fading. Warping basically involves a spatial transformation of control points from their original position in one image to their final position in the other image (see also Figure 3). Fading refers to a linear transition of all corresponding pixel values between start and end image (for details, see e.g. Beale et al., 1995).

A typical observation is that most images on a continuum between two identities are consistently categorized as belonging to one of the two people corresponding to the original stimuli at each end of the continuum. There is only a relatively narrow area of ambiguity with respect to facial identity (Beale et al., 1995; Schweinberger et al., 1999) and similar observations have been reported for the perception of emotions in morphed faces (Calder et al., 1996; Etcoff et al., 1992; Schweinberger et al., 1999; Young et al., 1997). However, Young et al. (1997) and Schweinberger et al. (1999) also showed that RTs slowed down with increased distance from the endpoints of the morph continuum.

Figure 3: Examples of start, intermediate and end pictures (100:0%, 71:29%, 29:71% and 0:100%, from left to right) of an identity morph continuum, including control points and lines. Intermediate morph stimuli are produced by warping between control points and fading between all corresponding pixel values.
even for the faces that were still consistently classified as belonging to one category, reflecting a selectively decreased perceptual salience of these intermediate morph stimuli. This effect will be used in Experiments 11 and 12 in order to investigate influences of perceptual saliency and relative processing speed in the Garner paradigm.
2 Experiments 1-3: Influences of speaker variations on speechreading speed. Experiments with moving faces.

2.1 Purpose of Experiments 1 to 3

Recent studies have suggested an influence of task-irrelevant talker variability on speechreading (Schweinberger et al., 1998; Yakel et al., 2000). The aim of the following experiments was to clarify the influence of task-irrelevant speaker variations on speechreading speed using a similar design as the experiments mentioned above. However, important limitations of the cited studies were that no reaction time measurements were taken (Yakel et al., 2000) or that only static pictures were presented (Schweinberger et al., 1998). Although some information about facial speech can be extracted from photographs, the nature of speech is dynamic and one may miss the most relevant information if only static displays are used (Rosenblum et al., 1998). It is therefore of major interest to see whether the reported findings generalize to dynamic stimuli. In order to test influences of task-irrelevant speaker variations on speechreading speed for moving faces, software was developed to measure reaction times to video clips with millisecond accuracy.

Another concern with the study by Schweinberger et al. (1998) is the small set of only eight face stimuli per experiment, which may have encouraged picture based response strategies. Experiments 1 to 3 therefore used larger sets of 48 stimuli per experiment.
2.2 Rationale of Experiments 1 to 3

Experiments 1 to 3 investigated the influence of task-irrelevant speaker variations on speechreading performance. Video digitised faces were presented either in static, static-sequential or dynamic mode and participants performed speeded classifications on vowel utterances as representing /u/ or /i/. A Garner type interference paradigm was used in which speaker identity was task-irrelevant but could be correlated, constant, or orthogonal to the vowel uttered.

In each of the experiments 48 different stimuli were used in order to discourage picture based response strategies. Experiment 1 was designed to determine whether the reported influence of identity on the perception of facial speech in static pictures (Schweinberger et al., 1998) is also found when picture based strategies are discouraged by increasing the overall stimulus set. Experiment 2 addressed the question of whether the effects found with static pictures can be generalized to more realistic moving stimuli. While identity can usually be easily derived from static faces, the additional information gained from non-rigid movements (dynamic changes within the face such as mouth movements) is especially important for speechreading (for a review see Rosenblum et al., 1998). As the nature of facial speech is dynamic, moving faces represent more realistic stimuli than static material. Another potential difference between static and dynamic stimuli is that, while in static pictures identity and facial speech information are available at the same time, speaker identity may be available prior to the onset of facial speech information in dynamic stimuli. An additional experiment was therefore needed in order

1 In German pronunciation
clearly to determine the influence of movement itself on speechreading performance. In Experiment 3, static-sequential stimuli were presented, which consisted of two static images, with the first image showing the face before the articulation and the second image showing the face at the apex of an utterance. Therefore, just as in the dynamic clips, facial identity information was available before the onset of facial speech information.

As mentioned, in static pictures such as the ones used in Experiment 1, information about identity and facial speech is available at the same time, and this difference between static and dynamic stimuli allows testing for a number of alternative interpretations of Schweinberger et al.’s findings (1998). There is some evidence that identity might be processed faster than facial speech (Campbell et al., 1996a), perhaps because identity information might be processed in a highly automatic manner. If identity and facial speech were processed in a serial manner and the processing of identity was mandatory and faster, an asymmetric interaction as described by Schweinberger et al. (1998) would be expected. In this case, task-irrelevant trial-to-trial variation of identity would increase the processing time of this stage and influence all later processes, even if these were independent from the output of identity modules. Task-irrelevant variations of facial speech would have no influence on identity classifications, because identity processing would already be completed before facial speech information is accessed. Although a serial processing of face identity and facial speech does not seem to be a likely scenario (see also chapter 1), this possibility was examined in Experiments 2 and 3, where facial speech information was given one second after face onset. In this setting, the processing of identity should already be finished when the speech classification has to be made. If the orthogonal interference of identity on speechreading found with static portraits
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(Schweinberger et al., 1998) is due to serial processing of identity and speechreading, it should therefore disappear both in dynamic and static-sequential presentation mode.

Another possible interpretation for the results of Schweinberger et al. (1998) would be a short-term perceptual tuning to speaker-specific speaker characteristics. For the acoustic modality it has been shown that recognition of phonemic properties becomes more difficult in blocks that contain trial-to-trial speaker variations. However, no decrease in performance has been found if there was a variety of speakers within the block, but the speaker was held constant over a number of trials (Green et al., 1997). It was argued that this effect is due to the early encoding of individual speaker characteristics, which are held in working memory in order to facilitate the encoding of acoustic properties and their conversion into phonemic codes. If the speaker is held constant across trials, it is possible to make use of the speaker-characteristic representations still active in working memory. In contrast, trial-to-trial speaker variation may result in delays in phonetic processing, because characteristic properties have to be encoded for every trial anew. If such a perceptual tuning also takes place in speechreading and indeed accounts for the orthogonal interference, no such effects should be found for dynamic and static-sequential faces if identity information is given before facial speech onset. Perceptual tuning could also occur in such multiple speaker lists, because extra time to process identity specific characteristics is provided. While both dynamic and static-sequential conditions control for serial processing and perceptual tuning to identity-specific speaker characteristics, the comparison between these conditions would allow for a clearer investigation of the influence of movement on orthogonal interferences.
In sum, four potential patterns of results would yield the most straightforward interpretations. If the influence of identity variations on speechreading were the same in all three presentation modes, the data would argue for a generalization of the influence of irrelevant speaker variations on speechreading (Schweinberger et al., 1998) over a variety of stimulus situations. Should the influence of identity variations disappear if identity information is given prior to facial speech information in dynamic and static-sequential presentation modes, this would argue for the influence of perceptual tuning or a serial processing of facial identity and speechreading. If there is no orthogonal interference in the static condition with the larger number of 48 stimuli, this would suggest that the results of Schweinberger et al. (1998) might have been mainly influenced by picture based response strategies.

Finally, a difference between the influence of identity variations on speechreading in static-sequential and dynamic presentation mode would mean that the dynamic information in itself modifies the interaction between the processing of identity and facial speech.

2.3 Methods

2.3.1 Participants

Eighteen participants (seven women and eleven men) aged 21-33 years ($M = 23.7$, $SD = 3.0$ years) contributed data in Experiment 1. Eighteen different participants (fifteen women and three men) aged 20-36 years ($M = 24.9$, $SD = 5.0$ years) took part in Experiment 2. Another eighteen subjects (eight women and ten men) aged 20-46 years ($M = 26.7$, $SD = 7.9$ years) contributed data in Experiment 3. Participants were randomly assigned to Experiment 1, 2, or 3 and received either a fee of ten deutsche marks (DM; $n$...
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= 40) or course credit (n = 14). All experiments were conducted at the University of Konstanz, Germany, and all participants were native speakers of German.

In Experiment 2, data from two additional participants had been replaced due to an excessive rate of outliers (in some experimental conditions more than 20% of all trials outside the range of 150 to 1500 ms, as compared to an average of 0.4%). In Experiment 3, two additional subjects had been replaced because of excessively slow RTs (RTs exceeded mean RTs for more than two standard deviations).

2.3.2 Stimuli and Apparatus

The stimuli consisted of digitised video clips of faces of two young female volunteers. The clips were directly recorded with a capture rate of 25 frames/sec on hard disc using an AV Master™ video capture card. For both volunteers, clips of two vowel articulations (German vowels /u/ and /i/) were recorded. For the raw videos, speakers were instructed to produce speech with a consistent timing, producing no speech movements for an initial two seconds period after which they articulated a vowel. For each vowel and volunteer, twelve different video clips were prepared. One video clip each was taken for three viewpoints (frontal, ¾ left, and ¾ right profile view), two hair covers (with and without hat), and two versions of eye gaze (looking directly into the camera and looking to the side), resulting in a set of 48 video clips (twelve versions x two vowels x two speakers).

The original clips were digitally edited using the Ulead Media Studio™ Software. In all experiments the edited stimuli consisted of video clips of 3000 ms (75 frames at a rate of 25 frames per second). In all trials a white fixation cross on a black background was shown for one second, followed by a face stimulus visible for 2000 ms. Faces were
shown in a stimulus area of 12.2 by 9.2 cm at a screen resolution of 800 by 600 pixels. At a viewing distance of about 60 cm this corresponded to a horizontal visual angle of 11.5 degrees and a vertical visual angle of 8.7 degrees.

For the purpose of the experiments, clips were presented by MS-DOS™ based video software (QuickView™) on an IBM compatible personal computer (PC1). This presentation computer was connected to a second PC (PC2) that controlled the experiment and measured reaction times with millisecond accuracy. A trigger synchronized to the vertical retrace of the PC1 presentation monitor was sent to PC2 immediately before presenting the first video frame, initiating RT measurements.

In Experiment 1 (static presentation), clips consisted of a fixation cross that was presented for 1000 ms, followed by a static face for 2000 ms. That face was the frame from the original clips which showed the apex of the vowel utterance. The preceding 1000 ms in which the fixation cross was presented were subtracted offline so that reaction time was adjusted to the onset of the articulating face. Examples of the static pictures used in Experiment 1 can be seen in Figure 4.

![Figure 4: Examples of stimulus material used in Experiment 1 (static presentation). Top row, columns from left to right: Portraits of Speaker A, uttering /i/, /u/, /ɪ/, /u/. Bottom row, columns from left to right, Portraits of Speaker B, uttering /i/, /u/, /ɪ/, /u/. Original stimuli were in colour.](image)
In Experiment 2 (dynamic presentation), clips consisted of a fixation cross that was presented for 1000 ms, followed by a complete sequence of face movement during the articulation of /u/ or /i/. At face onset, a static face was shown for the first 1000 ms, followed by 1000 ms of dynamic facial speech. Within the clip, the first frame of the sequence on which the mouth started to open was always presented at 1000 ms after face onset. The preceding 2000 ms (in which the fixation cross and the static face were presented) were subtracted offline so that reaction time measurement was adjusted to articulation onset. In order to obtain comparable temporal characteristics for all clips, the average time from movement onset to the apex across all raw video clips taken from both speakers was calculated. Where necessary, individual clips were then edited in order to synchronize the apex of the articulation to the empirically found average value of 320 ms (time from mouth opening to apex).

For Experiment 3 (static-sequential presentation), two pictures were extracted from each of the described 48 dynamic clips. The first picture showed the first face frame of the corresponding dynamic clip (closed mouth), and the second picture showed the frame corresponding to the articulation apex. After a fixation cross that was present for 1000 ms, both pictures were presented sequentially for 1000 ms each and reaction time was adjusted offline to the onset of the articulating face by subtracting 2000 ms from the total RT. The timing properties of static, static-sequential and dynamic clips are illustrated in Figure 5.

2.3.3 Design and procedure

The experiments reported in this article were designed according to the selective attention paradigm reported by Garner (1974, 1976; see section 1.3.1). In the present experiments, the stimuli were faces that varied along the dimensions of speaker (Speaker
A or Speaker B) and vowel (/u/ or /i/). In all experiments, participants were instructed to classify the faces with respect to vowel articulation by pressing one key for /u/ and another key for /i/ utterances. Half of the participants pressed the left “Ctrl” key of the keyboard for /i/ and the right “Ctrl” key for /u/ utterances while for the other half this assignment was reversed. Subjects were informed that two different speakers would be seen but that they should selectively attend to vowel articulation while disregarding speaker identity.

Stimuli were presented in three experimental conditions. Each condition consisted of two blocks of 96 experimental trials and all 24 clips per speaker were presented four times per condition. (There were ten additional catch-trials per block in the correlated condition, as described below). Each block started with an additional fifteen practice trials which were randomly selected from the stimulus pool and which were not analysed.

In the control condition one block showed only utterances of Speaker A and the other block consisted of utterances of Speaker B. In the correlated condition, there was a covariance between speaker and vowel: in one block, /u/ utterances were made by Speaker A and /i/ utterances by Speaker B, while this pattern was reversed in the second block. In order to control for strategies, which, against task instructions, would use speaker identity as relevant criteria, an additional ten trials per block violated the rule of covariance between both stimulus dimensions and acted as catch-trials. A strategy of systematically using the irrelevant dimension would show up in large performance costs in these catch-trials. The orthogonal condition consisted of two identical blocks in which both speaker and vowel were varied orthogonally. This procedure made sure that for each condition exactly the same stimuli were used, ruling out any potential confound with stimulus differences. The order of blocks within experimental conditions was randomly
varied across participants, and the order of experimental conditions was completely counterbalanced across participants. Breaks were allowed after each block.

<table>
<thead>
<tr>
<th><strong>Dynamic Faces</strong></th>
<th><strong>Static-Sequential Faces</strong></th>
<th><strong>Static Faces</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>0-1000 ms</td>
<td>0-1000 ms static picture</td>
<td>0-2000 ms</td>
</tr>
<tr>
<td>25 video frames</td>
<td>static picture</td>
<td>static picture / facial speech</td>
</tr>
<tr>
<td>No facial speech</td>
<td>no facial speech</td>
<td>/ facial speech</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(apex of articulation)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Begin of RT-measurement at t = 0 ms</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000 ms = mouth opening</td>
</tr>
<tr>
<td></td>
<td>1000 - 2000 ms</td>
<td>Begin of RT-measurement at t = 1000 ms</td>
</tr>
<tr>
<td></td>
<td>Dynamic facial speech (25 video frames)</td>
<td>apex of articulation at t = 1320</td>
</tr>
</tbody>
</table>

Figure 5: Schematic illustration of timing properties for dynamic, static-sequential and static presentation mode.
2.4 Results

2.4.1 Effects of condition

2.4.1.1 Error rates

Error rates were generally low, with average percentages of errors of commission (including the catch-trials) of 2.3% for static, 1.8% for dynamic and 2.8% for static-sequential stimuli, respectively. In addition, in all of the three experiments low error rates were observed in all experimental conditions (static: Ms = 1.4%, 2.0% and 2.8% for the correlated, control and orthogonal conditions; dynamic: Ms = 1.1%, 1.9% and 1.3%, respectively; static-sequential: Ms = 2.1%, 2.2% and 2.6%, respectively). The mean error rates for the catch-trials of the correlated condition were 3.1% for static, 3.1% for dynamic and 4.4% for static-sequential clips. Error rates were not analysed further. Outliers were very rare and averaged 1.3%, 0.4% and 0.3% for static, dynamic and static-sequential clips respectively.

2.4.1.2 Reaction times

Initially an Analysis of Variance was performed on the mean correct RTs across experiments, with repeated measurements on the variables condition (correlated, control, orthogonal), vowel (/u/ vs. /i/) and speaker (A vs. B). Experiment was used as between-subjects variable with three levels (static, dynamic, static-sequential). Then, separate ANOVAs for each experiment were performed. When performing ANOVAs, Epsilon corrections for heterogeneity of covariances, where appropriate, were performed with the Huynh-Feldt method (Huynh-Feldt, 1976) throughout, and α-levels for post-hoc ANOVAs were Bonferroni corrected.
The mean RTs of all conditions for Experiments 1 to 3 are plotted in Figure 6. Although the mean condition effect is of major interest, the data are also plotted for every combination of speaker and vowel in order to show the variability of the condition effect. The overall ANOVA revealed a main effect of experiment, $F(2, 51) = 30.7$, $p < 0.001$. Post-hoc analysis by Duncan's multiple range test ($\alpha = 0.05$) indicated that RTs for static stimuli (675 ms) were longer than RTs both for dynamic (491 ms) and static-sequential stimuli (474 ms), which did not differ significantly from each other. Overall, there was a strong condition effect, $F(2, 102) = 12.5$, $p < 0.001$. Post-hoc analysis using Duncan's multiple range test ($\alpha = 0.05$) revealed that this main effect was due to the fact that RTs for the correlated condition were reliably faster (531 ms) than those for the control condition (546 ms), which were significantly faster than those for the orthogonal condition (562 ms). The condition effect did not interact significantly with experiment, $F(4, 102) < 1$.

There was a main effect of speaker, $F(1, 51) = 81.0$, $p < 0.001$, indicating that participants showed somewhat faster RTs for Speaker A as compared to Speaker B ($M_{\text{diff}} = 24$ ms). This was qualified by a significant interaction between experiment and speaker, $F(2, 51) = 27.0$, $p < 0.001$. Speaker differences were particularly clear in the dynamic presentation mode, $M_{\text{diff}} = 51$ ms, compared to static ($M_{\text{diff}} = 15$ ms) and static-sequential stimuli ($M_{\text{diff}} = 5$ ms). There was also a significant interaction between experiment and vowel, $F(2, 51) = 10.1$, $p < 0.001$. Accordingly, it was more difficult to recognize /i/ compared to /u/ vowels when presented dynamically ($M_{\text{diff}} = 33$ ms) compared to static-sequential ($M_{\text{diff}} = 3$ ms) and static presentation ($M_{\text{diff}} = 13$ ms).

Overall, there was a strong interaction between vowel and speaker, $F(1, 51) = 174.5$, $p < 0.001$. For Speaker A, participants were faster when classifying /i/ compared to /u/
utterances (520 ms vs. 549 ms), while for Speaker B this effect was reversed (581 ms for /i/ vs. 537 ms for /u/ utterances). This interaction was moderated by a three-way interaction between condition, vowel and speaker, $F(2, 102) = 6.5, p < 0.01$. Although the interaction was present in all conditions, it seemed to be less pronounced in the control condition (see also Figure 7). Finally, the interaction between vowel and speaker was further qualified by a significant three-way interaction between experiment, vowel and speaker, $F(2, 51) = 8, p < 0.001$. No other effects or interactions were significant.

**Experiment 1**
Static presentation

**Experiment 2**
Dynamic presentation

**Experiment 3**
Static-sequential presentation

Figure 6: Mean reaction times (RTs) in Experiments 1-3 for the experimental conditions and every combination of vowel (/u/ or /i/) and identity (Speaker A or B). Bold lines show means across all combinations of both dimensions. Note that y-axis differs for Experiment 1.
Figure 7: Interaction between condition, speaker and vowel for RTs, averaged across Experiments 1 to 3. Note that vowel-specific differences in RTs for both speakers are smallest in the control condition.

In the following, results for separate ANOVAS for each experiment will be reported. Repeated measurement variables were condition (correlated vs. control vs. orthogonal), vowel (/u/ vs. /i/) and speaker (Speaker A vs. Speaker B).

2.4.1.2.1 Static presentation (Experiment 1)

There was a numerical increase in RTs from the correlated (662 ms) to the control (674 ms) and the orthogonal condition (687 ms). Although the effect was only marginally significant, $F(2, 34) = 2.8, p < 0.08$, it was further explored by Duncan’s Multiple Range post hoc tests ($\alpha = 0.05$). These tests suggested a significant difference between the correlated and the orthogonal, but not between the control and the orthogonal condition. Overall, RTs where faster for Speaker A, $F(1, 17) = 11.1, p < 0.01$ (667 ms vs. 682 ms for Speaker A and B, respectively). The speaker main effect was further modulated by a significant two-way interaction between speaker and vowel, $F(1, 17) = 30.3, p < 0.001$. Reaction times were shorter for Speaker A when pronouncing /i/ compared to /u/ (644 ms
vs. 690 ms), while for Speaker B the opposite was the case (693 ms vs. 672 ms, for /i/ and /u/, respectively). There was a significant three way interaction between condition, speaker and vowel $F(2, 34) = 3.4, p < 0.05$. No other effect was significant.

2.4.1.2.2 Dynamic presentation (Experiment 2)

There was a main effect of condition, $F(2, 34) = 6.38, p < 0.01$. A post-hoc analysis using Duncan's Multiple Range test ($\alpha = 0.05$) attributed this effect to shorter RTs both for the correlated (472 ms) and the control condition (487 ms) compared to the orthogonal condition (515 ms). The vowel main effect, $F(1, 17) = 40.1, p < 0.001$, indicated that /u/ utterances were classified faster than /i/ utterances ($M_{diff} = 33$ ms). There was also a significant main effect of speaker, $F(1,17) = 76.9, p < 0.001$, showing overall slower RTs for utterances of Speaker B ($M_{diff} = 51$ ms). The two-way interaction, $F(1, 17) = 126.2, p < 0.001$ between vowel and speaker suggests that RTs for both speakers differed only significantly for /i/ utterances ($M_{diff} = 103$ ms for /i/ and $M_{diff} = 0$ ms for /u/ utterances). There were no other significant effects.

2.4.1.2.3 Static-sequential presentation (Experiment 3)

The analysis revealed a significant effect of condition, $F(2, 34) = 3.7, p < 0.05$. ($M_s = 460$ ms, 477 ms and 486 ms for the correlated, control and orthogonal condition, respectively). Duncan's multiple range post-hoc tests ($\alpha = 0.05$) attributed the effect to a significant difference between the correlated and the orthogonal condition. There was a highly significant two-way interaction, $F(1, 17) = 57.5, p < 0.001$, between speaker and vowel. Reaction times were shorter for Speaker A when pronouncing /i/ compared to /u/ (483 ms vs. 461 ms), while for Speaker B the opposite was the case (463 ms vs. 491 ms,
for /i/ and /u/, respectively). This effect was further qualified by a three-way interaction between condition, speaker and vowel, $F(2, 34), p < 0.05$. There were no other significant effects.

2.4.1.2.4 Catch trials

Finally, planned t-tests were performed for each experiment comparing the catch-trials in the correlated condition with the trials in the orthogonal condition. For static stimuli, RTs were significantly longer in the catch-trials than in orthogonal trials, $M_{diff} = 36$ ms, $t(17) = -3.7, p < 0.01$. For static-sequential stimuli, the difference between catch-trials and orthogonal trials approached significance, $M_{diff} = 28$ ms, $t(17) = -1.9, p = 0.07$. No such difference was seen for dynamic stimuli, $M_{diff} = -5.8$ ms, $t(17) = -0.3, p > 0.78$.

2.4.2 Movement onset corrected RTs

Because it is possible that vowel-specific anticipatory mouth movements that occur before visible mouth opening can contribute to speechreading, the possible contribution of such movements in Experiment 2 was also evaluated. For each of the 48 dynamic clips used in Experiment 2, two raters independently determined the first video frame that contained any kind of articulatory facial movement prior to mouth opening. Inter-rater reliability was good, $r = 0.81$. For each stimulus, estimates of both raters were averaged and converted into milliseconds. An ANOVA was then performed using utterance types (Speaker A /u/, Speaker A /i/, Speaker B /u/, Speaker B /i/) and clips as random variables. There was a highly significant effect of utterance type, $F(3, 44) = 6.9, p < 0.001$. Post-hoc testing using Duncan’s multiple range test ($\alpha = 0.05$) indicated that anticipatory movements for Speaker A occurred earlier on average as compared to Speaker B ($M = 116$ ms vs. 61 ms prior to the first visible mouth opening). No significant differences
were observed between vowels. Mean values were in order: 100 ms, 132 ms, 62 ms, and 60 ms for Speaker A /u/, Speaker A /i/, Speaker B /u/, Speaker B /i/, respectively.

As a result of these systematic speaker differences, an additional ANOVA was performed on the RTs in Experiment 2 when these were measured relative to the first articulatory movement in the stimulus, rather than relative to first mouth opening. The onset corrected RTs in Experiment 2 were also compared to RTs in Experiments 1 and 3 in an additional ANOVA across experiments. The main difference to the previous analyses was that, because the period of anticipatory mouth movement was now added to the RTs in the dynamic presentation mode, RTs were significantly slower overall than those for static-sequential stimuli, though still faster than those for static stimuli, $F(2, 51) = 25.0, p < 0.001$; Duncan’s multiple range test at an $\alpha$-level of 0.05; mean values were 675 ms, 579 ms, and 475 ms for static, dynamic, and static-sequential stimuli, respectively).

Moreover, differences between Speaker A and B, which had averaged to a highly significant difference of 51 ms when measured from mouth opening (see above) were eliminated in dynamic presentation mode, $M_{diff} = -3$ ms, $F(1, 17) < 1$. This suggests that the previously reported speaker differences in the dynamic condition were in fact due to speaker differences in the timing of anticipatory mouth movements. In all other respects, this ANOVA on RTs measured to movement onset reproduced exactly the same pattern of results as the ANOVA on RTs measured from the onset of mouth opening.

2.5 Discussion

In the present experiments, it was investigated whether speeded classifications of facial speech were influenced by task-irrelevant speaker variations. A significant
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orthogonal interference was only found for dynamic stimuli. For static-sequential stimuli there was a significant difference between the correlated and the orthogonal condition, but not between the control and the orthogonal condition. For static pictures, the overall condition effect only approached significance and this trend seemed to be due to differences between the correlated and the orthogonal condition. As mentioned before, the interpretation of a redundancy gain in the correlated condition in the selective attention paradigm bears some constraints (see also Eimas et al., 1978; Green et al., 1991). It is possible that subjects - against task instructions - use the easier dimension for their decisions when it is correlated with a more difficult one. There is some evidence that vowel classifications are more difficult than identity judgments in speeded two-choice classification tasks (Schweinberger et al., 1998) and matching tasks (Campbell et al., 1996b), although it can be speculated that this depends heavily on characteristics represented by the particular speakers. The finding of reliably longer RTs for the catch-trials relative to the orthogonal trials for static faces and a similar trend for static-sequentially presented faces indicates that subjects may have used task-irrelevant speaker information in the correlated condition. However, this was not the case in Experiment 2 (dynamic presentation).

The results of Experiment 1 and 3 seem to contradict previous reports of influences of identity on the processing of static facial speech (Schweinberger et al., 1998). However, for the static faces in Experiment 1 the numerical difference of 13 ms between the control and the orthogonal condition was practically identical to the 14 ms difference reported by Schweinberger et al. (1998) in an experiment which did not yield a significant difference for a sample of twelve participants. In a subsequent experiment, the authors increased the number of participants to 27 and found a significant difference of
30 ms between the control and the orthogonal condition. Therefore, it cannot be completely ruled out that the absence of orthogonal interference in Experiment 1 was due to a lack of statistical power, although the number of eighteen participants clearly exceeded Schweinberger et al.'s (1998) initial sample of twelve subjects. It might also be argued that the greater number and variability of the facial speech stimuli in Experiment 1 compared to the study by Schweinberger et al. (1998) possibly increased overall RT variability, making it more difficult to find a significant condition effect. On the other hand, the significant difference of 33 ms between the control and the orthogonal condition for dynamic faces in Experiment 2, where stimulus variations were similar to Experiments 1 and 3 make it unlikely that statistical power was the only crucial factor for the absence of orthogonal interference for statically and static-sequentially presented faces. However, the nil results in Experiments 1 and 3 should still be interpreted with caution, as the interaction between the condition effect and experiment did not reach significance. This might point to the direction of overall similar condition effects in the three experiments, but the non-significant interaction might also be due to a lack of statistical power.

Another reason for the contradiction between the present results and the previously reported orthogonal difference for static stimuli (Schweinberger et al., 1998) might lie in the significantly increased stimulus set used here. In the cited study, only four stimuli per control block (one speaker, displaying two exemplars of two vowels), and eight stimuli per orthogonal block (two speakers, displaying two exemplars of two vowels each) were presented. This means that stimulus set size was well below the average memory span for verbal material in the control condition and just above that margin in the orthogonal condition (Miller, 1956). Less is known about the average memory span for faces, but it
is possible that participants were able to keep all stimuli active in working memory in the control, but not in the orthogonal condition of Schweinberger et al's (1998) study. With such a small stimulus set, it cannot be ruled out that, especially in the control condition, participant's classifications were based on memorized pictorial cues, which might have been completely unrelated to facial speech cues. In the present experiment, the control condition consisted of 24 different faces instead of only four stimuli, a number that possibly exceeded the average memory span for faces. This made sure that both in the control and the orthogonal condition, participants based their decisions on the relevant speech cues and not on memorized irrelevant pictorial features. However, an explanation of Schweinberger et al's (1998) results only in terms of memory effects and picture based response strategies does not explain why they did not find an orthogonal interference of vowel variations on identity classifications. The reason might lie in a confound between the task-relevant and the task-irrelevant dimension caused by the way the Garner paradigm was applied by the authors. It has been shown that participants effectively use external features such as hairstyle in identity tasks (Ellis et al., 1979, see also section 1.2.2). With such a strategy, it might be relatively easy to ignore differences in the mouth area associated with different vowels. If, throughout the experiment, faces of two persons, including external facial features are presented, no condition effect should be expected in the identity task, because both in the control and the orthogonal condition, there is an identical number of discriminative external features (e.g. hairstyles), irrespective of additional variety in the mouth region. Importantly, the aspect of the stimulus that is used to perform the identity task remains completely unaffected by introducing a second varying dimension. The situation is very different in the facial speech task, however. There are considerable differences in the way individuals
pronounce vowels, which was also clearly visible in the present experiment. Therefore, doubling the number of speakers in the orthogonal condition of the speech task also increased the number of physical “vowel exemplars” from four to eight. A reaction time increase can be expected here, because in addition to the task-irrelevant speaker variation, there was also an increase of the task-relevant vowel dimension. In principle, this was also the case in the present experiments, where 24 different stimuli had been presented in the control, and 48 in the orthogonal condition. The crucial difference is that in the present experiments there was considerably more relevant stimulus variety and less repetition in the baseline of the control condition compared to the study by Schweinberger et al. (1998), where stimulus set size in the control condition was very small. It has been demonstrated that a linear increase in stimulus variety does not necessarily lead to a linear increase in reaction times, especially for larger stimulus sets (Mullenix et al., 1990), which might explain the absence of a reliable orthogonal interference in Experiments 1 and 3. The results of Experiment 1 and 3 are therefore in line with research that suggests largely independent functional processes for static facial speech and facial identity.

However, there was a clear effect of irrelevant speaker variations on classifications of vowels for dynamic facial speech. The effect was significant both when RT measurements were taken from absolute movement onset and from the first visible mouth opening. The observed effects are in line with a recent study, reporting that the percentage of correctly speechread keywords was increased when subjects were presented with single-speaker as compared to multiple-speaker lists (Yakel et al., 2000) and extend the results to processing speed. It might therefore be that an integration of identity and facial speech information requires dynamic information.
One concern with previous studies using static pictures is that an influence of irrelevant speaker variations on speechreading might reflect differences in relative speed with which identity and facial speech might be processed. Specifically, such an effect might be observed if the irrelevant information (identity) was perceived faster than the task–relevant information (for more discussion see Garner, 1983) and both dimensions are processed in a serial manner. However, in the present study orthogonal interference caused by irrelevant speaker variation was only seen for dynamic faces, when identity information was available prior to the onset of facial speech. In this situation it can be argued that identity processing was already completed when the speechreading decision had to be made. It is therefore unlikely that the present effect of orthogonal interference can be explained by a faster processing of identity compared to facial speech.

The large number of different stimuli in the present experiments also discounts any interpretation in terms of picture based response strategies. Differences of picture set size between control and orthogonal blocks represent an unlikely explanation for the orthogonal interference in Experiment 2. If such differences mainly accounted for the RT increase even for the large stimulus sets used here, the effect should also be present in Experiments 1 and 3, which had, apart from the lack of dynamic information exactly the same design as Experiment 2. These findings might suggest that dynamic facial speech is not processed completely independently of speaker characteristics. Theoretically, orthogonal interference in the Garner paradigm can also be explained by a “normalization process”, as suggested by the Bruce and Young model (1986). It puts forward the idea that all speech irrelevant information is stripped off from the face stimulus. Such a process is supposed to be time consuming and might explain processing costs in multiple speaker lists. However, there is no obvious reason why such a normalization process
should be more demanding for dynamic stimuli, as non speech related differences between speakers are similar both for non-rigidly moving and static faces. Nevertheless, at the moment it cannot be differentiated between processing costs in the orthogonal condition due to such a normalization process or processing benefits in the control condition due to the usage of speaker specific representations in short term memory. Evidence for one of these possible interpretations can be gained by looking at the effects of familiarity. An overall speechreading advantage for familiar faces would argue for processing benefits due to a usage of stored identity-specific speaker characteristics. Such a finding would clearly argue against the postulated normalization process. This hypothesis will be tested in Experiments 4 and 5.

The large overall reaction time delay for the static presentation mode relative to both the dynamic and the static-sequential presentation mode, independent of experimental condition, might indicate that irrespective of task requirements, facial identity has to be taken into account automatically, resulting in substantially increased RTs for static faces. In static presentation mode, identity and speech information were given at the same time, while dynamic and static-sequential stimuli provided subjects with identity information 1000 ms prior to facial speech onset. It can be speculated that an automatic processing of identity required additional resources in the static experiment, resulting in significantly longer RTs. This result is in line with Campbell and De Haan (1998) who found a significant priming effect for identity judgments when subjects took part in a prior speech-reading task, which did not require taking the identity of the speaker into account. These and other findings point into the direction of an automatic, task-independent processing of facial identity. Nevertheless, it should be noted that alternative interpretations of the slow RTs for static stimuli cannot be completely ruled out. For
example, there might be time demands for the general adaptation to the onset of a face stimulus. Also, even though in static trials it was tried to present the fixation cross close to where the relevant mouth area would subsequently appear, it cannot be completely ruled out that the onset of a static face might have caused a redirection of spatial attention or an eye movement to the relevant stimulus features, and that such processes accounted for the additional time demands observed for these stimuli.

The comparison between the dynamic and the static-sequential presentation mode underlines the role of time-dependent information even for relatively simple vowel utterances. On average, the apex of the articulation was presented 320 ms after the first visible mouth opening and 408 ms after the first movement prior to mouth opening. However, the RT differences between dynamic and static-sequential faces were considerably smaller (e.g. only between 17 ms and 104 ms, respectively). If responses were governed mainly by the apices of the articulations, longer RTs for moving faces would be expected. Apparently, the additional information inherent in mouth movements was able to compensate for this delay. The dynamic clips included additional information such as critical transitions, which were not available in static or static sequential clips. This result is in line with other work that emphasizes the role of dynamic information in speechreading (for a review see Rosenblum & Saldaña, 1998).

A related observation in this experiment was that speaker differences in RTs were significantly influenced by presentation mode, with by far the most prominent speaker differences seen for dynamic stimuli. However, subsequent analyses revealed that the speaker effect disappeared when RT measurements for the dynamic clips were taken relative to movement onset, rather than to the first mouth opening. This corresponded well with different onsets of anticipatory mouth movements in the two speakers.
Movement timing during articulations is a complex process that is sensitive to subtle differences in speaking both intra- and inter-individually (Munhall, 2001). Again, the present result underlines both the role of speaker-specific mouth movements in the early phase of an articulation (in this case, before the mouth actually opened) and the capacity of the speechreading system to use such very subtle dynamic cues.

Overall, the interaction between vowel and speaker was least pronounced in the control condition. Apparently, speaker-specific differences in vowel perception are attenuated when there is no speaker variation between trials.

In summary, the present experiments demonstrate that task-irrelevant speaker variations can influence the processing speed of facial speech. However, reliable effects of speaker variations were only observed for moving faces, contradicting previous research with static images of vowel utterances. The results emphasize the importance of time dependent information for speechreading, and even differences of articulatory movements prior to mouth opening were shown to systematically affect performance. The results do not necessarily argue for an early integration of facial speech and identity processing. It can be argued that some speaker characteristics are held active in working memory, enabling participants to tune to a particular speaker when presented in a single speaker list (see also Yakel et al., 2000, for a similar conclusion). It will be tested in Experiment 4 and 5, whether speaker characteristics of familiar faces are stored in long-term memory and can be used in order to facilitate speechreading performance.
3 Experiments 4 and 5: Influences of familiarity on speechreading speed for moving faces.

3.1 Purpose of Experiments 4 and 5

Experiment 2 demonstrated longer reaction times in a speechreading task when talker identity varied in comparison to a condition in which talker identity was held constant. Two explanations might account for the results. First, they might reflect a time-consuming normalization process, which gets rid of all task-irrelevant identity information as postulated by the Bruce and Young model (1986). Alternatively, the difference between the control and the orthogonal condition might actually be the result of a processing benefit in the single talker list. In the control condition, it might be possible to keep identity-specific characteristics in working memory and to use these to enhance speechreading. This can be tested by presenting faces of familiar talkers. Visual speech cues differ considerably between talkers (Kricos, 1996). If the speech processing system was able to store and use idiosyncratic speaker information, there should be processing benefits for highly familiar speakers. At the moment, the relationship between familiarity and speechreading efficacy is unclear and there are conflicting reports. There are reports suggesting that familiarity can influence speechreading (Schweinberger et al., 1998; Walker et al., 1995), while Campbell et al. (1996a) did not find influences of familiarity on speechreading for static faces. In Experiments 1 to 3 speaker differences were most pronounced for dynamic faces and there were significant inter-individual differences even in the timing of anticipatory mouth movements. If familiarity improves speechreading due to fast access to stored idiosyncratic information, dynamically
presented speech should yield stronger effects than static speech, because dynamic speech is what we usually encounter during conversations. A finding of more efficient speechreading for familiar dynamic faces would underline the notion that speechreading is to some extent contingent on identity processing.

3.2 Rationale of Experiments 4 and 5

On the basis of the formerly described idiosyncratic speaker effects, the influence of personal familiarity on speechreading speed was tested in a second set of experiments. If facial speech perception is functionally independent from the processing of facial identity, there should be no advantage for speechreading from highly familiar faces. Overall, subjects who were unfamiliar with both speakers showed no speaker differences when RTs were measured from the first visible mouth movement. Processing advantages for familiar faces would further specify the influence of identity on facial speech processing. This was tested in Experiments 4 and 5. It was decided to use only the dynamic clips because it was assumed that these represent the most ecologically valid stimuli.

Obviously, any difference between familiar and unfamiliar speakers should decrease with an increasing number of encounters with an initially unfamiliar speaker. This is an important consideration especially in the context of the present experiments, which involved the presentation of a large number of trials. It was therefore expected that potential effects of personal familiarity on speechreading would show up most clearly in the early part of the experiment. For the analysis of effects of personal familiarity, the results were therefore broken down into three consecutive trial blocks.
As in Experiments 1 to 3, the selective attention paradigm design was used, in order to keep the experiments as comparable as possible. Reaction times were measured both from first mouth openings as well as from first visible mouth movements. In a design that investigates familiarity effects, it is crucial that overall speaker effects are not confounded with familiarity effects. It was therefore made sure that one group of participants only was familiar with Speaker A and a second group of participants only to Speaker B.

3.3 Method

3.3.1 Participants

In Experiment 4 data of twelve participants (seven women and five men) aged 23-33 years ($M = 26.6$, $SD = 2.9$ years) who were all personally familiar only to Speaker A were collected.

In Experiment 5 twelve different participants (ten women and two men) between 23 and 34 years ($M = 28.1$, $SD = 3.3$ years) took part. All of them were personally familiar only to Speaker B.

Apart from one participant in Experiment 4 and two participants in Experiments 5, all subjects were German native speakers. These three participants were native speakers of Spanish. Because /i/ and /u/ vowels do not differ significantly between German and Spanish, this was considered not to be critical. In addition, all three Spanish native speakers had lived in Germany between two and six years and were all fluent in German.

Subjects in Experiments 4 and 5 rated their familiarity to both speakers on a 7-level rating scale, with "very well known" post-hoc coded as "6" and "not known" coded as "0". (Mean ratings for Experiment 4: Speaker A: $M = 4.4$, $SD = 1.3$; Speaker B: $M = 0$, $SD = 0$; mean ratings for Experiment 5: Speaker A: $M = 0$, $SD = 0$; Speaker B: $M = 4.4$, $SD = 0$.)
Most subjects in each group were close friends to one of the speakers, with nearly daily personal contact over a period of several years. All participants reported never to have seen the other speaker before. All subjects of Experiment 4 and 5 received a fee of 15 deutsche marks (DM). In Experiment 4 one additional subject was replaced due to excessive error rates (11% as compared to an average of 2.4%).

3.3.2 Procedure

In Experiment 4 and 5 the same stimuli as in Experiment 2 (dynamic video clips) were used. Task, instruction and general stimulus presentation were identical to Experiment 2. Subjects were instructed to classify /u/ and /i/ utterances by button presses on the keyboard while disregarding the identity of the speakers.

3.4 Results

Error rates were generally low, with average percentages of errors of commission (including the catch-trials) of $M = 2.4\%$ in Experiment 4 and $M = 1.1\%$ in Experiment 5. Low error rates were observed for all experimental conditions in both experiments: (Experiment 4, $Ms = 1.7\%, 2.6\%$ and $2.1\%$ for the correlated, control and orthogonal conditions; Experiment 5, $Ms = 0.9\%, 1.5\%$ and $1.1\%$ respectively). The error rates in the catch-trials of the correlated condition were $M = 3.3\%$ in Experiment 4 and $M = 1.3\%$ in Experiment 5. Error rates were not analysed further. Outliers were very rare ($M = 0.2\%$ in Experiment 4 and $M = 0.3\%$ in Experiment 5).

Reaction times were evaluated in two different types of analysis. In the first analysis, overall effects of condition (correlated, control, orthogonal) were tested in an analogous way to Experiments 1 to 3. In the second analysis, effects of personal familiarity were
evaluated separately for different levels of experimental familiarization in the three successive trial blocks. Experiment was always defined as between-subjects variable.

3.4.1 Effects of condition.

The effect of experimental condition was not significant, $F(2, 44) < 1$ ($M_s = 456$ ms, 463 ms and 469 ms for the correlated, control and orthogonal condition, respectively). As in Experiment 2, utterances of Speaker A were classified faster than utterances of Speaker B ($M_{diff} = 63$ ms), $F(1, 22) = 277.0, p < 0.001$. This overall speaker effect was not significantly modulated by experiment, as suggested by the non-significant interaction, $F(1,22) = 2.4, p = 0.14$. Overall, /u/ utterances were classified faster than /i/ utterances ($M_{diff} = 27$ ms), $F(1, 22) = 21.6, p < 0.001$. There was a significant two-way interaction between condition and speaker, $F(2, 44) = 4.3, p < 0.02$, indicating slightly smaller differences between the two speakers in the correlated condition. A significant interaction between speaker and vowel was observed, $F(1, 22) = 114.4, p < 0.001$, indicating longer RTs for /i/ utterances of Speaker B compared to Speaker A ($M_{diff} = 96$ ms) and smaller RT differences for /u/ utterances ($M_{diff} = 9$ ms). There were no other significant effects.

3.4.2 Analysis of trial blocks.

In order to test whether participants who were familiar with one of the speakers were able to use idiosyncratic mouth movements more efficiently, results were broken down into three consecutive trial blocks, irrespective of the counterbalanced experimental condition. In the ANOVA for the first block of 96 trials, the interaction between experiment and speaker approached significance, $F(1, 22) = 3.0, p = 0.09$. In the
ANOVAs of the second and the third trial blocks, no interactions between experiment and speaker were observed, $F < 1$. In all three analyses, highly significant main effects of speaker, vowel, and a significant interaction between speaker and vowel were present. However, these effects were the same as described in previous analyses and are therefore not listed here.

The interaction between experiment and speaker in the first trial block reflected a tendency of faster speechreading for familiar speakers. In Experiment 4 (participants familiar with Speaker A), the advantage for Speaker A vowels was 65 ms. In Experiment 5 (participants familiar with Speaker B), the advantage for Speaker A was reduced to 45 ms. (In the corresponding data of Experiment 2, with participants who were unfamiliar with both speakers, the advantage for Speaker A was 59 ms).

### 3.4.3 Analyses of movement onset corrected RTs

Similar to Experiment 2, ANOVAs were also performed on the movement onset corrected RTs using the same factors as described above.

#### 3.4.3.1 Effects of condition

The effect of experimental condition was not significant, $F(2, 44) < 1$. There was a significant effect of vowel, $F(1, 22) = 50.5$, $p < 0.001$, indicating shorter RTs for /u/ utterances ($M_{diff} = 42$ ms) and a significant two-way interaction between condition and speaker $F(2, 44) = 4.51$, $p < 0.05$. The highly significant interaction between vowel and speaker, $F(1, 22) = 44.2$, $p < 0.001$ suggested smaller differences between /u/ and /i/ utterances for Speaker A ($M_{diff} = 15$ ms) compared to Speaker B ($M_{diff} = 69$ ms). There were no other significant effects.
3.4.3.2 Analysis of trial blocks

In addition to the already described vowel main effect and the interaction between speaker and vowel, the analysis of the first block of onset corrected trials showed a trend for the two-way interaction between experiment and speaker, $F(1,22) = 3.6, p = 0.07$. According to this, participants who were familiar with Speaker A tended to speechread slightly faster from this speaker ($M_{\text{diff}} = 11 \text{ ms}$), and participants who were familiar with Speaker B responded slightly faster to utterances of Speaker B ($M_{\text{diff}} = -10 \text{ ms}$). This trend was not visible in the later blocks ($F(1, 11) < 1$ in blocks 2 and 3, respectively).

Subsequent analyses per experiment did not show significantly shorter RTs for the familiar Speaker A in Experiment 4, $F(1, 11) = 1.2, p = 0.29$, ($M_{\text{diff}} = 11 \text{ ms}$), but there was a trend for shorter RTs for the familiar Speaker B in Experiment 5, $F(1, 11) = 4.6, p = 0.05$ ($M_{\text{diff}} = 10 \text{ ms}$). Familiarity effects are illustrated in Figure 8, which also shows RT differences between both speakers for the first block of onset corrected trials in Experiment 2, where participants where unfamiliar with both speakers.

![Figure 8: Reaction time differences between Speaker A and Speaker B for the first 96 movement onset corrected trials in Experiment 4 (participants only familiar with Speaker A), Experiment 2 (both speakers unfamiliar) and Experiment 5 (participants only familiar with Speaker B).]
3.5 Discussion

In Experiments 4 and 5, which included speakers that were personally familiar with the participants, no significant influence of irrelevant speaker variations on speechreading speed was observed. This is in contrast to the finding of orthogonal interference caused by variations of unfamiliar faces in Experiment 2, which raises the possibility that effects of task-irrelevant speaker variations are modulated by familiarity. Possibly it is less difficult to encode facial speech for varying pairs of one familiar and one unfamiliar speaker, relative to varying pairs of two unfamiliar speakers. The absence of a condition effect is at variance with reports based on experiments with static faces (Schweinberger et al., 1998). The authors reported orthogonal interference in the selective attention paradigm also for subjects who were personally familiar with one of two speakers. However, it has already been pointed out that these results might have been biased by other factors than dependencies between facial speech and facial identity, such as picture based strategies and differences of task-relevant variability between experimental conditions.

Some evidence for an influence of speaker familiarity on facial speech processing comes from the marginally significant interaction between experiment and speaker and the trend for shorter RTs for the familiar speaker in the first block of trials in Experiment 5. For the onset-corrected trials, participants showed slightly faster responses for the speakers they were familiar with, while participants unfamiliar with both speakers did not show a speaker effect. Although the interaction only approached significance, it may be noted that the pattern of results is similar to previous findings (Schweinberger et al., 1998, but see also Campbell et al., 1996a). The overall pattern of the results makes it likely that the interaction was only marginally significant due to the relatively small
number of twelve participants per experiment causing a lack of statistical power. However, because only persons who had a lot of face-to-face communication experience with one of the talkers were included, the number of potential participants was very limited. It is noteworthy that the trend for a familiarity effect was confined to the first block of trials and disappeared in subsequent blocks in which the unfamiliar speaker may have become familiar as a result of a large number of encounters. Even though the familiarity effect was only marginally significant and should therefore be interpreted with caution, these observations may add some evidence that familiarity might facilitate speechreading even in simple tasks that require the classification of single vowels only.

The finding of an influence of familiarity on facial speech processing is in line with a report of a modulation of the McGurk effect depending on speaker familiarity (Walker et al., 1995). In contrast to the present experiments and to reports by Schweinberger et al. (1998), other researchers did not find more efficient speechreading for familiar speakers (Campbell et al., 1996a; Campbell et al., 1998). A possible explanation for this might lie in the different definition of familiarity in the studies. In the present experiments and in the study by Schweinberger et al. (1998), participants were all close acquaintances and friends of the speakers and all of them used to have a lot of face-to-face communication over a period of years. The speakers in the study by Campbell et al. (1996a) were recruited from university staff, probably known only from sight to the participating students. Possibly, more direct communication experience with a particular face is necessary in order to find an impact of personal familiarity on speechreading.

Furthermore, because articulatory movements differ to a considerable extent between speakers (Montgomery et al., 1983), speechreading might be optimised by a flexible system that makes use of dynamic idiosyncratic speaker properties. In this study,
the presence of such effects was consistently shown especially for anticipatory movements in dynamic stimuli, whereas idiosyncratic effects were much smaller for static and static-sequential presentation. The stimuli in the present experiment included dynamic information, which was not the case in the studies by Campbell et al. (1996a; 1998). Stored representations of idiosyncratic speaker characteristics might include critical time-dependent features (but see also Schweinberger et al., 1998). Experiments 4 and 5 also suggest that speaker specific representations can be established quickly. After about one hundred trials, speech from the formerly unfamiliar speaker was decoded with equal speed as utterances displayed by a familiar face. It is therefore unlikely to find familiarity effects if responses are averaged across a large number of trials, which include responses made when participants were already familiarized to all talkers.

The trend for an influence of familiarity on speechreading speed and the findings of Experiments 1 to 3, which demonstrated a reliable orthogonal interference for unfamiliar faces only for dynamic stimuli might suggest an early integration of dynamic speech and identity information. This argues against a strong version of the independence hypothesis and does not support the notion of a normalization process stripping off identity specific stimulus characteristics. Additional support for this interpretation comes from recent evidence that dynamic facial speech information can also be used to make judgments about speaker identity in the absence of structural cues (Rosenblum et al., 2002).

To my knowledge, the present experiments were the first to investigate influences of familiarity on speechreading speed for precisely timed dynamic stimuli. It will be interesting to see whether stronger effects of face familiarity will be found for more complex stimuli such as words or whole sentences in the future.
To summarize, it was observed that speechreading speed tended to be faster for highly familiar faces. The results provide further evidence that the processing of dynamic facial speech might make use of stored speaker specific characteristics and argue against earlier postulated normalization processes (Bruce et al., 1986).
4 Experiments 6 and 7: Asymmetric interactions between identity and expression? Controlling for an asymmetric increase of task-relevant information in the selective attention paradigm.

4.1 Purpose of Experiments 6 and 7

There are conflicting reports with respect to the relationship between face recognition and the processing of emotional expression (see also section 1.2.6). Recently, work has been published that suggested an “asymmetric interaction” between both processes (Schweinberger et al., 1998; Schweinberger et al., 1999). In these studies, the Garner paradigm of selective attention was applied and orthogonal interference was only found when expression, but not identity, was the relevant dimension. The authors concluded that identity can be accessed independently of facial expression, while the processing of expression might be partly contingent on facial identity information. However, the interpretation of their results bears some problems. In particular, the conclusions are based on observations using very small stimulus sets. The potential problems arising from that have already been outlined above (see also section 2.5). In addition to a potential influence of memory effects and picture based response strategies, the results might have been caused by differences in the increase of task-relevant information from the control to the orthogonal condition. Originally, the Garner paradigm has been used to explore the relationship between relatively basic perceptual processes, such as form and colour. With these dimensions, it is possible to add variations of the respective task-irrelevant stimulus dimension in the orthogonal condition, without
affecting variability of the relevant dimension. To illustrate, in the control condition of a colour classification task participants are presented with either squares or circles and decide whether the stimuli are either blue or green. In the orthogonal condition, form is varied orthogonally to colour. This additional task-irrelevant form variation leaves the colour dimension unaffected, because both processes depend on different and physically independent features. Irrespectively of the fact that squares and circles are presented in the orthogonal condition, the wavelengths signalling blue and green remain exactly the same. Most importantly, this is different for such complex stimuli as faces. Both expression and identity information are mediated by at least partially overlapping physical features (see also sections 1.2.2 and 1.2.3). This means that additional variation of a task-irrelevant facial dimension (e.g. identity) might also increase the variation of the task-relevant dimension (e.g. expression). If this is not taken into account, stimulus dependent interactions might be confused with interactions between processes. Most critically, under certain conditions a potential increase of relevant information might differ between an identity and an expression task. This might occur if pictures of only two individuals displaying two exemplars of two expressions each are presented as in the studies by Schweinberger et al. (1998; 1999). Assume participants base their identity classifications simply on external features, such as hairstyle, which would be an efficient strategy under the described conditions. In the identity task, there would be no increase of task-relevant information from the control to the orthogonal condition, because doubling the amount of expression categories in the orthogonal condition leaves the number of physically different external features used for the identity task unaffected. However, this would not be the case in the expression task. Because humans show considerable variation in the way they express emotions and because especially for the analysis of
expression the whole facial configuration has to be taken into account, the assumption that the relevant expression dimension is held completely constant across the control and the orthogonal condition is at least highly questionable. Doubling the number of stimuli in the orthogonal condition by presenting an additional face identity also increases task-relevant expression information, because the number of physically different expressive displays is also doubled from four to eight.

There is another serious concern with respect to very small face stimulus sets in the selective attention paradigm. If only four pictures per block are presented, it might not be certain that participants really perform a face identity task. Pictures of the same person might also be very similar in a non-identity related, superficial aspect, such as overall contrast or brightness (because e.g. pictures of one person were taken on the same day under the same lighting conditions). Then, classifications of "identity" might be made based on such cues, without the need to actually encode the identity of a face. Theoretically, such a pictorial decision might be made even without attending to the face at all (if e.g. pictures have highly distinctive flaws). In the expression task however, it is far less likely that particular expressions correlate strongly with pictorial cues such as lighting. Both expressions are displayed by both posers and overall, identity correlated pictorial cues are more likely to vary within one particular expression. Therefore, participants do have to attend to the relevant expressive features in the mouth and eye region and cannot easily make decisions on the basis of superficial pictorial cues. Following this reasoning, a stronger influence of the "irrelevant" identity dimension can be expected in the expression task because adding pictures of an additional face also increases variety of the relevant expression dimension. Under such conditions, rather than revealing the architecture of identity and expression processes, an asymmetric interaction
might reflect asymmetric increases of task difficulty from the control to the orthogonal condition. It was the purpose of Experiments 6 and 7 to test whether the pattern of an asymmetric interaction between facial identity and facial expression still holds when these potential confounds are controlled for and when it is made sure that participants really use the relevant facial information in both tasks.

4.2 Rationale of Experiments 6 and 7

If overall task difficulty increases from the control to the orthogonal condition in the selective attention paradigm, a RT increase is likely to be observed. Such an effect does not necessarily have to be interpreted in terms of "orthogonal interference", because it might not reflect processing costs caused by the interference of an additional dimension. Processing costs might reflect an increase of task difficulty caused by greater variability with respect to the relevant dimension and might be independent from the relationship between two hypothesized processes. If the increase in task difficulty from the control to the orthogonal condition differs between two tasks, one might expect an asymmetric interaction of "orthogonal interference". Applied to the processing of facial identity and emotional expression, this means that reliable conclusions about the functional relationship between both processes can only be made if it is made sure that there is no difference between the control and the orthogonal condition with respect to task-relevant information. This was achieved by presenting exactly the same number of different stimuli in all blocks of all conditions in the Garner paradigm, making sure that in both tasks, conditions only differed with respect to task-irrelevant information. By presenting a large number of stimuli and introducing a considerable overall variability with respect to
non-identity related pictorial information, it was also ensured that participants could not base decisions on superficial face-unrelated cues.

In Experiment 6, participants performed speeded classifications of emotional expressions and decided, whether a face was either happy or neutral. In Experiment 7, subjects decided as quickly as possible, whether a face was either familiar or unfamiliar. The decision, whether a face is familiar or not is supposed to trigger activation along the identity processing pathway (Bruce et al., 1986), including FRUs and PINs for each successfully recognized face. Therefore, experimental familiarity decisions provide a possibility to study face identity processing by presenting larger stimulus sets than the ones used in previous studies which applied the selective attention paradigm (Schweinberger et al., 1998; Schweinberger et al., 1999). The application of a face familiarity task means that “identity variations” were defined in a slightly different way from the cited studies where identity decisions were related to two individual faces. Here, identity variations were defined with respect to variations between a “familiar” and an “unfamiliar” category, not with respect to individual within-category variations.

Importantly, in order to prevent picture based response strategies, a large overall stimulus set of 160 pictures was used. The pictures consisted of 40 familiar and 40 unfamiliar faces, displaying a neutral and a happy expression each. The large number of individual faces and the fact that pictures were not repeated within experimental conditions made sure that familiarity decisions could not be made solely by attending to repeatedly presented identical external features. Most importantly, the number of different stimuli per block and condition was identical in both tasks. As a consequence, there was no increase of relevant information from the control to the orthogonal condition in both tasks.
If the processing of emotional expression is contingent on facial identity, as suggested by Schweinberger et al. (1999) a similar interaction as previously described (Schweinberger et al., 1998; Schweinberger et al., 1999) should be found. If the reported asymmetric interaction was produced by asymmetric differences in task difficulty, it should disappear in the present design.

4.3 Method

4.3.1 Stimuli and Apparatus

Identical stimulus sets were used in both experiments. Pictures of forty male celebrities displaying a happy and a neutral expression each were selected from a newspaper's archive (Südkurier Konstanz, Germany). The photographs were scanned using an AGFA Snapscan1212™. For each celebrity, an unfamiliar face of similar general appearance and age was matched. This resulted in a stimulus set of 160 pictures (40 happy familiar faces; 40 neutral familiar faces; 40 happy unfamiliar faces and 40 neutral unfamiliar faces). Photographs of unfamiliar faces were taken from various sources with the intent to obtain a similar degree of superficial stimulus variability such as lighting, contrast and overall picture quality as in the familiar set. All pictures were digitally edited using Adobe Photoshop™. All background was removed and an attempt was made to equalize contrast and brightness. Examples of the stimuli can be seen in Figure 9.

The stimuli were presented on black background in the centre of a 19” monitor that was connected to an IBM compatible personal computer. The presentation software was ERTS™ (Experimental Runtime System, Berisoft Corporation). Picture resolution was 17.7 pixels/cm at a screen resolution of 800 by 600 pixels. The size of the stimuli was 6
cm x 7.6 cm at a resolution of 28.3 pixels/cm. Viewing distance was 60 cm, resulting in a horizontal visual angle of 5.7 degrees and a vertical visual angle of 7.2 degrees.

4.3.2 Procedure

In all trials a white fixation cross on a black background was shown for 500 ms, followed by a face stimulus visible for 1500 milliseconds or until a key was pressed. After a key-press, the face disappeared and there was a blank screen for 1000 ms. Visual feedback in form of the words “too slow!” or “too fast!” (in German) was only given 1500 ms after stimulus onset for missing and slow (reaction times > 1200 ms) or extremely fast answers (RT < 150 ms).

After reading the instructions on the monitor, participants were shown stimulus examples that were not used in experimental trials. Both experiments consisted of three experimental conditions, labelled “correlated”, “control” and “orthogonal”. Conditions consisted of two blocks containing 80 different stimuli each. There were no stimulus repetitions within conditions. Overall, the stimulus sets per condition were identical. The order of conditions and the order of blocks within conditions was completely counterbalanced across participants. Responses were made with both hands by key presses on a standard computer keyboard using the left and right “Ctrl” keys. The assignment of response hand to response alternative was completely counterbalanced across participants.

In Experiment 6, participants classified in a speeded forced two-choice task, whether the presented faces either displayed a happy or a neutral expression. In the control condition, the task-irrelevant familiarity dimension was held constant: in one block, there were only familiar faces, displaying happy and neutral expressions while in the other
block only unfamiliar happy and neutral faces were shown. In the correlated condition, there was a strong co-variation between familiarity and expression: in one block, 90% of the familiar faces were showing a happy and 90% of the unfamiliar faces were displaying a neutral expression. In the other block, 90% of the unfamiliar faces were happy and 90% of the familiar faces were neutral. In order to discourage response strategies using familiarity despite task instructions as response criteria, 10% of the trials in the correlated condition served as “catch-trials”, for which the co-variation between familiarity and expression was reversed. In both blocks of the orthogonal condition, half of the 40 familiar and unfamiliar faces were presented showing a happy expression and the other half was displaying a neutral expression. In the second block of the orthogonal condition, the faces who had been presented happy now showed a neutral expression and vice versa.

Participants in Experiment 7 classified, whether the presented face was either familiar or unfamiliar. In the control condition, the expressions of the faces were held constant: in one block, there were only happy faces, while in the other block only neutral faces were shown. In one block of the correlated condition, 90% of the familiar faces were happy and 90% of the unfamiliar faces were displaying neutral expressions. In the other block, 90% of the unfamiliar faces were happy and 90% of the familiar faces showed a neutral expression. Ten percent of the trials in the correlated condition served as “catch-trials”. In both blocks of the orthogonal condition, half of the 40 familiar and unfamiliar faces were presented with a happy expression and the other half was displaying a neutral expression. In the second block of the orthogonal condition, the faces that had been presented happy now showed a neutral expression and vice versa.

After completing the tasks, participants rated on a 7-level rating scale, with "seen very often" post-hoc coded as "6" and "never seen before" coded as "0", how familiar
they were to the celebrities' faces before taking part in the experiment. In order to make sure that they were not accidentally familiar with any of the supposedly unknown faces, participants were shown the happy exemplar of each unfamiliar face and asked, whether they had seen the respective person before. No subject had seen any of the unfamiliar faces before.

First an ANOVA across experiments with repeated measurement factors on the variables condition (correlated vs. control vs. orthogonal), relevant dimension (happy vs. neutral in the expression task and familiar vs. unfamiliar in the identity task) and irrelevant dimension (happy vs. neutral in the identity task and familiar vs. unfamiliar in the expression task) were performed, in order to test for a possible "asymmetric interaction" between experiment and condition. Then, separate analyses for each experiment were performed with the repeated measurement factors condition (correlated, control, orthogonal), familiarity (familiar vs. unfamiliar) and expression (happy vs. neutral). Catch-trials were not entered into this initial analysis. When performing ANOVAs, Epsilon corrections for heterogeneity of covariances, where appropriate, were performed with the Huynh-Feldt method (Huynh-Feldt, 1976) throughout, and α-levels for post-hoc ANOVAs were Bonferroni corrected. Only answers between 150 and 1500 ms were analysed.

4.3.3 Participants

Twelve participants (eight woman and four men) aged 19–26 years ($M = 23.9$ years, $SD = 5.9$) contributed data in Experiment 6. The average familiarity rating for the celebrities was $M = 4.1$, ($SD = 0.8$). Data for one additional participant was replaced due to low familiarity ratings ($M < 2.5$).
Twelve different participants (eight women and four men) aged 20 – 34 years ($M = 25.8$, $SD = 5.0$) contributed data in Experiment 7. The average familiarity rating for the celebrities was $M = 4.5$ ($SD = 0.9$). Data of two additional participants had been replaced due to excessive error rates ($M > 30\%$ in at least one experimental condition compared to an average across participants of $M = 8\%$).

![Figure 9: Examples of stimuli used in Experiments 6 and 7. Top row: familiar faces (from left to right: Jürgen Klinsmann and Elvis Presley) neutral and happy, respectively. Bottom row: matched unfamiliar faces.](image)

4.4 Results

Missing and invalid answers were extremely rare ($M < 0.1\%$ in both experiments) and were not analysed further.

4.4.1 Reaction Times

The analysis across experiments did not reveal significant differences between the two tasks, $F(1,22) < 1$. Importantly, there was no effect of condition, $F(2, 44) < 1$ and no interaction between experiment and condition, $F(2, 44) < 1$ (see also Figure 10).
The separate analysis for the expression task (Experiment 6) yielded no significant effect of condition, $F(1, 11) < 1$. Overall, expressions displayed by unfamiliar faces were recognized slightly faster than expressions displayed by familiar faces, $F(1, 11) = 5.6, p < 0.05$ ($M = 598$ ms vs. $M = 609$ ms). This effect was further qualified by a significant two-way interaction between expression and familiarity, $F(1, 11) = 33.2, p < 0.001$, which suggested that for unfamiliar faces, both expressions were classified with similar speed, while for familiar faces there seemed to be an advantage for happy expressions. The interaction was further qualified by a significant three-way interaction between condition, expression and familiarity, $F(2, 22) = 9.0, p < 0.01$. These interactions were further explored by separate ANOVAs for each experimental condition (Bonferroni corrected $\alpha$-level = 0.017), including the repeated measurement factors expression (happy vs. neutral) and familiarity (familiar vs. unfamiliar). The analyses yielded highly significant two-way interactions between expression and familiarity for the correlated $F(1,11) = 45.7, p < 0.001$ and for the orthogonal condition, $F(1,11) = 17.8, p < 0.01$. In both cases they seemed to be due to faster classifications of happy expressions displayed by familiar faces in contrast to faster classifications of neutral expressions displayed by unfamiliar faces. For the control condition, there were no significant effects (see also Figure 11).

The analysis of RTs in Experiment 6 yielded no other significant effects.

The separate analysis for the identity task (Experiment 7) did not reveal an effect of condition, $F(2, 22) < 1$, (see also Figure 10). Overall, familiar faces were classified faster than unfamiliar faces, $F(1, 22) = 18.4, p < 0.01$ ($M = 611$ ms vs. $M = 643$ ms). No other main effects or interactions approached significance.
Figure 10: Mean RTs in Experiments 6 and 7. Neither the effects of condition nor the interaction between experiment and condition were significant.

Figure 11: RTs for Experiment 6: three way interaction, $F(2, 22) = 9.0, p < 0.01$ between condition, familiarity and expression.

4.4.2 Error rates

The ANOVA across experiments did not show significant effects of experiment, $F(1, 22) < 1$, or condition, $F(2,44) = 1.6, p > 0.2$. The interaction between the two factors was not significant, $F(2, 44) < 1$. 

The separate analysis for the expression task (Experiment 6), revealed no speed-accuracy trade-off. There was a two-way interaction between expression and familiarity, \(F(1, 11) = 58.5, p < 0.001\) (see also Figure 12) and a three-way interaction between condition, expression and familiarity, \(F(2, 22) = 7.9, p < 0.01\) (see also Figure 13). These were further explored by separate ANOVAs per condition (\(\alpha\)-level = 0.017), with the repeated measurement factors expression (happy vs. neutral) and familiarity (familiar vs. unfamiliar). The two-way interactions between expression and familiarity reached significance in the correlated, \(F(1, 11) = 35.1, p < 0.001\), in the control, \(F(1, 11) = 12.8, p < 0.01\), and in the orthogonal condition \(F(1, 11) = 49.5, p < 0.001\).

In the identity task (Experiment 7), error rates were higher for familiar faces, \(F(1, 22) = 16.7, p < 0.01\) (\(M = 11\%\) vs. \(M = 5.1\%\)). This effect was further qualified by a significant two-way interaction between familiarity and expression \(F(1, 11) = 5.6, p < 0.05\). Inspection of Figure 12 suggests this was due to slightly more accurate responses to happy familiar and neutral unfamiliar faces.

**Figure 12:** Error rates: two-way interactions between familiarity and expression in Experiments 6, \(F(1, 11) = 58.5, p < 0.001\) (left) and Experiment 7, \(F(1, 11) = 5.6, p < 0.05\).
4.5 Discussion

Recently, an asymmetric interaction between the processing of identity and emotional expression in a Garner type speeded classification task has been reported (Schweinberger et al., 1998; Schweinberger et al., 1999). The authors suggested that identity can be processed independently of task-irrelevant variations of emotional expressions, while the processing of expression might be contingent on facial identity. Using a similar selective attention paradigm, it was investigated whether the described interaction is still found when picture based response strategies or an asymmetric increase of task difficulty from the control to the orthogonal condition can be ruled out. Compared to the cited studies, the stimulus set was significantly increased and it was made sure that the control and the orthogonal condition only differed with respect to the respective task-irrelevant dimension, while the number of different stimuli presented per block was held constant across all conditions. In line with the results of Schweinberger et al. (1998;
Facial Identity, Expression and Facial Speech

1999), it was found that decisions on identity were not influenced by irrelevant variations of expression.

However, no asymmetric interaction between familiarity and expression decisions was found and no orthogonal interference of task-irrelevant identity variations was observed in the expression task. In contrast to the studies by Schweinberger et al. (1998; 1999), there were no stimulus repetitions within experimental conditions, ruling out stimulus based response strategies and memory effects. Here, stimulus sets for the control and the orthogonal condition were considerably larger and most importantly, of equal size. The design ruled out that there was overall more variety of relevant information in the expression task, which might have been the case in the study by Schweinberger et al. (1998), possibly making the expression task slightly more difficult than the identity task in their experiments. Differences in overall task difficulty might have an influence on orthogonal interference in the Garner paradigm. Importantly, in the present experiments both tasks were equally difficult as suggested by similar reaction times. The absence of orthogonal interference in both experiments does not support an interpretation in the sense of an asymmetric interaction between face recognition and expressions processing as suggested by Schweinberger et al. (1998; 1999). Overall, the results are in line with the notion of an independent processing of facial identity and expression (Bruce et al., 1986).

However, it has to be noted that apart from controlling the abovementioned problematic factors in the Garner paradigm, the design of Experiments 6 and 7 also differed from the cited study with respect to the way in which “identity variations” were defined. In the studies by Schweinberger et al. (1998; 1999), pictures of one individual were presented in the control condition of the expression task, while in the orthogonal condition faces of two individuals were shown. Identity was thus defined in terms of
individual face identity. In the present study, it was face familiarity that was either held constant or varied block-wise in the expression task. Therefore, both in the control and in the orthogonal condition, a number of different individual faces was shown and identity was defined in the sense of a super-ordinate familiarity category. One might argue that the absence of orthogonal interference in the expression task could be due to the fact that both in the control and in the orthogonal condition a variety of individual faces was presented. Although the familiarity dimension was held constant in the control condition, there might have been interference caused by individual within category variations leading to smaller differences between the control and the orthogonal condition compared to the studies by Schweinberger et al. (1998; 1999). As in the cited experiments, the number of individual face identities was also doubled from the control to the orthogonal condition in the present expression task, so that some increase of orthogonal interference might still be expected if expression processing was contingent on identity information. However, it has been shown that orthogonal interference does not necessarily have to increase in proportion to the increase of task-irrelevant variation (Mullenix et al., 1990).

In contrast to the non-significant condition effects which argues for an independent processing of identity and facial expression, there is some evidence for an integration of both dimensions. In the expression task, there was a highly significant two-way interaction between familiarity and type of expression in blocks containing familiar and unfamiliar faces. These interactions suggested that happy expressions were classified faster and more accurately when displayed by familiar faces while the opposite seemed to be the case for neutral expressions. This finding contradicts results of expression matching tasks which have been reported to be independent of face familiarity (Bruce, 1986; Young et al., 1985). Several explanations for an influence of familiarity on
classifications of expressions seem to be possible. The most trivial explanation is that the
effect might reflect differences between familiar and unfamiliar faces with respect to the
expressiveness of happy emotions and "non-expressiveness" of neutral faces. The
celebrities might display positive emotions more convincingly for various reasons (e.g.
practice). The effect then might be due to characteristics of the expression displays,
instead of being primarily related to familiarity. This question can not be answered here
and would have to be tested with participants who are unfamiliar with all faces.
Unfortunately, this was not possible for practical reasons. However, an observation that
argues against an interpretation in terms of stimulus based differences is the significant
three-way interaction between condition, familiarity and expression both for reaction
times and error rates in Experiment 6. Importantly, in the control condition, where the
familiarity dimension was held constant, no interaction between expression and
familiarity was found for the RTs, while both in the correlated and in the orthogonal
condition it was highly significant. Because the interaction was not present in the
baseline, one might argue that in the correlated and in the orthogonal condition, were
familiar and unfamiliar faces varied within blocks, participants seemed to associate happy
expressions with familiar and neutral expressions with unfamiliar faces. Might this bias
have been caused by a top-down modulation of expression modules via PINs or by
strategic decisions governed by the "cognitive system" (Bruce and Young, 1986)? If we
assume a strict parallel processing of identity and expression as proposed by Bruce and
Young (1986), ruling out interconnections between both pathways before the output of
the hypothesized modules finally reaches the "cognitive system", identity processing
would have to be completed faster in order to exert an influence on expression decisions.
However, there was no overall RT difference between the expression and the identity
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classifications of expressions seem to be possible. The most trivial explanation is that the
effect might reflect differences between familiar and unfamiliar faces with respect to the
expressiveness of happy emotions and "non-expressiveness" of neutral faces. The
celebrities might display positive emotions more convincingly for various reasons (e.g.
practice). The effect then might be due to characteristics of the expression displays,
instead of being primarily related to familiarity. This question can not be answered here
and would have to be tested with participants who are unfamiliar with all faces.
Unfortunately, this was not possible for practical reasons. However, an observation that
argues against an interpretation in terms of stimulus based differences is the significant
three-way interaction between condition, familiarity and expression both for reaction
times and error rates in Experiment 6. Importantly, in the control condition, where the
familiarity dimension was held constant, no interaction between expression and
familiarity was found for the RTs, while both in the correlated and in the orthogonal
condition it was highly significant. Because the interaction was not present in the
baseline, one might argue that in the correlated and in the orthogonal condition, were
familiar and unfamiliar faces varied within blocks, participants seemed to associate happy
expressions with familiar and neutral expressions with unfamiliar faces. Might this bias
have been caused by a top-down modulation of expression modules via PINs or by
strategic decisions governed by the "cognitive system" (Bruce and Young, 1986)? If we
assume a strict parallel processing of identity and expression as proposed by Bruce and
Young (1986), ruling out interconnections between both pathways before the output of
the hypothesized modules finally reaches the "cognitive system", identity processing
would have to be completed faster in order to exert an influence on expression decisions.

However, there was no overall RT difference between the expression and the identity
task, making such an explanation unlikely. Numerically, the expression task was even completed faster than familiarity decisions. Therefore, an early interconnection of units signalling familiarity and units involved in extracting the expressive content of a face might account for the effect.

Similarly, there is evidence from Experiment 7 that familiar faces were recognized more accurately when displaying a happy expression, which might reflect that FRUs may preserve some sort of expression information. Recently, there have been reports pointing into this direction (Baudouin et al., 2000). Assuming that we are more likely to encounter faces of celebrities with smiling expressions, such a pattern might best be explained by perceptual learning.

The finding of shorter RTs for familiar faces in the identity task is in line with a number of studies (e.g. Bruce, 1986; Campbell et al., 1996a; Young et al., 1986) and is usually explained by the automatic activation of FRUs, which are only available for familiar faces. The slightly higher error rates for familiar faces probably do not reflect a speed-accuracy trade off and might be due to conservative response strategies and the fact that not all participants were familiar with all celebrities.

To summarize, the absence of orthogonal interference both in Experiments 6 an 7 argues for an independent processing of expression and facial identity in the sense of the Bruce and Young model (1986). Previous findings suggesting that face identity can be accessed independently of task-irrelevant variations of emotional expression (Schweinberger et al., 1998; Schweinberger et al., 1999) were confirmed and extended to familiar faces. In Experiment 7, where participants categorized faces as either familiar or unfamiliar, classifications were not influenced by irrelevant expression variations. The results significantly extend previous findings because memory effects and pictorial
response strategies could be ruled out by presenting a large number of individual faces. Opposed to recent reports (Schweinberger et al., 1998; Schweinberger et al., 1999), there was no evidence for an influence of task-irrelevant identity variations on expression classifications. It is not completely clear whether the contrasting result was due to a more efficient control of potentially problematic factors in the Garner paradigm, such as pictorial memory effects, overall differences and asymmetric increases in task difficulty. Alternatively, a different definition of “identity variations” might account for the conflicting results. In spite of an absence of orthogonal interference in both tasks, there is some evidence that expressions are integrated to some extent with information about face familiarity, as suggested by faster and more accurate classifications of happy expressions for familiar and neutral expressions for unfamiliar faces. Similarly, slightly lower error rates for happy familiar faces in the identity task suggests that stored representations of familiar faces on the FRU level might preserve some information about frequently encountered expressions displayed by a particular face identity.
5 Experiments 8-10: Dependencies between the processing of facial identity and emotional expression? Experiments with morphed faces

5.1 Purpose of Experiments 8-10

No orthogonal interference of task-irrelevant expression or identity variations was found in Experiments 6 and 7, which applied a selective attention paradigm (Garner, 1974). This finding is at variance with previous reports of an asymmetric interaction between both dimensions (Schweinberger et al., 1998; Schweinberger et al., 1999), but is in line with the notion of parallel and independent processing of identity and expression as suggested by Bruce and Young (1986). The major aim of the following experiments was to investigate the influence of task-irrelevant stimulus manipulations on the processing of both facial identity and facial expression using a different approach. Morphing can be used to selectively manipulate stimulus salience of either facial identity or emotional expression (Beale et al., 1995; Calder et al., 1996). One prediction that can be derived from the Bruce and Young model (1986) is that manipulations of stimulus salience on the identity dimension should not influence the processing of emotional expression. Similarly, performance in an identity task should be independent of expression changes. For unfamiliar faces, this was demonstrated in a study by Schweinberger et al. (1999). Morphing from Person A to Person B did not significantly interfere with speeded classifications of emotional expression and morphing from a happy to an angry expression had no influence on the performance in an identity task.
However, studying face perception only with unfamiliar faces bears some important limitations. As there do not exist FRUs for unfamiliar faces, the independence of stored facial identity representations from emotional expressions can only be investigated using familiar stimuli. Also, evidence has emerged that face perception for familiar and unfamiliar faces differs in various aspects. Humans are very good at recognizing and matching familiar faces, and this is to a large extent independent of stimulus quality. However, for unfamiliar faces performances in matching tasks drop dramatically when lighting, viewpoint or expression varies (for a review see Hancock et al., 2000). It has also been shown that the information we use to recognize faces differs depending on the degree of familiarity. External features such as hairstyle and changeable aspects such as a beard are especially important for the perception of unfamiliar faces, while internal and stable characteristics play a crucial role for the perception of familiar faces (Young et al., 1985).

Of particular interest for the present study was, whether morph manipulations of identity influence the processing of emotional expression and whether the recognition of familiar faces can be modulated by selectively manipulating emotional expression.

5.2 Rationale of Experiments 8-10

If facial identity and facial expression were processed in a completely independent manner, familiar faces should be recognized with similar speed and accuracy for all emotional expressions. Similarly, the performance in expression classification tasks should not depend on the degree of familiarity with a face. If, however, the expression processing system does make use of idiosyncratic identity information, which is only available for familiar faces, expressions should be classified faster and more accurately,
when they are displayed by familiar faces. In order to test these predictions, the morphing technique, which allows for a selective manipulation of either facial identity or expression in realistic stimuli was used. Identity was manipulated by morphing from a familiar with an unfamiliar face within a given expression. The expression of a face was varied by morphing from a happy to an angry emotion while identity was held constant. Apart from replicating earlier findings of discontinuous classification functions with continuous stimulus changes that had been reported for morphs across facial identities (Beale et al., 1995, Schweinberger et al., 1999) or across emotions (Calder et al., 1996; Young et al., 1997; Schweinberger et al., 1999) the experiments had two major aims. Schweinberger et al. (1999) have demonstrated that morphing along a task-irrelevant expression dimension did not influence performance in an identity classification task when all face stimuli were unfamiliar. Here it was investigated whether these results extend also to familiar faces. A modulation of face recognition performance by emotional expression for familiar faces would be an indication for an at least partially integrated processing of facial identity and facial emotion and would argue against a normalization process that removes expression information as part of the face recognition pathway (Bruce et al., 1986). The study by Schweinberger et al. (1999) has also shown that morphing across two unfamiliar faces does not affect classifications of constant emotional expressions. In the present study it was tested whether classifications of expression can be modulated by morphing from a familiar with an unfamiliar face. Again, an influence of the degree of familiarity on the performance in the expression task would argue against a complete independence of the processing of identity and emotional expression.
5.3 General Method

5.3.1 Stimuli and Apparatus

Experiments 8 and 9 were conducted at the University of Konstanz, Germany and Experiment 10 was conducted at the University of Glasgow, Scotland.

Stimuli in all experiments were identical. They were based on morphs taken from digitised pictures of sixteen male faces. Eight of the presented persons were actors, sportsmen or politicians who are very familiar in Germany, but not necessarily German (for names see appendix). In order to create face-pairs, an unfamiliar counterpart matched for age and general appearance was selected for each familiar face. All faces were displaying happiness and anger, resulting in 32 original pictures. The photographs of celebrities were obtained from a newspaper archive (Südkurier Konstanz) and two raters selected pictures, which displayed unambiguous emotional expressions.

The photographs were scanned using an AGFA Snapscan1212™ scanner. Pictures of unfamiliar faces were taken with a reflex camera, developed on paper and also scanned.

Posers were instructed to remember a particular situation in which they felt either anger or happiness and to express the emotion. About fifteen pictures were taken from each unfamiliar face and the same two raters again choose the version with the most convincing display of the expression. All original photographs were digitally re-edited in order to standardize size, brightness, contrast and background. The pictures were saved as greyscale bitmaps.

Based on these two sets of original photographs, two types of morph stimuli for each face pair were produced using the commercial Gryphon Morph™ software (Version 2.5). Expression morphs were obtained by transforming happy into angry faces within a constant identity. Identity morphs were produced by transforming a familiar into an
unfamiliar face within a given expression. In order to obtain morph stimuli of photographic quality, a large number of 570 reference points was used. These reference points were distributed in a standardized way over different facial areas such as mouth, nose, chin, eye region and outline (see also Figure 3).

Including the original pictures, one morph continuum consisted of eight steps (subsequently termed *morph levels*) with the proportions of 100:0, 86:14, 71:29, 57:43, 43:57, 29:79, 14:86 and 0:100 between the initial and the final images. The morphs were also saved as bitmaps of the same size and resolution as the original pictures.

This procedure resulted in the following four morph-continua for each of the eight face-pairs (see Figure 14 for examples): from a familiar to an unfamiliar face with a happy expression (identity morphs/happy); from a familiar to an unfamiliar face with an angry expression (identity morphs/angry); from a happy to an angry expression for a familiar face (expression morphs/familiar); from a happy to an angry expression for an unfamiliar face (expression morphs/unfamiliar). The complete stimulus set of 224 faces consisted therefore of eight face pairs with 28 stimuli each (six times four morph stimuli plus the original four pictures per face pair).

The stimuli were presented on black background in the centre of a 19'' monitor that was connected to an IBM compatible personal computer. The same computer and monitor were used for the experiments in Germany (Experiments 8 and 9) and Scotland (Experiment 10). The presentation software was ERTS™ (Experimental Runtime System, Berisoft Corporation). Picture resolution was 17.7 pixels/cm at a screen resolution of 800 by 600 pixels. The size of the stimuli was 10 cm x 7.5 cm at a viewing distance of 60 cm, resulting in a vertical visual angle of 9.5 degrees and a horizontal visual angle of 7.1 degrees.
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Figure 14: Examples of morph stimuli in Experiments 8-10. Top rows: identity morphs from a familiar to an unfamiliar face for happy and angry expressions. Bottom rows: expression morphs for a familiar and an unfamiliar face.

5.3.2 Procedure

Presentation of the stimuli was identical in all three experiments. In all trials a white fixation cross on a black background was shown for 500 ms, followed by a blank screen for 100 ms and a face stimulus visible for 1500 milliseconds or until a key was pressed. After a key-press, the face disappeared and there was a blank screen for 1000 ms. Feedback of a 500 Hz tone that was presented for 150 ms was only given for missing and slow answers (reaction times > 1400 ms). Both speed and accuracy were stressed. Participants responded by pressing the left and right “Ctrl” keys on a standard computer keyboard using both hands. The assignment of left and right hand responses to the particular response alternatives was counterbalanced across participants.

After reading the instructions on the monitor, participants performed twelve practice trials consisting of stimuli that were not used in the experiments and they were given the
possibility to ask questions thereafter. Each experiment consisted of four blocks. Each stimulus was presented once per block so that all pictures were presented four times during the entire experiment. All experimental blocks were preceded by four additional practice trials. Practice trials were not analysed.

Within each block, the 224 stimuli were presented in random order. Each block was followed by a break. The end of the break was self-paced. The duration of the experiment was about 40 minutes. In Experiments 8 and 9, after completing the task, participants rated on a 7-point rating scale how often they had seen the eight celebrities before taking part in the study, with "seen very often" post-hoc coded as "6" and "never seen before" coded as "0". Only participants with an average score above 2.5 were included. In order to ensure that all participants were unfamiliar with all of the supposedly unknown faces, they were presented with one photograph of each unfamiliar face.

Data were averaged across face pairs, resulting in a maximum of 32 trials per condition.

When performing ANOVAs, Epsilon corrections for heterogeneity of covariances, where appropriate, were performed with the Huynh-Feldt method (Huynh-Feldt, 1976) throughout, and α-levels for post-hoc ANOVAs were Bonferroni corrected. Only answers between 150 and 1500 ms were analysed.

5.4 EXPERIMENT 8

5.4.1 Methods

5.4.1.1 Participants

Seventeen participants (eleven women and six men) aged 20-31 years (M = 22.9 years, SD = 3.2 years) contributed data in Experiment 8. The Experiment was conducted
at the University of Konstanz, Germany. Participants received either a fee of 7.50 deutsche marks (DM; \( n = 13 \)) or course credit (\( n = 4 \)). Data from one additional participant was excluded from the analysis due to excessive error rates in at least one experimental condition where identity was not manipulated (>25%, compared to an average across participants of \( M = 2.2\% \)). The average familiarity rating for the celebrities' faces was \( M = 4.6 \) (SD = 1). None of the participants had seen any of the unfamiliar faces before.

5.4.1.2 Procedure

Participants were informed that they would be either presented with a face out of a group of eight celebrities or an unfamiliar face. To avoid systematic false classifications, the celebrities were named before the experiment. It was pointed out that no other familiar faces than these eight would be shown. Participants decided in a speeded two-choice task whether the face was familiar or unfamiliar. Both speed and accuracy were stressed. Responses were made by pressing the left and right “Ctrl” keys on a standard computer keyboard using both hands. The assignment of left and right hand responses to familiar or unfamiliar faces was counterbalanced across participants.

5.4.2 Results

Overall, 97% of the happy and 96% of the angry original familiar faces were classified correctly. Similarly, 99% of the happy unfamiliar and 99% of the angry original unfamiliar faces were classified correctly. Missing answers were extremely rare (< 0.2%) and were not analysed further.
For the identity morphs, ANOVAs were performed on classifications and response times (RTs) with repeated measurements on the variables expression (happy vs. angry) and morph level (familiar to unfamiliar, in eight steps). Due to the ambiguous nature of the identity morphs in the identity task, no ANOVA was performed on errors of commission for these stimuli.

For the expression morphs, ANOVAs were performed on errors of commission and RTs with repeated measurements on the variables familiarity (familiar vs. unfamiliar) and morph level (happy to angry in eight steps).

Incorrect answers were not entered into the RT analyses. Answers were considered as wrong if a face on any level of the expression morph continuum was incorrectly classified as familiar or unfamiliar. On the identity continuum, wrong answers for the non-ambiguous morph levels 1, 2, 7 and 8 were excluded.

5.4.2.1 Morphs along identity (expression constant):

5.4.2.1.1 Reaction times

As expected, there was a morph level main effect $F(7, 112) = 32.4, p<0.001$, with maximum RTs for intermediate morph levels. There was no effect of expression $F(1, 16) < 1$ and no interaction between expression and morph level, $F(7, 112) = 1.5, p > 0.18$.

5.4.2.1.2 Classifications

Expression had no overall influence on classifications of familiarity, $F(1, 16) < 1$. The morph level effect, $F(7, 112) = 772.7, p<0.001$ demonstrated relatively sharp category boundaries (see also Figure 15). There was a trend for the interaction between expression and morph level, $F(7, 112) = 2.32, p<0.07$. Inspection of Figure 15 suggests
that on the familiar end of the morph continuum, happy faces were slightly more likely to be classified as familiar. However, separate ANOVAs on each morph level comparing happy and angry expressions were not significant (Bonferroni corrected $\alpha = 0.006$).

**Experiment 8 (Identity task)**

**Classifications**

![Graph showing percentage of familiar classifications depending on morph level and facial expression.](image)

Figure 15: Results of Experiment 8. Percentage of "familiar" classifications depending on morph level and facial expression. Square symbols correspond to data for faces morphed from familiar to unfamiliar within one expression; circles correspond to faces morphed from a happy to an angry expression within a constant identity.

5.4.2.2 Morphs along expression (identity constant):

5.4.2.2.1 Reaction times:

There was an effect of morph level, $F(7, 112) = 2.2, p < 0.05$. Most importantly, this main effect was further qualified by a highly significant two-way interaction between familiarity and morph level, $F(7, 112) = 4.7, p < 0.001$ (see Figure 16), which was further explored by separate ANOVAs for familiar and unfamiliar faces. The analyses demonstrated a highly significant morph level effect for familiar, $F(7, 112) = 6.1, p <$
0.001, but no effect for unfamiliar faces, $F < 1$. Inspection of Figure 16 suggests that although RTs to familiar faces were shorter for the original happy faces as compared to the original angry faces, the relationship between morph level and RT was U-shaped rather than monotonic. That is, the shortest RTs were seen at the intermediate morph level 3 which corresponds to moderately happy expressions.

To evaluate this impression, orthogonal polynomial contrasts across morph levels were calculated. In addition to a linear trend, $F(1, 16) = 13.9, p < 0.01$, there was a quadratic trend, $F(1, 16) = 21.3, p < 0.001$, with no significant contribution from any higher order trends. Two planned comparisons were then performed between the RT minimum and the two RT maxima. These revealed that familiar faces with a moderately happy expression (morph level 3) were recognized more quickly than the original images of these faces with a happy expression, $F(1, 16) = 5.9, p < 0.05$, and were also classified more quickly than the original angry faces, $F(1, 16) = 27.9, p < 0.001$.

Figure 16: Classification response times for morphs along emotional expressions in Experiment 8. Note that morphing across the irrelevant expression dimension only affects RTs for familiar faces.
5.4.2.2 Error rates:

The analysis of errors of commission revealed a significant main effect of familiarity, $F(1, 16) = 4.86, p < 0.05$, reflecting slightly higher error rates for familiar faces (2.6%) in comparison to unfamiliar faces (1.8%). There was a trend for the variable morph level, $F(7, 112) = 2, p < 0.08$ and a trend for the interaction between familiarity and morph level, $F(7, 112) = 1.9, p = 0.10$.

Separate ANOVAs (at a Bonferroni corrected $\alpha$-level of 0.025) for familiar and unfamiliar faces showed a trend of morph level only for familiar faces, $F(7, 112) = 2.3, p = 0.04$, with minimum error rates for smiling familiar faces (morph level 2, $M = 0.9\%$) and maximum error rates for angry familiar faces (morph level 8, $M = 4.2\%$).

Error rates for the unfamiliar faces did not differ significantly between emotional expressions, $F(7, 112) < 1.3, p > 0.25$.

5.4.3 Discussion

The present data are in line with previous findings of relatively narrow category boundaries for classifications of identity (Beale et al., 1995) and increasing perceptual difficulty for stimuli with increasing distance to the endpoints of the identity morph continuum (Schweinberger et al., 1999).

Typically, familiarity increases processing speed in identity matching or classification tasks (e.g. Bruce, 1982; Valentine et al., 1986; Young et al., 1986). Such a pattern is predicted by the Bruce and Young model (1986) because structural information for familiar faces is thought to be represented in long-term memory in form of domain specific "Face Recognition Units" (FRUs) which in turn activate non-specific "Person Identity Nodes" (PINs) that signal familiarity (Burton et al., 1990). Both FRUs and PINs
are supposed to work fast and automatically, while for the rejection of unfamiliar faces directed and supposedly more time consuming visual processing is required. In this experiment, there was no overall difference between classifications of familiar and unfamiliar faces. This might be due to the fact that participants knew which faces would appear throughout the experiment, reducing uncertainty for “unfamiliar” decisions. Also, unfamiliar counterparts were very closely matched to the familiar faces, which might have encouraged conservative strategies and possibly slowed down classifications of faces as “familiar”.

In line with Bruce and Young’s model (1986) and Schweinberger et al.’s (1999) data, morphing along the task-irrelevant expression dimension influenced neither RTs nor error rates for unfamiliar faces. However, classification response times for familiar faces were clearly affected by morphing along emotional expressions. Participants recognized familiar faces faster when these were displaying happy compared to angry expressions. The results also suggest that especially moderately happy familiar faces were recognized fastest. A similar trend was visible for the accuracy of classifications, indicating that this pattern was not the result of a speed-accuracy trade off. This pattern might reveal information about the nature of stored facial representations rather than reflecting an effect of on the level of pictorial encoding. The influence of pictorial cues in face recognition tasks has been demonstrated in a study by Bruce (1982). When view or expressions differed between study and test phase, RTs both for familiar and unfamiliar faces were slowed down.

For three reasons, it is highly unlikely that the present results were caused by the use of pictorial cues instead of reflecting the structure of long-term stored facial representations. First, in this experiment all familiar and unfamiliar faces were shown
with equal frequency. Second, RTs were shorter and error rates tended to be smaller for artificial morph stimuli which participants had never seen before taking part in the experiment, ruling out that they had any pictorial cues available for the familiar faces. Third, care was taken not to select very typical, “iconic” portraits of the celebrities as the basis of the morph pictures, (such as e.g. the famous portrait of Che Guevara). It seems therefore reasonable to speculate that the effect does not originate from the structural encoding level but from a later stage of processing.

According to Bruce and Young (1986), view and expression independent information is stored at the level of FRUs for every face we are familiar with. It is assumed that repeated encounters with a novel face lead to storage of invariant facial characteristics that are “normalized” with respect to emotional expression. This means that the face recognition system is expected to discard all information, which is irrelevant for extracting the identity of a face. The present data do not support this aspect of the model. There are at least two possible explanations for the faster RTs observed for smiling familiar faces, while classifications of unfamiliar faces were not influenced by expressions. In terms of an interactive activation model of face perception (Burton et al., 1990), top down influences from the “Semantic Information Units” (SIUs) might have a facilitating influence on PINs, if a familiar person is associated with a particular mood or expression. Activation coming from the bottom-up direction via FRUs and spreading to the PINs, where the familiarity decision is thought to be taken (Burton et al., 1990) might require less time to reach a threshold that signals familiarity if a pre-activating top-down influence is present. However, assuming a strictly parallel model, this would require a faster processing of the expression route compared to identity. This seems unlikely, as the opposite has been described for matching tasks using faces including the external facial
features, (Campbell et al., 1996a; Münte et al., 1998; Potter et al., 1997; Strauss et al., 1981). In a study, where only internal features were presented and the identity task was therefore made more difficult, similar RTs for identity and expression matching were found (Bobes et al., 2000). In Experiment 9, it will be tested whether the stimuli used in Experiment 8 can be classified faster with respect to emotional expression than identity.

A further, and possibly more plausible explanation for faster recognition of smiling familiar faces might be an influence of a frequent pairing of a particular face with a certain emotional expression during face familiarization. We might be less likely to encounter celebrities with angry expressions in the media (an idea that is confirmed by the difficulty to find appropriate stimuli!). Such frequency effects might have an influence on the representations of faces at the FRU level. Structural information which is available for familiar faces might be stored in memory together with information about "typical" and "untypical" emotional expressions, resulting in better recognition of familiar faces displaying typical expressions and an inferior performance for atypical expressive displays. In this experiment, the unfamiliar faces for which no FRUs had been available prior to the experiment, were classified independently of emotional expressions. It can be speculated that during the experiment FRUs were established also for these faces as a result of frequent exposure, but because all expressions were shown with an equal frequency no effect was observed for prior unfamiliar faces. It remains to be tested, whether under experimentally controlled conditions the pairing of new face identities with a particular expression during a face learning phase leads to better recognition of faces that are presented at test displaying this expression, even if different exemplars are used.
At first sight, the results contradict a number of experimental studies that did not find an influence of emotional expressions in identity matching tasks (e.g. Campbell et al., 1996a; Young et al., 1986). However, to my knowledge, no pictures of angry celebrities have been presented in any identity matching or face recognition tasks so far, which might explain that no influence of “untypical” expressions on identity processing has been found yet.

As a general limitation that applies both to previous research and the present study, it should be noted that generalizations about a complete independence of face recognition from emotional expression based on research using a limited number of expressions may well be premature. Recent data suggest that different basic emotions are based on separate neural systems (Blair et al., 1999; Calder et al., 1996; Sprengelmeyer et al., 1997; Sprengelmeyer et al., 1998). Thus, the possibility needs to be considered that each of these systems might interact differently with face recognition areas.

After demonstrating influences of emotional expressions on classifications of familiar faces, it will now be explored whether classifications of emotional expressions can also be modulated by familiarity. Furthermore, a comparison of overall performances in the identity task with an expression classification task allows for a testing of the above mentioned top-down influences via semantic information units on familiarity processing. For such an influence to occur in a parallel and modular system, mean reaction times for classifications of emotional expressions should be faster than classifications of identity.
5.5 EXPERIMENT 9

5.5.1 Method

5.5.1.1 Participants

Eighteen different participants (twelve women and six men) aged 19-26 years \((M = 21.8\text{ years}, SD = 2.7\text{ years})\) took part in Experiment 9. Participants received either a fee of 7.50 deutsche marks (DM; \(n = 13\)) or course credit \((n = 5)\). The Experiment was conducted at the University of Konstanz, Germany. The mean familiarity rating for familiar faces was \(M = 4.5\) \((SD = 1)\).

One subject recognized one of the unfamiliar faces and her data were replaced by an additional participant. Data from another additional participant had been replaced because of problems in sustaining concentration.

5.5.1.2 Procedure

Stimuli and presentation were identical to Experiment 8. The task required participants to make speeded two-choice classifications and decided, whether the faces displayed either a happy or an angry expression.

5.5.2 Results

Overall, original happy familiar faces were classified correctly to 96% and original happy unfamiliar faces yielded 92% correct responses. Both familiar and unfamiliar original angry faces were classified correctly to 91%. Missing answers were extremely rare \((M < 0.2\%)\) and were not analysed further.

For both morph types ANOVAs with repeated-measurement factors that were identical to the ones in Experiment 8 were performed. For the expression morphs,
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ANOVA were performed on the classifications of the stimuli as happy or angry and on classification response times. Due to the ambiguous nature of the expression morphs in this task, errors of commission were not analysed for this morph type.

For the identity morphs, ANOVAs were performed on errors of commission and RTs.

Only correct answers were entered into RTs analyses. Answers were considered as wrong if an expression on any level of the identity morph continuum was not classified correctly. On the expression continuum, wrong answers for the non-ambiguous morph levels 1, 2, 7 and 8 were excluded.

5.5.2.1 Morphs along identity (expression constant):

5.5.2.1.1 Reaction times:

There was a significant main effect of expression, $F(1, 17) = 27.7, p < 0.001$, suggesting faster RTs for happy compared to angry expressions ($M = 613$ ms vs. $M = 679$ ms, respectively). Importantly, there was a highly significant morph level main effect, $F(7, 119) = 9.2, p < 0.001$, which was further modulated by type of expression, as suggested by the significant two-way interaction, $F(7, 119) = 2.6, p < 0.05$ (see Figure 17).

Consecutively performed separate ANOVAs for happy and angry expressions yielded a highly significant effect of morphing from familiar to unfamiliar faces for happy expressions, $F(7, 119) = 8.7, p < 0.001$. There was also a significant main effect for angry expressions, $F(7, 119) = 4.1, p < 0.001$.

Overall, inspection of Figure 17 suggests a linear increase of RTs along the identity morph continuum, however, the curves for happy and angry faces slightly differ with respect to a potential quadratic trend for angry faces. Therefore, the morph level main
effect and the interaction between morph level and expression were further explored by performing an analysis of polynomial contrasts, which tested for linear and quadratic trends.

Figure 17: Results of Experiment 9 (classifications of emotional expression). RTs (left) and error rates (right) for faces morphed along identity within a constant expression. Square symbols demonstrate data for happy faces, circles depict the data for angry faces.

The analysis including both happy and angry faces revealed a highly significant linear trend, $F(1, 17) = 35.4, p < 0.001$, which suggested increasing RTs from familiar to unfamiliar faces (see also Figure 17). A quadratic trend for morph level interacted with expression, $F(1, 17) = 9.3, p < 0.01$.

A separate analysis of polynomial contrasts for happy faces revealed a highly significant linear trend, $F(1, 17) = 36.0, p < 0.001$, with increasing RTs from familiar to unfamiliar happy faces. For angry faces, in addition to a significant linear trend, $F(1, 17) = 8.8, p < 0.01$, which suggested increasing RTs from familiar to unfamiliar faces, there
was also a quadratic trend, $F(1, 17) = 7.2, p < 0.05$, with maximum RTs for intermediate morph levels.

5.5.2.1.2 Error rates:

There was no main effect of morph level, $F(7, 119) = 1.7, p = 0.14$. Overall, error rates were higher for angry expressions, $F(1,17) = 9.2, p < 0.01$ ($M = 9.2\%$ vs. $M = 4.6\%$ for angry and happy expressions, respectively). This effect was further qualified by a significant interaction between expression and morph level, $F(7, 119) = 4.7, p< 0.001$ (see also Figure 17). The interaction was explored by separate ANOVAs for happy and angry faces, which revealed a highly significant effect of morphing from familiar to unfamiliar faces for happy expressions, $F(7, 119) = 7, p < 0.001$, while there was no morphing effect for angry faces $F(7, 119) = 1, p > 0.39$.

An analysis of polynomial contrasts including only happy expressions revealed both a linear, $F(1, 17) = 13.4, p < 0.01$, and a quadratic trend, $F(1, 17) = 20.3, p < 0.001$, suggesting overall increasing error rates from familiar to unfamiliar faces, with numerically lowest error rates for morph level 4. These analyses suggest that RT effects were not due to a speed accuracy trade-off.

5.5.2.2 Morphs along expression (identity constant):

5.5.2.2.1 Reaction times:

The ANOVA revealed a significant main effect of familiarity, $F(1, 17) = 18.6, p < 0.001$, reflecting faster expression classifications for familiar faces ($M = 676$ ms vs. $M = 694$ ms). As expected, RTs were also significantly influenced by the morphing procedure,
F(7, 119) = 33.4, p < 0.001, demonstrating maximum RTs for the intermediate morph levels (see also Figure 18).

![Experiment 9 (Expression task)](image)

**Figure 18:** Results of Experiment 9 (classifications of facial expression). Classification response times for faces morphed from a happy to an angry expression within a given identity. Square symbols show data for familiar faces, circles depict the data for unfamiliar faces.

### 5.5.2.2.2 Classifications:

In addition to the expected highly significant main effect of morph level, \( F(1, 119) = 640.3, p < 0.001 \), which reflects relatively sharp category boundaries, there was a significant effect of familiarity on classifications of emotional expressions, \( F(1, 17) = 12.3, p < 0.01 \), suggesting that familiar faces were more likely to be classified as "happy" (57% vs. 53%, familiar and unfamiliar faces, respectively). This effect was further qualified by a significant interaction between familiarity and morph level \( F(7, 119) = 3.47, p < 0.001 \). Visual inspection of Figure 19 suggests that on the angry end of the expression morph continuum classifications were similar for familiar and unfamiliar
faces, while happy and moderately happy faces seemed to evoke a higher percentage of “happy” responses for familiar faces.

Figure 19: Results of Experiment 9 (classifications of emotional expressions). Percentage of "happy" classifications depending on morph level and familiarity. Square symbols correspond to data for faces morphed from a happy to an angry expression within a given identity; circles indicate data for faces morphed along identity for a constant emotional expression.

This impression was confirmed by separate ANOVAs comparing familiar and unfamiliar faces on each morph level. They revealed significant differences between familiar and unfamiliar faces for morph level 1, $F(1, 17) = 12.36, p < 0.001$, and for morph level 3, $F(1, 17) = 19.7, p < 0.001$ (morph level 1: $M = 96.4\%$ vs. $M = 91.8\%$ happy classifications for familiar and unfamiliar faces, respectively; morph level 3: $M = 90.6\%$ vs. $M = 84.7\%$ happy classifications for familiar and unfamiliar faces, respectively). Differences for morph level 2, $F(1, 17) = 7, p = 0.017$ and morph level 4, $F(1, 17) = 9.2, p = 0.007$ were just marginally significant at the corrected $\alpha$-level of 0.006 (morph level 2:
Facial Identity, Expression and Facial Speech

5.5.3 Discussion

These data confirm previous findings of narrow category boundaries for classifications of emotional expressions (Schweinberger et al., 1999; Young et al., 1997). The finding that overall, happy emotional expressions were classified faster than other basic expressions has been reported before (Ekman et al., 1982; Kirouac et al., 1983). It has been suggested that this might be due to a more holistic processing for happy expressions in contrast to a more analytic processing of other basic emotions (Kirita et al., 1995).

In an identity classification task a strong correlation between familiarity and the identity categorization effect has been reported (Beale et al., 1995). The results in this expression categorization task suggest similar expression category boundaries for familiar and unfamiliar expression morphs. However, more consistent answers for familiar faces were found on the happy side of the expression continuum, while classifications of angry expressions did not differ between familiar and unfamiliar faces. In Experiment 8 faster and more accurate familiarity decisions for smiling familiar faces were found. This might provide further evidence that structural information at the level of FRUs (Bruce et al., 1986) might be stored together with typical expressions of familiar faces. Error rates for decisions on expression did not differ significantly between familiar and unfamiliar faces for angry displays.

Reaction times for expression classifications did not only demonstrate an effect of morphing along the expression dimension, but also increased along the familiar-
unfamiliar continuum. In particular, there was a linear RT increase from familiar to unfamiliar faces for both expressions, while morphing along identity also showed a quadratic trend for angry faces. On the whole, error rates seemed basically to reflect the reaction time effects. Error rates for happy faces increased linearly along the identity continuum. However, according to the quadratic trend, error rates seemed to be smallest for the intermediate morphs. For angry expressions, error rates were not influenced by familiarity. The results extend those of Schweinberger et al. (1999), who reported no influences of morphing across two unfamiliar faces in an expression classification task using happy and angry faces. Here, performance for happy expressions decreased with increasing distance to the starting point of the identity morph continuum representing the original familiar faces. The findings might argue against a model of a strictly modular and independent processing of facial identity and emotional expression. The described effects might be due to an interaction between FRUs (Bruce et al., 1986) and processes that analyse facial expression. If the expression processing system was able to make use of idiosyncratic identity specific expressions, emotional expressions should be processed faster for highly familiar faces. At first sight, the present data are line with such an interpretation. It has to be noted that the results area at variance with experimental studies that did not find an influence of familiarity in expression matching tasks (Bobes et al., 2000; Bruce, 1986; Campbell et al., 1996a; Young, Hay & McWeeny, 1986). However, task requirements differ between expression matching and classification. Stored emotional “prototypes” might be more likely to influence decisions in speeded categorization than in matching, because directed visual processes might play a less significant role in classification tasks.
However, the present results have to be interpreted with caution because limited information is available about the "expressiveness baseline" for the familiar and unfamiliar stimulus sets. Although care has been taken to match the original familiar and unfamiliar faces that were used as basis for the morph stimuli as closely as possible, they still might have differed with respect to overall expressiveness. In addition, participants might have noticed a difference between the necessarily posed expressions displayed by unfamiliar faces, and the possibly more authentic expressions displayed by the familiar faces. It was therefore decided to test the familiar and unfamiliar picture sets for differences in a priori expressiveness by presenting them to participants who had no or at least a much lower degree of familiarity to the celebrities than the participants in Germany. A move to Scotland made it possible to re-run Experiment 9 at the University of Glasgow, Scotland, with British undergraduate students who had a significantly lower degree of familiarity to the celebrities. Similar RT increases from "familiar" to unfamiliar stimuli for participants who are unfamiliar with all faces would imply that differences in expressiveness between the original picture sets might have produced the identity morph effect on classifications of expression in Experiment 9.

5.6 EXPERIMENT 10

5.6.1 Method

5.6.1.1 Participants

The Experiment was conducted at the University of Glasgow, Scotland. In order to recruit participants, a poster was attached to a blackboard in the entry area of the Department of Psychology. It showed unedited portraits of all sixteen persons presented in Experiments 8 and 9. All photographs were different from the ones used in the
experiment. The faces displayed a neutral expression and the original background was preserved. It was pointed out that subjects could only participate if they were unfamiliar with all of the shown persons.

In an attempt to ensure that all participants included in the analysis were unfamiliar with all faces, subjects were given a questionnaire after taking part in the experiment. It showed printouts of all faces, one portrait per page. For each face participants completed a 5-point rating scale, with "very familiar" coded as "4" and "never seen before" coded as "0". For any ratings other than “0” participants were asked to indicate the profession or name of the person. Only data of subjects who rated at least five out of the eight celebrities as completely unfamiliar (rating = 0) were included in the analysis. This criterion was reached by eighteen participants. (twelve women and six men) aged 19-31 years (M = 21.3 years, SD = 2.1 years; familiarity ratings: M = 0.29 and M = 0.09 for the celebrities and unfamiliar faces, respectively). Four participants correctly identified maximally one person. One subject was able to name two of the celebrities, while all others could not correctly identify any of the faces. All participants received 3.50 GBP (Pounds Sterling).

Data from thirteen additional participants were excluded, because they rated at least four out of the eight celebrities as familiar (rating > 0; M = 1.2). Data from two additional participants were excluded from the analysis because their error rates exceeded 25% in at least one experimental condition where emotional expression was not manipulated (Mean across participants: M = 4.8%).

5.6.1.2 Procedure

Stimuli, presentation and task were identical to Experiment 9.
5.6.2 Results

Overall, 96.5% of the original happy “familiar” and 95% of the original happy unfamiliar faces were classified correctly. For the original angry expressions, “familiar” faces yielded 87.8% and unfamiliar faces 92.2% correct responses. Missing answers were extremely rare ($M < 0.7\%$) and were not analysed further.

ANOVA with identical repeated measurement factors as in Experiment 9 were performed. For comparisons between Experiment 9 and 10, ANOVAs including an additional between subjects variable “site” (Germany vs. Scotland) were performed.

5.6.2.1 Morphs along identity (expression constant):

5.6.2.1.1 Reaction times:

Overall, happy expressions were classified faster than angry expressions, $F(1, 17) = 109.0, p < 0.001$. As in Experiment 9, there was a significant main effect of morph level, $F(7, 119) = 5.8, p < 0.001$.

An additional ANOVA including data from Experiment 9 and 10 and site as between subjects factor showed no overall difference between both experiments, $F(2, 24) = 2.9, p > 0.1$. Notably, the significant interaction between site and morph level $F(7, 238) = 2.5, p < 0.05$, indicated that the effects of morphing along identity differed between the German and the Scottish sample.

However, an analysis of polynomial contrasts for Experiment 10 also revealed a significant linear trend, $F(1, 17) = 12.3, p < 0.01$, suggesting increasing RTs from “familiar” to unfamiliar faces (see Figure 20). In addition, there was also a quadratic trend, $F(1, 17) = 5.8, p < 0.05$. 
A further analysis of polynomial contrasts including data from both experiments suggested that the linear trend was only marginally influenced by site, $F(1, 34) = 3.1, p < 0.09$, while the interaction was significant for the quadratic trend, $F(1, 34) = 5.9, p < 0.05$.

5.6.2.1.2 Error rates:

The analysis of errors of commission revealed a significant main effect of expression, suggesting overall lower error rates for happy faces, $F(1, 17) = 59.5, p < 0.001$, ($M = 3.5\%$ vs. $M = 11.6\%$, for happy and angry expressions, respectively). The effect of morphing from “familiar” to unfamiliar faces was significant, $F(7, 119) = 2.3, p < 0.05$. This effect was further specified by a highly significant interaction between expression and morph level, $F(7, 119) = 3.5, p < 0.01$, which was further explored by separate ANOVAs for happy and angry faces. For happy expressions, there was no effect
of morphing along identity, $F(1, 17) = 1.7, p > 0.14$. While for angry expressions, error rates seemed to decrease from “familiar” to unfamiliar faces, $F(7, 119) = 3.5, p < 0.01$ (see also Figure 20).

An analysis of polynomial contrasts for angry expressions in Experiment 10 yielded a linear trend, $F(1, 17) = 5.3, p < 0.05$, suggesting decreasing error rates from “familiar” to unfamiliar faces. This implies that there might have been some speed-accuracy trade-off for angry identity morphs in Experiment 10.

An ANOVA including data from Experiment 9 and 10 yielded a highly significant interaction between site and morph level, $F(7, 238) = 3.0, p < 0.01$. This interaction was not further specified by expression, as demonstrated by the non-significant three-way interaction between site, morph level and expression, $F < 1$.

5.6.2.2 Morphs along expression (identity constant):

5.6.2.2.1 Reaction times:

The ANOVA indicated shorter RTs for “familiar” compared to unfamiliar faces, $F(1, 17) = 13.9, p < 0.01$ ($M = 637$ ms vs. $M = 650$ ms). The expected morph level main effect, $F(7, 119) = 66.2, p < 0.001$ interacted only marginally with “familiarity”, $F(7, 119) = 2.18, p = 0.06$ (see Figure 21).

An ANOVA including data from Experiments 9 and 10 did not show an interaction between site and “familiarity”, $F(1, 34) < 1$, suggesting that across all morph levels, RT differences between “familiar” and unfamiliar faces were of similar size in both experiments ($M_{diff} = 18$ ms vs. $M_{diff} = 13$ ms in Experiments 9 and 10, respectively).
5.6.2.2.2 Classifications:

There was no overall effect of "familiarity", $F(1, 17) < 1$. The expected effect of morph level, $F(7, 119) = 521.1, p < 0.001$, only interacted marginally with "familiarity", $F(7, 119) = 2.11, p = 0.065$ (see also Figure 22).

An ANOVA including data from the German and the Scottish sample revealed a significant interaction between "familiarity" and morph level, $F(7, 238) = 3.5, p < 0.01$, and a marginally significant three-way interaction between site, "familiarity" and morph level, $F(7, 238) = 2.1, p = 0.059$. 

Figure 21: RTs for faces morphed between expressions within a constant identity in Experiment 10.
Experiment 10 (Expression task)

Classifications

Figure 22: Percentage of "happy" classifications depending on morph level and "familiarity" in Experiment 10. Square symbols show expression morphs, circles depict data for morphs between identities.

5.6.3 Discussion

Overall, the results in Experiment 10 are similar to the ones in Experiment 9. Importantly, there was a linear increase of RTs for morphs from "familiar" to unfamiliar faces in both experiments and this linear trend interacted only marginally with experimental site. This suggests that the influences of familiarity on classifications of emotional expressions found in Experiment 9 might have been at least partially due to differences in general expressiveness between the familiar and the unfamiliar original picture sets.

However, participants in Germany (Experiment 9) had demonstrated a "happy-bias" for familiar faces: familiar faces were more likely to be classified as "happy". This was not the case in Scotland. Furthermore, the interaction between familiarity and expression morph level found in Germany showed that the first four morph levels along the expression continuum were more likely to be classified as "happy", when they were
displayed by familiar faces. Pictures on the "angry half" of the morph continuum were classified in a similar way for familiar and unfamiliar faces. This interaction between familiarity and expression morph level was influenced by the factor "site". In Germany, participants were more likely to classify expressions as happy, if the poser was familiar. In Scotland, where all faces were unfamiliar, this bias was not observed. However, morphs along emotional expressions were classified faster for "familiar" faces, and this effect did not interact significantly with site. A similar picture emerged for morphs along identity. Overall, morphing from familiar to unfamiliar faces had produced increasing RTs in Germany. Although this morph level main effect interacted significantly with site, the linear trend, which was observed in both experiments only interacted marginally with site.

However, some evidence for an influence of familiarity comes from the analysis of error rates. In Germany, error rates had only increased systematically along the identity continuum for happy expressions. In Scotland, error rates for happy faces were not influenced by "familiarity". For angry faces, error rates linearly decreased from "familiar" to unfamiliar faces. Here, participants in Scotland might have traded speed for accuracy, which might partly explain longer RTs for unfamiliar faces.

Finally, the influence of morphing along identity interacted with site, suggesting qualitative differences between the two Experiments. Importantly however, this did not yield for the linear trend of RTs of expression classifications for morphs from "familiar" to unfamiliar faces.

To sum up, the findings of an facilitating effect of familiarity on the analysis of expression in Experiment 9 has to be interpreted with caution. Although there might be an effect of familiarity in the sense that participants in Experiment 9 tended to associate
familiar faces with happy expressions, which is reflected by a "happy bias" for familiar faces, the finding that familiarity facilitates the processing of facial expression was not substantiated unequivocally in Experiment 10. Thus, the possibility remains that the advantage for processing expressions from familiar relative to unfamiliar faces (as seen in Experiment 9) was at least partially due to differences in expressiveness between the pictures used in the familiar and unfamiliar sets. However, it has to be mentioned that this is difficult to decide at present, because there might have been residual differences in familiarity between the sets in Experiment 10, as the familiarity ratings were not equal to zero. This issue therefore requires more stringent investigation.

5.7 General Discussion

Experiments 8-10 investigated dependencies between the processing of facial identity and emotional expression using morphed stimuli in speeded two-choice classification tasks. The experiments were designed with respect to a model of face perception, which assumes modular and independent parallel processing of identity and emotional expression (Bruce and Young, 1986). The model predicts that face recognition is independent of systematic variations of emotional expressions and that classifications of emotional expressions are not modulated by familiarity.

In Experiment 8, morphing along emotional expressions influenced classification speed and error rates only for familiar faces, while no modulation was observed for unfamiliar faces. While the results replicate and extend findings of sharp category boundaries for the perception for identity (Beale et al., 1995; Schweinberger et al., 1999), they cannot be accounted for by a model which assumes completely expression independent representations of familiar faces. Also, the notion of a "normalization" of
emotional expressions when classifying facial identity is not in line with the present results.

Data on the relationship between face recognition and expression analysis including a range of various emotions are extremely sparse in the literature. A number of experimental studies did not find influences of emotional expression on the processing of identity. Most of these studies used matching paradigms (Bobes et al., 2000; Campbell et al., 1996a; Young et al., 1986) which might not provide an optimal approach to explore stored representations of faces because face matching might require a higher degree of directed visual processing than the classification task applied here and might underestimate the influence of person specific visual memory. Furthermore, to my knowledge no study so far systematically manipulated expressions of familiar faces the way it was done here by means of morphing. In most studies, the null-hypotheses was accepted and generalized across the processing of expression in general, although only stimuli displaying a limited number of expressions were used.

However, there seems to be evidence for facilitated face recognition by certain types of expressions (Davies et al., 1982; Endo et al., 1992; Kottoor, 1989; Sansone et al., 1996; all cited in: Baudouin et al., 2000). Endo et al. (1992) found better recognition of famous faces when they were smiling, whereas students recognized their teachers better when pictures displayed neutral expressions. In a recent study, smiling faces were more likely to be classified as familiar than neutral faces (Baudouin et al., 2000). These results are in line with the present data and suggest that under certain conditions face recognition might be influenced by emotional expression. An explanation of the results in Experiment 8 in terms of superficial pictorial information (Bruce, 1982) available only for pictures of celebrities can be ruled out. It is particularly striking that face recognition
was fastest and most accurate for the artificial morph stimuli that had never been seen by the subjects before taking part in the experiment.

A parallel model of identity and expression, which allows for top-down processing via the cognitive system and Person Identity Nodes (Burton et al., 1990) might explain more efficient face recognition for expressions that are highly associated with familiar persons via top-down semantic activation. However, as this would include some additional processing time for a cognitive component following the analysis of expression, such an explanation would require slower response times in the identity compared to the expression task due to the additional component. This was not the case for the used stimuli: an ANOVA comparing Experiment 8 (identity task) and Experiment 9 (expression task) across all morph levels revealed shorter RTs for the identity task, $F(1, 33) = 12.3, p < 0.01$ ($M = 598$ ms vs. $M = 668$ ms for Experiment 8 and 9, respectively).

An alternative explanation which still allows for a parallel processing of both dimensions might be that structural information used to recognize familiar faces might preserve some information about typical expressions, possibly creating an “emotional prototype” for each familiar person. A prototype effect refers to a tendency to recognize a face corresponding to the central value of a series of seen faces, even when this central value or prototype has not been seen (e.g. Cabeza et al., 1999). Possibly, the construction of such a prototype might include information about person specific “typical” expressions. At the moment it can only be speculated whether better recognition for smiling familiar faces originated from stored information about “typical” expressions, because information about the frequency with which participants had encountered an expression displayed by a particular face during familiarization is not available for the faces used here. However, an inspection of journals and other media suggests that most
celebrities are more likely to be seen with smiling than angry expressions. More research using controlled exposure to emotional displays during face learning is necessary to answer this question.

It has previously been shown that both for the processing of identity and expression, configural information is extracted from a face (Calder et al., 2000). If the face recognition system was able to take idiosyncratic configurational information into account when analysing expressions, performance should be better for expressions displayed by familiar faces. Experiments 9 and 10 demonstrated an influence of familiarity in the sense of a higher probability to associate familiar faces with happy expressions. However, there was no unequivocal effect for classification response times in the expression tasks. The finding of linearly increasing RTs with decreasing familiarity for participants in Germany (Experiment 9) was also observed in a control study including British participants who were unfamiliar with all faces (Experiment 10). The linear trend only marginally interacted with site. This implies that differences between the familiar and unfamiliar faces may have been at least partially due to differences between the stimulus sets with respect to expressiveness, rather than representing an influence of familiarity on the processing of expression. This would be in line with a number of studies that did not find an influence of familiarity on expression matching (Bobes et al., 2000; Bruce, 1986; Campbell et al., 1996a; Young et al., 1986). However, there are some data supporting the notion of contingencies between identity and expression processing from studies that used speeded classification instead of matching tasks. Baudouin et al. (2000) reported that expressions displayed by familiar faces could be recognized better than expressions of unfamiliar faces when the mouth was covered or presentation time
was short. There is a report that speeded classifications of emotions from video clips were influenced by familiarity (Peng, 1989; cited in: Campbell et al., 1996a).

To summarize, there was some evidence for an influence of familiarity on expression classification in the sense that familiar faces were more likely to be classified as happy. However, the experiments do not provide clear-cut evidence of a faster expression processing for familiar faces. The findings demonstrate an influence of expression on face recognition, while classifications of unfamiliar faces were unaffected by morphing along expression. It was argued that this pattern might be caused by expression dependent representations at the FRU level. Future research has to demonstrate whether similar effects can be found with morph stimuli of experimentally familiarized faces which would allow for a controlled exposure to specific identity-expression combinations.
6 Experiments 11 and 12: Influence of relative processing speed of identity and expression in the selective attention paradigm. Experiments with morphed faces

6.1 Purpose of Experiments 11 and 12

The experiments aimed at further investigating the relationship between the processing of identity and emotional expression by applying Garner's paradigm of selective attention. A recent study that had used this paradigm (Schweinberger et al., 1998) suggested an "asymmetric relationship" between the processing of facial identity and emotional expression in the sense that identity is processed independently of expression but not vice versa. In contrast, Experiment 6 and 7 did not show an asymmetric relationship between these two dimensions. It was argued that three possible explanations could have accounted for the conflicting results. First, the lack of orthogonal interference in Experiment 6 and Experiment 7 might have been due to a successful control of a potentially asymmetric increase of task difficulty, which might have been present in the study by Schweinberger et al. (1998). The design of Experiment 6 and 7 controlled for differences in overall stimulus variability between blocks and made sure that the increase of task-relevant information from the control to the orthogonal condition was comparable in both tasks.

Alternatively, the diverging results might have been due to differences in the definitions of identity variations. In the experiments by Schweinberger et al. (1998), identity was defined with respect to individual face identity, while in Experiments 6 and 7, the identity dimension was defined in terms of a super-ordinate face familiarity.
category. Although the familiarity category was held constant in the control condition of the expression task, a variety of individual faces was presented. This might have produced orthogonal interference in the control condition and possibly levelled potential differences between the control and the orthogonal condition in the expression task.

Finally, another important aspect that differed between the study by Schweinberger et al. (1998) and the present Experiments 6 and 7 was overall task difficulty. Task difficulty as reflected by processing speed might differ between the identity and the expression dimension (Campbell et al., 1996a; Schweinberger et al., 1999), although this is probably dependent on the particular stimuli that are used. In fact, there was a trend for faster identity classifications compared to classifications of expression for the faces used by Schweinberger et al. (1998), while no such difference was found for the stimulus set presented in Experiments 6 and 7. Interestingly, Schweinberger et al. (1998) found an influence of identity variations on expression classifications, while classifications of identity were unaffected by variations of expressions. In contrast, no orthogonal interference in any of both tasks was found in Experiments 6 and 7.

Importantly, in the selective attention paradigm the more difficult dimension might be more affected by irrelevant variations of the easier dimension than vice versa. If this were the case, the findings of an asymmetric interaction between the processing of identity and expression (Schweinberger et al., 1998) might be at least partially stimulus dependent and might not be generalized. Schweinberger et al. (1999) investigated the role of perceptual saliency and relative processing speed for the asymmetric relationship between identity and expression processing. By means of morphing they selectively manipulated stimulus saliency either for the identity or the expression dimension and found that perceptual saliency had no influence on the previously reported asymmetric
interaction in the selective attention paradigm. However, for the same reasons already outlined above (for a discussion see sections 2.5 and 4.1) the design of the study does not rule out the possibility that the results were produced by picture based response strategies or by an asymmetric increase of relevant information in the expression and the identity task. Therefore, the possibility remains that findings of an asymmetric interaction were mainly caused by differences in overall task difficulty and that the absence of orthogonal interference in Experiments 6 and 7 reflects similar task demands.

Experiments 11 and 12 addressed the question whether the absence of an asymmetric interaction between identity and expression classifications in Experiments 6 and 7 was due to identical processing speed in both tasks. This was tested by using a similar design as in Experiments 6 and 7, while the difficulty of the particular relevant dimension was selectively manipulated by means of morphing.

6.2 Rationale of Experiments 11 and 12

If the asymmetric interaction between the processing of identity and facial expression in the selective attention paradigm (Schweinberger et al., 1998) really reflects a stable functional architecture of face perception, the absence of such an interaction in Experiments 6 and 7 might have been due to differences with respect to the definition of identity variations in both studies. Alternatively, the reported asymmetric interaction might have been a product of overall differences in task difficulty and relative processing speed. Such an explanation might account for the absence of any orthogonal interference in Experiments 6 and 7, where both tasks yielded similar reaction times.

It was the aim of Experiments 11 and 12 to further investigate the conflicting results of Experiments 6 and 7 and the studies by Schweinberger et al. (1998; 1999). The overall
design is similar to Experiments 6 and 7, but the crucial difference is that in Experiments 11 and 12, task difficulty will be selectively manipulated by means of morphing. The objective is to test whether orthogonal interference can be found, if the respective relevant dimension is more difficult to process than the irrelevant dimension. If this were the case, it would suggest that the absence of orthogonal interference in Experiments 6 and 7 was due to the fact that processing speed for the two tasks did not differ significantly for the used stimuli. Such a finding would limit the extent to which Schweinberger et al.'s (1998; 1999) results can be generalized.

It has been shown that morphing can be used to selectively manipulate either facial identity or facial expression information, leaving the respective other dimension relatively unaffected (Beale et al., 1995; Calder et al., 1996; Schweinberger et al., 1999; but see also Experiment 8). In the present experiments, the selective attention paradigm was applied to stimuli that were either easy or difficult to classify with respect to a particular task-relevant dimension, which was either expression (Experiment 11) or identity (Experiment 12). The task-irrelevant dimension was always highly salient and therefore easy to classify. The rationale was borrowed from Schweinberger et al. (1999), who used the starting and end points of morph continua between either two facial identities displaying the same expression or two emotional expressions within the same identity as highly salient (or easy) stimuli. Morph pictures on levels 3 and 6 on the respective task-relevant morph continuum, which were still classified consistently, but at lower speed (as also shown in Experiments 8 and 9) were used as less salient (or difficult) stimuli.

The design of the experiments was similar to Experiments 6 and 7. Participants performed speeded classifications of either identity or facial expression in a selective
attention paradigm. As in Experiments 6 and 7, identity was defined in terms of a face familiarity category and there were variations with respect to individual face identity within familiarity categories and therefore within the control condition of the expression task. Similar to Experiments 6 and 7 pictorial response strategies and asymmetric increases of task-relevant information were controlled for by using a significantly larger stimulus set than in recent studies (Schweinberger et al. 1998; Schweinberger et al., 1999). Because of the limited informative value of the correlated condition and the potential problems regarding its interpretation, it was decided only to use control and orthogonal conditions in Experiments 11 and 12.

The following outcomes can be anticipated: an orthogonal interference of the relevant on the irrelevant dimension is only found, when the relevant dimension is significantly more difficult to classify than the irrelevant one. Such a result would argue for a crucial influence of relative processing speed on the reported asymmetric interaction (Schweinberger et al., 1998) and explain the absence of such an interaction in Experiments 6 and 7, where reaction times were the same in both tasks. Such a finding would suggest that reports of an asymmetric interaction between the processing of identity and expression do not generalize across different stimulus characteristics and probably do not reflect a fixed architecture of face perception processes.

Alternatively, irrespective of stimulus saliency, orthogonal interference might be found neither in the identity nor in the expression task. In this case the question whether conflicting results between Experiments 6 and 7 and the studies by Schweinberger et al. (1998; 1999) were either caused by different definitions of identity variations or were due to an efficient control of an asymmetric increase of task-relevant information from the
control to the orthogonal conditions in Experiment 6 and 7 would have to be further investigated.

6.3 Method

6.3.1 Stimuli and Apparatus

A subset of the stimuli from Experiments 8 and 9 was used. These included the original photographs (morph levels 1 and 8) and morph levels 3 and 6 for expression and identity morphs. Experiments 8 and 9 had shown that faces morphed along expressions or identities are perceived in a relatively categorical manner, while increasing RTs reflect differences in stimulus saliency. Similarly to the study by Schweinberger et al. (1999), morph levels 3 and 6 were selected, because for these morph levels classifications were still consistent but significantly slower, suggesting a decrease of perceptual saliency or in other words an increase of relative task difficulty.

In an attempt to obtain a homogenous stimulus set that was classified consistently both with respect to expression and familiarity, six of the eight face pairs used in Experiments 8 and 9 were selected. Two face pairs were excluded because error rates for at least one of the difficult morph levels were too high (difference between error rates for a particular face pair and average error rates exceeded 20%).

In Experiment 11 (identity task), morph levels 1, 3, 6 and 8 of the identity morphs as described for Experiment 8 were used. For morph level 1 and 8 identity was easy, and for morph levels 3 and 6 identity was difficult to classify. Faces either displayed a happy or an angry expression and the expression information was always highly salient (for examples of the stimuli see also Figure 23).
This resulted in a total stimulus set of 48 pictures (two easy familiar faces, happy and angry; two easy unfamiliar faces, happy and angry; two difficult familiar faces, happy and angry; two difficult unfamiliar faces, happy and angry, for six face pairs each):
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Figure 23: Examples of stimuli used in Experiment 11. Top row: morphs from a familiar to an unfamiliar face, within a happy expression. Bottom row: morphs from a familiar to an unfamiliar face within an angry expression (morph levels 1, 3, 6, 8 from left to right).

In Experiment 12, morph levels 1, 3, 6 and 8 of the expression morphs were used. Accordingly, for morph levels 1 and 8, the expression dimension was easy, and for levels 3 and 6 difficult to classify. Faces were either familiar or unfamiliar and the identity dimension was highly salient for all stimuli (for examples see also Figure 24).

This resulted in a total stimulus set of 48 pictures (two easy happy faces, familiar and unfamiliar; two easy angry faces, familiar and unfamiliar; two difficult happy faces, unfacon known.
familiar and unfamiliar; two difficult angry faces, familiar and unfamiliar, for six face pairs each).

![Image of facial expressions](image)

**Figure 24:** Examples of stimuli in Experiment 12. Top row: morphs from a happy to an angry expression for a familiar face. Bottom row: morphs from a happy to an angry expression for an unfamiliar face (morph levels 1, 3, 6, 8 from left to right).

The stimuli were presented on black background in the centre of a 19” monitor that was connected to an IBM compatible personal computer. The presentation software was ERTS\textsuperscript{TM} (Experimental Runtime System, Berisoft Corporation). Picture resolution was 17.7 pixels/cm at a screen resolution of 800 by 600 pixels. The size of the stimuli was 10 cm x 7.5 cm at a viewing distance of 60 cm, resulting in a vertical visual angle of 9.5 degrees and a horizontal visual angle of 7.1 degrees.
6.3.2 Procedure

In Experiment 11, participants discriminated in a speeded two-choice task whether the face was either familiar or unfamiliar. In Experiment 12, participants decided, whether the face either displayed a happy or an angry expression. Both speed and accuracy were stressed. Subjects were informed that reaction times and error rates would be recorded. Responses were made by simultaneously pressing the “F1” and “F12” keys using the middle fingers of both hands for “happy” or “familiar” and simultaneously pressing the “F2” and F’11” keys using the index fingers of both hands for “angry” or “unfamiliar” responses on a standard computer keyboard that was turned for 180 degrees for practical reasons.

In all trials a white fixation cross on a black background was shown for 500 ms, followed by a face stimulus visible for 2000 milliseconds or until a key was pressed. After a key-press, the face was replaced by a fixation cross for 1000 ms. Visual feedback in form of the words “too fast” or “too slow” (in German), presented for 500 ms was only given for fast (reaction times < 100 ms), missing and slow answers (reaction times > 1600 ms). After reading the instructions on the monitor, participants were shown examples of additional face stimuli that were not used in the experiments.

Each experiment consisted of four blocks. Two blocks formed the control and two the orthogonal condition. Within each block, the stimuli were presented in random order. Each block was followed by a break that lasted for at least twenty seconds. The end of the break was self-paced. The duration of the experiment was about twenty minutes.

In Experiment 11 (identity task), one block of the control condition, contained only happy faces of familiar and unfamiliar individuals. In the other block of the control condition, only angry familiar and unfamiliar faces were presented. All stimuli in each
block of the control condition were repeated four times. In the orthogonal condition both familiar and unfamiliar faces displaying both expressions were shown. The orthogonal block was presented twice with a short break between both presentations. All stimuli in each block of the orthogonal condition were repeated twice.

In Experiment 12 (expression task), one block of the control condition showed only familiar faces, displaying happy and angry expressions. In the other block of the control condition, only unfamiliar faces displaying happy and angry expressions were presented. Stimuli were repeated four times per block. In the orthogonal condition both familiar and unfamiliar faces displaying both expressions were shown. The identical orthogonal set was presented twice with a short break between both presentations and stimuli were repeated twice per block. This procedure ensured that the same stimuli entered the analysis of the control and orthogonal condition per Experiments, ruling out that possible differences between both conditions might be due to stimulus inherent differences.

In both experiments all blocks were preceded by sixteen practice trials in order to familiarize participants with the respective experimental condition. Practice trials consisted of pictures from an additional face pair and were not analysed. The order of experimental conditions as well as the order of blocks within the control condition was completely counterbalanced across participants. The order of stimuli within blocks was random.

After the experiment, participants rated, how familiar they were with the celebrities by completing a 7-point rating scale, with “never seen before” post-hoc coded as “0” and “very familiar” post-hoc coded as “6”. Only data of participants who achieved average ratings of at least $M = 2.5$ for the familiar faces were included. The average ratings for the familiar faces were $M = 5.3$ ($SD = 0.5$) in Experiment 11 and $M = 5.2$ ($SD = 0.5$) in
Experiment 12. In order to ensure that all participants were unfamiliar with all of the supposedly unknown faces, they were presented with one photograph of each unfamiliar face after the experiment and asked whether they knew the respective person. None of the participants had seen any of the unfamiliar faces before.

Data were averaged across face pairs. First, ANOVAs on RTs and error rates including data from both experiments were performed. In addition to the between-subjects factor experiment (identity task vs. expression task), four repeated measurement factors were included. These factors were condition (control vs. orthogonal), task-relevant dimension (familiar vs. unfamiliar in the identity task and happy vs. angry in the expression task), task-irrelevant dimension (happy vs. angry in the identity task and familiar vs. unfamiliar in the expression task) and stimulus difficulty (easy vs. difficult). Because the particular alternatives of the relevant and irrelevant dimensions cannot be meaningfully compared across experiments, main effects or interactions including these factors are not reported for the overall analyses but were explored with separate ANOVAs per experiment.

For the analysis of RTs and error rates in Experiment 11, ANOVAS with repeated measurement factors on condition (control vs. orthogonal), expression (happy vs. angry), familiarity (familiar vs. unfamiliar) and difficulty (easy vs. difficult) were performed.

Accordingly, the ANOVAs for Experiment 12 included the repeated measurement factors condition (control vs. orthogonal), familiarity (familiar vs. unfamiliar), expression (happy vs. angry), and difficulty (easy vs. difficult).

When performing ANOVAs, $\alpha$-levels for post-hoc ANOVAs were Bonferroni corrected. Only correct answers between 150 ms and 1500 ms were entered into RTs analyses.
6.3.3 Participants

Twelve participants (seven women and five men) aged 21 – 39 years \( (M = 25.8 \text{ years}, SD = 5.7 \text{ years}) \) contributed data in Experiment 11. The Experiment was conducted at the University of Konstanz, Germany. Participants received either a fee of 7.50 deutsche marks (DM; \( n = 10 \)) or course credit (\( n = 2 \)). Data from two additional participants were excluded from the analysis due to excessive error rates \( (M > 15\%, \text{Mean across participants: } M = 5\%) \).

Twelve different participants (seven women and five men) aged 20 – 28 years \( (M = 24.8 \text{ years}, SD = 2.9 \text{ years}) \) contributed data in Experiment 12. The Experiment was conducted at the University of Konstanz, Germany. Participants received either a fee of 7.50 deutsche marks (DM; \( n = 11 \)) or course credit (\( n = 1 \)). Data from one additional participant had been replaced due to a low familiarity score \( (M = 1.8) \). Data from two additional participants were replaced due to excessive overall error rates \( (M > 15\%, \text{Mean across participants: } M = 6.9\%) \). Data from one additional participant was replaced due to excessive error rates in at least one condition \( (M > 40\%, \text{Mean across participants for the respective condition: } M = 12.6\%) \).

6.4 Results

Missing, invalid and inconsistent answers (e.g. “F1” and “F11” key presses) were extremely rare both in Experiment 11 \( (M < 0.1\%, M < 0.3\% \text{ and } M < 0.7\%, \text{respectively}) \) and Experiment 12 \( (M < 0.2\%, M < 0.9\% \text{ and } M < 0.6\%, \text{respectively}) \) and were not analysed further.
6.4.1 Reaction times

Overall, there was no effect of condition, $F(1, 22) < 1$, and no interaction between experiment and condition, $F(1, 22) < 1$. There was also no significant interaction between condition and difficulty, $F(1, 22) < 1$. However, the significant three-way interaction between experiment, condition and difficulty, $F(1, 22) = 4.7$, $p < 0.05$ reached significance (see also Figure 25). Identity was classified faster than expression, as suggested by the significant main effect of experiment, $F(1, 22) = 5.3$, $p < 0.05$, ($M = 634$ ms vs. $M = 704$ ms, respectively). This effect was further specified by a significant two-way interaction between experiment and difficulty, $F(1, 22) = 7.1$, $p < 0.05$, suggesting that RT increases from easy to difficult stimuli were more pronounced in the expression task ($M_{diff} = 49$ ms vs. $M_{diff} = 30$ ms).

The separate analysis for Experiment 11 (identity task) revealed no condition effect, $F(1, 11) < 1$. The interaction between condition and difficulty was not significant, $F(1, 11) = 2.9$, $p = 0.12$ ($M_{diff} = 6$ ms vs. $M_{diff} = -7$ ms for differences between the control and orthogonal condition for easy and difficult identities, respectively).

Overall, familiar faces were classified faster than unfamiliar ones, as suggested by the familiarity main effect, $F(1, 11) = 11.7$, $p < 0.01$ ($M_{diff} = 30$ ms). This effect was further qualified by a significant two-way interaction between familiarity and expression, $F(1,11) = 10.2$, $p < 0.01$. Inspection of Figure 26 suggests that familiar faces were recognized faster when displaying a happy expression ($M = 614$ ms vs. $M = 628$ ms, for happy and angry faces, respectively). In contrast, differences for unfamiliar faces were smaller and went in the other direction ($M = 654$ ms vs. $M = 648$ ms for happy and angry faces, respectively). The expected main effect of difficulty, $F(1, 11) = 58.2$, $p < 0.001$
reflected longer RTs for less salient morph stimuli ($M_{diff} = 30$ ms). There were no other significant effects.

The separate analysis of Experiment 12 (expression task) did not yield a condition effect, $F(1, 11) < 1$, ($M_{diff} = 14$ ms). The critical two-way interaction between condition and difficulty did not reach significance, $F(1, 11) = 2.0$, $p = 0.19$, although there was a numerical difference pointing into the direction of a larger condition effect for difficult stimuli ($M_{diff} = 7$ ms vs. $M_{diff} = 20$ ms for easy and difficult expressions, respectively).

Overall, happy expressions were classified faster than angry expressions, $F(1, 11) = 9.5$, $p < 0.05$ ($M_{diff} = 36$ ms). There was also a highly significant familiarity effect, $F(1, 11) = 24.8$, $p < 0.001$, reflecting faster expression classifications for familiar faces ($M_{diff} = 54$ ms). The expected effect of difficulty $F(1, 11) = 59.8$, $p < 0.001$ demonstrated faster responses to easy compared to difficult stimuli ($M_{diff} = 49$ ms). There were no other significant effects.

![Figure 25: Reaction times in Experiments 11 and 12. Overall, there was no condition effect and no interaction between condition x difficulty of the relevant dimension. However, the interaction between experiment, condition and difficulty was significant, $F(1, 22) = 4.7, p < 0.05.$](image-url)
Figure 26: Two-way interaction between familiarity and displayed expression in the identity task. Familiar faces were recognized faster when they showed a happy expression. The trend for the error rates shows a similar pattern.

6.4.2 Error rates

The ANOVA across experiments showed no condition effect, $F(1, 22) < 1$, no interaction between condition and group, $F(1, 22) < 1$ and no interaction between condition and difficulty, $F(1, 22) < 1$. There was a trend for higher error rates in the expression task, $F(1, 22) = 3.2, p < 0.09$ and a main effect of difficulty, $F(1, 22) = 63.4, p < 0.001$ (see also Figure 27).

The analysis for Experiment 11 (identity task), revealed no condition effect, $F(1,11) < 1$, and no interaction between condition and difficulty, $F(1, 11) < 1$. In addition to the expected effect of difficulty, $F(1, 11) = 27.6, p < 0.001$, reflecting higher error rates for difficult stimuli ($M_{diff} = 4\%$), there was a three-way interaction between condition, familiarity and difficulty, $F(1, 11) = 4.9, p < 0.05$ and a four-way interaction between condition, familiarity, expression and difficulty, $F(1, 11) = 8.1, p < 0.05$. They were further explored by separate post-hoc ANOVAs for happy and angry faces.
Only the ANOVA for happy faces showed a three-way interaction between condition, familiarity and saliency, $F(1, 11) = 11.4, p < 0.01$. Inspection of Figure 28 suggests that this was due to a stronger difficulty effect for familiar faces in the orthogonal and for unfamiliar faces in the control condition.

Figure 27: Error rates in Experiments 11 and 12. Overall, there was no effect of condition and no interaction between condition x stimulus saliency.

Figure 28: Error rates for Experiment 11 (identity task): three way interaction between condition, familiarity and stimulus saliency for happy faces.
For Experiment 12 (expression task), the analysis revealed no significant condition
effect, $F(1, 11) < 1$ and no interaction between condition and difficulty, $F(1, 11) < 1$.

There was a significant effect of expression, $F(1, 11) = 5.9, p < 0.05$, reflecting
higher error rates for angry faces ($M_{diff} = 2.6\%$). The familiarity effect $F(1, 11) = 6.2, p < 0.05$ showed overall higher error rates for unfamiliar faces ($M_{diff} = 2.4\%$). These main
effects were further qualified by a two-way interaction between expression and
familiarity $F(1, 11) = 30.7, p < 0.001$. Inspection of Figure 29 suggests that differences
between familiar and unfamiliar faces were more pronounced for happy expressions
($M_{diff} = 5.3\%$) while error rates were very similar for angry faces ($M_{diff} = -0.5\%$).
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**Figure 29:** Error rates in Experiment 12: Differences between familiar and unfamiliar faces interacted with type of expression.

The expected effect of difficulty, $F(1, 11) = 36.1, p < 0.001$, reflected higher error
rates for the difficult compared to the easy stimuli ($M_{diff} = 6\%$). This effect was further
specified by a significant interaction between familiarity and difficulty, $F(1, 11) = 11.3, p$
Inspection of Figure 30 suggests that the difference between easy and difficult stimuli was larger for unfamiliar faces ($M_{diff} = 8.9\%$ vs. $M_{diff} = 3\%$ for unfamiliar and familiar faces, respectively). No other effects were significant.

![Experiment 12](image)

**Figure 30**: Error rates in Experiment 12: interaction between expression difficulty and familiarity.

6.5 Discussion

Experiments 11 and 12 further investigated the conflicting findings of an asymmetric interaction between the processing of identity and expression (Schweinberger et al., 1998) and the absence of such an interaction in Experiments 6 and 7. It was argued that the results of Schweinberger et al. (1998) might have been produced by overall differences in stimulus saliency and relative processing speed between the two dimensions. In the cited experiments, identity classifications tended to be faster than classifications of expression, while no such tendency was present in Experiments 6 and 7. This possibility was tested by selectively manipulating the perceptual saliency of the respective relevant dimension by means of morphing. In Experiment 11, identity was
either easy or difficult to classify, while task-irrelevant expression information was always highly salient. Vice versa, in Experiment 12, expression was easy or difficult to classify, while task-irrelevant face identity information was highly salient. It was reasoned that an interaction between condition and difficulty in the selective attention paradigm would argue for a crucial role of relative processing speed for the reported asymmetric interaction between identity and expression processing.

As in Experiments 6 and 7, no asymmetric interaction between the identity and the expression task was found. In neither of the two experiments did task performance differ between the control and the orthogonal condition. Also, none of the separate analyses per experiment yielded an interaction between condition and difficulty. Therefore, the experiments suggest that relative processing speed was not the crucial factor for the difference between the study of Schweinberger et al. (1998) and Experiments 6 and 7.

Overall, expression classifications were slower than familiarity decisions, but no orthogonal interference was found in the expression task which means that differences in task difficulty alone do not seem to cause an asymmetric interaction between identity and expression processing, at least when identity is defined in terms of a super-ordinate familiarity category. However, there is some evidence that differences in perceptual saliency might have partly influenced orthogonal interference in the Garner task, as suggested by the significant three-way interaction between experiment, condition and difficulty for the reaction times. In the expression task, there seemed to be some interference in the orthogonal condition only for the difficult expressions, while in the identity task the difference between the control and the orthogonal condition for the difficult identities was marginal. Because even the difficult face identities were classified faster than the easy expressions, such a pattern would rather support the idea of an impact
of relative processing speed in the selective attention paradigm. However, it has to be noted that the separate analysis of the expression task did not show a significant interaction between condition and difficulty, although the numerical difference between the control and the orthogonal condition was nearly three times higher for the difficult stimuli compared to the highly salient expressions. This and the significant three-way interaction between experiment, condition and difficulty might suggest that the non-significant interaction between condition and difficulty in the expression task could have been due to a lack of statistical power.

The question of an influence of perceptual saliency and relative processing speed in the selective attention paradigm has already been addressed by Schweinberger et al. (1999). The authors found that the presence of an asymmetric interaction between the processing of identity and expression was independent of differences in perceptual saliency. The present experiments demonstrated that the absence of such an interaction was independent of relative processing speed of both dimensions. This suggests that the critical factors for the differing results of Schweinberger et al. (1998; 1999) and this study most likely have to be located elsewhere.

As already outlined above, the design of the studies also differed with respect to other major aspects. In the experiments by Schweinberger et al. (1998; 1999) very small stimulus sets were presented and participants might have used picture based response strategies. In the identity task, classifications might have been completely based on external facial features (Ellis et al., 1979) or even superficial pictorial cues if these were correlated with identity. For these features, there was no increase of variability from the control to the orthogonal condition. In contrast, for classifications of expression, participants were probably forced to attend to the facial configuration to complete the
task successfully. The number of facial configurations was increased from the control to the orthogonal condition in the expression task, which might have created an asymmetric increase in task difficulty (see also section 4.1). In the stimulus sets used in the present experiments, there was significantly more overall stimulus variation, because a larger number of individuals was presented and pictures of the same identities were taken from different sources. Therefore, familiarity decisions could not be made solely on pictorial cues or just by keeping two different external features in mind as might have been the case in the study by Schweinberger et al. (1998; 1999). In addition, the number of stimulus repetitions was low, which possibly reduced visual memory effects.

The second important difference between the studies refers to the definition of "identity". In contrast to the studies by Schweinberger et al. (1998; 1999), where identity was defined in terms of individual face identity, the present experiments allowed for individual face variations within familiarity categories. Although, as in the study by Schweinberger et al. (1999), overall irrelevant individual identity variation was increased in the orthogonal condition of the expression task, it is possible that within category face variations interfered with expression classifications in the control condition. Despite the fact that the number of individuals was doubled in the orthogonal condition, orthogonal interference does not necessarily have to increase linearly to overall stimulus variability (Mullenix et al., 1990).

At present, there is not yet enough empirical evidence to clearly differentiate between these two possible explanations for conflicting findings between the present results and previous reports (Schweinberger et al., 1998; Schweinberger et al., 1999). This question will be further addressed in Experiments 13 and 14.
Despite the non-significant condition effects in both tasks, the experiments provided some evidence that stored representations of face identities might be less abstract than usually thought (Bruce et al., 1986) and preserve some information about typical expressions. This finding is in accordance with Experiments 7 and 8. Faster recognition of familiar faces for happy compared to angry expressions might be due to perceptual learning (for a detailed discussion see 5.7). The identity task also revealed faster classifications of familiar faces compared to unfamiliar faces. This effect is well established (Bruce, 1986; Young et al., 1985; Young et al., 1986) and has been associated with highly automatic and fast activation of FRUs and PINs that are only available for familiar faces. For the error rates in the identity task, there was a complex four-way interaction, which seems to be difficult to interpret.

As in Experiment 9, expressions of familiar faces were classified faster than expressions displayed by unfamiliar faces, which might argue for dependencies between expression and identity processes. However, this has to be interpreted cautiously, as the results of Experiment 10 suggested that the effect might at least be partially due to a somewhat higher overall expressiveness of the familiar picture set.

To summarize, the results suggest that inconsistencies between Experiments 6 and 7 and previous reports, which argued for a contingency of expression analysis on face identity processes (Schweinberger et al., 1998) were not mainly due to overall differences in task difficulty. A selective attention paradigm (Garner, 1974; 1976) was applied and neither in an identity, nor in a expression task orthogonal interference of the respective task-irrelevant dimension was found. Most importantly, this did not interact with relative processing speed. It was argued that the divergence between these experiments and previous reports (Schweinberger 1998; 1999) might therefore either be due to different
experimental definitions of face identity or, alternatively to an efficient control of asymmetric increases of task difficulty and pictorial strategies in the present experiments. While the first explanation would allow for an interpretation of the data in the sense of a parallel-contingent processing of expression and identity as proposed by Schweinberger et al. (1998; 1999), the later would suggest that the authors’ previous observations of an asymmetric interaction between identity and expression in the Garner paradigm might not reflect stable functional dependencies between both dimensions and should be interpreted with caution.
7 Experiments 13 and 14: Effects of non-face specific pictorial variation, increases of task-relevant variability and the moderating effect of overall task difficulty

7.1 Purpose of Experiments 13 and 14

Experiments 13 and 14 had three major aims. First, they further explored discrepancies between reports of an asymmetric interaction between the processing of identity and expression (Schweinberger et al., 1998; Schweinberger et al., 1999) and the results of Experiments 6, 7, 11 and 12, where no such interaction was found. It has been outlined above that the conflicting results might either be due to different definitions of identity or alternatively they might be the result of a better control of pictorial strategies and asymmetric increases of task difficulty in the present studies compared to previous reports (Schweinberger et al., 1998; Schweinberger et al., 1999). Because both explanations have considerably different theoretical implications, Experiments 13 and 14 aimed at disentangling these two possibilities. Attributing the diverging results to different definitions of identity in the studies would allow for an interpretation of the results in the sense of a parallel-contingent processing of identity and expression, suggesting that identity can be processed independently of expression, but not vice-versa (Schweinberger et al., 1999). In this case task-irrelevant variations of individual face identity within familiarity categories might have produced orthogonal interference in the control condition of the expression task. Alternatively, an explanation of the contrasting results in the sense of a more efficient control of potentially asymmetric increases of task-relevant information and pictorial strategies in the present experiments would suggest
that previous findings of an asymmetric interaction between identity and expression processing might be at least partially stimulus dependent and might not generalize.

The second aim of the experiments was to explore an alternative explanation for the diverging results which has not been considered yet. It is possible that asymmetric interactions between identity and expression in the selective attention paradigm might be a result of an overall stronger susceptibility of expression processing to non face-specific pictorial variations. In Experiments 6, 7, 11 and 12, where overall pictorial stimulus variability between blocks was similar, no asymmetric interaction was found. It might therefore be that increases in pictorial, non face-specific variation from the control to the orthogonal condition have a stronger impact on expression than identity processing. This was investigated by including an orthogonal condition which introduced task-irrelevant pictorial variations, while the respective task-irrelevant facial dimension was held constant.

Finally, the third aim was to have another close look at the role of overall task difficulty and relative processing speed in the selective attention paradigm. Although the results of Experiments 11 and 12 did not suggest that differences in perceptual saliency were the main factor for differences between previous reports of an asymmetric interaction between identity and expression processes in the Garner paradigm (Schweinberger et al., 1998), they provided some evidence that large differences in task difficulty might modulate orthogonal interference. This is a crucial point, because there are studies suggesting that the matching of facial identity is easier than the matching of expressions, if the external facial features, such as hair, head shape and ears are provided (Münte et al., 1998; Potter et al., 1997). Importantly, there was also a trend suggesting
faster classifications of identity than expression in Experiments 3 and 4 by Schweinberger et al. (1998) and Experiments 1A and 1B by Schweinberger et al. (1999).

Although no orthogonal interference of identity on expression was found in Experiment 11, where expression was overall more difficult to classify, there was some evidence for a potential influence of relative processing speed in form of a three-way interaction between task, condition and difficulty. Schweinberger et al. (1999) tried to explore the influence of relative processing speed by selectively manipulating the difficulty of the identity task by means of morphing between two identities. They claimed that expression classifications were modulated by identity variations, even when identity was more difficult to classify than expressions. However, a close inspection of Figures 2 and 3 in their study suggests that this was not the case. For the difficult identity morphs, classifications of expression still seemed to be slower than classifications of identity. Due to the categorical processing of identity (Beale et al., 1995) it is questionable whether it is possible to create morph stimuli that are classified consistently but significantly slower with respect to identity compared to expression. The same problem occurred in the present Experiments 11 and 12, where identity classifications for difficult identity morphs where still made faster than expression classifications for highly salient expressions. It was therefore necessary to find another way of making identity classifications relatively more difficult and to investigate the influences of identity variations on the processing of expressions under such circumstances.

7.2 Rationale of Experiments 13 and 14

The possibility that asymmetric interactions between the processing of facial identity and facial expression (Schweinberger et al., 1998; Schweinberger et al., 1999) are a result
of a higher susceptibility of the expression dimension to non face-specific pictorial variations, was tested by including an "orthogonal pictorial" condition. In this condition, task-irrelevant non face-specific pictorial information was varied, while the respective task-irrelevant facial dimension was held constant. This was achieved by presenting the same face stimuli either in colour or greyscale mode in a "orthogonal pictorial" condition. If expression was more vulnerable to such superficial pictorial variations, performance should decrease in the "orthogonal pictorial" condition of the expression task, but remain unaffected in the identity task.

To further investigate the role of relative processing speed, stimuli were prepared that could be classified easier with respect to expression compared to identity. Experiments 8 and 9 had demonstrated that morphing can be used to selectively manipulate difficulty on the identity dimension. However, due to the categorical processing of identity, it might not be possible to produce morph stimuli that are classified consistently as belonging to a particular identity, but at the same time with significantly longer RTs compared to expression classifications. Therefore another approach was chosen in order to make the expression task easy and the identity task more difficult. First, pictures displaying highly salient expressions were obtained by hiring professional actors who posed for recordings of unambiguous emotional expressions. To make identity decisions more difficult, two strategies were followed. First, actors of similar age and general appearance were selected. Second, the faces were presented without most of the external features. It is known that especially for unfamiliar faces, external facial features play a major role for identity discrimination (Ellis et al., 1979; Young et al., 1985). In particular hair style is a very strong cue for the matching of unfamiliar faces while for familiar faces the eye region gains importance (O'Donnell et
al., 2001). Removing the external features from unfamiliar faces is therefore an efficient way to selectively increase task difficulty for the identity dimension, leaving expression unaffected (Bobes et al., 2000). In the present experiments, external features such as hairstyle, overall head shape and ears were not visible in the stimuli. Most importantly, by reducing most of the external features from the stimuli, participants were forced to base both expression and identity decisions on the same facial areas. This ruled out that potential differences between condition effects in both tasks might be due to asymmetric increases in relevant information from the control to the orthogonal condition.

The fact that participants highly rely on external facial features for classifications of unfamiliar faces (Ellis et al., 1979; O'Donnell et al., 2001; Young et al., 1985) might have influenced previous results of previous studies which had applied selective attention paradigm (Schweinberger et al., 1998; Schweinberger et al., 1999). If pictures of only two individuals are presented, subjects might only concentrate on the external features in the identity task. This might make it relatively easy to ignore changes of expressions, which occur mainly in the mouth and eye region. The external features, on which identity classifications can be successfully based are not affected at all by these variations. Most importantly, this also has different consequences for the increase of task-relevant variation from the control to the orthogonal condition in the expression and the identity task. In the expression task, doubling the number of individuals in the orthogonal condition in order to increase task-irrelevant variation, also doubles the number of different expression exemplars, even if the number of basic expressions remains the same. Obviously, this also increases the amount of task-relevant information in the expression task. In contrast, the number of exemplars of external features that can be used for “identity” classifications is identical in the control and the orthogonal condition.
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of the identity task. Removing the external features in Experiments 13 and 14 was used to investigate whether this difference in task-relevant variation might have led to asymmetric interactions in previous reports (Schweinberger et al., 1998; Schweinberger et al., 1999).

Importantly, as in the studies by Schweinberger et al. (1998; 1999) the design encompasses a doubling of the stimulus sets from the control to the orthogonal condition. In contrast to the cited studies, the increase of task-relevant information associated with increasing stimulus set size is the same in both tasks. In addition, the design allows for an investigation of the influence of non face specific pictorial variations.

In order to increase statistical power, a repeated measurements design was used in which type of task was defined as a within subjects factor. In addition to increasing the power for detecting differences in relative processing speed between both tasks more reliably, the design allows for analysing potential effects of task order on orthogonal interference in the selective attention paradigm. This is of interest because it further addresses the question whether condition effects that are based on small sets of complex stimuli such as faces, reflect a stable functional relationship between two dimensions or might rather be influenced by an increase of relevant rather than an interference of irrelevant information. The reasoning is the following: if expression analysis is contingent on identity processing, as suggested by Schweinberger et al. (1998; 1999), and orthogonal interference caused by irrelevant identity variations in the expression task reflects the inability to selectively attend to expression due to integrated processing of both dimensions, the condition effect should not decrease with an increasing number of stimulus repetitions. The task-irrelevant identity dimension should always interfere to a similar extent with the processing of expression. Importantly, participants who perform
the identity task first, will have encountered every single stimulus about fifty times before completing the expression task on the same stimuli. A smaller condition effect for these participants compared to subjects who perform the expression task first would suggest that doubling the number of stimuli in the orthogonal condition has less impact if the stimuli have already been learned before. Such a learning effect would strongly argue for a crucial role of an increase of relevant information rather than an interference of the irrelevant dimension. In contrast, a larger condition effect for participants who performed the identity task first might be an indicator of an integrated processing of expression and identity, possibly reflecting additional processing costs caused by switching between interdependent functions.

The following outcomes are possible: an asymmetric interaction as reported by Schweinberger et al. (1998; 1999) is observed, even when identity classifications are more difficult than classifications of expression. This would suggest that the asymmetric interaction is independent of relative processing speed and reflects a stable architecture of face recognition processes with the analysis of expression at least partly contingent on the processing of identity. In contrast, a finding of orthogonal interference only found in the more difficult task would strongly suggest that the reported asymmetric interaction in the selective attention paradigm (Schweinberger et al., 1998; Schweinberger et al., 1999) might have been caused by differences in relative processing speed.

If the asymmetric interaction in previous studies (Schweinberger et al., 1998; Schweinberger et al., 1999) was produced by a stronger susceptibility of expression processing to overall, unspecific pictorial variation, there should be a RT increase from the control to the orthogonal pictorial condition in the expression, but not in the identity task.
Finally, the finding of orthogonal interference in the orthogonal facial conditions in both tasks would suggest that the reported asymmetric interaction (Schweinberger et al., 1998; Schweinberger et al., 1999) might have been the result of an asymmetric increase of task-relevant facial information. Such an interpretation would be underlined if the condition effect in both tasks was larger, if the particular task was completed first and stimuli had not been encountered before.

7.3 Method

7.3.1 Participants

Twenty-four participants (seventeen women and seven men) aged 19–40 years ($M = 26, SD = 5.1$) contributed data in Experiment 13. The same participants contributed data in Experiment 14. Data for one additional participant were replaced due to an excessive overall error rate ($M > 25\%$, compared to a mean of $M = 6\%$ across all participants).

7.3.2 Stimuli and Apparatus

The stimuli consisted of happy and angry faces of two male individuals in full frontal view presented in front of a black background. Hair and ears were covered by a black cap leaving only the internal facial features and the face shape visible. Gaze was always directed towards the camera. Both posers were professional actors from the “Stadttheater Konstanz”, Germany. They were instructed to express happy and angry emotions as they would do on stage. Video clips of these expressions were recorded using a Super-VID camera, and by means of a video capture card (AV-Master$^\text{TM}$) directly stored on the hard disk of an IBM compatible PC. Video clips were digitally edited using commercial video editing software (Ulead Media Studio$^\text{TM}$) and one frame showing the apex of each expression was selected. For each person and each expression two different exemplars
were selected, which resulted in a set of eight pictures. Stimulus size and colour was adjusted using commercial graphic software (Adobe Photoshop™) and portraits were saved as indexed colour (128 colours) and greyscale bitmaps, hence the complete stimulus set consisted of sixteen pictures (greyscale stimuli are depicted in Figure 31). Picture size was 10.5 by 8.5 cm at a resolution of 30 pixels/cm. The distance to the monitor was 1 m and was controlled by a chin rest. This corresponded to a vertical visual angle of 6 degrees and a horizontal visual angle of 4.8 degrees. Pictures were presented in the centre of a 19” monitor using ERTSTM presentation software (Berisoft Corporation).

![Figure 31: Stimuli presented in Experiments 13 and 14. Top row: Person A, displaying angry and happy expressions. Bottom row: Person B, displaying angry and happy expressions. The complete stimulus set consisted of these pictures plus the same images in colour.](image)

**7.3.3 Procedure**

Each trial started with the presentation of a white fixation cross in the centre of the screen for 500 ms. It was replaced by a face stimulus that was visible for maximally 2000 ms or until a key was pressed. Responses with RTs below 100 ms, as well as missing or
wrong answers were indicated by a tone signal presented for 140 ms. After a key press, there was a clear screen for 1000 ms. Participants responded by key presses with both hands on a special RT key pad (ERTS Key™). Both speed and accuracy were stressed. The assignment of response alternative to response hand was completely counterbalanced across participants.

In Experiment 13 participants performed a Garner type speeded two choice task, and decided whether a face either showed a happy or an angry expression. In Experiment 14, participants decided whether a face either showed Person A or Person B. One half of the subjects first participated in Experiment 13 which was followed after a short break by Experiment 14. For the other half of the participants this order was reversed. Participants did not know that the relevant dimension was going to be changed. The duration of each experiment was about 16 minutes.

After reading the instructions on the monitor, participants were given four examples of the stimuli before performing eight practice trials. Both experiments consisted of three experimental conditions, labelled “control”, “orthogonal pictorial” and “orthogonal facial”. Conditions were further divided into blocks. Each block was preceded by eight practice trials, which were not analysed.

In the expression task (Experiment 13), one block of the control condition only showed pictures of Person A displaying both happy and angry expressions in colour. The second control block showed the same pictures of the same person but all stimuli were presented in greyscale mode. Control block three consisted of colour pictures of Person B showing happy and angry expressions. Finally, control block four presented expressions of Person B in greyscale mode. Each control block consisted of four different stimuli and
every stimulus was repeated eight times per block. Each block contained 32 trials. Within blocks, stimuli were presented in random order.

In the "orthogonal pictorial" condition of Experiment 13, eight different pictures per block were presented. As in the control condition, identity was always held constant within a block, but there was additional pictorial variation caused by presenting colour and greyscale images randomly alternating within the block. Each block consisted of 64 trials and was further divided by a short break into two sets of 32 trials. Within the whole block of 64 trials, stimuli were presented in random order. On average, each of the eight stimuli per block was repeated four times per sub-block of 32 trials. The first block of the "orthogonal pictorial" condition consisted of colour and greyscale pictures of Person A, displaying both happy and angry expressions. The second block of the "orthogonal pictorial" condition showed Person B with happy and angry expressions, both in colour and greyscale mode.

In the "orthogonal-facial" condition, in addition to the relevant expression dimension, stimuli varied with respect to identity, but not colour mode. One block consisted of colour pictures of Person A and Person B displaying both happy and angry expressions, while the second block showed happy and angry expressions of both persons in greyscale mode. As in the "orthogonal pictorial" condition, each block consisted of eight stimuli and 64 trials, which were divided into sub-blocks of 32 trials. Stimuli were presented in random order within blocks and each stimulus was on the average repeated four times per sub-block.

In the identity task (Experiment 14), the control condition consisted of four different blocks in which the stimuli varied only with respect to the task-relevant identity dimension. One control block showed happy expressions of both persons in colour. The
second control block showed the same expression but all stimuli were presented in greyscale. Control block three consisted of colour pictures of both persons displaying angry expressions. Finally, control block four presented angry expressions of both persons in greyscale. All blocks consisted of 32 trials and each picture was repeated eight times per block.

In the “orthogonal pictorial” condition of Experiment 14, eight different pictures per block were presented. In addition to the task-relevant identity dimension there was additional pictorial variation because colour and greyscale images were presented within the same block. As in Experiment 13, each block consisted of 64 trials and was further divided by a short break into two sets of 32 trials. Within the whole block of 64 trials, stimuli were presented in random order. On average, each of the eight stimuli per block was repeated four times per sub-block of 32 trials. The first block of the “orthogonal pictorial” condition consisted of colour and greyscale pictures of happy expressions, displayed by Person A and B. Accordingly, the second block of the “orthogonal pictorial” condition showed angry expressions of both actors, both in colour and greyscale mode.

The “orthogonal-facial” condition in Experiment 14 was identical to the one in Experiment 13. Within blocks, the stimuli varied with regard to identity and expression, but colour mode was always held constant within a block.

The order of experimental conditions was completely counterbalanced across participants. The order of sub-blocks within conditions was counterbalanced orthogonally to the order of conditions. This design made sure that in both tasks and across all conditions, the same stimuli were shown and each single stimulus was repeated eight times per condition, making sure that potential differences between conditions were not due to overall stimulus differences. However, as in the design used by Schweinberger et
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al. (1998; 1999), control sub-blocks contained four different stimuli, while sub-blocks in
the orthogonal facial condition consisted of eight different stimuli.

7.4 Results

Misses and outliers (RT < 100 ms or > 1500 ms) were very rare in both tasks ($M = 0.1\%$ and $M = 0.2\%$ in Experiment 13; $M = 0.2\%$ and $M = 0.4\%$ in Experiment 14, respectively) and were not further analysed. Both for reaction times and errors of commission initial ANOVAs with repeated measurements on the factors experiment (expression vs. identity task), condition (control vs. orthogonal pictorial vs. orthogonal facial), person (A vs. B), expression (happy vs. angry) and mode (colour vs. greyscale) were performed. Then, separate analyses were performed per experiment, including the repeated measurement factors condition (control vs. orthogonal pictorial vs. orthogonal facial), person (A vs. B), expression (happy vs. angry) and mode (colour vs. greyscale).

7.4.1 Reaction times

The ANOVA including data from both experiments showed a significant effect of experiment, $F(1, 23) = 7.5, p < 0.05$, suggesting that overall, identity classifications were more difficult than expression classifications ($M = 552$ ms vs. $M = 510$ ms). The effect of experimental condition was highly significant, $F(2, 46) = 7.5, p < 0.01$. According to Duncan's Multiple Range post-hoc tests ($\alpha = 0.05$), RTs in the orthogonal facial condition were significantly higher than RTs in both the control and the orthogonal pictorial condition ($M = 546$ ms vs. $M = 525$ ms and $M = 522$ ms in the orthogonal facial, control and orthogonal pictorial conditions, respectively, see also Figure 32). The critical
two-way interaction between experiment and condition was not significant, $F(2, 46) = 1.3, p = 0.3$.

The separate analysis of Experiment 13 (expression task) yielded no significant effect of condition, $F(2, 46) = 1.4, p = 0.26$ (Ms = 506 ms, 506 ms and 519 ms for the control, orthogonal pictorial and orthogonal facial condition, respectively). There was a significant main effect of expression, $F(1, 23) = 11.2, p < 0.01$, indicating shorter RTs for classifications of happy compared to angry faces ($M_{diff} = 20$ ms). There was a marginally significant two-way interaction between condition and mode, $F(2, 46) = 3.1, p = 0.06$.

![Experiments 13 and 14](image)

**Figure 32:** Mean Reaction Times in Experiment 13 (expression task) and Experiment 14 (identity task). There was no significant interaction between condition and experiment.

The separate analysis of Experiment 14 (identity task) yielded a highly significant effect of condition, $F(2, 46) = 5.7, p < 0.01$, which was further investigated by post-hoc tests (Duncan’s multiple Range Test, $\alpha = 0.05$). According to these, RTs were reliably shorter in the control and the orthogonal pictorial condition in comparison to the orthogonal facial condition ($M = 545$ ms, $M = 537$ ms and $M = 573$ ms, for the control,
The main effect of person, $F(1, 23) = 9.3, p < 0.01$, suggested overall faster identity classifications of Person B compared to Person A ($\text{Mdiff} = 19 \text{ ms}$). This effect was further modulated by the two-way interaction between person and expression, $F(1, 23) = 9.9, p < 0.01$. Inspection of Figure 33 suggests that Person B was recognized faster than Person A when displaying an angry expression ($\text{Mdiff} = 36 \text{ ms}$), while differences between both persons were small for happy expressions ($\text{Mdiff} = 2 \text{ ms}$). The highly significant three-way interaction between condition, person and expression, $F(2, 46) = 12, p < 0.001$, was further explored by separate ANOVAs per condition (at a Bonferroni corrected $\alpha$-level of 0.016). Both in the control condition, $F(1, 23) < 1$, and the orthogonal pictorial condition, $F(1, 23) = 5.6, p > 0.016$, the interaction between person and expression was not significant. However, the interaction was highly significant in the orthogonal facial condition, $F(1, 23) = 23.7, p < 0.001$ (see also Figure 33). There were no other significant effects.

**Figure 33:** Three-way interaction between condition, person and expression, $F(1, 23) = 9.9, p < 0.01$ in Experiment 14.
7.4.2 Error rates

An ANOVA across both tasks revealed significantly higher error rates for identity classifications, \( F(1, 23) = 5.1, p < 0.05, \) (6.7% vs. 5.2%, respectively).

The separate ANOVA for Experiment 13 (expression task) showed no significant effects or any signs of a speed accuracy trade off.

The separate ANOVA for Experiment 14 (identity task) revealed a two-way interaction between person and expression, \( F(1, 23) = 17.5, p < 0.001, \) which pointed into the same direction as the RT effect and suggested that Person A was better recognized when showing a happy expression \( (M = 5.1\% \text{ vs. } M = 8.7\%), \) while the opposite was the case for Person B \( (M = 8\% \text{ vs. } M = 5.5\%). \) As for the RTs, this was further modulated by a three-way interaction between condition, person and expression, \( F(2, 46) = 6.2, p < 0.01. \) Post-hoc ANOVAs for each condition only yielded a two-way interaction between person and expression in the orthogonal facial, \( F(1, 23) = 14.40, p < 0.001, \) but not in the control, \( F(1, 23) = 3.4, p = 0.08, \) or the orthogonal pictorial condition, \( F(1, 23) = 2.5, p = 0.13. \) (see also Figure 34).

![Experiment 14 (Identity task)](image)

**Figure 34:** Error rates in Experiment 14: similarly to RTs, the two-way interaction between person and expression was only significant for the orthogonal facial condition.
7.4.2.1 Influences of task order on effects of condition

The question whether the condition effect was influenced by stimulus novelty was addressed by performing additional ANOVAs on RTs. For each experiment, data of participants who completed either the identity or the expression task first were analysed separately. Because the main interest of the analyses lies on the comparison between the control and the orthogonal facial condition and the previous analyses had shown that task-irrelevant pictorial variations did not contribute significantly to the condition effect, the orthogonal pictorial condition was not included in these analyses. The ANOVAs encompassed the repeated measurement factors condition (control vs. orthogonal facial), person (A vs. B), expression (happy vs. angry) and mode (colour vs. greyscale).

In Experiment 13 (expression task) there was a significant condition effect, $F(1, 11) = 8.2, p < 0.05$, for subjects who completed the expression task first ($M_{diff} = 27$ ms, see also Figure 35). In contrast, for participants who had performed the identity task first, there was no indication for a condition effect, $F(1, 11) < 1, (M_{diff} = 0$ ms).

In Experiment 14 (identity task), there was a large numerical but only marginally significant condition effect for participants, who completed the identity task first, $F(1,11) = 3.8, p = 0.08$ ($M_{diff} = 39$ ms, see also Figure 35). For subjects, who performed the expression task first, the condition effect was not significant, $F(1, 11) = 2.4, p = 0.15$ ($M_{diff} = 19$ ms).
Experiments 13 and 14
Effects of task order

![Graph showing RT differences between control and orthogonal facial conditions in Experiments 13 and 14, depending on task order.](image)

Figure 35: Comparison of RT differences between the control and orthogonal facial condition in Experiment 13 and Experiment 14, depending on task order. Note that task-irrelevant variations of previously attended dimensions could be ignored easier.

7.5 Discussion

Experiments 13 and 14 further explored discrepancies between previous reports of an asymmetric interaction between the processing of identity and expression (Schweinberger et al., 1999; Schweinberger et al., 1998) and the absence of such an interaction in Experiments 6, 7, 11 and 12.

The present experiments, which also applied the Garner paradigm of selective attention (Garner, 1974; 1976) had three major aims. The first was to investigate the possibility that the processing of expression might be more vulnerable to non face-specific pictorial variations than the processing of identity. A stronger interference of overall *pictorial variations* on expression processing might cause an asymmetric interaction in the selective attention paradigm if stimulus set size differs between the control and the orthogonal condition, as was the case in the studies by Schweinberger et
al. (1998; 1999). This was explored by including a orthogonal pictorial condition, in which colour information varied while the particular task-irrelevant facial dimension was held constant.

The second aim was to have another close look at possible influences of task difficulty and relative processing speed in the selective attention paradigm. In studies that found an interference of identity variations on expression processing, identity tended to be the easier dimension (Schweinberger et al., 1998; Schweinberger et al., 1999). To my knowledge, no study so far has investigated interferences between both dimensions using stimuli that were significantly easier to classify with respect to expression. In order to make the expression task relatively easier, it was aimed at producing pictures of maximally salient facial expressions. At the same time, it was tried to selectively increase the difficulty of the identity task by removing external features and by presenting faces of two individuals of similar age and general appearance.

Finally, the third aim was to explore, whether the asymmetric interaction between identity and expression (Schweinberger et al., 1998; Schweinberger et al., 1999) might have been the result of asymmetric increases of task-relevant facial variations. It has been shown that in studies, which controlled for an increase of relevant facial information no orthogonal interference was found (see chapters 4 and 6). The open question was whether interference could be found both for the processing of expression and identity in the orthogonal condition if it was made sure that participants attend to the same facial areas in both tasks. This was investigated by applying the same paradigm and the same number of stimuli as Schweinberger et al. (1998; 1999), but presenting the faces without external features. It was reasoned that task-irrelevant variations of the mouth and eye region caused by changing facial expressions might be neglected easily in an identity
task, when the external features are provided and participants adopt a strategy of only attending to the external features that are unaffected by expression variations. It was further reasoned that this might be particularly critical for very small stimulus sets, which might encourage picture based strategies especially in the identity task. It was argued that such a strategy in combination with small stimulus sets might have led to an asymmetric increase in task difficulty in previous studies (Schweinberger et al., 1998; Schweinberger et al., 1999). In contrast to the cited experiments, here the increase of task-relevant variation from the control to the orthogonal facial condition was comparable in both tasks, because in both experiments the number of different facial configurations, which coded the particular relevant dimension in both tasks was doubled in the orthogonal facial blocks.

The data clearly show that non-facial pictorial variations did not influence performance in either task. The comparison between the control and the orthogonal pictorial condition was not significant in the overall or separate analyses for the identity and the expression tasks. This suggests that previous reports of an asymmetric interaction between identity and expression processing (Schweinberger et al., 1998; Schweinberger et al., 1999) were not caused by a higher susceptibility of expression processing to any kind of non-face-specific pictorial variation. Notably, a similar finding has been reported for the relationship between speechreading and identity classifications (Yakel et al., 2000).

Overall, the difference between the control and the orthogonal facial condition was highly significant. However, in contrast to previous reports (Schweinberger et al., 1998; Schweinberger et al., 1999), there was no asymmetric interaction between the processing of identity and expression. If anything, the pattern tended to be reversed. Although the
interaction between task and condition was not significant, separate analyses for each experiment only showed a reliable RT increase from the control to the orthogonal facial condition in the identity, but not in the expression task when data from all participants were included.

In contrast to the abovementioned studies, classifications of identity were overall more difficult than classifications of expression, as shown by longer RTs and higher error rates. The results therefore imply that orthogonal interference in the Garner paradigm might be moderated to a considerable extent by task difficulty and might be greater for classifications of the relatively more difficult dimension. In previous studies that argued for a parallel-contingent processing of identity and expression based on findings of asymmetric interactions between both dimensions, RTs tended to be slower for expression classifications (Schweinberger et al., 1999; Schweinberger et al., 1998). The numerical differences between RTs in both tasks were not significant in those studies, but they were comparable in size to the RT differences between the expression and the identity task here. In contrast to the between-subjects design used in the cited studies, task type was defined as a repeated measurement factor in Experiments 13 and 14. It is most likely that for the stimuli of the mentioned studies, classifications of expression were more difficult than classifications of identity, but due to the reduced statistical power of the between-subjects design, the comparison of the experiments only revealed a trend.

The finding of an influence of relative processing speed on orthogonal interference in the Garner paradigm is indirectly in line with Experiments 6 and 7, where no differences with respect to task difficulty and no orthogonal increase for any of the both dimensions was found. However, the conclusion that it is relative processing speed alone,
which modulates the condition effect in the selective attention paradigm is not completely supported by observations in Experiments 11 and 12, which provided only weak evidence for orthogonal interference in the more difficult expression task. Most importantly, although for the stimuli in Experiments 13 and 14 expression was easier to classify than identity, there was also a significant condition effect for those participants who performed the expression task first.

Does the overall condition effect, which did not interact with experiment and which was also present in a subgroup of participants in the expression task although identity was the "slower" dimension, imply that identity and expression are processed in an integrated manner? A detailed look at the results does not support this conclusion. The experiments rather provide evidence that an increase of task-relevant information might have caused the overall condition effect. By doubling the stimulus set, there was an increase of relevant information in both tasks. Because no external features were provided, this could possibly not be compensated in the identity task, as it might have been the case in previous studies reporting an symmetric interaction between expression and identity (Schweinberger et al., 1998; Schweinberger et al., 1999).

The analyses of task order effects also points in this direction. There was a significant condition effect in the expression task for participants who had not seen the stimuli before. Although the identity dimension was more difficult, there was a RT increase caused by doubling the number of stimuli presented in the orthogonal facial condition. Interestingly, this effect completely disappeared in subjects who had encountered the stimuli before while performing the identity task. Similarly, for classifications of identity, the numerical difference between the control and the orthogonal facial condition (which was however not significant for each group of
participants taken alone) also decreased, when participants had performed the expression
task first and where familiar with the stimuli. However, as opposed to the expression
task, the numerical effect did not completely disappear. This pattern might suggest that
the condition effects were not mainly caused by interferences of the particular task-
irrelevant dimension, but by increases of task-relevant information due to doubling the
stimulus sets in the orthogonal condition. Most importantly, doubling the number of
stimuli seemed to have smaller effects when these had already been learned.

Task difficulty might act as moderating variable in the sense that increasing the
relevant information per block might have a stronger effect on the more difficult
dimension, which in this particular case was identity. This interpretation is in line with
findings from Schweinberger et al. (1998; 1999) and the outcomes of the present
experiments. In Experiment 6 and 7, where asymmetric increases from the control the
orthogonal condition were controlled for and overall task difficulty was the same, no
condition effects were found. Similar results were found in Experiments 11 and 12,
although expression was overall more difficult than identity. Another additional argument
against an integrated processing of both dimensions is the finding that in both
experiments the respective task irrelevant condition could be even better ignored, if it had
been attended to previously. This clearly argues against a stable interference effect due to
contingencies between expression and identity and underlines the potential role of
stimulus based effects in recent studies (Schweinberger et al., 1998; Schweinberger et al.,
1999).

An alternative way to test whether orthogonal interference in the present tasks might
have been due to the fact that relevant stimulus variation increased from the control to the
orthogonal conditions might have the following design: a large number of expressive
portraits of two individuals is presented in the selective attention paradigm. In each control block of the expression task only pictures of one individual are shown while in the orthogonal condition pictures of both face identities are presented. Keeping the number of physically different stimuli constant across conditions would control for the possibility of increasing task-relevant variability. In the identity task, the number of expression categories is doubled in the orthogonal condition, while the number of different stimuli is held constant. Ideally, only the internal facial features should be provided. A similar experiment has been carried out recently at the University of Glasgow (however, a part of the stimulus set also included external features), and orthogonal interference was neither found in the identity nor in the expression task (Bindemann, personal communication).

The finding of a significant interaction between person and expression in the orthogonal condition of the identity task might provide further evidence for expression dependent representations of faces. However, all faces were presented displaying each expression with equal frequency, so that the argument of perceptual learning is not valid. Possibly, a particular expression differentially stressed a distinctive feature of a particular face (e.g. big eyes of the happy Person A).

To summarize, the following conclusion can be drawn: processing costs in the orthogonal condition of the selective attention paradigm applied to the processing of facial identity and facial expression do not seem to be caused by unspecific pictorial variation. The effects of face related variations can be significantly modulated by relative task difficulty and especially the more difficult dimension seems to be in particular prone to influences of additional variation. The experiments have also shown that the question,
which facial dimension is the more difficult one highly depends on the used stimulus material and is not a fixed characteristic.

It seems to be at least highly questionable whether the interference in the orthogonal condition of the selective attention paradigm was mainly caused by variations of the irrelevant facial dimension, because doubling the number of exemplars of such complex stimuli as faces also affects the variability of the task-relevant dimension. Previous assumptions on a parallel-contingent processing of facial expression and facial identity based on the Garner paradigm and the use of small stimulus sets (Schweinberger et al., 1998; Schweinberger et al., 1999) should therefore be interpreted with caution. The present study rather seems to imply that the cited observations might have been due to the combined influences of differences in overall task difficulty and asymmetric increases of task-relevant information from the control to the orthogonal condition.
8 General Conclusion

Fourteen experiments investigated the functional relationship between the processing of facial identity, emotional expression and facial speech, which is currently the subject of a vivid debate. Specifically the widely accepted notion of a parallel modular processing of these functions (Bruce et al., 1986), which has in particular received support from clinical neuropsychology (see e.g. Young, 1998) has been challenged recently by experimental studies with healthy participants (e.g. Walker et al., 1995; Yakel et al., 2000; Schweinberger et al., 1998; Schweinberger et al., 1999, see also section 1.2.6). A more recent model of face perception tries to integrate findings mainly based on fMRI and other brain imaging studies and suggests different neural structures as biological basis for face related processes (Haxby et al., 2000). Important and in contrast to Bruce and Young (1986), the authors explicitly consider the possibility of functional interactions between the supposedly involved structures. It was the aim of the present experiments to further explore this possibility.

In order to differentiate between modular and related face perception processes, the selective attention paradigm (Garner, 1974; 1976) was applied in a number of studies (Schweinberger et al., 1998; Schweinberger et al., 1999; Yakel et al., 2000). By investigating the influence of variations of a task-irrelevant stimulus dimension on hypothesised perceptual processes, some researchers concluded that identity exerts an influence on the processing of facial speech (Schweinberger et al., 1998; Yakel at al., 2000) and emotional expression (Schweinberger et al., 1998; Schweinberger et al., 1999), but not vice versa (Schweinberger et al., 1998; Schweinberger et al., 1999). This "asymmetric interaction" has been interpreted in the sense of a parallel-contingent processing of facial identity, emotional expression and facial speech (Schweinberger et
al., 1999), seriously challenging the notion of a strict functional encapsulation of face perception processes.

The present experiments tested whether findings of asymmetric interactions between the processing of facial dimensions (Schweinberger et al., 1998; Schweinberger et al., 1999) can be generalized across a range of stimulus characteristics and reflect a fixed architecture of face perception processes. Alternative explanations for discrepancies between studies in line with the notion of a parallel processing of identity, expression (Bruce, 1986; Etcoff, 1984; Young et al., 1986) and speechreading (Campbell et al., 1996a) and studies suggesting at least partly integrated processes (Rosenblum et al., 2002; Schweinberger et al., 1998; Schweinberger et al., 1999; Yakel et al., 2000) were considered and systematically scrutinized. Different methods were used with the intent to gather converging evidence either for or against the independence model (Bruce et al., 1986). These included the application of morphing, a digital picture editing technique, which allows for a selective manipulation of facial dimensions such as identity or expression (Beale et al., 1995; Calder et al., 1996; Schweinberger et al., 1999), the use of dynamic stimuli, the influence of face familiarity on the processing of expression and facial speech, and in particular a thorough investigation of potential pitfalls when applying the selective attention paradigm to complex stimuli such as faces.

The first part of this dissertation (Experiments 1 to 5) was dedicated to speechreading and its relationship to face identity processing. Both processes are thought to be mediated by different anatomical brain areas, which might however closely interact with one another. In the case of identity processing, regions in the inferior temporal lobe, in particular the "fusiform face area" have been suggested to be of major importance (e.g. Kanwisher et al., 1997) while speechreading has been reported to activate areas in the
auditory cortex (Campbell et al., 2001) and in the superior temporal sulcus, which is thought to be involved in the processing of socially relevant stimuli (for a review see Haxby et al., 2000). So far only few studies have investigated possible influences of identity on speechreading. Moreover, experiments that presented dynamic material seem to be the exception, although it has been suggested that in particular for speechreading, dynamic information is of major importance (Rosenblum et al., 1996). Therefore, a possible influence of identity processing on speechreading (Schweinberger et al., 1998; Yakel et al., 2000) was investigated by presenting static and dynamic stimuli.

Experiments 1 to 3 applied a Garner type selective attention paradigm and suggested that task-irrelevant speaker variations reliably decrease speechreading speed for relatively simple vowel utterances when dynamic speech is provided and participants are unfamiliar with the presented speakers. The finding of task-irrelevant speaker variations on static faces (Schweinberger et al., 1998) could not be reliably replicated, although there was a trend in this direction. It was argued that processing costs in the orthogonal condition of the selective attention paradigm might provide evidence for speaker specific dynamic information held active in working memory, which may have to be recomputed when the speaker changes from trial to trial. Similar results are well established for the acoustic modality (Mullenix et al., 1989) and have been interpreted accordingly. The finding of speaker interferences for speechreading from dynamic stimuli is in line with reports of diminished accuracy for mixed speaker lists (Yakel et al., 2000). It is unlikely that the RT increase in the orthogonal condition of Experiment 2 was caused by an increase of task-relevant facial speech information from the control to the orthogonal condition. First, an increase of stimulus variability does not necessarily lead to a linear increase of task difficulty (Mullenix et al., 1990) so that the relative RT increase by adding stimuli might
be larger for initially smaller stimulus sets. In Experiments 1 to 3, a considerable amount of overall stimulus variability was provided in the control condition. In addition, if the larger stimulus sets in the orthogonal condition were responsible for the orthogonal interference effect in Experiment 2, the same effect should have been found in Experiments 1 and 3, which used static and static-sequential faces, but applied the same design. In fact, the discrepancy between the findings of Schweinberger et al. (1998) for static faces and Experiment 1 (although there was a similar trend) might arise from differences in overall relevant information variability in the control conditions of both experiments.

The comparison of performance between static, static-sequential and moving faces also provided further evidence for a crucial role of dynamic information for speechreading (see also Rosenblum et al., 1998). The fact that no reliable interference was found for either static or static-sequential stimuli might suggest a moderating role of dynamic information on interactions between facial speech and identity processes. This possibility raised the question, whether idiosyncratic dynamic speaker information is permanently available for familiar faces and can be used in order to improve speechreading.

This was investigated in Experiments 4 and 5, which used the same paradigm as Experiment 2, but differed with respect to the group of participants. Whereas in the previous Experiment 2 all subjects had been unfamiliar with both presented speakers, participants in Experiments 4 and 5 were either familiar only with Speaker A or Speaker B. Somewhat unexpected, the effect of orthogonal interference of speaker variations disappeared, when one of the two speakers was personally familiar. This contrasts with previous findings based on static faces (Schweinberger et al., 1998). The reason for the
absence of orthogonal interference for dynamic faces if one speaker is familiar is not completely clear. Possibly, idiosyncratic dynamic speaker characteristic might be stored in long-term memory, thereby decreasing the interfering influence of speaker variations by a decreased need of trial-to-trial re-computations. The overall influence of familiarity on speechreading speed provides some evidence for this interpretation: the findings indicated slightly faster speechreading from highly familiar faces. Although this effect was only marginally significant, it is in line with previous research on static faces (Schweinberger et al., 1998; but see also Campbell et al., 1996a). The question, whether person specific dynamic speech characteristic can be stored and used to speechread more efficiently cannot be answered conclusively at present and deserves further investigation, perhaps using more complex speech material such as words or whole sentences.

In the context of the integrated neural model of face perception put forward by Haxby et al. (2000), the results suggest that face recognition processes, generally assumed to be mediated by structures in the inferior temporal lobe might interact with brain regions involved in the processing of facial speech. These regions are probably located in the auditory cortex of the temporal lobe and the superior temporal sulcus (STS). It has been suggested that the STS region preferably responds to dynamic input (Grossman et al., 2000), which might explain the moderating role of dynamic information on orthogonal interference of identity on speechreading found in Experiments 1 to 3. With respect to the relationship between identity processing and speechreading it can be said that the results challenge the idea of a strict functional distinction between both processes and point into the direction of an early integration of idiosyncratic speaker characteristics and especially dynamic speech information. The experiments provide
some evidence for a long-term storage of speaker specific characteristics which might be
used to optimise speechreading from familiar faces.

The second part of this dissertation (Experiments 6-14) looked at possible
dependencies between the processing of facial identity and emotional expression. The
question whether previous reports of an asymmetric interaction between the two
dimensions in the selective attention paradigm (Schweinberger et al., 1998;
Schweinberger et al., 1999) can be generalized across a wider range of stimulus
characteristics and conditions was systematically explored in Experiments 6, 7 and 11-14.
Traditionally, the Garner paradigm has been used to investigate the processing of
relatively basic stimulus dimensions such as e.g. colour and form. Faces represent a much
more complex type of material and this might have important consequences when
applying the paradigm to face perception. Different factors which possibly affect
orthogonal interference in the selective attention paradigm and therefore might restrict
the validity of previous studies were taken into consideration.

In Experiments 6 and 7, identity processing was uninfluenced by task-irrelevant
variations of expression. Similarly, orthogonal variation of face identity categories had no
effect on classifications of expression. These results were at variance with reports of an
asymmetric interaction between expression and identity processing (Schweinberger et al.,
1998; Schweinberger et al., 1999). It was argued that the contrasting results might have
been either due to differences in the definition of identity variations between the studies,
a better control for increasing task difficulty from the control to the orthogonal condition
in the expression task of the present study or to an overall difference in relative
processing speed between identity and expression in previous studies (Schweinberger et al., 1998; Schweinberger et al., 1999).

The possible role of relative processing speed was explored in Experiments 11 and 12. It was argued that the more difficult of two dimensions investigated in the selective attention paradigm might be more susceptible to variations of the easier one. This deliberation was based on the observation that in studies that had found an influence of identity variations on expression analysis, the later tended to slower, while no differences in relative processing speed were present in Experiments 6 and 7. However, the pattern of results found in Experiments 6 and 7 was basically replicated in Experiments 11 and 12, where expression was overall the more difficult dimension. In comparison to the studies by Schweinberger et al. (1998; 1999), a possible increase of overall relevant facial information from the control to the orthogonal condition which might have differed between the identity and the expression tasks in the cited studies was controlled for by increasing and counterbalancing overall stimulus variability.

Another major difference between the studies refers to the definition of "identity variations". Whereas Schweinberger et al. (1998; 1999) varied individual face identity, the control condition of the present experiments allowed for individual face variations, but did so within constant familiarity categories.

Experiments 13 and 14 used a selective attention paradigm and examined the contribution of both factors to the conflicting results and also investigated interactions between the processes, when identity was more difficult to classify than expression. This was achieved by presenting similar faces without external features. In addition, the possibility that the reported asymmetric interaction between emotion and identity processing in the selective attention paradigm might have been the result of a stronger
susceptibility of expression processes to unspecific pictorial variations (colour vs. b/w images) was explored. Importantly, no effect of task-irrelevant pictorial variation was present.

The other major finding of Experiments 13 and 14 was an overall condition effect for reaction times. The RT increase was only significant for the comparison of the control with an orthogonal facial condition which included task-irrelevant facial variations. Most importantly, the effect did not interact with experiment and was also significant in the expression task, if participants had not encountered the stimulus material before. In the identity task, the numerical effect decreased and in the expression task it completely disappeared for participants who had repeatedly seen the stimuli in a previous experiment. Somewhat counter-intuitively, this showed that it was easier to ignore task irrelevant variations of a dimension, if this particular dimension had been attended to in a previous experiment, strongly supporting the notion of independent processes.

These experiments contributed significantly to the clarification of the conflicting results between Experiments 6, 7, 11 and 12 and the studies of Schweinberger et al (1998; 1999). They suggest that the later findings were probably not influenced by pictorial variations but might have been influenced at least to some extent by increases in task difficulty from the control to the orthogonal condition in the expression task, but not in the identity task, as a result of the presence of external facial features. The results of Experiment 13 and 14 further implied that the increase of task-relevant information from the control to the orthogonal condition might have a stronger impact on the more difficult dimension, attributing a moderating role to task difficulty and relative processing speed.

Experiments 8 to 10 investigated whether a selective manipulation of either facial identity or emotional expression by means of morphing has an affect on classifications of
the respective non-manipulated facial dimension. It was argued that a more efficient analysis of emotional expression for familiar faces would argue for an integrated processing of both dimensions. No clear-cut evidence in favour of a familiarity effect on expression classifications was found. This is basically in line with results from Experiments 6 and 7 and studies that used matching or speeded classification tasks (Bobes et al., 2000; Bruce, 1986; Campbell et al., 1996a; Young et al., 1986). The finding is also in line with the concept of two independent, parallel routes for the processing of identity and expression (Bruce et al., 1986).

However, the major finding of Experiment 8 was that recognition of familiar faces was most effective for moderately happy expressions, while classifications of unfamiliar faces were independent of expression, as previously reported (Schweinberger et al., 1999). This result suggests that long-term representations of familiar faces, conceptualised as FRUs (Bruce et al., 1986) might be less abstract than previously thought and seem to preserve information about typical emotional expressions. The results of Experiment 7 showed a similar interaction between familiarity and expression and represent converging evidence with a completely different stimulus set.

Overall, the results of Experiments 6 to 14 are in line with the notion of a considerable degree of functional independence between the processing of facial identity and facial expression. However, they provide considerable evidence that representations of familiar faces do not only preserve structural, but also expressive information.

For the processing of emotional expression, it has been suggested that a range of cortical and sub-cortical structures is involved, amongst others encompassing the STS region, the amygdala and the basal ganglia (see also section 1.2.3), possibly with a different role of each structure for the processing of a particular expression. This implies
that theoretically, a possible interaction between expression and identity processing might be different for each expression. In this series of experiments, happy, angry and neutral expressions were investigated. Overall it was found that familiarity did not substantially contribute at least for the processing of these expressions. However, structures in the inferior temporal lobe that are possibly involved in the storage and retrieval of familiar faces might also use typical expressive information. This does not necessarily mean that hypothesized expression and identity processing modules in the inferior temporal lobe and the supra-temporal gyrus interact with each other or that the face recognition system has a direct access to emotional expressions. Alternatively, it is possible that emotional expressions have an influence on face recognition because expressive configurations might alter the configural information used by the face recognition system, resulting in a better representation of more typical expressions.

To summarize, thorough testing of the relationship between identity and expression processes in the selective attention paradigm suggested that the previously reported asymmetric interaction (Schweinberger et al., 1998; Schweinberger et al., 1999) does not generalize across a wide range of experimental conditions, but might be restricted to small stimulus sets where it may be influenced by differences in overall task difficulty. Overall, the experiments are compatible with the notion of a parallel and independent processing of facial identity and expression (Bruce et al., 1986) but provide evidence that FRUs preserve information about typical expressive configurations.
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10 Appendix

Familiar faces presented in Experiments 6 and 7:

<table>
<thead>
<tr>
<th>Name</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Brad Pitt</td>
<td>21. Elvis Presley</td>
</tr>
<tr>
<td>2. John Travolta</td>
<td>22. Udo Jürgens</td>
</tr>
<tr>
<td>3. Harald Schmidt</td>
<td>23. Guido Horn</td>
</tr>
<tr>
<td>5. Manfred Krug</td>
<td>25. Rex Guido</td>
</tr>
<tr>
<td>6. Alfred Biolek</td>
<td>26. Reinhard Mey</td>
</tr>
<tr>
<td>7. Harald Juhnke</td>
<td>27. Heino</td>
</tr>
<tr>
<td>9. Til Schweiger</td>
<td>29. Robbie Williams</td>
</tr>
<tr>
<td>10. Robert De Niro</td>
<td>30. Stefan Raab</td>
</tr>
<tr>
<td>13. Rudolf Scharping</td>
<td>33. Lothar Matthäus</td>
</tr>
<tr>
<td>14. Wolfgang Schäuble</td>
<td>34. Berti Vogts</td>
</tr>
<tr>
<td>15. Gregor Gysi</td>
<td>35. Franz Beckenbauer</td>
</tr>
<tr>
<td>16. Mikail Gorbachev</td>
<td>36. Jan Ullrich</td>
</tr>
<tr>
<td>17. Helmut Kohl</td>
<td>37. Mehmet Scholl</td>
</tr>
<tr>
<td>18. Joschka Fischer</td>
<td>38. Michael Schumacher</td>
</tr>
<tr>
<td>20. Boris Yeltzin</td>
<td>40. Mika Häkkinen</td>
</tr>
</tbody>
</table>
Familiar faces presented in Experiments 8-10+ and 11-12*:

<table>
<thead>
<tr>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Franz Beckenbauer++</td>
</tr>
<tr>
<td>2. Helmut Kohl++</td>
</tr>
<tr>
<td>3. Gerhard Schröder++</td>
</tr>
<tr>
<td>4. Boris Yeltzin+</td>
</tr>
<tr>
<td>5. Joschka Fischer+</td>
</tr>
<tr>
<td>6. Lothar Matthäus++</td>
</tr>
<tr>
<td>7. Michael Schumacher++</td>
</tr>
<tr>
<td>8. Edmund Stoiber++</td>
</tr>
</tbody>
</table>