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Abstract

Communities today are increasingly vulnerable to fluvial flood events due to increased development on floodplains and climate change impacts. This prompts a need to improve flood risk management strategies. In particular, the forecasting of high flow events via hydrological modelling. In piedmont regions, where sediment supply can be substantial and variable depending on seasonal hydrology and perturbations such as landslides, geomorphic change can influence channel conveyance and thus flood risk. However, the modelling of sediment transport and its impacts on geomorphic change and flood risk is rarely incorporated into flood risk management. This thesis therefore aims to assess an end-to-end modelling framework to predict discharge, sediment transport and morphological change on a braided piedmont river. First, Structure from Motion photogrammetry was used to monitor topographic change along a braided reach of the River Feshie, Scotland, to demonstrate how morphological data can be obtained to assess numerical model performance. The coupled numerical modelling framework used for this analysis included a catchment scale rainfall runoff model (CLiDE), and a reach scale geomorphic change model (CAESAR-LISFLOOD). Model results show that the parameterised rainfall runoff model could appropriately predict base and storm flow discharges. The geomorphic change model could predict the location and magnitudes of change for one to two years of model runtime. However, after multiple floods the morphodynamic model outputs substantially degraded. As lateral erosion rapidly carved out river banks and deposited sediment in the channel, resulting in a topographically smooth reach. Despite the limitations of the reach scale model to maintain braiding over multiple events, this work demonstrates how an end-to-end modelling framework could be implemented to predict geomorphic change and contribute to updating the topography in flood risk mapping and forecasting models. Results also illustrate how repeat topographic surveys can be used as input and verification data for flood risk modelling which incorporates geomorphic change.
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1 Introduction

1.1 Research Context

Many communities are increasingly vulnerable to fluvial flood events due to factors such as, increased development on floodplains and climate change (Lewin, 2013; Hall et al., 2016). This prompts a need to improve flood risk management. A key component of this process is the forecasting of high flows. This relies on a numerical modelling framework that uses data from rain gauges to predict discharge, and in-channel and floodplain topography to route river flow. In piedmont regions, modelled systems do not typically incorporate bedload transport and morphological change. Despite this, modelling geomorphology is an extremely important component of flood risk management. As changes in river bed levels, because of geomorphic change, can have a significant impact on flood risk. This is primarily linked to the river’s capacity, which is decreased as a result of sedimentation. To prevent flooding rivers therefore needs to erode and migrate to account of this increase in sediment. However, as limited work has been carried out linking geomorphic change to flood risk, many current flood management techniques exacerbate this process by manually stabilising river banks; preventing erosion from taking place.

A study by Lane et al. (2007) used one- and two-dimensional flow models to simulate flood inundation in response to sediment delivery in a temperate upland gravel-bed river. They compared observed flood events, to equivalent events with the addition of a climate change parameter and found that the inundation area increased by around half for the latter case. This conclusion was especially significant in relation to piedmont regions, which can supply substantial amounts of coarse sediment to the river in relatively short timescales. This work therefore highlights the potentially severe consequences that can arise as a result of sedimentation coupled with climate change. However, the modelling technique used to quantify this process wasn’t part of an end-to-end framework as it deals with discrete topographic data surveyed at fixed times. This means that limited robust conclusions can be made about how piedmont systems develop as a whole through time.

Currently, rainfall runoff models exist to predict surface and subsurface water input into river systems. Additionally, morphodynamic models exist which model sediment transport and morphological change. However, the two have yet to be
coupled to produce an encompassing rainfall to reach model, which models geomorphic change from a top down approach. This kind of model is likely to be most useful in piedmont regions where sediment supply to rivers is variable because of significant seasonal changes (i.e. snowmelt in the spring) coupled with an affinity to flash flood events (Raven et al., 2010).

1.2 Aims

This thesis aims to develop and assess an end-to-end modelling framework that will be used to predict discharge, sediment transport and morphological change on a braided piedmont river. The framework will include the following components: topographic data acquisition and modelling; rainfall-runoff modelling; and morphological change modelling

1.3 Objectives

The specific objectives are to:

(1) Generate high quality (cm precision) Digital Elevation Models (DEMs) of a c. 2 km long reach of the braided river Feshie by using a survey protocol developed through a series of field campaigns and subsequent post processing analysis.

(2) Calibrate a Catchment scale numerical model (CLiDE) to predict catchment hydrology and rainfall runoff using inputs from rain gauge data which was spatially interpreted and averaged for the River Feshie catchment.

(3) Calibrate a Reach scale numerical model (CAESAR LISFLOOD) to predict geomorphic change.

(4) Quantify morphological change of the c. 2 km braided reach using datasets obtained from 2000 to 2018.

(5) Validate and assess model performance using flow gauge data and DEMS of Difference (DoDs) for, respectively, hydrological and geomorphic change components.
1.4 Relevance of the Site

This research is focused on the River Feshie, which is situated in the Cairngorm National Park, Scotland. It is an ideal location to study braided river morphodynamic change, due to it being one of the most dynamic braided rivers in the UK. Performing such an analysis in this archetypal setting will mean that conclusions from this work will be representative of the global challenges associated with modelling river morphodynamics, and associated implications for flood risk management. In addition to this, the dimensions of the River Feshie, i.e. its spatial scale, are suitable for the type of high resolution topographic monitoring detailed in this thesis. Because of its characteristics, setting, and scale, the River Feshie has been the focus of multiple high-resolution topographic studies from 2000 to the present day (Brasington et al., 2003; Wheaton et al., 2010; Wheaton et al., 2013). The presence of data from these previous studies means that the River Feshie presents a unique opportunity to quantitatively assess an end-to-end morphodynamic modelling framework.

1.5 Thesis Structure

Due to the broad array of aims this thesis hopes to satisfy, this work has been broken up into seven discrete chapters. Each chapter aims to focus on a specific portion of the thesis, meanwhile following a progressive and sequential structure which represents the work flow included in an end-to-end modelling framework (as displayed in Figure 0). The thesis starts with a review of the current literature associated with the main aims and objectives stated above. This review initially covers work relating to topographic reconstruction of both dry and wet topography and focuses in on specific literature relating to the methods used in this analysis. A short final section of the literature review then details the assessment of model performance, providing additional information for discussion. This literature review is structured in such a way that it mirrors the analysis which is presented in the text: in a sequential manner.
The following chapter presents an overview of the study area, and comments on its appropriateness for this type of analysis. The subsequent chapter entitled Topographic Reconstruction and Change Analysis is where the first portion of original analysis is featured. This work is presented first as this details how information used in subsequent modelling was acquired. The work is broken down into two further subsections which separate how both wet and dry topography was obtained, as these were acquired via different methods. To avoid long and complex methodology and results sections later in the text these further subsections were included in this chapter as they link directly to the information being presented. The results sections include some narrative, however the main discussion of these results is included later in the thesis after the full topographic and modelling analysis and methodology is presented. This has been done so a full context is provided to the reader before each section of the work is discussed at length.

The following two chapters then detail the catchment scale modelling, and reach scale modelling respectively. Each chapter is broken into three primary subsections which include an introduction to how the model was set up, followed by a calibration section and then subsequent results and outputs. Again, this has been done to follow this step-by-step structure to build up the idea of an end-to-end framework. The catchment scale modelling results/outputs feed into the reach scale inputs. These have therefore been presented in the previous discrete chapter with an brief accompanying narrative with a larger discussion to follow after the results of the reach scale modelling are presented.

Following the reach scale geomorphic change modelling there is a final subsection which details a geomorphic change detection analysis. The outputs from the reach scale model are used in this work, however the analysis is not large enough to warrant its own chapter. Again, this section follow a similar pattern of presenting an introduction and results.

The following two chapters then represent the discussion and conclusions. These generally mirror the structure followed in the literature review, and as with the
presentation of the data/analysis. This structure provides an alternative way of presenting an end-to-end modelling framework in a sequential manner.

Figure 0. Flowchart detailing the structure of the thesis in relation to an end-to-end modelling framework.
2 Literature Review

2.1 Structure-from-Motion topographic surveys: Ground Control Point density and distribution

2.1.1 Introduction

To generate high quality topographic products for reach scale modelling, field based observation data must first be acquired. As per the first objective of this thesis, this was done via a coupling of Structure-from-Motion (SfM) photogrammetry with Real-Time Kinematic (RTK) Global Navigation Satellite Systems (GNSS) data. The methodology of how this was carried out will be detailed later in this thesis. However, this first chapter review current literature on SfM photogrammetry - a developing survey technique which is becoming increasingly popular in geomorphology. Subsequently, there is a pressing need to establish survey protocols for when this survey method is used to produce DEMs that are suitable for higher-dimensional hydro- and morphodynamic modelling (Javernick et al., 2015).

One appealing aspect of SfM is that it can have a broad range of applications across multiple scales. This is due to the fact it encompasses a wide array of imagery and imaging geometries. However, the negative impact of this is knowing what image sets to acquire across this broad array. A need therefore remains to produce a structured survey protocol that guides the user during data acquisition and post processing. Additionally, this flexibility has the potential to result in variations in data quality which can be seen when comparing SfM datasets to produce DEMs of Difference (DoDs), or when analysing data within individual surveys (James, Robson, Smith, 2017). This variation is often poorly quantified in the literature; which can be lead to ambiguity in results. It is therefore vital that the quality of SfM data, and the errors which may be associated with it, are reported throughout SfM workflows.

This section of the literature review aims to provide an overview of SfM photogrammetry, with a focus on acquiring data to monitor fluvial topography. It will also provide detail on the type and magnitude of errors associated with this survey method, and pin point where errors can arise and discuss ways to reduce these.
2.1.2 GCP density and distribution for SfM surveys

Advances in the field of photogrammetry have resulted in the development of an exceedingly automated photogrammetric technique known as Structure-from-Motion. Unlike traditional softcopy photogrammetry, SfM can solve camera pose and scene geometry automatically and simultaneously without previously knowing the 3D locations of these parameters. This method, when coupled with Multi-View Stereo (MVS), can generate dense 3D point clouds for topographic surveys that may range in longitudinal extents of 10s kilometres in scale (James and Robson, 2012; Javernick et al., 2015). Dietrich et al. (2016) demonstrated the applicability of this method over a 32-km length of the John Day River in Oregon, USA. This ability to span scales means reasonably standardised measurements of topography can be deduced over different spatial and temporal resolutions (Smith and Vericat, 2015).

This survey approach has been popularised by an increasing number of open source cloud-based processing engines. Such software is user-friendly, and the comparatively low costs involved in SfM-MVS technologies make it an appealing survey technique to low-budget researchers (Javernick et al., 2015). SfM image data is often collected via unmanned automated vehicles (UAVs). This survey mechanism allows data to be collected frequently and to a reasonably high resolution and accuracy. Advances in UAV hardware and firmware over the past decade have led to further enhancements in image collection capabilities through improved stability and flight time (Woodget et al., 2017). These factors have led to an increased quality and quantity of photographs being captured by UAVs, but there is still scope for further improvement regarding repeatability of measurements (James et al., 2017).

SfM works by using a highly redundant bundle adjustment which matches features in multiple overlapping, offset images (Westoby et al., 2012). This data, when initially collected, lacks scale and orientation parameters; as 3-D point clouds are generated in a relative ‘image-space’ coordinate system. These point clouds must then be transformed to an absolute coordinate system via a 3-D similarity transformation based on a small number of known ground-control points (GCPs).
with known object-space coordinates. Metric data can then be extracted from the newly created point clouds (Westoby et al., 2012).

2.1.3 Structure-from-Motion in the context of surveying braided river topography

The setting of this research - the braided River Feshie - poses a unique challenge regarding the accurate representation of topography in comparison to many other non-braided river landscapes (Williams et al., 2016). This is generally associated with the subtle and intricate relief typical of this type of river system which can be difficult to model accurately (Williams, et al., 2013; Javernick et al., 2014; Javernick et al., 2015). Due to a comparatively large spatial extent of braided rivers, coupled with relatively small vertical relief, there is a constant trade-off between decreasing image scale, which will increase spatial coverage but reduce theoretical precision, or the corollary which will increase precision but will also increase the number of images which need to be obtained. This trade-off means there is a minimum point precision acceptable for an effective surface representation. This value will in turn determine a study’s photographic scale and thus the subsequent DEM resolution (Lane 2004; Westway et al., 2001). A second challenge that can arise during post-processing of image data is SfM’s ability to deal with vegetation. Mismatching of points can result in large vertical errors relative to the typical river bed relief. These anomalous points must be identified and removed, so as to not lead to further inaccuracies within the dataset. A third challenge relating to the use of SfM-MVS in the context of braided rivers, is the ability to accurately model both exposed and submerged zones. When waters are sufficiently clear, a two-media refraction correction can be used with digital photogrammetry to predict bathymetry (Woodget et al., 2015). However, if waters are turbid or contain a high proportion of silt or mud, additional methods for measuring channel bathymetry may be required, such as an echo-sounding or RTK-GNSS survey. This issue is discussed in detail in the Bathymetric Reconstruction portion of this thesis (Section 2.2).

Despite these challenges, 3D datasets, such as those produced from SfM software, have the potential to transform our understanding of braided river systems, by enabling better predictions of morphological change and sediment transport rates through providing reasonably boundary conditions and parameters for numerical modelling of channel flow.
2.1.4 Structure-from-Motion Methodology

GCPs can be derived after a field survey has taken place, by selecting clearly visible features (e.g. road markings) within the survey extent and obtaining their coordinates by undertaking a global navigation satellite system (GNSS) survey. However, in settings without clearly identifiable features, it is common practice to deploy physical targets prior to a UAV survey. These targets should be clearly defined and highly contrasting to the surrounding landscape (Westoby et al., 2012). To georeference a point cloud that has been produced using SfM, the 3D position of three or more GCPs must be known. Once this point cloud has been transformed using these GCPs, the location of other GCPs can easily be identified through the image set. Assuming all GCPs are symmetric and identical, the image texture from one GCP can be used to refine the positions of others by using a 3D patch-based cross-correlation procedure. For this procedure to work accurately target size should be sufficiently large that they exceed the intended patch size (James et al., 2017). The number and density of GCPs deployed will ultimately depend on the specifications of any one survey. Therefore, these factors must be considered as part of the initial survey design, while at the same time considering the required internal precision and overall repeatability of the survey, as well as the required spatial resolution of associated DEMs and orthomosaic products (James et al., 2017).

GCPs can have a varying influence on the final point cloud and subsequent DEM depending on the network’s strength and quality. Photogrammetric best practice states that control measurements should be distributed across and surrounding the area of interest (Luhmann et al., 2006). Noisy or weak image networks, such as those taken by cameras with high levels of lens distortion, will require greater control input i.e. more GCPs. Past studies have therefore generally decided to err on the side of caution and deployed more GCPs than required to account for the potential of poor quality image networks. The exact number of GCPs needed will be site specific and depend on factors such as accessibility, terrain type, survey requirements, costing, and labour resources.

James et al. (2017) have posited the best way to layout GCPs is via ‘working from the whole to the part’ method, whereby GCP coverage is designed to extend to
the edges of the survey area. This provides an overarching spatial framework which DEM data can be interpolated within, as opposed to extrapolating beyond. To further improve output quality and ensure DEM accuracy, control data should be incorporated within the image processing stage. This might involve weighting GCPs relative contribution appropriately while processing, and ensuring that any outlier points are identified and eliminated. It must also be noted that if uncertainty within the GCP measurements is not correctly accounted for, then including this data can introduce errors into the subsequent DEMs produced.

Accurate georeferencing is central to achieving data with suitable repeatability for detecting change. Considerable effort must therefore be taken when deploying GCPs. In general terms, GCP precision should exceed the required survey precision. This manual effort coupled with the expense of additional survey equipment to ensure a high level of precision has the potential to offset the cost-effectiveness of UAV and SfM-MVS processing (James, Robson, and Smith, 2017). However, if the purpose of GCPs is only for scale and orientation, i.e. not to help define shape through bundle adjustment, a lower precision can be used if GCP redundancy is high enough (James et al., 2017).

If GCP data is not precise, this can subsequently influence the derived 3-D topographic point coordinate precision values. There are two types of precision associated with GCPs: (1) point locations determined by an external coordinate system which can be degraded by poor control measurement precision, or (2) relative distances between points within the survey (i.e. the ‘internal’ precision) which can be altered depending on the quality of the tie points. Through separating these two components of precision, one can gain an insight into the relative contributions of control measurements and tie points. Subsequent conclusions can then be drawn on the importance of control measurements in influencing the shape of a survey, as well as its overall georeferencing (James, Robson, and Smith, 2017).

Despite various guidelines on how survey data should be obtained, a gap in the knowledge remains as to what the optimum GCP density and distribution is. Limited research has been done trialling various configurations, and analysing subsequent error statistics. Generally, previous studies have given limited weight
to this parameter and its potential influence on the subsequent DEMs produced. Most have set out an arbitrary number of GCPs based directly on labour and monetary resources available, while the distribution parameter has generally been controlled by accessibility and terrain. This investigation therefore aims to provide a comprehensive analysis of the influence of GCP density and distribution on error statistics, with an overall objective of producing a survey protocol for topographic surveys of braided rivers using SfM, backed up with quantitative results.

Figure 1. A typical Structure from Motion Workflow (James et al., 2017).

2.1.5 Comparing Structure-from-Motion to Terrestrial Laser Scanning, and considering errors associated with both survey methods.

To assess the vertical error associated with different GCP layouts, errors need to be quantified. These can be calculated either from independent check points or an independent 3-D survey. Alongside this, a detailed investigation into the different causes of errors produced from SfM-MVS software is needed to better quantify and mitigate errors associated with manual identification of GCPs and the impact this has on the accuracy of the transformation matrix applied to the
As SfM-MVS contains several components, it can be hard to determine where certain errors arise. Examples of sources of errors in previous studies include, errors due to: camera model; number and resolution of images; processing software; and the distribution and quality of GCPs used for georeferencing (James and Robson 2012; James and Robson 2014).

Generally, SfM-MVS software tends to have a relatively simple and easy to navigate user interface. This, however, means that a lot of the processing parameters are hidden from the user. Such a “black box” approach means there is a lack of information on parameterisation which discourages users from fully understanding underlying sources of error. Standard software output reports therefore do not generally provide the detailed quality assessment diagnostics necessary for rigorous photogrammetric analysis. James et al. (2017) have stated that through illustrating a DEM’s sensitivity to the values used for processing settings, one can highlight the additional information that should be provided alongside surveys to increase confidence in results.

Considering the above, an argument remains in the literature against using SfM as a survey method, due to its magnitude of errors, in comparison to the method of Terrestrial Laser Scanning (TLS). However, a study by Westoby et al. (2012), who performed a SfM-MVS analysis, produced a dense point cloud of $1.13 \times 10^6$ points, which was shown to be comparable to the survey density of terrestrial laser scan (TLS) data that contained $1.17 \times 10^6$ survey point over the same area. This resolution was sufficiently precise than it revealed bedrock structures. The study further compared the two survey techniques by creating a DEM of difference (DoD) whereby they subtracted the SfM elevation model from that obtained by TLS. Results revealed that 94% of the differences were in the range of -1.0 to 1.0 metres, with 86% between -0.5 and 0.5 metres. It was subsequently hypothesised that the largest DoD values corresponded to areas of steeply sloping relief which were hard to access during the TLS survey, or areas of dense shrub and bush cover.
2.2 Bathymetric Reconstruction

Accurate elevation values for submerged topography are required for a wide array of scientific applications which include: geomorphic change detection (Wheaton et al., 2010; Bangen et al 2014), hydraulic modelling (Maddock, 1999), river restoration (Hicks, 2012), and sediment budgeting (Marcus et al., 2012). In any fluvial survey where a digital surface model must be produced, the researcher must make a choice on how to survey both the dry and wetted areas. These are generally obtained via different methods, which can be challenging when considering the cost and time constraints of obtaining both datasets, alongside any subsequent post processing. A key specification of many wetted channel surveys is repeatability - a consistent requirement of any investigation looking to demonstrate change over time. Survey methods that allow repeatability in a practical, and cost-efficient manner are generally preferable. In addition to this, datasets should be of an appropriate resolution for the scientific application and be spatially continuous. This is as opposed to widely distributed point or line sampling of bathymetry; methods that are not suitable for provide inputs for creating spatially continuous DEMs of both wet and dry areas (Carbonneau et al., 2012).

2.2.1 Spectral Depth Approach

A widely applied technique for modelling depth of gravel-bed rivers is the spectral depth approach (Legleiter et al., 2009). This is achieved by using an empirical correlation between depth data, obtained from accurately positioned field measurements, and the spectral properties of corresponding images. Imagery from standard digital cameras enables empirical relations to be developed between Red, Green and/or Blue (RGB) brightness values but higher-end multispectral cameras enable the development of empirical relations with narrower radiation bands. RGB values are extracted from imagery at specific point locations where depth is known and a logarithmic function is then typically applied to the data, commonly ln(G/R). One can then derive a linear regression between the logged spectral properties and the point data. Following this, the resulting equation can be applied to the spatially continuous imagery, to estimate water depth values on a spatially continuous scale (Shintani, 2016).
A study by Lejot et al. (2007) found this approach to produce mean errors in the order of 0.1 m, and outputs at a spatial resolution of 0.05 m while surveying the bathymetry of the Ain and Drome Rivers in France. Despite these results, various studies have found that this approach can result in errors and uncertainties with regard to factors such as: scene illumination; substrate; turbidity; and water surface roughness (Westaway et al., 2003; Lejot et al., 2007; Bergeron and Carbonneau 2012). In addition to this, this survey method can only produce accurate results to the maximum depth where a channel bed is illuminated which is often limited to approximately 1 metre, and the initial data collection to obtain depth measurements can be both labour intensive and time consuming (Woodget et al., 2015).

2.2.2 Bathymetric Airborne Laser Scanning

The traditional method of laser scanning with near-infrared light is far from an ideal method to try and survey river bathymetry, as this form of light is easily absorbed by water (Lane and Carbonneau 2007). To combat this issue, blue-green laser scanners were put forward as an alternative remote sensing method to measure submerged topography. A primary benefit of this survey technique is that it is influenced less by turbidity in comparison to the other remote survey techniques discussed. Additionally, since this method uses active remote sensing, it is capable of reliably surveying depths greater than 1 m; a limitation of many other passive survey methods (Kinzel et al., 2013). Despite the positive benefits of this technology, its use has been restricted in fluvial geomorphological research due to its relatively high cost, the coarse spatial resolution of data acquired from the first generation of bathymetric LiDAR systems, and relatively high reported errors where the technique has been tested in shallow water gravel-bed rivers (Hicks, 2012; Kinzel et al., 2013). However, newer bathymetric LiDAR currently being tested are showing more promising results in terms of higher point densities (Lague et al., 2016) but this technology is still being developed and there is limited published work on these newer, more accurate methods.

2.2.3 Digital Photogrammetry

As discussed in the chapter above, SfM photogrammetry can reproduce dry topographic values to an acceptable accuracy. To reconstruct submerged topography a refraction correction model is required. Such reconstruction is more challenging that the reconstruction of dry topography because factors such as
turbidity and water depth can hinder accurate measurements (Westaway et al., 2001). When using this method, the effects of light refraction at the air-water interface must be modelled, the geometry of which is described by Snell’s Law (Equation 1; Figure 2).

\[
\frac{\sin r}{\sin i} = \frac{h}{h_A} = \frac{n_1}{n_2}
\]

*Equation 1*

Where \( r \) (deg) is the angle of the refracted light, \( i \) (deg) is the angle of the incident, \( h \) (L) is the true water depth, \( h_A \) (L) is the apparent water depth, \( n_1 \) is the refractive index of water, and \( n_2 \) is the refractive index of air - both dimensionless values. For water with minimal turbidity, \( n_1 \) has a value of c.1.34. However, this value can vary by up to 1% depending on the temperature and salinity conditions (Westaway et al., 2001).

As is demonstrated by Equation 1, there are two values for depth - true and apparent. This is due to the refraction that occurs across the air-water interface that leads to an overestimation of the actual bed elevation - displayed in Figure 2 (Westaway et al., 2001; Woodget et al., 2015). This can therefore be corrected for via Equation 2, where apparent depth can be transformed into true depth.

\[
h = n_1 \times h_A
\]

*Equation 2*

Westaway et al. (2001) showed that by performing this correction, mean error results for depths less than 0.4 metres were comparable with that of exposed terrain. However, beyond this depth error values were significantly worse than those obtained on dry topography. In addition to this, the study found that the magnitude of errors increased with depth. Their work concluded that the correction could be of use when considering low turbidity, shallow waters but additional work would have to be performed on the refraction if this weren’t the case. One method to improve the accuracy of elevation data in deeper more turbid waters, is to compare reconstructed bathymetric values with observed values obtained from a RTK-GNSS point survey - the method used for this analysis. A methodology detailing how this can be done can be found in Section 4.2.
2.2.4 Application and assessment of refraction correction to SfM derived topography

The above approach to obtain corrected depth values was used by Woodget et al. (2015) to correct a DEM that was generated using SfM photogrammetry. Woodget et al. demonstrated that errors on submerged data points were reduced via the application of a refraction correction. Initial errors in the survey ranged from 0.016 m to 0.089 m in submerged areas, and then 0.008 m to 0.053 m, respectively, when the correction was applied - reducing errors by c. 50%. In addition to this, the study shows comparable, but marginally lower levels of accuracy (0.02 m to 0.09 m) and precision (0.06 m to 0.09 m) in wet areas compared to errors on dry topography.

Woodget et al’s results showed that refraction correction tended to over predict elevation values, and that this trend became more pronounced as the depth of water increased. Thus, the error in modelled DEM values was depth dependant. This overestimation of depth values is thought to arise through a combination of the effects of refraction, coupled with the photogrammetric process fixing matches at points with the water column, as opposed to on the channel bed (Westaway et al., 2000, 2001; Feurer et al., 2008; Woodget et al., 2015). Their
study focused on two case study locations – the Coledale Beck and the River Arrow. The results of the refraction correction differed depending on site. For the latter, mean error values were significantly improved as a result of the correction. However, this was not the case for the former. The Coledale Beck site showed lower initial error values prior to the correction, with a mean error of 0.017 m – a value comparable to that of the dry topography. Westway et al. (2001) noted that this method of inferring a true water depth, is unlikely to be valid at water depths less than 0.2 m, because at this depth the effect of refraction is deemed negligible and therefore there is no need to correct for it. The Coledale Beck site therefore reinforces this statement as it is a shallow stream were 83% of depth values are less than or equal to 0.2 m (Woodget et al., 2015). This reiterates the limitations of this procedure and highlights its dependence on channel variables such as depth.

Woodget’s method detailed above only considers how refraction influences depth points (i.e. the z dimension). However, the process of refraction is known also have a significant influence in both horizon dimensions. Meaning the refraction observed at the water surface would change all three apparent coordinates of the returned point. Each dimension will be distorted differently, so there is no one values which can be used as a generic correction for both the horizontal and vertical planes. The correction one should perform is also dependant on the type of data collected. A novel technique developed by Dietrich (2017) detailed a correction method which could be used in conjunction with a SfM analysis, and produced mean errors of c. 0.02%. This method used a multi camera based refraction correction method which incorporated an iterative approach to solve a series of refraction correction equations for every point/camera combination in a SfM produced point cloud. Despite the positive results displayed in this work, this method is still in its infancy and was only tested in a very small study area. Further work is needed to increase the confidence of these results before this method is to be used on a wider scale.

2.2.5 Coupling SfM and RTK-GNSS to Improve Bathymetric Reconstruction

A significant source of error in calculating channel bed levels using either a spectral depth or refraction correction approach is in the mapping of water surface elevation from remotely sensed topographic point cloud data. To reduce
the uncertainty in water surface elevations, when completing the field based component of a study, a channel’s edge can be surveyed with an RTK-GNSS point survey. Additionally, RTK-GNSS surveys contain known error values related to individual points. This method can be preferential in terms of accuracy and precision in comparison to WSE data extracted from, for example, an SfM derived DEM. Despite the fact overall error values of a SfM reconstruction and a RTK-GNSS survey might be comparable. When considering the precise elevation values of channel banks, an observed RTK-GNSS survey is thought to provide a higher level of confidence in results. This is as SfM has been observed to provide higher error values associated with areas where there is a step increase in elevation over a small horizontal distance (Clapuyt et al., 2016). The method by which a RTK-GNSS water edge survey is incorporated in a bathymetric reconstruction is detailed later in the text.

2.3 Rainfall Runoff and Morphodynamic Modelling

As per the objectives of this thesis, topographic datasets were obtained to be used as inputs into both catchment and reach scale morphodynamic models. This chapter discusses the development of the two different models used for this research, and how they link to one and other. As well as outlining how such hydromorphic models fit within the broader field of computational modelling.

2.3.1 Cellular Automata

Both models used in the analysis of the River Feshie are termed Cellular Automata (CA) models. The initial development of CA was to investigate self-replication, and provide an alternative method to solving the governing equations of fluid dynamics - the continuity, momentum and energy equations. These denote mathematical statements, which describe the three fundamental physical principles upon which all fluid dynamics is based (Anderson, 1992). CA was developed with the hope that it would allow a fast, exact numerical simulation of a physical system (Von Neumann 1951). This was done to combat the fact that, to simulate a distributed dynamic system one often has to solve complex differential equations which require large computational resources (Toffoli, 1984). Since their use began, CA have been applied to a large array of physical research areas
centred around natural systems and fluid dynamics (e.g., D’ambrosio et al., 2001; Coulthard et al., 2002; Barkwith et al., 2015).

A cellular automaton consists of a regular grid of cells, each in one of a finite number of states, such as on and off. For each cell, a set of adjacent cells are called its neighbourhood, and are defined relative to the specified cell. An initial state, where time (t) equals zero, is selected by assigning a state for each cell by the user. For example, in relation to a channel system, a cell could be labelled either wet or dry. A new generation is then subsequently created (t + 1), in accordance to some fixed rule – generally, a mathematical function that determines the new state of each cell in terms of the current state of the cell and the states of the cells in its neighbourhood area (Toffoli and Margolus, 1987). In the example of water flow, this could represent the flow of water in and out of a cell from and to its neighbours. Each cell can pass and gather information regarding neighbouring cells and subsequently modify its contents based on a transfer function. Information that can be exchanged between cells might be variables such as water depth, surface gradient, and water surface gradient.

Interaction with neighbouring cells for two-dimensional cases generally consists of one of two methods - displayed in Figure 3. The first being a Moore-type method, where all surrounding cells interact with the central node (Moore, 1962). The second is the von Neumann (Manhattan) method where interaction is solely with adjacent cells (Von Neumann and Burks, 1996). The rule for updating the state of cells is, in a majority of cases, the same for every cell and does not change with time. It is generally applied to the whole grid simultaneously, however some exceptions do exist such as the stochastic cellular automaton and asynchronous cellular automaton (Schiff, 2011).
2.3.1.1 CA Modelling for Braided Rivers

CA models have shown great promise in their ability to simulate braided river dynamics (e.g., Thomas and Nicholas, 2002) and landscape evolution (e.g., Coulthard and Macklin, 2003). Such models simplify the complex equations used to calculate flow, to reduce computation time and allow sediment transport and morphological change to be modelled in a simple and concise manner. However, in earlier CA models, the terms for momentum, and for describing secondary circulation were not accounted for in this simplified approach. An additional issue with earlier studies was that cellular discretization, i.e. the concept that each cell has only knowledge of itself and its immediate neighbours, makes it difficult to determine where the cell is in exact relation to the channel’s course and, in turn, the momentum and direction of water entering the cell. Data regarding the exact location of a cell in respect to channel banks is therefore necessary to replicate meandering processes accurately (Coulthard et al., 2002).

The lack of these concepts in earlier CA models prevented meandering from being incorporated - as it is determined by encompassing channel planform and circulation patterns. Earlier models only contained knowledge of the local flow parameters in point values of depth and velocity, meaning that they failed to replicate multiple braided river channels. River meandering had been successfully modelled using vector based methods (Howard, 1992; 1996), but these could not simulate multiple or braided channels. Conversely, cellular braided river models

Figure 3. Depiction of CA neighbourhoods; the von Neumann neighbourhood (left) considers cells in the cardinal directions, and the Moore neighbourhood (right) allows interactions with all neighbouring cells (Barkwith et al., 2015).
fail to replicate meandering. This consequentially hindered the development of an encompassing landscape evolution model which can replicate a bread of fluvial systems until recently.

2.3.2 CAESAR

2.3.2.1 Determining Bend Radius of Curvature

To solve this modelling gap, Coulthard and Van de Wiel (2006) therefore created the Cellular Automaton Evolutionary Slope and River model also known as CAESAR. This model incorporates a novel technique for determining bend radius of curvature. This is done via a four-stage methodology that operates over a grid where water depths are known, and cells are labelled either wet or dry.

The first of these stages is to determine which cells should be denoted ‘edge’, by observing if a cell has any neighbouring wet cells. Following this, a nine-cell filter is placed on the grid, and if there is an ‘edge’ cell at the centre of the filter, the wet and dry cells contained within it are summed. A ratio between wet and dry cells is then obtained by subtracting the wet from the dry to give a local expression of radius curvature. The sign of this ratio indicates whether it is outside (positive) or inside (negative) the channel’s banks. This method provides an approximate measure of curvature, however there can be errors in this method because of the discretization of cells into a grid. A smoothing filter is therefore applied to the grid to reduce any errors associated with this rough gridded format. The filter averages curvature between adjacent cells, to create moving average values of the balance between wet and dry for edge cells and can be denoted $R_{ca}$. This methodology is displayed in Figure 4 below.
This local curvature is then used to drive lateral erosion and meandering. The technique by which to modelling former can be easily implemented via the method by Lancaster and Bras (2002) which uses the concept of topographic steering to drive lateral erosion. Here, erosion is determined by the angle at which water impacts a bank, and the slope of the channel. However, meandering, via channel migration, requires the system to model the process of deposition as well - a harder parameter to quantify.

Coulthard and Van de Wiel (2006) tested two approaches to replicate deposition, and the subsequent redistribution of sediment, however neither managed to produce optimum results. The first method lacked the inherent processes that operate to produce deposition of sediment, as well as producing unrealistic values for sediment mass balance. The second coped better at replicating the hydrodynamics processes of deposition, and was shown to lead to the development of appropriate geomorphic features such as point bars. This deposition
subsequently allows the internal hydraulics of the model the ability to change the position of the thalweg, and in turn induce lateral erosion on the opposite bank. If this component did not exist, lateral erosion could only exist when the channel contained initial curvature.

One must note that the model developed still contains some limitations such as: it cannot accurately represent meander cut offs; sediment deposition processes along the inside bend of meanders lack robustness; the model has had no form of sensitivity testing (from internal and external factors); and the model still requires further calibration and validation of migration rates and planform sinuosity. Despite these limitations, the model created has greatly surpassed its predecessors in its ability to model a breadth of fluvial systems.

2.3.2.2 Model Application

CAESAR is a CA landscape evolution model that simulates geomorphic change due to the movement of water and hillslope diffusion across a regular grid cell network. When water moves across a cell it can change the surface elevation by entraining or depositing sediment, from fluvial and slope processes.

CAESAR requires elevation data in a gridded format for either a catchment or reach of a chosen river. Rainfall and river discharge values can then be input over this gridded surface to stimulate changes in the landscape. CAESAR includes an inherent hydrological system which is coded as per TOPMODEL - a physically based distributed watershed model that allows hydrological fluxes of ground and surface water within a defined area (Beven and Kirkby, 1979). This is done via defining the movement of the water table, and therefore where the ground is sufficiently saturated to produce overland flow. Once overland flow is present, the model then routes surface water via a multiple flow routing algorithm which creates values of flow depth over a cellular grid (Van de Wiel et al., 2007). A value for shear stress is then incorporated into the model when both slope and flow depth are considered together in a cell. This shear stress can then be related to erosion and sediment transport values. In CAESAR bedload transport is calculated using either the Einstein (1950) method, or the Wilcock and Crowe (2003) method; both of which relate to sediment transport equations. (Coulthard et al., 2002; Coulthard 2005; Van De Wiel et al., 2007; Pasculli et al., 2015).
2.3.2.3 Sediment Transport

A commonly used bedload transport formula is the method developed by Wilcock and Crowe (2003). This method incorporates variation in grainsize, which the user supplies to the model. Grainsize information can be denoted as either bedload or suspended load, and the subsequent geomorphic processes modelled will reflect as such. For example, when considering deposition, sediment treated as bedload will be moved directly from cell to cell, and only neighbouring cells with a lower bed elevation are considered - Figure 5 (a). Whereas sediment which is classed as suspended load will be deposited dependent on fall velocities and sediment concentration in the water column. Therefore, meaning that it can be deposited in any neighbouring downstream cell where the bed elevation is less than the water elevation in the cell being considered - Figure 5 (b).

Figure 5. Sediment routing directions for both bed load (a), and suspended sediment load (b) (Van der Weil et al., 2007).

2.3.2.4 Sediment Layers

CAESAR allows for spatial variability of the sediment size distribution, where grainsize data can be variable in both the vertical and horizontal axes. This is conveyed with an ‘active layer’ of sediment, i.e. the exposed part of the regolith,
that can be user defined dependant on field data collection. Figure 6 displays an example of the sediment layers which can be present within CAESAR, where strata represent multiple buried layers of sediment. Up to twenty strata layers can be included in a model. The strata layers are underlain by a base layer that represents the lower part of the buried regolith, and a bedrock layer that cannot be eroded as per the model parameters.

Figure 6. Example of sediment layers which can be incorporated into CAESAR (Van de Wiel et al., 2007).

Erosional processes occurring on the surface can remove sediment and cause the thickness of the active layer to decrease. The model contains a threshold whereby if the thickness is less than 25% of the thickness of the strata, then the upper stratum is incorporated in the active layer to roughly maintain its thickness. The opposite is true for deposition, where if the active layer becomes 150% of the strata, a new stratum is created to avoid the layer becoming too thick (Van der Weil et al., 2007) - this process is displayed in Figure 7.
2.3.2.5 Slope Processes

Slope processes are also included in the model’s base code, and allow material to be transported from the slopes into the main river channel. These processes occur on a variety of scales - from large slope failures, to small bank collapses. Equations relate failure to the critical slope threshold and allow for processes such as soil creep and land sliding to occur. A soil erosion rate is also incorporated into the model, which is a parameter of slope length and angle.

2.3.3 LISFLOOD-FP

As with CAESAR, LISFLOOD-FP was designed to fill the gap in CA modelling that existed, whereby previous CA models used overly simplified equations that could not accurately represent the hydrodynamic processes that simulate meander migration. LISFLOOD-FP is a two-dimensional hydrodynamic model designed to simulate floodplain inundation in a computationally efficient manner over complex topography. The model predicts water depths in a grid cell format, repeatable for a given time step, and hence can simulate the dynamic propagation of flood waves over fluvial, coastal and estuarine floodplains. In the case of fluvial flooding, as well as producing outputs for depth, water surface elevation, and
velocity, it also outputs predicted stage and discharge hydrographs at the outlet of the reach and other specified locations (Bates et al., 2013).

2.3.3.1 Saint-Venant Equations
The model solves a reduced form of the shallow water equations using a simple numerical scheme. This has allowed for an increase in computational efficiency in comparison to previous hydrodynamic models. These equations, also known as the Saint-Venant equations, model fast inundation in 2D. Previous equations describing these processes lacked the terms for inertia, which meant that modelled system had smaller less stable time steps; resulting in slower runs (Hunter et al., 2008). The inclusion of the effects of inertia aimed to solve this problem, as well as introducing a potentially important component of flow physics in particular environmental settings (Bates et al., 2010).

To derive such shallow water equations one must first start with their one dimensional, quasi-linear form:

\[
\frac{\partial Q}{\partial t} + \frac{\partial}{\partial x} \left( Q^2 A \right) + gA \frac{\partial (h + z)}{\partial x} + \frac{g n^2 Q^2}{R^{4/3} A} = 0 \tag{3}
\]

Where \( Q \) is discharge (\( L^3 \ T^{-1} \)), \( A \) is the cross sectional area of flow (\( L^2 \)), \( Z \) is the elevation of the bed (L), \( R \) is the hydraulic radius (L), \( g \) is gravity (L \( T^{-2} \)), \( h \) is the water free surface height (L), and \( n \) is the Manning’s coefficient of friction (\( L^{-1/3} \ T \)). Each term within Equation 3 represents a specific component of flow and they can be denoted as, acceleration, advection, water slope and friction slope respectively.

The following assumptions can then be made in conjunction with the 1D equation: (i) for a majority of floodplain flows advection is considered unimportant (Hunter et al., 2007), one can therefore remove this term and assume a rectangular channel divided by a constant flow width \( w \) (L), to define a flow per unit width \(- q \) (\( L^2 \ T^{-1} \)); and (ii) for shallow and wide channels, one can approximate the hydraulic radius \( R \) to be the flow depth \( h \).

The shallow water equation can then be rewritten to describe \( q \), at a given time \( (t + \Delta t) \):

\[
q_{t+\Delta t} = q_t - gh_t \Delta t \left[ \frac{\partial (h_t + z)}{\partial x} + \frac{n^2 q_t^2}{h_t^{10/3}} \right] \tag{4}
\]
This equation now includes the parameters of acceleration and mass, and is less likely to lead to modelled instabilities than previous iterations of equations representing these processes. The equation also can represent shallow water wave propagation, rather than a purely diffusive behaviour that was typical of previous storage cell models.

To further reduce instabilities that might occur at shallow depths when friction becomes large, one can replace \( q_t \) in the friction term with \( q_{t \Delta} \). This produces an equation which is linear in the term \( q_{t \Delta} \), and has improved convergence properties denoted by an implicit time stepping scheme. The resultant equation contains a friction term where, as the denominator increases, flow is forced towards zero - a situation that would be expected at shallow depths (Bates et al., 2010).

2.3.3.2 2D Flow

The above equations can then be transformed to represent a two-dimensional dynamic flow field, using a storage cell concept applied over a raster grid (Bates et al., 2013). These equations include the assumption that, flow between two cells is a function of the water surface height difference between said cells (Estrela and Quintas, 1994):

\[
\frac{\Delta h^{ij}}{\Delta t} = \frac{Q^{i-1,j} Q^{i,j} Q^{i-1,j} Q^{i,j}}{\Delta x^2} \quad \text{Equation 5}
\]

\[
Q^{i,j} = \frac{h^{5/3}}{n} \left( \frac{h^{i-1,j} - h^{i,j}}{\Delta x} \right)^{1/2} \quad \text{Equation 6}
\]

Where \( h \) (L) represents the water depth, and \( i \) and \( j \) represent cell co-ordinates. Therefore meaning \( h^{ij} \) is the water free surface height at node \((i,j)\). \( x^2 \) represents a cube with a dimension \( x \) (L) - displayed in Figure 8. Subsequently, \( n \) is the Manning’s coefficient of friction, and \( Q_x \) and \( Q_y \) represents the volumetric flow rates (L/T) between adjacent cells. Flow depth \( (h_{flow}) \) is defined as the depth (L) through which water can flow between adjacent cells - explicitly the difference between the highest water free surface and the highest bed elevation in the cells considered. Finally, \( \Delta h \) (L) is defined as water depth, which is a function of how much water is flowing in from upstream, minus how much is flowing downstream (Horritt and Bates, 2002) - displayed in Figure 8.
2.3.3.3 Courant-Freidrichs-Lewy Condition

The final part of the LISFLOOD-FP formulation is the time step (t) that is controlled by the shallow water Courant-Freidrichs-Lewy (CFL) condition – Equation 7. Whereby, for the solution of a hyperbolic system, such as that of the shallow water equations, CFL conditions are required to control the system so that the wave does not propagate across more than one cell per time step.

\[
\Delta t_{\text{max}} = \alpha \cdot \frac{\Delta x}{\sqrt{gh}} \quad \text{Equation 7}
\]

Where \(\alpha\) is a coefficient typically defined between 0.3 and 0.7 (Bates et al., 2010). This works to improve the robustness of a model, and to reduce numerical instabilities. However, it is not sufficient to produce full stability in a nonlinear system. One can also note from Equation 7, that stability is strongly influenced by grid cell size and water depth – as the larger the cell size the longer the model time-step.

The above text explains the core hydrological equations contained within LISFLOOD-FP. Based on these fundamental equations, the model then contains three options for the calculation of water flow between cells, which vary in their physical complexity. The choice of numerical scheme will depend on the characteristics of the system to be modelled, requirements on time of execution,
and the type of data available. In the simplest case, the model assumes that flood spreading over low-lying topography is a function of gravity and topography, whilst the most complex case uses the full shallow water equation. Channels can also be represented as features within the 2D grid structure using a sub-grid version of the model. This calculates the combined flow of water within each cell, contained both within any section of channel, located in that cell, and across the adjacent floodplain, using an approximation to the one-dimensional St. Vernant equation without advection (Horritt and Bates, 2002).

### 2.3.4 CAESAR-LISFLOOD

Recent increases in computational power, coupled with the development of new flow algorithms such as LISFLOOD-FP, has meant it is now possible to model longer-term geomorphic change in a more realistic and physically based way than previously. This development led to Coulthard et al. (2013) to produce CAESAR-LISFLOOD (CL) - the model used for the reach scale analysis of this thesis. This model takes the hydrodynamic flow model (LISFLOOD-FP) and incorporates it within the larger structure of the landscape evolution model (CAESAR), to route flow with a higher level of mathematical reasoning than was accounted for in the previous adaptation of the model. The combined model hopes to retain an appropriate run time speed through computational efficiency, while having a stronger physical basis than the previous CAESAR model. Coulthard et al. (2013)’s work represents the first example of complex hydrodynamic effects being represented in a landscape evolution model. This development has addressed a process limitation which existed in previous landscape evolution models, and is a step change leading to the development of a ‘second generation’ of hydrodynamic models that could lead to significantly different conclusions about the physical basis of landscape evolution.

#### 2.3.4.1 Combined Model Challenges

When integrating the two models, detailed above, there were some disparities which caused minor complications. In CAESAR, flow is routed from a cell in eight directions, whereas in LISFLOOD-FP it is routed in four. When considering larger areas and coarser DEMs, four cardinal directions (i.e. the von Neumann method displayed in Figure 3) are not sufficient as it will not allow a single thread channel to develop diagonally along the inter-cardinal directions. This is compared to the Moore method which allows interactions with all neighbouring cells. Therefore, a
finer grid resolution may be necessary when considering such narrow diagonal channels (Coulthard et al., 2013).

This difference in the number of flow routing directions should also be considered in relation to sediment transport. In the combined model, bedload transport is calculated for four flow directions. However, this produced a positive feedback which led to the progressive narrowing of channels. A function which describes in channel lateral erosion was subsequently added to the model to control this channel narrowing feedback, as per the method described in Coulthard and Van de Wiel (2006) and Van de Wiel et al. (2007). Additionally, the model continued to maintain the multiple grainsizes, active layers and sediment transport equations used in the original CAESAR model - described above.

2.3.4.2 Steady vs Non-Steady Flow Models

Initial work by Coulthard et al. (2013) demonstrated that CL produced significantly different sediment outputs in comparison to steady flow models, namely the flow sweeping model, which was the primary modelling method used to model fluvial flow prior to the time of this study. Steady flow models, such as the initial adaptation of CAESAR, use ‘flow-sweeping’ algorithms to calculate steady state uniform flow approximations for a field. From this, a discharge is then distributed to every cell within a two to five cell range downstream. This is done whilst considering the water surface elevation between the contributing and receiving cells. Value for flow depth and velocity are then calculated from these discharges using Manning’s Equation (8). Subsequent values for shear stress and fluvial erosion and deposition are then also produced (Coulthard et al., 2013).

\[ V = \frac{k}{n} R_h^{2/3} S^{1/2} \]

Equation 8

Equation 8 describes velocity \((V \ (L/T))\), averaged by cross sectional area. Where \(n\) is Manning’s coefficient of friction, \(R_h\) is the hydraulic radius (L), \(S\) is the channel bed slope (L/L) when water depth is constant, and \(k\) is the conversion factor which allows for both the incorporation of SI and English units (Manning et al., 1890).

Considering this, differences in the outputs from different types of flow models could have a substantial influence on the rates and patterns of deposition and erosion, and the subsequent geomorphology of the wider river landscape. When
considering the river at a catchment scale, Coulthard et al. (2013) found that steady flow models introduced a bias of an increased sediment yield - an influence which was more pronounced for larger flow events. The corollary of this is that non-steady flow simulations were shown to have consistently lower sediment yields, and less pronounced peak outputs. Leading one to the assumption that non-steady flow might act as an important diffusive process in a landscape in relation to sediment discharge.

One uncertainty noted by Coulthard et al. (2013) in relation to CL is its robustness over a variety of timescales and environments. In general, previous landscape evolution models were tested at a long-term equilibrium or steady state, where time evolving processes could be reasonably ignored (Hancock et al., 2002). However, CL contrasts this approach and includes transient hydrodynamic processes. The outputs from Coulthard’s initial paper suggest that these transient processes could contribute significantly to the evolution of a given modelled landscape. Despite this, there is limited knowledge on the influence of these processes at varying temporal and spatial scales. With a key remaining question being, is the scale of a study relevant to these processes? This question is more prevalent now that models like this are increasingly being used in both theoretical and applied studies.

The model used for this analysis on the River Feshie is the output from Coulthard’s (2013) paper - as this is the version incorporated into CLiDE (Barkwith et al., 2015). However, one should note that an updated version of CL now exists which is detailed in Coulthard and Van der Wiel (2017). This model has had a few minor adaptations in comparison to its predecessor. The most notable of these being that the updated platform is now able to model spatially and temporally variable hydrology. The code was modified so that the hydrological parameters and precipitation rates could be input via spatially fixed pre-defined areas. More detail on the minor updates are detailed in Coulthard and Van der Wiel (2017).

2.3.5 CLiDE

For the analysis of the River Feshie’s catchment scale hydrological system the computer model CAESAR-LISFLOOD-DESC (CLiDE) was used - a CA model which simulates earth system interactions to produce an encompassing landscape evolution model that includes geomorphic change and a comprehensive
hydrological system (Barkwith et al., 2015). This model was created as part of the Dynamic Environmental Sensitivity to Change (DESC) project at the British Geological Survey and aims to simulate distributed surface and subsurface hydrology from sub-annual to centennial time scales.

The cohesion of the models, detailed above, was chosen because of CAESAR’s ability to model sediment transport, as well as erosional and depositional processes under different climatic and land use environments on a reach and catchment scale. Combined with LISFLOOD-FP, which has been proven successful in modelling non-steady surface water flows (Coulthard et al., 2013). There was however one missing process which was not contained within CL - groundwater flow, and groundwater discharge to rivers. To fill this gap in the landscape model, the non-LISFLOOD-FP controlled surface hydrological processes within CLiDE was replaced with a distributed hydrological model that included a model for groundwater. This groundwater component is coupled to the surface model through the exchange of water via groundwater recharge, and baseflow return to rivers. A flow chart outlining the processes acting within CLiDE, and their interactions, is shown in Figure 9.
2.3.5.1 Hydrology

A breakdown of the specific surface and subsurface processes which are occurring within CLiDE is displayed in Figure 10. To partition rainfall between evapotranspiration, surface water runoff, and groundwater recharge, CLiDE contains the Soil and Landuse based rainfall-runoff Model (SLiM) which is based on a single soil layer groundwater recharge model (Rushton et al., 2006; Wang et al., 2012). It is a simplified method that can represent runoff and potential groundwater recharge based on temporal and distributed soil moisture conditions, which are obtained from catchment characteristics such as rainfall, potential evapotranspiration, and soil moisture content. The model has been proven to be successful via a case study by Wang et al. (2012) in the Eden Valley UK, and work has begun to apply the model to other catchments in temperate and semi-arid climates. The model is also designed so that it is easily integrated into other
environmental process based models due to its simplicity. After passing through the SLiM model, surface water is then routed using the LISFLOOD-FP model (Bates et al., 2010) - detailed above - which includes parameters such as topographical gradient and terrain frictional properties.

CLiDE’s subsurface hydrology, displayed in Figure 10, can be seen to be a two-layered finite difference model, which is discussed by Ravazzani et al. (2011) to be appropriate considering such a CA approach. The upper of the two layers represents water flow along the bedrock-soil interface (saturated soil), whereas the lower represents water within the bedrock (groundwater). The model incorporates lateral heterogeneity when considering the hydraulic conductivity and specific yield parameters to allow versatility in the range of hydrological environments the model can represent. This coupled surface-subsurface component of the model allows a constrained environment to be driven by climatic data such as rainfall (Barkwith et al., 2015) - as is the case with the River Feshie.

**Figure 10.** Schematic representation of CLiDE model, displaying the interactions between the four main hydrological components (Barkwith et al., 2015).
2.3.6 Hydrology of Soil Types

CLiDE is designed to include information from various external sources, which give the model additional information regarding location specific parameters. One such input is the hydrology-based classification of the soils of the United Kingdom, developed by Boorman et al. (1995). This classification was based on existing UK data sets that described the soil type, its distribution, and the hydrological response of catchments. The classification was based on conceptual models of the processes that occur in the soil and, where appropriate, the substrate. The resulting scheme defined 29 different Hydrology of Soil Type (HOST) classes. Soils are assigned to classes based on their physical properties, and with reference to the hydrogeology of the substrate. Although information exists that describes soil types and their distributions, most of this information needs considerable interpretation prior to being used in, for example, a hydrological model. The HOST dataset aimed to facilitate easier use of this type of data by producing a classification of soils for the UK that could be applied via existing national maps to aid hydrological studies and analyses (Boorman et al., 1995).

Models produced by the HOST classification system can be subdivided into three categories: a soil on a permeable substrate in which there is a deep aquifer or groundwater (i.e., > 2m depth); a soil on permeable substrate in which there is normally a shallow water table (i.e., < 2m depth); and a soil which contains an impermeable of semi permeable layer within 1m of the surface. Within each of these three situations are variations that allow for different soil properties, and wetness regimes, that generate 11 different models. These are further sub-divided into 29 HOST classes, based on the additional properties and geology of the substrate.

The classification was developed using databases of physical soil properties alongside feedbacks from catchment scale hydrological variables - most significantly baseflow index and standard percentage runoff Boorman et al. (1995). Baseflow is defined as the portion of stream flow that is not runoff and results from seepage of water from the ground into a channel slowly over time. This is generally considered the primary source of running water in a stream during dry weather (Arnold et al., 1995). Baseflow index (BFI) is calculated from daily data and is a dimensionless variable that expresses baseflow as a fraction of total
flow volume. It is therefore possible to calculate BFI for any catchment across the UK for which flow data is stored. Additionally, Standard Percentage Runoff (SPR) is the percentage of rainfall that contributes to the increase in surface runoff (Young, 2006). In the HOST dataset, SPR comprises of 174 catchment averaged values across the UK (Boorman et al., 1995).

Another key parameter which is included within the HOST dataset is field capacity. This represents the amount of soil moisture held in the soil after excess water has drained away and the rate of downward movement has decreased. This generally occurs two to three days after rain, in pervious soils of uniform structure and texture. The physical definition of field capacity is the bulk water content retained in soil at -33 J/kg of suction pressure (Israelson and West, 1922; Veihmeyer and Hendrickson, 1931). A final parameter which is incorporated into HOST model, and is relevant for this study, is the wilting coefficient or wilting point. This is defined as the water is held so tightly by the soil matrix that the roots cannot absorb this water any further. The value for the wilting coefficient is determined physically by the amount of water per unit weight in the soil expressed as a percentage (Briggs and Shantz, 1912; Kirkham, 2005).

2.3.7 Landuse

As well as the HOST dataset, CLiDE also includes a link to the UK Land Cover Map 2007 (LCM2007). This was the first of its kind to produce a UK wide dataset with a spatial framework derived from national cartography via a generalisation process of collection. This method has allowed for dramatically improved spatial accuracy, and means the model can better represent real world objects. 99.5% of the dataset was classified using automated procedures. However, the remaining 0.5% had to be classified via visual interpretation to be deemed accurate. Following the initial classification, knowledge-based enhancements were subsequently applied to increase the refinement and accuracy of the classification using soil, altitude, and urban extent datasets (Morton et al., 2011).

The framework for LCM2007 is based on Ordnance Survey Master Map topography layer. The spatial framework was also further refined by supplementing the generalised national cartography with agricultural census data boundaries and image segments. LCM2007 is subsequently the first land cover map to provide continuous vector coverage of UK Broad Habitats derived from satellite data. The
dataset was created from roughly seventy satellite images, which were combined
to create 34 multi-date summer-winter images; each representing a single year.
This method was chosen as the multi-date images allow for a contrast between
land cover types and therefore increase the accuracy of the classification. 91% of
the UK’s land area was mapped through this method, compared to 84% in the
previous LCM survey carried out in 2000 (LCM2000) (Morton et al., 2011).

The classification scheme used in LCM2007 was adapted from that of the UK
Biodiversity Group’s Broad Habitats (BH) classification scheme - for a detailed
description of these habitats see Jackson (2000). LCM2007 classifies the land cover
of the UK using classes based on the Broad Habitats, with some minor differences.
Table 1 summaries the classes used in LCM2007 in comparison to those of the BH
scheme and previous LCM survey, additionally it describes any additions made to
the system.
Table 1. LCM2007 classes and associated BH, as well as a description of how the two classes differ (Morton et al., 2011).

The LCM2007 dataset provides three parameters which are used in the modelling of surface water flow via the SLiM. These are the: rooting depth (m), depletion factor (-), and crop coefficient (Morton et al., 2011). Rooting depth is averaged for an area of specific landuse, and represents the mean depth to which roots

<table>
<thead>
<tr>
<th>Broad Habitat</th>
<th>LCM2007 class</th>
<th>Notes on LCM2007 class</th>
</tr>
</thead>
<tbody>
<tr>
<td>„Broadleaved, Mixed and Yew Woodland“</td>
<td>Broadleaved woodland</td>
<td>Same as LCM2000 class. Differs from BH due to exclusion of Yew, which is not extensive enough for LCM to map.</td>
</tr>
<tr>
<td>„Coniferous Woodland“</td>
<td>„Coniferous Woodland“</td>
<td>As BH and LCM2000</td>
</tr>
<tr>
<td>„Arable and Horticulture“</td>
<td>„Arable and Horticulture“</td>
<td>As BH and LCM2000</td>
</tr>
<tr>
<td>„Improved Grassland“</td>
<td>Improved Grassland</td>
<td>Mix of areas of managed, low productivity grassland, plus some areas of semi-natural grassland, which could not be assigned Neutral, Calcareous or Acid Grassland with confidence by the knowledge-based enhancements.</td>
</tr>
<tr>
<td>„Rough grassland“</td>
<td></td>
<td></td>
</tr>
<tr>
<td>„Neutral Grassland“</td>
<td>„Neutral Grassland“</td>
<td>As BH and LCM2000</td>
</tr>
<tr>
<td>„Calcareous Grassland“</td>
<td>„Calcareous Grassland“</td>
<td>As BH and LCM2000</td>
</tr>
<tr>
<td>„Acid Grassland“</td>
<td>Acid grassland</td>
<td>Acid grassland incorporates Bracken. Bracken is a Broad Habitat under certain circumstances (see Appendix 1). Bracken can be mapped using LCM2007 methods, but it depends on image timing, so for consistency it is assigned to „Acid Grassland“</td>
</tr>
<tr>
<td>„Fen, Marsh and Swamp“</td>
<td>„Fen, Marsh and Swamp“</td>
<td>As BH and LCM2000</td>
</tr>
<tr>
<td>„Dwarf Shrub Heath“</td>
<td>Heather</td>
<td>As LCM2000; spectral differences between dense heather and heather grassland enable separation spectrally.</td>
</tr>
<tr>
<td>„Bog“</td>
<td>„Bog“</td>
<td>As BH and LCM2000</td>
</tr>
<tr>
<td>„Montane Habitats“</td>
<td>„Montane Habitats“</td>
<td>As BH; Altitude cut-off differs from LCM2000</td>
</tr>
<tr>
<td>Inland Rock“</td>
<td>Inland Rock“</td>
<td>As BH and LCM2000</td>
</tr>
<tr>
<td>„Saltwater“</td>
<td></td>
<td>Merged 2 freshwater BHs, as they cannot be separated from each other using the methods and data used for LCM2007. In many cases small and/or narrow water bodies fall below the MMU.</td>
</tr>
<tr>
<td>„Freshwater“</td>
<td></td>
<td></td>
</tr>
<tr>
<td>„Supra-littoral Rock“</td>
<td>„Supra-littoral Rock“</td>
<td>As BH and LCM2000</td>
</tr>
<tr>
<td>„Supra-littoral Sediment“</td>
<td>„Supra-littoral Sediment“</td>
<td>As BH and LCM2000</td>
</tr>
<tr>
<td>„Littoral Rock“</td>
<td>„Littoral Rock“</td>
<td>As BH and LCM2000</td>
</tr>
<tr>
<td>„Littoral Sediment“</td>
<td>Littoral sediment</td>
<td>As LCM2000</td>
</tr>
<tr>
<td>Saltmarsh</td>
<td></td>
<td>Priority Habitat and of sufficient extent and spectral distinction to be mapped consistently spectrally.</td>
</tr>
<tr>
<td>„Built-up Areas and Gardens“</td>
<td>Suburban</td>
<td>As LCM2000, spectral differences between urban and suburban enable separation spectrally.</td>
</tr>
<tr>
<td>Urban</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
grow. Root development is highly site specific and is largely related to the physical and chemical characteristics of the soil. Maximum rooting depth can vary from 0.30 m in shallow soils, to greater than 2 m in deep sands and loam soils (Steduto, 2012). The depletion factor within a soil is the amount of water that the soil can be depleted by before crops begin to wilt, or when the soil moisture drops below an optimum level. This factor varies but it generally around 50% of the total water stored within the soil, and can also be known as soil water availability (Allen et al., 1998). This effect is primarily dependent on: the hydro-physical characteristics of the soil (i.e. hydraulic conductivity, field capacity and wilting point); the crop growth stage; the demand of water vapour by the atmosphere; and the characteristics of the root zone (Allen et al., 1998; Lyra et al., 2016). Finally, the crop coefficient (Kc) can be defined in the following equation:

\[
Kc = \frac{ET_x}{ET_0} \quad \text{Equation 9}
\]

Where, \(ET_0\) is the reference crop evapotranspiration, and \(ET_x\) is the maximum crop evapotranspiration. \(Kc\) therefore varies depending on the type of vegetation cover, and its internal properties (Allen et al., 1998; Steduto, 2012).
2.4 Assessing numerical model performance

As per the objectives of this thesis, the quantification of how good a given morphodynamic model is at reproducing reality is an important question in order to assess model performance. There are a number of ways to quantify this performance, such as via channel bank migration (Motta et al., 2012), a comparison of aerial imagery (Ziliani et al., 2013), or sediment budgets (Wheaton et al., 2010). These different metrics span spatial and temporal scales and resolutions. An overview of the different metrics which can be used to compare observed and predicted braided river morphodynamics is displayed in Figure 11. This breadth of metrics poses a challenge from a morphodynamic modelling perspective, whereby a user must decide which metric is best used to assess performance and observe change.

**Figure 11.** Composite image displaying the different metrics which can be used in all three dimensions to measure fluvial morphodynamic change (Williams, 2014).
2.4.1 Geomorphic Change Detection

A promising approach in recent fluvial studies has been the application of geomorphic change detection (Wheaton et al., 2010). This is a broadly encompassing approach which combines various river metrics and produces quantifiable statistics which tell a user about how a modelled system compares to reality - or to itself in relation to time.

Advances in remote sensing technologies have allowed for rapid acquisition of high quality topographic data (e.g., Milan et al., 2007). This in turn has advanced the monitoring of geomorphic change, as estimating sediment budgets is allowed via repeat topographic surveys (Church and Ashmore, 1998) as opposed to measuring sediment transport directly (e.g., Lane 1998). This morphological method of monitoring has developed with time and since the early 1990s has generally included the production of DEMs and DEMs of Difference (DoDs) to observe morphological change (Lane, 1994; Wheaton et al., 2010).

2.4.2 Uncertainty and Error

DoDs have proven successful in monitoring rates of geomorphic change, however there have been many questions posed regarding the uncertainties associated with DoD analysis (Brasington et al., 2000; Lane et al., 2003). The primary question associated with this type of analysis being, ‘is it possible to differentiate actual geomorphic change from noise within DEM datasets?’

There are a breadth of different accuracies associated with the specific survey techniques that are used to generate DEMs, used as inputs for DoD analyses. Previous studies have shown errors which range from +/- 0.02 m to +/- 1 metre - depending on the survey technique (Carter et al., 2007). This influence of uncertainty is significant when considering a fluvial environment, as topographic changes can be of a similar magnitude to that of dataset noise. Therefore, how well these uncertainties are accounted for in an analysis can have substantial impacts for how meaningful the interpretation of a survey's results are (Lane et al., 2003, Brasington et al., 2010). One must also note that uncertainties associated with bathymetric data can be considerably higher than that of dry
topographic data (Sear and Milne, 2000). These kinds of uncertainties will be discussed in detail in the Bathymetric Analysis portion of this thesis. It can therefore be stated that the fundamental control on the quality of a DoD analysis will be the initial DEM quality which is primarily based on the quality of the field survey data. The errors associated with field survey data are a function of: sampling technique; survey point quality; topographic characteristics and complexity; and interpolation methods used (Wechsler and Kroll, 2006). The quality of survey data might therefore not be uniform across a given field area. Despite this, many previous studies looking at geomorphic change have assumed spatially uniform uncertainties (Brasington et al., 2000), or varied spatially only based on wet vs dry topography (Lane et al., 2003). This has consequentially resulted in over and under representation of uncertainties in key areas of interest such as banks where is there a significant step in elevation change which is not consistent throughout the landscape.

Considering this gap in the field, Wheaton et al. (2010) chose to develop a new technique that allows for the robust estimation of DEM quality and its influence on sediment budgets derived from DoDs. This has been done via a set of tools that considers the spatial variability of surface representation uncertainty, which can be calibrated and applied to any given set of topographic survey data. The broad components included in this technique are displayed in Figure 12. The GCD software has been developed to implement the probabilistic thresholding framework for uncertainty analysis in DEM Differencing developed by Brasington et al. (2000), and Lane et al. (2003), within a GIS environment. It also implements a minimum level of detection threshold approach to DoD differencing, as described by Fuller et al. (2003), as well as estimating the magnitude of DEM uncertainty in a spatially variable way using fuzzy set theory (Wheaton et al., 2010), and discriminating DoD uncertainty on the basis of the spatial coherence of erosion and deposition using Bayes Theorem (Milan et al., 2011).
2.4.2.1 Probabilistic Thresholding

The type of uncertainty analysis considered in this study was via the use of a probabilistic threshold - the final step displayed in Figure 12. This is done via a user defined confidence interval to which a probabilistic threshold is applied to the total error produced on a DoD (Lane et al., 2003; Williams, 2012). To apply this type of threshold one must first consider the equation for the combined error in a DoD ($\delta U_{DOD}$):

$$\delta U_{DOD} = \sqrt{\delta z_1^2 + \delta z_2^2} \quad \text{Equation 10}$$

Where $\delta z_1$ and $\delta z_2$ are errors related to $Z_1$ (the initial DEM) and $Z_2$ (the subsequent DEM), respectively. This equation can then be used to apply a Minimum Level of Detection in a geomorphic change detection analysis. Whereby $\delta U_{DOD}$ is applied as a constant threshold across the DoD. This method is deemed as a conservative approach to determining errors associated with DoDs, as nothing below the minimum level is then deemed reliable. Whereas in reality this is likely not the
case for the entirety of the DEM, and in fact volumetric and areal estimates of geomorphic change are sensitive to such a minimum threshold. This means that real morphological change is liable to be lost below such a threshold (Brasington et al., 2003; Wheaton et al., 2010). One might consequently look for a more appropriate way to represent DoD errors. If it is assumed that estimates of $\delta z$ are approximated by the standard deviation error ($\sigma$), and have a normal distribution Equation 10 becomes:

$$U_{crit} = t \sqrt{SDE_1^2 + SDE_2^2} \quad \text{Equation 11}$$

Where $U_{crit}$ represents the critical threshold error, and the SDE parameters are the standard deviations of both Z variables. The variable t is the critical t-value for a two-tailed Students t-distribution for a chosen confidence interval:

$$t = \frac{|z_1 - z_2|}{\delta u} \quad \text{Equation 12}$$

Where $|z_1 - z_2|$ is the absolute value of the DoD. One can then relate it to the standard deviation error and desired confidence interval of an analysis. Where, for a test at a 68% confidence interval ($1 \sigma$) $t \geq 1$, and for a test at a 95% confidence interval ($2 \sigma$) $t \geq 1.96$.

This method of analysis offers a technique to remove any systematic bias in a dataset, through filtering elevation changes based on confidence that detected change is real. The additional benefit of this is that a user can define a confidence interval suitable for their analysis. However, the standard deviation error for both a 68%, and 95% confidence interval are not always uniform across an area. Previous studies which have performed a probabilistic threshold DoD analysis, have defined $\sigma_1$ and $\sigma_2$ areas based on whether the topography is wet or dry, with the assumption that dry areas are likely to be more accurately represented (Brasington et al., 2003; Lane et al., 2003; Milan et al., 2007; Bird et al., 2010). However, this is still a broad and spatially coarse view of errors across a landscape. To produce a higher level of accuracy on results it might therefore be necessary to use information obtained from specific GCPs (Brasington et al., 2000). An example of a spatially varied approach to this method was carried out Williams et al. (2011),
who used TLS survey data to vary standard deviation error values across dry topography.

This method of analysis is therefore more likely to produce reliable estimates of morphological change in comparisons to a minimum level of detection approach. However, probabilistic thresholding is still not deemed fully accurate and reliable, as smaller changes in elevation might not be picked up by this form of analysis. This becomes most significant when considering scenarios such as sedimentation on a floodplain, which can have a significant areal extent but due to its minimal elevation change is often misclassified in error analysis as noise, as opposed to morphological change (Williams, 2012).

2.5 Broader Context

2.5.1 Accurately Modelling Geomorphic Change

Many numerical models now exist which replicate the processes of river hydro and morph dynamics (Guan et al., 2016). However, a considerable amount of uncertainty still exists when trying to replicate the processes of meandering and braided river dynamics due to the presence of helical, or secondary, flows which are more complex to accurately model. (Blanckaert, 2015). There is therefore a gap in the field for models which can represent these dynamics, to produce reasonable results with regard to geomorphic change.

A study by Guan et al., (2016) used lab and field experiments to demonstrate the applicability of using a 2-D depth averaged model to model morphological change at river bend, with an aim of improving the abilities of 2-D numerical modelling in for sinuous flow paths. Their results showed that the model was able to reconstruct both hydrodynamics and morphological features to a reasonable degree. However, the model was not completely robust with further work needing to be carried out to better represent secondary flow, and the parameterisation of grain size. Results did however show that factors such as sediment transport formula and roughness height have less significance than previously thought on the evolution of bed morphology at a river bend.
This type of modelling is still in its infancy, with models needing further work to produce robust conclusions. Guan’s analysis only considered a single river bend over a one-year period, meaning limited conclusions can be based on the results of this analysis. Therefore, for the analysis performed in this thesis a more robust and accepted model. However, model’s such as this are vital in highlighting the intricacies involved in modelling river flow and subsequent bed change. More research is therefore needed into developing such models, and solving the underpinning physical processes which occur in meandering or braided river channels.

2.5.2 Geomorphic Change’s influence on Flood Risk

Due to a warming climate, flood events in rivers are increasing in occurrence and magnitude (Hirabayashi et al., 2003). When considering how flood risk in a river system will evolve with time in a warming climate, it is vital to account for the impact of geomorphic change. Work by Lane et al., (2007) demonstrated this, where they used one- and two-dimensional flow models to simulate flood inundation in response to sediment delivery in a temperate upland gravel-bed river. They compared observed flood events, to equivalent events with the addition of a climate change parameter and found that the inundation area increased by around half when climate change was added. This conclusion was especially significant in relation to piedmont regions, which can supply substantial amounts of coarse sediment to the river in relatively short timescales. This work highlights the potentially severe consequences that can arise as a result of sedimentation coupled with climate change. Additionally, it highlights how study areas such as the River Feshie, which have significant sediment supply and mobility, should be areas of focus in order to draw broader conclusions which have globally reaching implications.

One caution associated with the results of Lane’s study was that the modelling technique used to quantify this process wasn’t part of an end-to-end framework as it dealt with discrete topographic data surveyed at fixed times. This means that limited robust conclusions can be made about how piedmont systems develop through time. Highlighting a key knowledge gap which still exists when considering geomorphic modelling which incorporates the influence of climate change. The modelling framework provided in this thesis hopes to guide other similar studies.
on how to apply a comprehensive and continuous geomorphic change model in a upland temperate river setting.
3 Study Area

3.1 Catchment

3.1.1 Characteristics

The River Feshie is situated in the western Cairngorms, an area in the south east of the Scottish Highlands. It drains a catchment of 231 km² (Figure 13) and flows in a general northward direction, downstream into the Spey Valley (Rumsby et al., 2008). The catchment has a total relief of 1030m (Wheaton et al., 2010), with a maximum altitude of 1260m (Kasprak, 2015). This relatively high altitude is due to the catchment being underlain by resistant igneous and metamorphic rocks. Moine schist comprises most of the catchment’s bedrock, along with a small portion of granite which underlies higher land in the north-east (Werritty and McEwen, 1993). These two rock types dominate the coarse proportion of the river’s sedimentary load, with typical d50 values for schistose material being between 50 and 110 mm (Brasington et al., 2012).

In the catchment’s more recent geological history, it can be noted from landforms that Glen Feshie has been subject to substantial glacial influence. The area was last glaciated during the Late Devensian and went through an episode of deglaciation ~13 000 BP (Gilvear et al., 2000; Wheaton et al., 2010; Wheaton et al., 2013). The remnants of this glaciation can now be observed as large fluvio-glacial outwash terraces which comprise the flanks of a wide U-shaped valley - representing a significant sediment source for the river.

3.1.2 History as a Braided River

The River Feshie is a gravel-bed river, which has been classed as braided in sections since the mid 1800’s (Ferguson and Werritty, 1983). Braiding has occurred in Glen Feshie due to the combination of a substantial amount of coarse sediment availability coupled with steep channel gradients, high runoff, and a subsequent flashy flow regime (Rumsby et al., 2008). This dynamic regime has allowed for periods of avulsion and channel switching (Rumsby et al., 2001) and has led to the development of extensive and variable gravel bar deposits. The river’s discharge is highly influenced by snowmelt with its annual hydrograph reaching a maximum value between the months of January and May (Ferguson, 1984). However, the
catchment receives mean annual precipitation of ~1400mm, highlighting that there is the potential for flooding via rainfall all year round (Rumsby et al., 2008).

The river is characterised by this distinct flashy flow regime because of its landscape characteristics - a mountainous catchment with steep valley sides. This has resulted in numerous flash flood events over the river’s history which have had a sizeable impact on the river’s morphology. The average discharge recorded at the SEPA Feshiebridge gauging station, the reference location which will be used for comparison in this study, is 91.63 (m$^3$ s$^{-1}$). However, this has been recorded to reach 317.67 (m$^3$ s$^{-1}$) (December 2015), as a result of a flash flood (SEPA, 2018). In spate, the river has a high erosive power and sediment transport capacity which has been observed to dramatically reshape its fluvial landscape (Wheaton et al., 2013).

3.1.3 Landuse

In the nineteenth and twentieth centuries, an increased number of grazing livestock and timber felling in Glen Feshie lead to a decrease in the extent of woodland. This situation was worsened by a boom in stag shooting, which meant a higher number of deer were maintained within the estate than would be naturally be the case. Large herds of deer dramatically contribute to the decline in woodland, as seedlings which took root were browsed out and did not have a chance to prosper, meaning the new generation of trees could not replace the old that were falling. Coupled with extensive felling during the second world war, over time this lead to a dramatic decrease in the number of Caledonian Pine trees in the Glen Feshie estate. This reduction in tree cover is likely to have had impacts on the broader landscape - influencing factors such as slope instability and hydrological processes (Macdonald, 2016).

This situation remained until the start of the twenty-first century, at which point a team of government agency scientists were appointed to carry out a research project in the catchment with the aim of developing management strategies to protect the area’s overall ecology. This study concluded that the deer population should be cut, in conjunction with a replanting effort to rebuild the Caledonian Pine’s previous stronghold. However, the controversy of a deer cull prohibited the implementation of this strategy for multiple years following the report. Despite
this, in recent years the catchment has experienced a significant evolution from its state in the late twentieth century, to the present day. The estate owners are now implementing longer term development plans, led by the rise of similar ecological restoration initiatives (Macdonald, 2016).

After an estate-wide replanting effort, and a significant deer cull, from 2010 onwards there has been a marked reduction in deer numbers in the Glen Feshie estate, which has coincided with a strong pulse of natural regeneration of various tree species and other shrubs. Additionally, it has been noted that the ecology in the Glen is more diverse, and that woodland’s herb layer is much more well-established, than previously. As well as vegetation, there has also been a marked increase in the number of species, and their populations, present in the catchment. Increasing number of black grouse and salmon have led to a further strengthened ecology and displayed the success of the conservation of the landscape (Macdonald, 2016). The ecological evolution of the River Feshie’s catchment may therefore be a factor that should be taken into consideration when evaluating catchment scale models over decadal to centennial timescales.

3.2 Reach

There are three significant braided sections of the River Feshie: at the confluence with the River Spey, at the Allt Chomraig confluence and at Feshie Lodge (Werrity and McEwen, 1993). The last of these, a 3km long section, is the most active and dynamic of the three reaches (Wheaton et al., 2013). A 2-km length within this reach will be the focus area for this study (Figure 13). This 2-km long section has been the subject of multiple scientific studies over the past decade (Brasington et al., 2007; Hodge et al., 2009; Wheaton et al., 2010, 2013), meaning there is an archive of datasets which allow observation of channel change over varying timescales. Such datasets, which have been updated to the present day as part of this study, contain: RTK-GPS topographic data from 2000 through to 2018 (see Table 2), hydrograph datasets for a period of almost 60 years, aerial photography records which date back ~60 years and Ordnance Survey channel planform maps from 1869 onwards (Kasprak, 2015).
Figure 13. Location of both Reach and Catchment scale models in relation to Scotland.
<table>
<thead>
<tr>
<th>Date</th>
<th>Method</th>
<th>Author</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>Photogrammetry</td>
<td>Brasington et al., 2003</td>
</tr>
<tr>
<td>2002-07</td>
<td>RTK-GNSS</td>
<td>Wheaton et al., 2010</td>
</tr>
<tr>
<td>2008</td>
<td>RTK-GNSS &amp; TLS</td>
<td>Kasprak et al., 2018</td>
</tr>
<tr>
<td>2013</td>
<td>RTK-GNSS &amp; TLS</td>
<td>Kasprak et al., 2018</td>
</tr>
<tr>
<td>2017</td>
<td>RTK-GNSS &amp; TLS &amp; SfM</td>
<td>Williams et al., 2017 *Stott, Masters Thesis</td>
</tr>
<tr>
<td>2018</td>
<td>RTK-GNSS &amp; SfM</td>
<td>*Stott, Masters Thesis</td>
</tr>
</tbody>
</table>

*Table 2.* Reach scale DEMs obtained from topographic surveys - date, method, and author.
4 Topographic Reconstruction and Change Analysis

4.1 Structure from Motion - Topographic Reconstruction

4.1.1 Introduction

This chapter of the thesis focuses on reconstructing the topography of the River Feshie field site, at a reach scale. The chapter has two sections; reconstruction of dry topography, and reconstruction of bathymetry. The former was be done through the use of a SfM analysis which included a rigorous investigation of GCP deployment and placement. The latter was done through the use of a refraction correction technique. In more detail, the first section (4.1) of this chapter aims to define a survey protocol for deploying Ground Control Point (GCP) targets across the River Feshie field site. Data from a field campaign on the River Feshie carried out in June 2017 was used for the first component of this analysis. The results and subsequent conclusions from this work were then used to define a survey protocol for subsequent field campaigns carried out on the River Feshie site, throughout the course of 2018. This analysis will use the breadth of data available from the 2017 campaign, to define efficient protocols to be carried out on successive field surveys. This is with the hope that it will shorten time spent in the field, reduce the labour needed, and minimise uncertainties regarding survey method.

4.1.2 Methodology

4.1.2.1 Fieldwork component

A field campaign was carried out on a ~3 km reach of the braided river. Data collection commenced on the 01/06/17, and over the period of two weeks, a team collected all the required aerial imagery and topographic survey data for this analysis. The fieldwork included three steps. First, a GNSS Base Station was set up over a new benchmark. The Base Station was initially left to record GNSS observations for a period of approximately seven hours. These observations were then post-processed with RINEX data from a nearby permanent GNSS station so as to calculate the horizontal position of the benchmark in the OSGGB36 coordinate system and the orthometric height of the benchmark using the National Geoid Model OSGM15. Second, 86 plastic targets were set out across the study area. Each target was 0.5 m by 0.5 m and had a yellow cross constructed from 50 mm wide marking tape. The pattern of targets tried to maintain a fairly consistent spacing
across the breadth and length of the study area. RTK-GNSS was then used to survey the centre point of each target. Positions and associated errors in the x, y, and z directions were stored on the Leica Viva RTK-GNSS receiver. Third, a DJI Phantom 4 Professional UAV was then flown at a height of approximately 50 metres above the river bed, along the full length and width of the braidplain. Six separate flights were completed to obtain the total area desired, as the UAV was limited to approximately a 25-minute flight time due to its battery life. Flight paths were chosen so that adjacent images would overlap in order to produce a representative overall coverage of the study area. The aerial image side and end overlap produced was 70%, which is deemed to be within the appropriate bounds when considering the flight altitude and the type of terrain surveyed (Carrivick et al., 2016; James et al., 2017). More details on the UAV data obtained can be viewed in Table 3 below.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Braided River Survey, River Feshie (01/06/17)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera Model Name</td>
<td>FC330_3.6_4000x3000 (RGB)</td>
</tr>
<tr>
<td>Number of Images</td>
<td>1489</td>
</tr>
<tr>
<td>Sensor Size</td>
<td>1/2.3” CMOS/ Effective pixels:12.4 M</td>
</tr>
<tr>
<td>Focal Length</td>
<td>2285.720 [pixel] / 3.610 [mm]</td>
</tr>
<tr>
<td>Aperture</td>
<td>20 mm [35 mm format equivalent]</td>
</tr>
<tr>
<td>Median Camera Speed</td>
<td>5.115 [m/s]</td>
</tr>
<tr>
<td>Median Rolling Shutter Readout Time</td>
<td>53.4498 [ms]</td>
</tr>
<tr>
<td>Flight Height</td>
<td>50 m above ground level</td>
</tr>
<tr>
<td>GSD (Average)</td>
<td>2.74 cm</td>
</tr>
<tr>
<td>Area Covered</td>
<td>0.5703 km²</td>
</tr>
<tr>
<td>Perspective of Images Acquired</td>
<td>Vertically</td>
</tr>
</tbody>
</table>

Table 3. Background information of UAV imagery acquired based on Standards by O’Connor et al., (2017).

4.1.2.2 Post Processing

Overview

After completion of the June 2017 field campaign, two primary data sets had been obtained: a compiled list of RTK-GNSS target measurements, and a consistent set of aerial images. First, the RTK-GNSS point data were converted in to the same coordinate system as the UAV data - in this case the OSGB36 British National Grid (using OSTN15/OSGM15 transformation models (Ordnance Survey, 2018). The aerial images were then imported into the SfM-MVS software Pix4d. The aim of
applying this software is to, after three stages of processing, reconstruct the
topography of a chosen study area by producing a Digital Surface Model (DSM).

Prior to the first stage of processing, the correct coordinate system for the UAV
images must be chosen and the ‘Image Properties’ must be altered to account for
the specific type of UAV used. Once these initial parameters had been input,
processing step one could commence. This involves an automated process which:
allows the set-up of a targeted number of keypoints, calibration of cameras,
rematching, pre-processing, and then exportation. Following this, the file
containing the target information was imported into Pix4d via the ‘GCP Manager’.
The information from which was subsequently manipulated using the ‘rayCloud
Editor’ which displays the position of all the images collected, as well as an initial
point cloud. Using this tool, the position of three targets were calibrated
manually. To do so, the user locates the centre point of the target on all UAV
images it is displayed in. After three targets are fully defined, the software then
uses an automatic marking system to allocate the location of the remaining
targets. Manual checks were then done to make sure the automatic marking
process was working accurately, and to move and recalibrate the center points on
any targets where this was not the case.

Pix4d initially sets all the targets as 3D GCPs, which are used for scaling and
georeferencing. However, for this analysis it was necessary to have a combination
of both GCPs and Checkpoints (CKPs) because the 3D error of the DEM needed to
be assessed. CKPs were necessary so that the errors associated with
georeferencing - based solely on the GCP data - could be quantified based on a
chosen point location that is not used during the SfM-MVS processing; a
checkpoint. The user must therefore specify on each individual target if they want
it to be a GCP or CKP. Once the user is happy with their configuration they can
run a ‘Rematch and Optimize’ process which recalibrates the new configuration
of GCPs and CKPs. Once this processing step has been run, an option can then be
selected to generate a ‘Quality Report’ of the data set. The information contained
in which displays numerical values of various statistical errors in three dimensions
for both GCPs and CKPs. This ‘Rematch and Optimize’ process can be re-run any
given amount of times to continually improve the accuracy of the data and to
minimise any errors. Equally, additional runs can be completed with different
configurations of GCPs and CKPs to compare error statistics for these different configurations.

Analysis
For this study, the outputs from eleven different GCP target scenarios were analysed. The configurations of these scenarios can be broken into three different categories (as detailed in Table 4) where:

1) A set amount of GCPs were chosen in a configuration that enabled them to be fully distributed across the study area without any bias, i.e. as evenly distributed as possible.
2) GCPs were selected at either the ‘edge’ or the ‘centre’ of the study area.
3) GCPs were selected based on the number of images they appeared in (≥ 10 images, or ≥ 15 images).

The quality reports of each of these scenarios were then compared to produce a quantifiable comparison between the different GCP and CKP configurations. The key statistic which this analysis focused on was the Route Mean Squared Error (RMSE) of the checkpoints in the X, Y and Z directions. This RMSE statistic gives information regarding the standard deviation of the residuals (i.e. how far from the regression line data points are). Therefore, the RMSE error can indicate how concentrated a data set is around the line of best fit. When considering this statistic in relation to checkpoints, a lower RMSE would indicate a more accurate and reliable configuration.

In these processing scenarios, CKPs are used as a ‘check’ to display how accurate any given configuration of GCPs is. For each scenario, the point cloud produced is created with reference to all listed GCPs. However, it is the CKPs which should be analysed at this stage in processing to determine if the number and configuration of GCPs is appropriate, since they are independent from the SfM-MVS processing. Thus, if the RMSE of the CKPs for any given run is low, this is a reflection that the GCP configuration should be fairly accurate with low residual errors.
4.1.3 Results

Table 4. Information related to the 11 different target configurations, sorted by the number of GCPs in ascending order. The second column displays the number of ‘accurate’ CKPs. This makes reference to the fact 15 targets have been deemed inaccurate due to the fact they have not been calibrated in any aerial images - these targets have consequentially been omitted from the analysis. A brief description of each run is then detailed, followed by a ‘category’ number which identifies the three different types of configurations.

<table>
<thead>
<tr>
<th>Scenario Number</th>
<th>Number of GCPs</th>
<th>Number of CKPs</th>
<th>Description</th>
<th>Configuration Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>56</td>
<td>0 GCPs</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>51</td>
<td>5 GCPs distributed evenly</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>47</td>
<td>GCPs shown in ≥ 15 images</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>46</td>
<td>10 GCPs distributed evenly</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>41</td>
<td>15 GCPs distributed evenly</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>36</td>
<td>20 GCPs distributed evenly</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>27</td>
<td>29</td>
<td>GCPs shown in ≥ 10 images</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>27</td>
<td>29</td>
<td>GCPs in ‘centre’ configuration</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>28</td>
<td>28</td>
<td>Equal Amount of GCPs and CKPs</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>29</td>
<td>27</td>
<td>GCPs in ‘edge’ configuration</td>
<td>2</td>
</tr>
<tr>
<td>11</td>
<td>56</td>
<td>0</td>
<td>All accurate targets listed as GCPs</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 14. A comparison of RMSE values in all three dimensions. Triangles denote the ‘edge’ scenario, and diamonds denote the ‘centre’ configuration for each direction. The graph displays how error values vary depending on the number of GCPs used, and the spatial direction.
4.1.3.1 Z axis error

With reference to Figure 14, one can note that, in general, RMSE decreases in all dimensions as the number of GCPs increase. This trend is perhaps the most pronounced for the Z axis. This is because there are higher absolute values for RMSE, due to an inherent lack of accuracy in the vertical axis. Vertical accuracy is known to be harder to quantify correctly by GNSS technologies in comparison to horizontal accuracy. This is because it is easier for satellites to triangulate a horizontal point accurately on the earth’s surface, in comparison to a vertical point some distance above the surface (Uren and Price, 1994). For test scenarios where there is a higher number of GCPs, RMSE in the Z axis is comparable to that of the X and Y axis’. However, when there are 10 or less GCPs, Z axis errors become a lot greater than those of the other two dimensions. This is as to be expected for RMSE when there is fairly high uncertainty, due to a lack of georeferencing constraints, in the dataset. Because of these relatively high errors for lower GCP configurations, the Z axis dataset has a much higher range in values than the X and Y axis’ - highlighted by Figure 14.

<table>
<thead>
<tr>
<th>Number of GCPs</th>
<th>X Axis</th>
<th>Y Axis</th>
<th>Z Axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>28</td>
<td>0.0410</td>
<td>0.0363</td>
<td>0.1570</td>
</tr>
<tr>
<td>20</td>
<td>0.0528</td>
<td>0.0524</td>
<td>0.1460</td>
</tr>
<tr>
<td>15</td>
<td>0.0405</td>
<td>0.0474</td>
<td>0.1302</td>
</tr>
<tr>
<td>10</td>
<td>0.0549</td>
<td>0.0566</td>
<td>0.2757</td>
</tr>
<tr>
<td>5</td>
<td>0.0611</td>
<td>0.0505</td>
<td>0.3679</td>
</tr>
<tr>
<td>0</td>
<td>1.2278</td>
<td>0.7517</td>
<td>20.1878</td>
</tr>
</tbody>
</table>

*Table 5.* RMSE in the X, Y and Z direction. Listed by the number of GCPs in descending order.

Figure 14 shows six different target scenarios for all three dimensions, each of which are based on having a set number of GCPs. The configurations of these points have been chosen in such a way that they should be spread across the study area as evenly and broadly as possible, to capture the landscape in representative
way i.e. with no preference to edge or centre GCPs. When comparing RMSE to the number of GCPs, there is not necessarily a simple negative linear trend. One can observe that when GCPs are spaced in such a manner, RMSE decreases for scenarios between 5 and 15 GCPs for both the X and Z axes. Following this point, values for RMSE do not decrease any further for GCP scenarios containing both 20 and 28 GCPs. In fact, in certain scenarios the RMSEs become notably higher e.g. the X axis RMSE for the 20 GCP configuration.

When considering the Z axis error, it must be noted that it is not solely dependent on the number and configuration of GCPs. Other factors can influence this error, such as inherent errors associated with the RTK-GNSS survey. There is therefore an additional error metric associated with the survey data obtained for the GCPs themselves. As with the error on CKPs, the Z axis error on surveyed GCPs is notably harder to constrain due to its vertical component. Additionally, there is a higher likelihood of human error associated with obtaining this parameter. This is more so the case when surveying on uneven topography, where the pole of the handheld RTK-GNSS is liable to move during any single point measurement. An example of when this might happen is on a poorly consolidated silty channel bed, where the surveying pole is liable to sink into the bed during the measurement. However, consistency and surveying rigour was discussed prior to all field data collection to minimize this human error parameter.

The interpretation of Figure 14 is slightly more complex when considering the Y axis, one can consequentially refer to Table 5 for more detail regarding precise error values. Between 5 and 20 GCPs error fluctuates up and down and shows no distinct trend. However, the amount they vary is fairly minimal, with there only being a 0.009 m difference in RMSE between the highest (10 GCPs) and the lowest (15 GCPs) values. Considering this, 15 GCPs is therefore the most optimum scenario when considering 20 GCPs or less. For 28 GCPs there is a slight decrease in RMSE, however this means the addition of 13 targets for only a 0.011 m drop in error. Therefore, depending on the survey specification, the deployment of more than 10 additional targets would perhaps not be a worthwhile given the time, money and manpower involved for a small decrease in error.
4.1.3.3 Category 2 GCP Scenarios

With reference to Table 6, one can note that 29 GCPs are used in the ‘Edge’ scenario, and 27 GCPs are used in the ‘Centre’ Scenario. While considering this, one can then look to Table 6, which quantifiably compares the differences between the two configurations in terms of RMSE in all three dimensions. The table displays that all errors in the ‘Centre’ configuration are consistently higher than those of the ‘Edge’, despite the two having a similar number of GCPs. The table displays that the greatest directional difference is along the X axis; with RMSE in the ‘Centre’ configuration being 83.6% greater than the ‘Edge’. Although the numerical value of difference in the Z direction is higher, Z axis errors are naturally higher, and the relative percentage difference is comparative to the X axis; and is in fact lower by 1.7%. The table also shows that errors in the Y direction are notably lower than in the X for both scenarios. When comparing the difference between the two errors statistics, they are 36.6% greater along the X axis than in the Y.

This pattern of Y axis errors being lower than X, was also observed by Javernick et al. (2014)’s study of the errors associated with SfM technologies in a shallow braided river setting. Here, GCPs were set out in a regular gridded format across the survey extents, and were not altered throughout the analysis. With this configuration, the team found that Y axis RMSE was consistently 0.01-0.02 m less than that of the X axis. They posited this to be due to the longer longitudinal dimensions of the study area in a North-South direction, as opposed to East-West. When considering this fact, and the applicability of the River Feshie site also in these rough geographic orientations, one could posit this to also be the reason for reduced Y axis errors in this analysis.

The overall conclusion on Category 2 scenarios is that the ‘Edge’ configuration produces overall lower errors, and consequentially more accurate and representative results. When considering the two as fixed extremes at two ends of a spectrum one can state that the ‘Edge’ configuration would be the preferable option. However, GCP configurations are not necessarily fixed to either extreme. Subsequently, the most ideal configuration would most likely be situation were the edges of a study area have a good coverage but there are additional points in
the centre so as to not lose accuracy there, and to maintain a representative overall coverage.

<table>
<thead>
<tr>
<th>RMSE, m</th>
<th>X Axis</th>
<th>Y Axis</th>
<th>Z Axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge</td>
<td>0.032</td>
<td>0.031</td>
<td>0.080</td>
</tr>
<tr>
<td>Centre</td>
<td>0.059</td>
<td>0.051</td>
<td>0.146</td>
</tr>
<tr>
<td>Difference</td>
<td>0.027</td>
<td>0.020</td>
<td>0.066</td>
</tr>
<tr>
<td>Difference as a % of ‘Edge’</td>
<td>83.60%</td>
<td>64.39%</td>
<td>81.90%</td>
</tr>
</tbody>
</table>

Table 6. RMSE comparison between 2 GCP scenarios; ‘Centre’ were GCPs are chosen in the central area of the study area only and ‘Edge’ where GCPs are chosen to cover the edges of the study area only. The third row lists the numerical value of difference between the two scenarios for each axis, followed by this difference as a percentage of the ‘Edge’ scenario - the more accurate of the two.

4.1.3.4 Category 3 GCP Scenarios

This subsection of the analysis investigates the hypothesis that, ‘the more UAV images an individual target appears in, the better constrained that target is’. If the Pix4D georeferencing procedure was based on a scenario where the GCP targets used were observed in a relatively high number of aerial images, it is likely to result in a higher accuracy post-processing product than if the targets were to be observed in fewer images?

<table>
<thead>
<tr>
<th>RMSE, m</th>
<th>X Axis</th>
<th>Y Axis</th>
<th>Z Axis</th>
<th>Scenario</th>
<th>Number of GCPs</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥ 10 Images</td>
<td>0.0468</td>
<td>0.0498</td>
<td>0.1271</td>
<td>A</td>
<td>27</td>
</tr>
<tr>
<td>≥ 15 Images</td>
<td>0.0798</td>
<td>0.0761</td>
<td>0.1855</td>
<td>B</td>
<td>9</td>
</tr>
<tr>
<td>Difference between A and B</td>
<td>0.0330</td>
<td>0.0263</td>
<td>0.0583</td>
<td></td>
<td>18</td>
</tr>
<tr>
<td>Difference as % of A</td>
<td>70.54%</td>
<td>52.85%</td>
<td>45.89%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 GCP Scenario</td>
<td>0.0549</td>
<td>0.0549</td>
<td>0.0549</td>
<td>C</td>
<td>10</td>
</tr>
<tr>
<td>Difference between B and C</td>
<td>-0.0249</td>
<td>-0.0212</td>
<td>-0.1306</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Difference as % of B</td>
<td>-31.23%</td>
<td>-27.83%</td>
<td>-70.41%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7. RMSE in all three dimensions for three GCP scenarios; A-C. Additionally, a numerical and percentage comparison of A and B, and B and C is listed.
To test this hypothesis, two different GCP configurations were run; one where targets were only marked as GCPs if they appeared in 15 or more images, and one where targets were marked if they appeared in 10 or more images. However, as one might expect, there were a lower number of targets which appeared in \( \geq 15 \) images compared to \( \geq 10 \) images. This subsequently resulted in a relatively large disparity between GCPs in the two test scenarios. The \( \geq 15 \) images run contained only 9 GCPs, whereas the \( \geq 10 \) images run contained 27 GCPs - a reduction in GCPs of two thirds. When considering this, GCP scenario C - which contains 10 GCPs - was added to Table 7, to allow for a more realistic comparison. In scenario C, GCPs were chosen purely to be distributed in a representative way across the landscape, and the number of images in the target appeared in was not a factor.

With reference to Table 7, one can observe that RMSE has increased (i.e. accuracy has decreased) for all axis’ from scenario A to B. However, this increase has not been consistent throughout all three axes’, with the decrease in the Z axis being less than in the horizontal plane. One can assume that the primary reason for this consistent increase is the reduction in the number of GCPs, and is not a direct result of the targets being observed in more images. In an ideal scenario, one would compare scenarios where a fixed number of GCPs had been observed in \( \geq 10 \) images, and subsequently \( \geq 15 \) images. However, completing multiple additional drone flights to test this assumption fully would not be an efficient use of resources, and is outside the scope of this analysis. Therefore, if we assume the reduction in RMSE is solely a result of the reduction GCPs, a lower percentage change in the Z axis becomes a notable result. Prompting the conclusion that, if a target is observed in more images it should be more accurate in the Z axis; assuming the number of GCPs used does not decrease substantially. This is not the same for the horizontal axis’, especially the X, where RMSE has increased in line with the decrease of GCPs and results do not appear to be as significantly influenced by the number of images they appear in.

Table 7 also shows a comparison of scenarios B and C, which considers the influence of target layout. With reference to the Z axis, one can see that RMSE has decreased substantially between B and C despite the fact a similar number of GCPs are used. One can therefore assume this change is due to the configuration of GCPs. In scenario B points are clustered into an area which is observed in many
images, whereas scenario C covers the study area broadly and in a much more representative way. Showing that, the configuration of GCPs has a much higher influence on the accuracy of results for the Z axis, in comparison to the number of images a GCP is shown in. This conclusion is also true for the X and Y axis’ but to a lesser extent.

In summary, for scenario 3, we can state that: (i) the number of images a target appears in has little influence on its accuracy in the horizontal plane; (ii) the number of images a target appears in has a notable influence in the Z axis, but the number of targets and their layout must also be considered; and (iii) for a given number of GCPs, the layout of the points is the primary control on RMSE, most notably so in the Z axis, and the influence of layout greatly outweighs the influence of the number of images a target appears in.

One must however note that the above conclusions have been drawn from a limited number of GCP scenarios. To ensure total confidence in these statements numerous additional GCP scenarios should be processed to ensure results are consistent. Most notably, an analysis should be done which considers the number of images targets appear in with a consistent number of GCPs.

4.1.4 Defining a Best Practice Survey Protocol

This chapter has included a thorough analysis of the influence of GCPs on georeferencing errors. In order to achieve the most accurate georeferencing results one must consider: the number of GCPs used, the layout of GCPs, and number of images the GCPs appear in. For the River Feshie field site, c. 15 GCPs is the optimum number to be deployed. These should be located so that the edges of the study area have a good coverage, as well as additional points in the centre to maintain an acceptable overall coverage. When viable, targets should be observed in as many images as possible so as to best constrain the Z axis error. However, if there are pressures on time and resources this parameter should not be made a priority, depending on the scale and resolution of the project. An example of a good configuration for 15 targets might be: 5 targets positioned on each bank of the river, 1 at both the upper and lower extent, and 3 positioned on the middle of the braidplain in triangular configurations with those positioned on the banks. However, defining restricted and precise location for such targets is not necessary or realistic in a dynamic fluvial environment, where targets must
preferentially be located in locations that are less likely to undergo geomorphic change. The conclusions made from this work should be applicable for use in other SfM-MVS analyses. This analysis provides quantifiable evidence that, for this site, deploying a larger number of GCPs than 15 is counterproductive in terms of cost, time and efficiency.

The above work defines a structured survey protocol that was used in the subsequent June 2018 field campaign, with the aim of minimising errors relative to the time spent positioning and surveying targets. In the June 2018 field campaign, 20 targets were deployed – 13 GCPs, and 7 CKPs. It was determined that only 13 GCPs were necessary as the configuration of these was sufficiently well distributed – an overall good coverage with preference to the edge of the study area. Additionally, this allowed more CKPs to check the accuracy of the configuration. The configuration of these is displayed in Figure 15 below, and the errors associated with the new configuration are listed in Tables 7 & 8.
Figure 15. June 2018 field survey target layout, as per best practice protocol defined above.
Table 8. CKP errors associated with June 2018 Targets displayed in Figure 15 - individually and then mean and RMSE values.

<table>
<thead>
<tr>
<th>Check Point Name</th>
<th>Error X [m]</th>
<th>Error Y [m]</th>
<th>Error Z [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>t002</td>
<td>0.0509</td>
<td>-0.0570</td>
<td>0.0477</td>
</tr>
<tr>
<td>t006</td>
<td>0.0463</td>
<td>0.0716</td>
<td>0.0289</td>
</tr>
<tr>
<td>t007</td>
<td>-0.0220</td>
<td>-0.0354</td>
<td>-0.0790</td>
</tr>
<tr>
<td>t014</td>
<td>-0.0082</td>
<td>-0.0446</td>
<td>0.0308</td>
</tr>
<tr>
<td>t015</td>
<td>-0.0244</td>
<td>0.0060</td>
<td>0.0016</td>
</tr>
<tr>
<td>t017</td>
<td>0.0497</td>
<td>0.0274</td>
<td>-0.0662</td>
</tr>
<tr>
<td>t018</td>
<td>0.0009</td>
<td>0.0031</td>
<td>-0.0390</td>
</tr>
<tr>
<td>Mean[m]</td>
<td>0.0133</td>
<td>-0.0041</td>
<td>-0.0108</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.0346</td>
<td>0.0421</td>
<td>0.0481</td>
</tr>
</tbody>
</table>

Table 9. Best 2017 configurations compared to the final 2018 configuration - a direct comparison of errors.

<table>
<thead>
<tr>
<th>RMSE, m</th>
<th>No. of GCPs</th>
<th>X Axis</th>
<th>Y Axis</th>
<th>Z Axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>2017, 'Edge'</td>
<td>29</td>
<td>0.032</td>
<td>0.031</td>
<td>0.080</td>
</tr>
<tr>
<td>2017, 15 GCPs</td>
<td>15</td>
<td>0.0405</td>
<td>0.0474</td>
<td>0.1302</td>
</tr>
<tr>
<td>2018, Final</td>
<td>13</td>
<td>0.0346</td>
<td>0.0421</td>
<td>0.0481</td>
</tr>
</tbody>
</table>

Table 8 and 9 show that the best practice survey protocol implemented in 2018 resulted in an overall reduction in errors in comparison to the 2017 survey - most significantly in the Z Axis. The Z axis RMSE associated with the 2018 survey is lower than any error associated with the 2017 survey data - even when more than double the GCPs were used in 2017. Only one Z axis RMSE was less than 0.1 m for the 2017 - the ‘Edge’ scenario with contained 29 GCPs. This best practice survey protocol has decreased this by almost half - highlighting a significant advancement in the constraint of this parameter. RMSE in both horizontal axis’ are broadly similar for both the 2017 and 2018 surveys. However, on average the 2018 survey has lower errors for both the X and Y axis’. Especially when one considers the lower number of GCPs in comparison to some of the 2017 GCP scenarios. These results highlight the vast improvement in error results when using a structured survey protocol. It is therefore advised that all subsequent surveys carried out in a similar fluvial setting should adopt this best practice survey protocol.
4.2 Bathymetric Reconstruction

4.2.1 Introduction

After obtaining a comprehensive set of aerial imagery for the study area, it is important that both wet and dry topography is accurately represented in the DEM of the catchment. The SfM workflow detailed above aimed to provide the best representation possible of the dry topography i.e. with the lowest horizontal and vertical positioning error values possible. However, this workflow and its associated vertical error values were only applicable for dry topography.

As detailed in the SfM methodology above, Pix4d processes aerial imagery and RTK-GNSS point data in three stages. After the third and final stage of processing, the software will output a DSM that should have representative and accurate values for surface topography, and point elevations for all dry surface areas. However, DSMs generated using SfM do not accurately predict bathymetry due to the refraction of light through a water column. It was therefore decided that a bathymetric correction would be applied to the SfM data in all wetted areas, based on Woodget et al. (2014)’s method. As was previously noted, their analysis achieved acceptably low error values when analysing similar SfM aerial imagery, at a comparable scale, in a riverine environment. It must also be noted that this method only considers refraction in the vertical dimension. However, as the input data is comprised exclusively of overhead imagery the horizontal component of refraction is assumed to be negligible.

This chapter details a bathymetric reconstruction that was completed for the June 2017 topographic data, with three primary aims: (1) to produce a DEM which was representative for both wet and dry areas; (2) to identify where the bathymetric correction is working well, verses when it is working poorly; and, (3) in areas where bathymetry is poorly modelled to posit reasons for this and to suggest how this could be improved in the 2018 survey.

4.2.2 Methodology

During the 2017 and 2018 field surveys, RTK-GNSS data points were collected across the braidplain. Each of these points were labelled with a code: in channel
(IC), water surface edge (WSE), or dry topography (Topo). For this methodology, the WSE point shapefile was used as a component of the bathymetric correction workflow to define elevations of the channel’s wetted perimeter. Such values can be obtained from other methods - such as the DEM - but this is deemed the most accurate method if the dataset is available. To maintain accuracy, this point dataset should ideally contain survey points that are longitudinally spaced at a sufficiently high density to represent changes in water levels. When surveying this parameter in the field, it was ensured that each data point was taken precisely where the dry and wet topography met. A good example of an ideal survey location was on a large clast which has a clear line showing where the clast is submerged in water. Data points were taken on both the right and left edge of the river, generally parallel to one and other to avoid inaccurate interpolation of values when water surface elevations do not correlate across the channel. The IC dataset was then also used in this analysis as a ‘check’ to relate observed elevation values to those predicted by the bathymetric correction.

For this analysis, ArcMap was used to manipulate datasets and reconstruct bathymetric values. The process involved a number of sequential steps which are detailed in the text below. Firstly, the orthomosaic file produced as an output from Pix4d was used to create a single polygon shapefile that included all wetted areas within the survey extents. This area was traced visually using the aerial image, and noting contrasting colour and shade differences between wet and dry areas. A triangular irregular network (TIN) was then created by using the wetted area shapefile as the extent, and the WSE point values to extract elevations. The TIN was then converted to a raster type dataset, which displays data in a gridded format with a specified cell size. The cell size for the 2017 survey was 0.1 metres, and for the 2018 survey 0.2 metres. The differing resolutions were a result of the processing time available for the Pix4d analysis. Due to the timings of this thesis there was a longer time period over which to process the data obtained in June 2017, in comparison to the 2018 survey. The original DSM produced in Pix4d was then subtracted from the new WSE raster, to obtain initial values for depth. However, a portion of these values were negative. As these are not physically plausible, a conditional statement was applied to the dataset to make these values null. The conditional stated that, ‘if the pixel value in the raster is negative, return 0, or if it is positive return the raster value.’ This produced an additional
raster containing positive depth values only, to which a refraction correction factor was applied. This was done using the Raster Calculator tool, by stating that all values in the raster should be multiplied by 1.4 - the value obtained from Woodget et al (2014) to account for the effect refraction across the air-water interface. The resultant dataset contains corrected depth values however these are not related to the elevations in the landscape. This dataset was therefore subtracted from the original WSE raster. Finally, the Mosaic to New Raster tool was used to merge the original SfM DTM with the corrected bathymetric raster.

4.2.3 Results

4.2.3.1 A Comparison to Observed Data

To determine the validity of this correction for in channel values one can look to the IC RTK-GNSS point dataset to compare observed values to those predicted by the above correction. To do this, the point dataset was loaded in ArcMap and the points converted into a TIN and then a raster as per the methodology above. The differences between the bed level rasters produced from the refraction corrected SfM DSM and the RTK-GNSS survey data were then compared by differencing the two to produce a comparison raster file - Figure 16. Figure 17 displays a histogram of the data values included in this comparison raster file, and highlights the proportion of errors greater than or less than 10 cm. Table 10 contains the main statistical parameters relating to the data in both Figure 16 & 17, highlighting generally how errors are spread and consequentially how well the bathymetric correction has worked. If one converts the data displayed in the histogram in Figure 17 into percentage values, the surface area represented by errors of less than 10cm equates to c. 80%.
Figure 16. 2017 Aerial survey data overlain by bathymetric error statistics (SfM-GNSS). Errors above and below 10cm are displayed. Circled areas highlight high errors due to lack of WSE survey data. Zoom shows an example of where bathymetric correction has worked poorly, and therefore RTK-GNSS survey should be focused.
4.2.3.2 Errors

From an initial look at the output from Figure 16, it is clear to see that there are higher errors associated with areas where there is limited or no WSE RTK-GNSS survey data (circled areas). This is as to be expected, as the bathymetric correction was performed using this information. It therefore makes sense that in areas where this data were not available, reconstruction of depths would be less accurate. To correct for this problem, these areas were removed from the further analysis. This was deemed acceptable as all the main anabranches were still included in the analysis, as the areas removed only equated to a few minor isolated pools. After the polygon file was edited and these areas were removed,
the steps detailed above were replicated to produce a more representative DEM raster.

Figure 16 highlights errors which are ± 0.1 metre. This value was chosen as 10 cm is the approximate error associated with an RTK-GNSS survey (Bangen et al., 2014), so considering errors under this threshold would be futile. When taking a closer look at these errors it becomes clear that they are broadly associated with areas of similar characteristics. As one might expect from the literature reviewed in the previous chapter, the correction did not work as well for deeper areas, such as deep pools of scour around fallen trees (as is shown in the zoomed area). This is likely as the apparent depth observed from SfM technologies, coupled with the correction factor of 1.4, does not produce depths deep enough when considering pools which are on the order of a metre or more deep.

Another characteristic setting in the study area which showed higher bathymetric error values, were areas with overhanging vegetation, or where vegetation existed in the channel. It can be challenging for SfM technologies to discern the difference between the elevation of the ground, verses the point elevation on the top of a shrub or tree. As a limited number of trees exist on the braid plain, where the reach scale analysis was taking place, it was decided that it was not necessary to remove all vegetation from the SfM analysis, as this can be a time-consuming process which was not deemed efficient when considering the aims of this study. A limited number of errors exist where Pix4d has identified the elevation of vegetation as the elevation of the channel’s apparent depth. A way to mitigate this issue is to define the wetted channel polygon boundaries precisely, so that overhanging vegetation is largely omitted from the bathymetric analysis. However, this might result in the modelled extent of the channel differing from the actual extents in reality. Another way to account for these errors would be to focus a supplementary RTK-GNSS survey in areas where overhanging vegetation is likely to obscure aerial photography from observing the location of the water’s surface edge.

4.2.3.3 2018 Bathymetric Reconstruction

From the results of this bathymetric correction, based on the data from the June 2017 field survey, it can be stated that the adaptation of Woodget et al. (2014)’s method for bathymetric reconstruction produces acceptable magnitudes of errors
when considering the scope of this analysis on the River Feshie. However, the above analysis has served the purpose of highlighting how this method can be best implemented when coupled with an RTK-GNSS survey - detailing the characteristic areas where survey effort should be focused. Additionally, highlighting where potential errors may occur when using this type of methodology.

Despite the above efforts to constrain a field protocol which will aid the accuracy of bathymetric correction, the bathymetric reconstruction for the 2018 field survey data showed higher inaccuracies in comparison to the previous year. It is hypothesised that this is primarily down to the fact survey data were obtained at very low flows, meaning that the refraction correction method worked poorly - as is stated in the literature. This is highlighted in Figure 18a&b which show the highest errors (denoted by a red colour) are largely represented by areas of consistent shallow water, such as on riffles. Considering these results, the limitations of this method are detail in Section 7.1.2 later in the thesis.

Another potential reason for error associated with both datasets is the omission of refraction in horizontal directions. Dietrich (2017) states that despite using imagery parallel to the horizontal plane, points can be still be distorted in all coordinate directions. A methodology for incorporating this influence is still being developed in the literature, and uncertainties still exist regarding how much each coordinate direction is influenced by the process of refraction. As such, this factor has not been incorporated in the River Feshie’s bathymetric analysis. However, it should be noted as a point for future study when more literature becomes available regarding these techniques.
Figure 18a. Bathymetric reconstruction for 2018 field survey data. Black rectangle denotes zoom in section displayed in Figure 18b.
Figure 18b. Zoom in of anabranch bend highlighting how shallower waters relate more to higher error values.

Figure 19. Histogram of data contained in Figure 18a, legend contains the values contained within each bin.
4.3 Conclusion

This chapter aimed to answer the first objective of this thesis: to generate high quality DEMs of the braided reach from 2017 and 2018 field survey data. Firstly, a SfM survey protocol was developed based on 2017 data. Results showed that ground control targets should be positioned so that the edges of the survey area are preferentially represented, while still maintaining a good overall coverage of the study area. This analysis also concluded that c. 15 targets should be used as Ground Control Points (GCPs) for a reach scale analysis. Subsequently, this survey protocol was used to generate the 2018 DEM, which was characterised by RMSEs on check points of 0.035, 0.042, and 0.048 for the X, Y and Z axis’ respectively. These results represent a reduction in vertical error from the 2017 dataset, and highlights the benefit of this analysis.
5 Rainfall Runoff, Catchment Scale Modelling

5.1 Introduction

This chapter details how the first component of a coupled two stage modelling process was carried out. The chapter states how input files were obtained, alongside how the CLiDE model was set up. The chapter follows a calibration process, as the model is edited to try and best represent reality. The results of each model run are displayed, as well as a concluding final output run.

Chapter 4 details the methodology through which a high-resolution topographic product was obtained for a braided reach of the River Feshie. This DEM was produced to be used in a modelling framework that aims to simulate geomorphic change along the c. 2 km long reach of the River Feshie. To do this, a discharge input was needed at the reach’s upper bound. As no long-term flow gauge record exists at this location, it was decided that a catchment scale model of the River Feshie would be created and calibrated to produce a dataset containing discharge values to supply to the reach scale geomorphic change model. CLiDE – the catchment scale model used – was based on inputs from rainfall data, as well as containing catchment specific parameters which characterised the River Feshie’s overall hydrological system. This method satisfies the need for an input into the reach scale model, as well as providing a component of the novel ‘rainfall-to-reach’ methodology for the modelling procedure. By integrating the two scales, predicted geomorphic change observed in the reach scale model will be a function of observed rainfall that is input into a rainfall-runoff model. This is because rainfall inputs will influence river discharge in the catchment scale model. These discharge outputs will then be used as an input into the reach scale model, which will act to drive geomorphic change.

5.2 Methodology

5.2.1 Digital Elevation Model of the Feshie Catchment

To produce a catchment scale rainfall runoff model a DEM representing the topography of the catchment was required. The base DEM file was obtained from Digimap – an Ordnance Survey five metre resolution digital terrain model (OS Terrain™ 5 DTM, 2018). A DEM of the Feshie catchment was then extracted using
the Hydrology Tools in ArcMap. The first step of this was the use the ‘Fill’ tool, to hydrologically correct in any depressions in the DEM. These depressions might be real, or artefacts in the DEM related to its resolution or how it has been created. This was to ensure that when water is following a path downstream it does not get stuck in such depressions, and ensures that there is always a downstream path to the edge of the DEM from any pixel, i.e. removing any internally draining depressions (Zhu et al., 2013). The ‘Flow Direction’ tool was then used to find the direction of steepest descent to a neighbouring pixel, with the assumption that water will follow the gravitational path of least resistance. The ‘Flow Accumulation’ tool was then used to calculate the cumulative number of adjacent cells draining downslope into each pixel, as displayed in Figure 20.

![Flow direction and accumulation](image)

**Figure 20.** Cellular approach to determining the flow direction and accumulation incorporated in ArcMap Tools (Jenson and Domingue, 1988; Tarboton et al., 1991).

From this, a map of values was created for the number of upstream contributing pixels, which was converted into an upstream contributing area by multiplying by the surface area of one pixel in the raster calculator tool. The ‘Stream Order’ tool was then used to produce the stream network with a reasonable number of streams flowing in the correction direction (Strahler, 1952). A threshold contributing area of 25000 m$^2$ was assumed for channelised flow. This produced a reasonable representation of the drainage network when compared to the topography. The resulting stream network and associated data layers were used to extract the River Feshie catchment required for this study. The catchment outlet was chosen to correspond with the same location as the SEPA Feshiebridge Flow Gauge (SEPA, 2018). This was to allow a direct comparison of modelled discharge exiting the catchment, to the discharge reading from the SEPA flow
gauge. The catchment outlet was identified on the stream network and the ‘Watershed’ tool identified the spatial extent of the catchment draining to that node. The resulting watershed raster file was then converted into a two-dimensional polygon file, and provided to the ‘Extract by Mask’ tool to generate a 5-metre resolution DEM for the Feshie catchment.

The resolution of this DEM was deemed too fine for simulating catchment hydrology over annual to decadal timescales, and would result in intractable model run times given the available computational resources. After resampling the DEM and running short experimental model simulations using CLiDE at 5, 10, 20, 50 and 100 m resolutions, a cell size of 100 m resulted in model run times that were acceptable and provided a total number of pixels less than the maximum suggested by the CLiDE model developers (< 500,000 pixels). At this scale, enough topographic detail is retained to capture catchment-scale hydrology, whilst the model run time is appropriate to allow simulations over a 10-year timeframe. The weigh up between time and resolution was key to this decision when considering the length of time available for this thesis.

A bedrock DEM (the elevation of the bedrock-soil interface) is also required as an input for CLiDE to define the soil/superficial deposit thickness across the model. As there was no high quality, spatially distributed data available concerning the thickness of the soil and debris in the Feshie catchment, a uniform value of 1 metre was chosen to represent the depth to bedrock across the entire area. This value was informed by the BGS Superficial Thickness Map; a UK wide raster dataset which contains values for superficial thickness at a 1 km resolution gridded in a hexagonal distribution (Lawley and Garcia-Bajo, 2010). To create the bedrock DEM the ArcMap ‘Raster Calculator’ tool was used to subtract 1 metre from all pixel values in the catchment DEM. However, one must note that in reality the value for soil/debris depth would likely be a lot more variable. Unfortunately, to obtain enough information to represent this accurately in the model it would require costly and labour intensive geophysical ground penetrating techniques - which are outside the scope and budget of this thesis. The potential effects of this assumption on the model simulation and its outputs will be discussed in more detail later in Section 7.2.1.
It must be noted that for the catchment scale analysis of the River Feshie slope processes were not considered, as this analysis was purely to obtain catchment hydrology. These processes are only applicable when considering the reach scale modelling, and the process of sediment transport and geomorphic change. However, as DEMs focus on the floodplain as opposed to the hillslopes, and the timescales of modelling are too short to include any substantial soil creep, the significance of these processes is thought to be minimal.

5.2.2 Hydrology Inputs

A number of additional files that relate specifically to key hydrological processes which occur within the catchment were then created. These files were all sampled to the same extents and resolution as the catchment DEM detailed above.

5.2.2.1 Evapotranspiration

CLiDE requires data inputs from the Meteorological Office Rainfall and Evapotranspiration Calculation System (MORECS; Hough and Jones, 1997). The Met Office initiated the collection of information for this dataset in 1961 in the hope that it would result in the more accurate prediction of modelled river flows, as well as enabling more effective planning and assessment of drainage catchments across the UK. The dataset covers the entirety of the UK and consists of monthly values at a resolution of 40 km$^2$ (Hough and Jones, 1997). At this resolution, the dataset should capture the seasonal variation in evapotranspiration rates.

The three files associated with this MORECS dataset are the Potential Evapotranspiration (PE) grid file, the PE list file, and the PE numbers file. The first contains a single distributed ascii-grid file, where individual nodes contain an identifier which relates a polygon shapefile (displaying 40 km$^2$ grid squares across the UK) to the gridded interpolation of evaporation data. The second contains a list of time stamped, monthly averaged values for PE (kg m$^{-2}$ s$^{-1}$) relating to each of the identifiers. The third contains a list of PE identifiers required from the PE grid file. This file exists purely to reduce the computational cost of searching through an entire list of PE identifiers for the entirety of the UK (Barkwith and Coulthard, 2013). In the case of this study area, only two PE identifiers were listed.
5.2.2.2 Soil type and soil hydrological properties

Another UK-wide dataset that is required as an input from CLiDE is the data file associated with the HOST. This file, as detailed previously in the thesis, breaks vegetation and soil type down into 31 different classes, and defines the properties of each in relation to hydrology. Each class has a known baseflow index (\(\cdot\)), field capacity (m), and wilting point (m). The dataset contains values for 1 km grid squares across for the whole of the UK. The model requires one file containing the HOST dataset in asci-grid format, extracted for the extents of the study area. CLiDE is then programmed to attribute values for baseflow index, field capacity and wilting point based on these class identifiers, following Boorman et al. (1995)

5.2.2.3 Landuse

A third input that is based on an existing UK-wide dataset is the Landuse data parameter. As with the HOST dataset, the Landuse raster file, which can be viewed in ArcMap, contains 1 km gridded data. Each cell is labelled under one of 10 class types as per Morton et al. (2011); each of which contain varying vegetation properties. CLiDE subsequently uses this input file to populate information needed for its surface partitioning model (SLiM), which requires values for: the rooting depth (m), depletion factor (\(\cdot\)), and crop coefficient for each Landuse class.

5.2.3 Initial Hydrological Conditions

5.2.3.1 Precipitation

The sole input of water to the CLiDE model is precipitation, provided as a Daily Rainfall rate (mm/day). This data must be provided in a subfolder named ‘Rainfall’, which is located in the same folder as the model executable. Within this folder, there should be multiple files containing total daily rainfall, and each file should be an ascii-grid format named: rainYYYYD.asc, where YYYY refers to the year and D refers to the day (1-366). This input can be distributed across the catchment, or be represented by a single value that will be dispersed evenly. In an ideal situation, distributed rainfall data would be used. However, as the Feshie catchment is situated in a reasonably remote location there is a distinct lack of consistent rain gauge data. In recent years, a number of rain gauges have been installed in the catchment as part of a monitoring project led by Dundee University. However, due to the challenges of gauging in extreme weather
conditions, and issues with accessibility, data from these gauges is patchy and unreliable over the 10-year timespan required.

Considering this, it was decided that the best dataset to use was the Catchment Averaged Daily Rainfall Values from the National River Flow Archive (NRFA). These values were derived from the Centre for Ecology and Hydrology’s Gridded Estimates of Areal Rainfall (CEH-GEAR) dataset (Keller et al., 2015; Tanguy et al., 2016). The initial dataset contained 1 km gridded data generated from daily observed rainfall data available from the Met Office, which was developed in accordance to the guidance provided in the British Standards Institution’s Guide to estimate areal rainfall (British Standard Institution, 2012). The rainfall grids which were produced used the ‘natural neighbour’ interpolation method (Sibson, 1981), including a normalisation step based on average annual rainfall over the period of 1961 to 1990. These gridded values were then converted into catchment averaged rainfall values, to produce a more representative overall value for rainfall related to a specific catchment as opposed to on an arbitrary grid. Within this process, an averaging procedure was used to define catchment boundaries. In which, a grid cell was considered within a given catchment when more than half of its area was inside the boundary i.e. 500 m² (Tanguy et al., 2016). For further detail about how these catchment products were created see Keller et al. (2015).

As well as files containing gridded rainfall data, CEH have also produced a dataset which indicates how accurate the data might be on any given day, for any given catchment. This dataset contains the value of the distance to the closest rain gauge (m) used to interpolate rainfall at that grid point. In the file, the catchment average of this distance (m) is provided next to the value for catchment averaged rainfall (mm). This distance value can then be used as a proxy for uncertainty. Where the distance is larger, the more uncertain the rainfall value will be and the opposite will be true for the corollary.

Seasonality can also be included in CLiDE but this was not deemed to be an important initial step in calibrating the catchment’s hydrology. Parameters for which were therefore left to their defaults initially. Additional tabs which include detail on Sediment, Vegetation, Slope Processes and Climate Factors are also included in CLiDE. However, values on these tabs were not edited during the
catchment analysis as these processes would not contribute significantly to the catchments hydrology when considering the landscape with no geomorphic change.

5.2.3.2 Soil moisture

CLiDE also requires inputs for both initial Soil Moisture Deficit (SMD), and initial Near Surface Soil Storage (NSSS; both in mm). These files allow the hydrological model to be initialised from steady state conditions. As per the CLiDE Manual (Barwith et al., 2013), the input files created initially contained zero values for every node within the extents of the study catchment (i.e. the landscape is initiated as entirely dry). By running the hydrological model to steady state, one can subsequently use the model outputs for SMD and NSSS as inputs for later transient runs. The process describing how to reach a steady state system is detailed in the Spin Up section later in the text.

5.2.3.3 Groundwater

Initial groundwater conditions (gridded elevation of the water table) are required as inputs to the model. In CLiDE, water is provided to the groundwater by recharge via the SLiM water partitioning code, and is removed as baseflow by the surface water routing routine incorporated in Lisflood. More detail regarding the specific code and hydraulic processes replicated in this file can be found in the CLiDE Manual (Barkwith and Coulthard, 2013). This module is initialised using groundwater head levels, and is constrained by the hydraulic conductivity and specific yield of the aquifer. These constraints can be specified as either uniform or distributed across the catchment. As no subsurface detail currently exists to produce a distributed ascii file for the Feshie Catchment, the assumption was made that these parameters are uniform across the study area. Hydraulic conductivity and specific yield were set to their default values, 10 and 0.7 respectively, in the initial Spin Up run. These values were used as purely as calibration parameters while attempting to match observed and modelled baseflow. Additionally, there is an option to vary both of these parameters’ ‘multipliers’ in the graphical user interface (GUI). For the initial run both values were set to 1, i.e. the value should remain as inputted and not be increased by any factor.
As there was no observed information pertaining to the location of the water table, groundwater heads were varied across the catchment in situation which was though to best represent reality. When considering the assumption that groundwater flows from areas of high elevation to low elevation, as per the depth of the water table. One can consider that it might be appropriate to have lower groundwater head values on hillcrests, while also keeping them at a value similar to the DEM in valley floors where groundwater will likely accumulate. To do as such, a calculation was performed to the elevation values of the DEM using the ‘Raster Calculator’ tool. Where, for the lowest elevation of the DEM, groundwater was kept equal to the DEM elevation. While, for anything greater than the lowest elevation, the pixel value was halved and then added to the minimum DEM value – Equation 13. Creating an input file which mirrored the elevations in the landscape, but where groundwater relief was dampened.

\[ z_w = z_{min} + \frac{1}{2}(z - z_{min}) \]  
Equation 13

5.2.3.4 Hydrological Boundary Conditions

A final input the model requires is a Hydrologic Boundary file that allows the surface water and groundwater boundary conditions to be specified. This file takes the catchment DEM, and defines all pixels in this file with either values of 11 or 12. All pixels within the DEM will be listed as 11, unless they are specified as a ‘river outflow node’, which is represented by the value 12. When a pixel is specified as an outflow node, CLiDE will extract the value for surface water flowing across the pixel and record it in a ‘Surface Water Discharge’ output file - an ascii file which can be examined and manipulated in a text editor. In the case of this study, the river outflow is specified by one pixel at the downstream boundary of the catchment; where the outlet shapefile exists. As the DEM has a 100-m resolution one node was appropriate, but in other cases where DEM resolution is finer, more than one node could also be applicable.

5.2.4 Calibration

5.2.4.1 Flow Separation
When considering a catchment’s hydrological system, surface and subsurface water flows should be treated as two separate entities as they account for different portions of a river’s hydrograph. Groundwater flows will contribute primarily to the baseflow, which remains reasonably constant with time in comparison to storm flow. Baseflow is defined as the sustained input of water to the river channel from the ground-water system (Focazio and Cooper, 1995). In contrast, surface water flows are those that will be reflected in storm peaks in a hydrograph because of direct surface runoff into the river system. This stormflow will be present during storms, and for a short period of time following the event. A hydrograph can therefore represent purely baseflow, during inter-storm periods, or baseflow plus storm flow when the river is in a time of flood (Figure 21).

![Figure 21. Components of a typical storm hydrograph, where quickflow represents stormflow (Erickson and Stefan, 2008).](image)

Due to the fact these two hydrological entities behave in such different manners one must calibrate each process independent of the other. This facilitates a simpler assessment of the influence of each of these water fluxes to the hydrological system as a whole. Additionally, this will negate any issues which may arise from autocorrelation of calibrating more than one variable. The fewer number of variables which are calibrated at a single time, the more confident one can be in the result of the calibration. The CLiDE manual advises the user to calibrate surface flow initially, followed by baseflow. However, for this study, the calibration stage was completed in reverse order. The logic behind this decision was that the baseflow is always present within the system, and the storm flow is,
at times, present on top of this. Stormflows values are harder to predict if baseflow values are incorrect as the two are coupled together in times of flood. Therefore, if baseflow is calibrated to a reasonable standard initially, one would hope that the calibration of storm flows following this would be easier than if baseflow values had not been known.

When both ground and surface water flows are turned on, CLiDE produces a surface water outflow file which contains quantitative values of total discharge exiting the catchment at the outlet node or hydrological boundary. It was therefore necessary to perform a baseflow separation to the model’s output dataset to observe and analyse the two as separate entities. This was done by a series of steps, following the method by Piggott el al. (2005), an adaptation of the UKIH method (Institute of Hydrology, 1980). This method is based on periods of flow that are assumed to be composed entirely of baseflow. To identify these periods, the modelled dataset is divided into 5 day segments and the minimum values within each segment are selected. The low point for each segment, \( y_i \), is then compared to neighbouring segments - Equation 14. If the value for \( y_i \) satisfies the equation, the point is identified as a low flow data point. The daily baseflow contribution to a river is then estimated by linearly interpolating between all the low flow data points which remain. This method allows any erroneous points which might increase the standard deviation of the data to be removed.

\[
0.9y_i < \min(y_{i-1}, y_{i+1}) \quad \text{Equation 14}
\]

To create a baseflow separated time series, where baseflow and surface water flow and two separate entities, the baseflow value at each point must then be removed from the total modelled flow. This same method can then be performed to the gauge data so both datasets are directly comparable. The values for baseflow and peak flow for both the model and the SEPA gauge, were then compared on two separate graphs (Figures 22-26 below) which plotted discharge (m\(^3\)d\(^{-1}\)), against time.

5.2.4.2 Approach to Calibration

The following results section will contain a calibration procedure which aims to better tune the catchment model so it is more accurately representing the
situation in reality. This calibration will consist of running the model for a given length of time, analysing the outputs, and then determining where the model is performing well and/or poorly. This procedure will then inform the input parameters for the subsequent run, i.e. the calibration runs aim to highlight any errors included in the model parameterisation. The aim of this calibration process is that, after multiple calibrations runs the model will show a better likeness to reality than it did after the initial spin up run. A similar approach is then used for the reach scale modelling detailed in Section 6.3 of this thesis.

5.3 Results

5.3.1 Groundwater Spin Up (1)

The model was therefore initially run with the ‘groundwater only’ box ticked for a period of 10 years, from 2001 and 2011. This specific time period was chosen to correspond with the calibration period for reach scale modelling. This was because high resolution DEMs are present for the braided reach from 2000 to the present day. This analysis therefore considers this time period, with an aim to calibrate the model from 2001 to 2011 and then to test the model beyond these dates. Additionally, 10 years is estimated as an appropriate length of time to allow a modelled system to equilibrate to a steady state. However, one must note that this is only an estimate, and the time taken to reach steady state groundwater values will vary dependent on a specific catchment’s characteristics.

As well as allowing a time period over which groundwater can equilibrate, this initial run served a dual purpose in allowing input files which initially contained zero values to be populated with modelled data. As well as the groundwater file, the NSSS and SMD parameters - both of which directly relate to groundwater - were also populated with modelled data as the system equilibrated to a steady state with time. The final output files from this 10 year spin up were then used as inputs into subsequent runs, where both groundwater and surface water were active hydrological entities.

To determine whether 10 years was a sufficient amount of time to allow the modelled system to equilibrate, the outputs from this run were visualised and analysed using a scatter plot which displayed groundwater heads as a function of
time. When observing this data, one would expect a normal amount of interannual fluctuation, but an overall exponential trend of groundwater tapering to a roughly constant value – considered to be its steady state.

5.3.2 Surface Water Spin Up (2)

Following the previous 10 year run, a second spin up run was initiated over the same time period, where all input files (bar the three listed above) were the same as the first. Additionally, all model parameters were kept the same to maintain consistency. This second run allowed groundwater values to equilibrate further, as well as commencing a steady state spin up of the surface water system.

5.3.3 Calibration 1 (3)

When analysing the plots which were produced by the Spin Up 2 model run (Figure 22) it was evident that there was a large disparity between the baseflow of the model and the gauge data. Modelled baseflow was shown to be consistently too high, overestimating flow by an average of c. 500,000 m$^3$d$^{-1}$. Guidance from the user manual was then considered, and to try to reduce baseflow the hydraulic conductivity multiplier was increased from 1 to 2.5. The aim of this being to increase the rate of water flow into the river, and increase rates of transport out of the system - allowing more efficient groundwater drainage because of a lesser gradient between high and low groundwater heads, reducing the time lag from recharge to baseflow return (Barkwith and Coulthard, 2013). In addition to this, rainfall interception values were doubled (from 1 to 2) consistently over the course of the year. The aim of this being to reduce the amount of water being directly fed into the groundwater system, again with a hope that this would reduce the baseflow discharge.

For calibration runs, it was determined it would not be effective in terms of time and computation processing power to run 10 year simulations. Model runs were therefore run over a two-year period from the start of 2010, to the end of 2011. Additionally, outputs from the previous model run such as groundwater, NSSS and SMD were used as inputs into the model as these parameters have been ‘spun up’ and now represent reasonably constant and stable values. Again, allowing for shorter run times over a lesser period of modelled time.
5.3.4 Calibration 2 (4)

Despite the fact hydraulic conductivity was increased, baseflow discharge did not fall as anticipated. This demonstrated that a relatively high amount of water was being transported into the river system and the value was not decreasing with time, as was initially hoped. Baseflow discharge, displayed in Figure 23, can be seen to more than double in value - the antithesis of what had been hoped for in this calibration. However, as this simulation was performed over a shorter period compared to the spin up run, one cannot be sure that this effect would not level out with time. Despite this, it would not be effective time-wise to run this simulation infinitely to observe if it eventually levelled out. The peakflow discharge values for the model also increased dramatically, and became more dissimilar to the gauge data. Considering this, it was decided to reverse both of the parameters edited in the initial calibration. The hydraulic conductivity multiplier was decreased from 2.5 to 0.5, and the rainfall interception was changed from 2 to 0.5 for every month. Additionally, every other parameter remained as previously.

5.3.5 Calibration 3 (5)

Reversing the values of the above two parameters had the desired affect and decreased baseflow discharge to a value more comparable with the gauge dataset - see Figure 24. In some months the data values matched up reasonably well, but there was a distinct overall trend that the modelled data flow was set c. 100,000-200,000 m$^3$d$^{-1}$ too low. When considering the above, changes were made to the model input values whereby hydraulic conductivity was decreased further from 0.5 to 0.35. Another disparity between the baseflow plots, is that the model is displaying a more subdued version of what the gauge data is displaying. The gauge shows more fluctuation from month to month, whereas levels in the model remain somewhat consistent. This shows that the model is not reacting as rapidly and to the same degree as the natural system. To try to bring the model more in line with the observed gauged data, the specific yield multiplier was edited. This parameter determines the groundwater head response to an incoming or outgoing flux of water. Therefore, a groundwater system with a high specific yield will show a smaller response to the influx or removal of water in comparison to a catchment with a low specific yield. Considering this, one would want to lower the specific
yield so the groundwater system had a larger response to an influx of water. For the following calibration, the specific yield multiplier was decreased from 1 to 0.5.

If one then looks to the peakflow plot displayed in Figure 24, it can be observed that modelled peaks are generally lower than those of the gauge data. This same trend was present in the last calibration run, however this time to a much lesser extent. Rainfall interception should therefore have been decreased to allow more rainfall to be transported directly into the river, which should subsequently be reflected in peakflow discharge values. This in turn might also increase the variability of the baseflow, via peaky rainfall input into the groundwater system alongside the decrease in specific yield. Unfortunately, in error this parameter was increased from 0.5 to 0.75 - the opposite of what was desired for this step in the calibration. The following outputs were subsequently reviewed with this fact in mind.

5.3.6 Calibration 4 (6)

The modelled baseflow data were now reasonable well constrained, with both the model and gauge displaying a mean discharge of c. 350,000 m$^3$ d$^{-1}$ - Figure 25. However, the baseflow plot from the model outputs was still more subdued than that of the gauge. To try to resolve this, specific yield was decreased further to 0.25, to allow the groundwater to react even more sharply to inflows and outflows of water.

Despite the above error regarding the rainfall interception parameter, modelled and gauge peakflow values appear to match up better than the previous model calibration outputs. Perhaps displaying that the primary control on this value is specific yield as opposed to rainfall interception. Considering these results the rainfall interception was kept at a value of 0.75. The modelled values were still marginally too low, but it was hoped that the decrease in specific yield should act to correct this further.

5.3.7 Output Run (7)

The modelled values of daily baseflow discharge from Calibration 4 (Figure 26) appear marginally more similar to the gauged flows, in comparison to the previous
model simulation. Fluctuations in the data are slightly more pronounced than previously, but still not as prominent as the gauge baseflow.

When considering the peakflow values, the model now appears to be producing flows greater than those observed by the gauge - the corollary of what was true for the results of the last calibration. This trend is not entirely consistent throughout the datasets, but is true for the majority of the peaks. However, the amount the model is greater than the gauge is, in most cases, marginal.

At this stage in the calibration process it was decided that the model was producing results comparable enough to the observed gauge data that next stage of model processing could begin. It can be noted here that calibration could have continued for many further runs, tuning the model further in an attempt to more closely to predict the gauge data. However, when considering the scope and timescale of this masters’ thesis it would have not been efficient to do so. Additionally, multiple additional 10-year runs could take up to a week at a time to process so the option of completing longer calibrated runs was dismissed.

The next step in this modelling framework was to therefore the link the catchment scale rainfall runoff model, to a reach scale geomorphic change model. In order to do this, the model was run for an additional 10-year period, again from 2001 to 2011, as per its calibrated parameters. The final output run was therefore run with all parameters as per Calibration 4, excluding the hydrological boundary file. This file edited to include four additional outlets nodes which related the catchment to the reach scale model. These nodes spanned the width of the valley floor at the upper extent of the reach scale model. They were positioned in such a way so that any water flowing through that portion of the valley would be accounted for. The outflow from these four nodes was then summed up to represent the total influx of water to be put into the reach scale model at its upper bound. Furthermore, it can be noted that the addition of these nodes meant that the catchment model downstream of this boundary becomes somewhat futile; as water is being extracted and removed from the model mid catchment. Downstream values will consequently be inaccurate and unrepresentative due to this, and are no longer of relevance to the following modelled analysis.
5.4 *Figures*

<table>
<thead>
<tr>
<th>Run Number</th>
<th>Description</th>
<th>Hydraulic Conductivity Multiplier</th>
<th>Specific Yield Multiplier</th>
<th>Rainfall Interception</th>
<th>Time Period (Years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GW Spin Up</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>2</td>
<td>SW Spin Up</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>Calibration 1</td>
<td>2.5</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>Calibration 2</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>Calibration 3</td>
<td>0.35</td>
<td>0.5</td>
<td>0.75</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>Calibration 4</td>
<td>0.35</td>
<td>0.25</td>
<td>0.75</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>Output Run</td>
<td>0.35</td>
<td>0.25</td>
<td>0.75</td>
<td>10</td>
</tr>
</tbody>
</table>

*Table 11.* Varying parameterisation for catchment scale modelling (via CLiDE). The four variables that were altered as displayed, all other parameters remained consistent.

*Figure 22.* Surface water Spin Up outputs. Top plot represents the storm flow hydrograph, and bottom plot represents baseflow hydrograph (these plots are consistent in this from Figure 22 - 26).
Figure 23. Calibration 1 outputs.

Figure 24. Calibration 2 outputs.

Figure 25. Calibration 3 outputs.
Conclusion

The purpose of this chapter was to obtain a discharge input for the CL reach scale model. As well as completing the objective of this thesis to create and calibrate a catchment scale model of the River Feshie. The rainfall-runoff model was first calibrated over a 10-year period from 2001 to 2011. The work aimed to predict river discharge from rainfall inputs via the CLiDE hydrological model. The model was calibrated using seven simulations, within which various variables were adjusted to allow the model to better represent reality. The discharge prediction from the calibrated model was assessed by comparing to observed flow gauge data for both base and storm flow hydrographs. For the calibrated simulation, both the model and the gauge displayed a mean baseflow discharge value of c. 325,000 m$^3$d$^{-1}$. Even though subtle variations in the predicted and observed baseflow hydrographs didn’t match up perfectly, the model was deemed to be representing the overall magnitude and dynamics of the baseflow relatively well. The same was true for the calibrated stormflow. Although the model was unable to perfectly replicate stormflow peaks, perhaps due to the lack of spatially variable rainfall data within the catchment. Despite this, the final model output displayed peaks of similar magnitudes and frequencies.
6 Geomorphic Change Reach Scale Modelling

6.1 Introduction

This chapter aims to produce a calibrated reach scale model by using input data detailed in the previous chapter. Alongside this, the chapter outlines how additional input data was obtained including a thorough description of how the input sediment data was collected and analysed. As with the catchment scale modelling, a calibration process with subsequent stages was completed. Yearly DEM outputs from the final model run were then analysed using geomorphic change detection software.

For the reach scale modelling portion of this thesis the model CL is used. CL was used as opposed to CLiDE as it represents a stripped back version of the catchment scale model. They share the same base code, but differ in the fact that CL is not able to model groundwater flow, and groundwater discharge to rivers. As this process is already calibrated within the catchment scale system, it is thought to be appropriate that it was excluded from the reach scale model. The benefit of CL is that has quicker run times, and less input parameters and files to calibrate.

To initiate the process of geomorphic change along a braided reach of the River Feshie, a discharge input file is needed which was obtained from the catchment scale model. Obtaining this parameter from CLiDE means that the reach scale modelling is being forced by the behaviour of the catchment scale model, allowing for an encompassing analysis of the River Feshie catchment as a whole. This data file contains daily discharge which is supplied to the reach scale model at its upper bound. This flow of water through the modelled system, coupled with CL’s ability to represent sediment transport processes aims to simulate representative quantities of geomorphic change along the c. 2 km braided reach this study focuses on.

6.2 Methodology

6.2.1 Digital Elevation Models

CL firstly requires a DEM of the reach extent one wishes to model, and a bedrock DEM of the same area. For the initial spin up run a DEM of the reach, obtained from a field survey in early summer 2000 was used (Brasington et al., 2003). As
per Table 2, one can see that there have been multiple surveys of the braided reach of the River Feshie - the extents of which vary spatially. Therefore, to allow for a direct geomorphic comparison, a smaller clipped area which is present in all the DEMs will be used when comparing DEMs - the extent of the 2002 DEM. However, the original extents of the 2000 DEM were used in the modelling process to allow for as much observed information to be retained as possible. The outputs from the model were then cropped when subsequent analysis was taking place.

The 2000 DEM was obtained via photogrammetric methods and contained a final output resolution of 0.5 metres (Brasington et al., 2003). Despite the fact that resolution would be optimum for the geomorphic change analysis, when the size of the area is considered this produces too high a number of cells to be processed by CL. Anticipating this problem, the resolution of the model was coarsened to 2 metres. At this resolution the model was running at a rate of half a model year per day, meaning a 10-year simulation would take 20 days to run. Unfortunately run time can only be decreased by increasing the resolution or decreasing the extent surveyed. Therefore, for the initial 10 year spin up the resolution was coarsened further to 4 metres - the implications of this decision are discussed in detail in Section 7.2.2.1.

To allow modelled geomorphic change to occur freely without any resistance from bedrock, the bedrock depth for the reach scale model was set to 10 metres below topography. As the river is characterised by a highly dynamic system which has the ability mobilise large amounts of sediment which have accumulated in the valley floor over thousands of years, this value could in fact be accurate. However, with no geophysical information to make an informed decision, the value is purely theoretical and has been chosen so that the model can perform to its full capacity with regard to sediment transport. So that it is not inhibited by a bedrock depth which is too shallow, meaning the system will run out of potential sediment to transport. However, there could be additional implications to this decision which are discussed in detail later in Section 7.2.2.2.
6.2.2 Bulk Sediment Analysis

6.2.2.1 Introduction

Caesar requires information on sediment size distribution, which can include up to nine separate grain sizes. During the June 2018 field campaign, a bulk sediment analysis was carried as per the method detailed in Hoey (2014). For this, two sites - one at the upstream end of the reach, and the other at the downstream - were sampled (Figures 27-29). The site chosen for the first analysis was on the upstream end of a lateral bar on the western bank of the river. At high flow this geomorphic unit would have represented a mid-channel bar, as a dry river channel was present cutting across the bar’s western edge. The site chosen was therefore selected where this river would be flowing at a time of high flow, but in its current state represented the upstream end of a lateral bar. This site was thought to accurately represent the overall sedimentary characteristics of the bar as a complete geomorphic unit.

When considering a bulk sediment analysis for a gravel bed river, the size of the sample is important. If one wishes to obtain a sample which is reliable and meaningful in an environment that includes a wide grain size distribution from cobbles to silt, sample size can be relatively high in comparison to an environment only containing fine sediment (< 4 mm). Additionally, a larger sample size is also preferable when dealing with more poorly sorted material (Hoey, 2004). Several guidelines exist which relate to optimum sample size. Church et al. (1998) state that the mass of the largest particle should be equivalent to c. 0.1% of the total sample mass. However, this can lead to unmanageably large sample sizes when one is considering sampling modern fluvial gravels. Consequentially, Church et al. (1987) recommend using a 1% criterion if the maximum particle size of a unit is greater than 32 mm. This criterion was applied to sampling on the River Feshie.

6.2.2.2 Field Data Collection

For the analysis, sediment was excavated from a 2 m² area in two layers - a surface, and a subsurface. The depth of each layer was defined by the length of the intermediate axis (b axis) of the largest clast found in that layer. As per Church et al. (1987) the mass of material ($M_s$) excavated should be equal to 100 times the mass of the largest particle ($M_{Max}$) when surveying coarse material. However, to
avoid overly large sample sizes they have recommended a cap for $M_s$ of 1000 kg, as when sample sizes exceed this volume the increase in reliability is not comparable to the increase in manual time and effort.

The following methodological description details how sediment was removed, weighed and categorised for a single bulk sediment sample. This process was replicated four times, for both upstream and downstream, surface and subsurface sites.

Sediment was excavated by hand and measured using a Wolman template (Wolman, 1954), which categories sediment by half phi sizes. Sediment would be placed on one of two tarps, depending on if its intermediate axis was less than, or greater than 90 mm/6.5 phi. After one ton of sediment was excavated, 10% of the total - in this case 100 kg - was taken from the < 90 mm pile and treated as a subsample (Hoey, 2014). This subsample was extracted randomly and without bias. The material on the tarp was divided into half, and then into quarters, and from this a random 100 kg was taken. This subsample was then sub-dived into all lower size classes within the phi scale, down to 4 phi/16 mm. Any material smaller than 16 mm was then placed into a separate pile, a c. 4 kg of which was then taken away for sediment sieving in a lab environment. The data obtained from this subsample was then assumed to be representative of the total amount of sediment < 90 mm. As per Hoey (2014) this method is said to produce errors in keeping with the scope of this study. This method was therefore preferential in terms of labour and time spent in the field. Material > 90 mm was weighed during the excavation process as fewer particles amounted to the same weight, making them easier to weigh. The largest size class surveyed on the River Feshie was 8 phi or 256 mm.
Figure 27. Upstream bulk sediment sample size. A) Photo of unit sampled, looking downstream
from other bank of the river. B) Photo of unit sampled looking downstream. C) Aerial view of unit makeup – exact location sampled.
Figure 28. Downstream bulk sediment sample site. A) Example of excavated sediment on tarp > 90 mm pile. B) View of sampled unit, looking upstream. C) View of sampled unit looking downstream.
Figure 29. Location of upstream and downstream sediment sample sites displayed on the 2018 aerial imagery of the modelled reach.
6.2.2.3 Lab Analysis

The following lab analysis first consisted of drying the bag of material brought back from the field site in an oven. The material was dried at a temperature of 200°C, for a period of 24 hours. Prior to this, the material was weighed and a wet weight was noted. After the material had been dried a second weight was noted and the two compared. This process allows for the drying and removal of moisture and organic matter which is liable to cling to smaller grains and unrepresentatively increase weight values. After the material was dry, sediment sieves were used to divide the material into six smaller size classes, and a < 2mm residual class. Hand sieves were used for size classes down to 4 mm, and an Octagon Digital electromagnetic sieve shaker was used for all smaller size classes. It must be noted that during this analysis it was not possible to obtain a 11.2 mm sized sieve (-3.5 phi). In place of this, a 11-mm sieve was used. Ideally, all size classes should be even and follow the phi scale however, due to the fact this would have a fairly insignificant influence on the final dataset it was deemed acceptable to make this substitution. The following calculations that were then used to analyse the data were altered to account for this change in size.

6.2.2.4 Statistical Analysis

Following the above field and lab data collection, a dataset was now present which contained eight or nine values for the mass of sediment retained in the field, and seven additional weights for dry masses retained in the lab. These data values were input into an excel spreadsheet for statistical analysis, where sample sizes were scaled by the volume of the median-sized grain - see Appendix 1. This was done so that results could be applied to any log-normal grain size distribution (GSD). The dataset also produced statistical values of bias and precision, which represent the reliability of estimated percentiles of bulk GSD. Bias, in this instance, is defined as the systematic deviation between sample and population values, and is quantified as the difference between the mean sample value of the pth percentile ($\psi_p$), and the equivalent population value. Precision is defined as the reproducibility of estimates in the face of random sample-to-sample scatter, and is quantified as the between sample standard deviation of $\psi_p$. In additional to this, the statistical analysis also included equations which produced values for the sample size necessary to obtain a specific precision and bias (Ferguson and
Paola, 1997; Bunte and Abt, 2001). This analysis primarily focuses on the precision statistic, as when one is considering a large sample size bias is generally 0.

6.2.2.5 Results

Graphs showing the precisional error on the main parameters which characterise the GSD for each site are shown in Figures 30 & 31 below. Where the parameter represents the nth percentile of the dataset, i.e. parameter 5 is equivalent to D5 of the dataset. Which in the case of the upstream surface 5.04 mm. The error brackets denote the precisional error (in mm) on each of the parameters listed. It is clearly demonstrated that as the parameter increases, so does the precisional error. This is because there is a much higher confidence level related to smaller grain sizes when a consistent amount of sediment has been excavated. To decrease the precisional error for D84-95 a much larger sample size would have been necessary, on the order of 10’s of tonnes - see Appendix 1 for more detailed statistics. Appendix 1 contains the raw data for all four sites, and all additional statistical parameters which were calculated for the data.
Figure 30. Precisional error at downstream site - surface and subsurface. Error bars denote how constrained a parameter is.
Figure 31. Precisional error at upstream site - surface and subsurface. Error bars denote how constrained a parameter is.

6.2.2.6 CAESAR-LISFLOOD Input

For input to CL, all sediment statistics must be defined as per the depth of the active layer. This is defined as the layer of material where a continuous interchange of particles occurs between a sediment bed and the flow over it during periods of bedload transport. This surface layer provides the source for the bedload, and thus influences its transport rate and composition. The effect of this layer is to act to equalize the mobility of grains contained in the substrate, and is achieved by a combination of two effects. The first being the effect of particle sheltering (e.g. Einstein (1950); Proffitt and Sutherland (1983)) and the second being the evolution of a bias in the surface layer toward coarser grains relative to the substrate. As per Hoey and Ferguson (1994)’s sediment routing equation (15), which
considers individual grain size classes, the thickness of the active layer can be defined as $L_a$ (L).

$$
(1 - \lambda) \frac{\partial L_a F_i}{\partial t} = - \frac{\partial (q_T P_i)}{\partial x} + E_i \left( \frac{\partial q_T}{\partial x} + (1 - \lambda) \frac{\partial L_a}{\partial t} \right)
$$

Equation 15

Additional parameters include, $Fi, Pi,$ and $Ei$ which denote proportions by volume of material in the ith size class in the active layer, bed load, and exchange sizes, respectively. The solution to Equation 15 depends on the definition of the active layer thickness, $L_a$. In this instance, $L_a$ is defined as a constant function of the active layer grain size, the default value being $2D_{84}$. Note that the dependence of $L_a$ on surface $D_{84}$, and hence on $Fi$, makes the solution of (15) necessarily iterative.

The percentage of mass retained for each GSD site was then compiled into a spreadsheet which coupled the surface and subsurface measurements for both sites to produce averaged $2D_{84}$ values for both - as per Table 11. These values were then subsequently used to relate the grain size data obtained to the depth of the active layer. However, CL only allows a GSD for a single site to be input into the model. It was therefore decided that the upstream site should be used, as this is where the sediment data is initially input into the model. Additionally, the site where data were obtained for the upstream GSD analysis was within the hydrological boundary nodes created for the Output run of the catchment scale model.
Table 12. Grain size data collected for Surface and Sub-Surface layers of two sites - Downstream and Upstream.
The data displayed in Table 12 splits up the sediment load into 15 different grain size proportions, however CL only accepts nine different sediment data inputs. The data were then combined into nine sediment populations, where multiple size brackets were summed and listed within an averaged size bracket. Smaller fractions were preferentially combined into one, as those were deemed less significant. The resultant grain size figures which were used in final CL model are displayed in Table 13 below.

<table>
<thead>
<tr>
<th>Grain Size (m)</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size 1</td>
<td>0.0029</td>
</tr>
<tr>
<td>Size 2</td>
<td>0.0068</td>
</tr>
<tr>
<td>Size 3</td>
<td>0.013</td>
</tr>
<tr>
<td>Size 4</td>
<td>0.0275</td>
</tr>
<tr>
<td>Size 5</td>
<td>0.045</td>
</tr>
<tr>
<td>Size 6</td>
<td>0.064</td>
</tr>
<tr>
<td>Size 7</td>
<td>0.091</td>
</tr>
<tr>
<td>Size 8</td>
<td>0.128</td>
</tr>
<tr>
<td>Size 9</td>
<td>0.2185</td>
</tr>
<tr>
<td>SUM: 1</td>
<td></td>
</tr>
</tbody>
</table>

Table 13. Averaged grain size proportions input into CL.

The GSD shown in Table 12 represents the material which the reach is made up of, and is currently existing within the modelled area. Unfortunately, there was no information available which quantified a sediment influx into the reach scale model and measuring such a parameter is out with the scope of this thesis. It was therefore decided that the sediment being output at the end of reach should be recirculated back into the upstream input. The implications of this will be discussed in more detail in the following discussion Section 7.2.2.3.
6.3 Results

6.3.1 Spin Up (1)

Similar to the catchment scale model, Caesar requires a ‘spin up’ in order to equilibrate to a steady state system. This is relation to the sediment transport parameter, which is liable to have initial fluctuations that are not generally representative of the natural system. Depending on the makeup of sediment in a river’s reach, a series of floods might have to pass through the landscape before the sediment load incorporated in the model is broadly representative of reality. For example, there might be a spike in the proportion of fine sediment initially output as the river is preferentially transporting this (Peakall et al., 1996). Additionally, as sediment is being recirculated the system needs time for this process to equilibrate as multiple sediment pulses pass through the system. This spin up therefore needs to be completed to obtain representative sediment outputs from the model’s downstream outlet node.

The initial spin up run took the DEM from 2000 and ran for over 7 years, theoretically representing the system in spring 2007 when the run had completed. However, CL purely states the amount of time the model has run for and is not related to inputs at a specific date. As one can see from Figure 32, cumulative sediment output from this run is less for the same discharge for the first 2.5 years of the model run. This implies that in this period the system was preferentially transporting fine material before it began to equilibrate and larger particles were transported as fines were removed. One can also observe the evolution of the sediment transport system in Figure 33, where total sediment output increases with time and better reflects the magnitudes of storm waves travelling through the system.

After the sediment parameter of the model had been reasonably stabilised other model parameters were investigated. The aim of this calibration process was to tune the model to a stage where it would represent similar magnitudes of geomorphic change to what was happening in reality. With an additional aim of being able to represent the general appropriate locations, and similar characteristics of geomorphic change. Such as similar areas of erosion and aggradation, and comparable rates of bank migration. These comparisons were
made both qualitatively and quantitatively in ArcGIS and via GCD software (Wheaton et al., 2010).

Geomorphic change is shown in Figures 34-40 on reach scale maps of elevation difference, where colours of red and green show areas of erosion and deposition respectively. These ‘Elevation Difference’ maps display the difference between the initial input DEM and the final DEM after geomorphic change has occurred. For simplicity change is only denoted as positive or negative regardless of magnitude, as the analysis focuses on broad areas of change as opposed to precise qualitative values.

For the initial spin up run the parameters were set in accordance to advice from the CL Manual (Coulthard et al., 2013). The specific parameters that will be key to this study are included in the sediment tab. All parameters which have been altered during the calibration process are displayed in Table 14.

A parameter which this calibration focuses on is the lateral erosion rate - a key component of braided river modelling. The CL manual states that values of 0.01 to 0.001 are appropriate for the lateral erosion rate when considering braided rivers. A value of 0.005 was chosen to represent an initial estimate. However, when running the model for multiple years it became evident that this was not an appropriate value with regard to the morphological evolution of the planform. A realistic representation of the system existed initially, however this realism degraded with time. Islands and banks were eroded rapidly, and the channel filled with sediment - producing a flattened landscape. After some investigation, it became evident that the lateral erosion rate was set too high, and the model was acting to always try and erode banks to create a flatter, wider channel - Figure 34. The parameter was therefore decreased for subsequent calibrations.
<table>
<thead>
<tr>
<th>Run Number</th>
<th>Description</th>
<th>Max Erode Limit</th>
<th>In Channel Erosion</th>
<th>Lateral Erosion Rate</th>
<th>Number of Passes</th>
<th>Minimum Discharge (Q)</th>
<th>Time Period (Years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Spin Up</td>
<td>0.02</td>
<td>20</td>
<td>0.005</td>
<td>100</td>
<td>0.04</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>Calibration 1</td>
<td>0.02</td>
<td>20</td>
<td>0.0001</td>
<td>100</td>
<td>0.04</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>Calibration 2</td>
<td>0.075</td>
<td>30</td>
<td>0.0001</td>
<td>50</td>
<td>0.15</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>Calibration 3</td>
<td>0.01</td>
<td>25</td>
<td>0.0002</td>
<td>100</td>
<td>0.04</td>
<td>11</td>
</tr>
<tr>
<td>5</td>
<td>Calibration 4</td>
<td>0.01</td>
<td>25</td>
<td>0.001</td>
<td>100</td>
<td>0.04</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>Calibration 5</td>
<td>0.01</td>
<td>25</td>
<td>0.0005</td>
<td>100</td>
<td>0.04</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>Calibration 6</td>
<td>0.01</td>
<td>25</td>
<td>0.0005</td>
<td>100</td>
<td>0.04</td>
<td>11</td>
</tr>
</tbody>
</table>

*Table 14. Summary of parameters altered in calibration process for reach scale model.*
Figure 32. How discharge (blue) and sediment output (orange) vary with time.

Figure 33. Discharge verses sediment output. Colours correlate to sediment output before and after a 2-year cut off, i.e. the initial sediment pulse verses once the system has run to a steady state.
Figure 34. Spin Up model run outputs for both a high (after 1 year of model time) and low (after 5 years of model time) flow events. Progression of model through time displays increased erosion and channel flattening.

6.3.2 Calibration 1 (2)

For the following calibration run all parameters remained the same bar the lateral erosion rate, which was set to 0.0001. The outputs from this run confirmed the above assumption that this was the parameter was the primary influence on the geomorphic behaviour of the model. The outputs of this model showed lateral erosion rates more comparable to reality than in the previous model, but with time these still appeared higher than normal. Additionally, at low and medium
flow conditions the modelled channel represented more of a meandering single channel river as opposed to a braided system - Figure 35.

6.3.3 Calibration 2 (3)

The following calibration therefore hoped to increase channel divergence and braiding intensity at lower flow conditions. Additionally, it aimed to keep the influence of these parameters more consist with time. To do this, two scenarios were modelled - Calibrations 2 and 3. The first, Calibration 2, was set to run with
the recommended parameters given by Ziliani et al. (2013) who used CL to model the evolving geomorphology of a braided reach of the River Tagliamento, Italy. An explanation of this study and its comparison to the River Feshie is detailed in Section 7.2.2.5. The calibration process completed by Ziliani et al. (2013) is the most rigorous of its kind when considering reach scale modelling of braided river geomorphology using CL. It was therefore deemed appropriate to use the parameters defined in the final calibration stage of this analysis as a starting point for the River Feshie analysis, a reach of similar characteristics.

As per Ziliani et al., (2013), the max erode limit was set to 0.075, compared to 0.02 in the previous run. Additionally, the in channel lateral erosion was increased to 30 and the number of passes decreased to 50. In keeping with Ziliani et al. (2013), the Min Q value was set to 0.15 to keep consistency in using these parameters. However, for grid cell sizes of 4 m² the model does not recommend Min Q to be set to such a high value. Despite the fact this method may appear abstract, the purpose of this calibration stage was twofold. Firstly, to supply the model with parameters which have been confirmed to be appropriate for a divergent and braided river. Secondly, to give insight into the differences and similarities between the two rivers, as well as demonstrating how specific parameterisation must be despite having the same broad characteristics.

6.3.4 Calibration 3 (4)

Alongside this model run Calibration 3 was started on a different desktop machine in run in parallel with Calibration 2. The parameters for this mirrored that of Calibration 1, but with some slightly altered parameters. The in channel lateral erosion was increased slightly from 20 to 25, as was the lateral erosion rate from 0.0001 to 0.0002. The purpose of this was to alter the parameters which generally define braiding and divergence, with an aim to make the channel more dynamic and representative of the natural braided system.
Figure 36. Calibration 2 model outputs. 3 years of model time (low flow conditions), and 7 years of model time (average-high flow conditions). Modelled system is largely unrepresentative of reality - isolated pools of water.
Figure 37. Calibration 3 model outputs. 4 years’ model time (average-high flow conditions), and 8 years of model time (low flow conditions). Model lacks divergent braided behaviour with time.

6.3.5 Calibration 4 (5)

The outputs from the above two runs yielded different results. Calibration 2 produced outputs relatively unrepresentative of the natural system. The channel was primarily dry with focused patches of deep water - Figure 36. This is likely the result of parameters which were not tailored to the specific site and acts as an example to display how site specific the process of parameterisation can be.

For Calibration 3, the modelled system lacked the characteristic divergence of a braided system and was performing exceptionally poorly at low flow where the
system was represented by a single channel or isolated pools of water. It was therefore decided to edit the lateral erosion rate parameter in Calibration 4 to try and simulate behaviour more similar to that of a natural braided river. This parameter was increased to 0.001 and all other parameters remained as of Calibration 3.

6.3.5.1 Persistent Low Flow Issue

In addition to this it was becoming evident that in all model runs water depths were much lower than they should have been in reality. The amount of water entering the reach at its upper bound did not equal the amount being output at its lower bound - displayed through the fact that the channel was consistently under predicting depth values. This trend, however, wasn’t consistent throughout time. Model outputs showed that during high flow events the model was able to better predict braid patterns, but the landscape at low flows was entirely unrepresentative of the natural River Feshie system. However, over both high and low flows it was evident that the model appeared to be draining a substantial proportion of the river’s discharge into the subsurface. At this stage in the calibration process it was unclear as to how much subsurface drainage was being influenced by the parameterisation of lateral erosion and braiding intensity. It was therefore decided that the model calibration should continue to try and reproduce the general characteristics of the braided River Feshie, but generally focusing on the channel characteristics during storm flow events. This decision was made based on the work by Ziliani et al. (2013) who aimed to model geomorphic change of a braided river reach by only modelling the fluvial system where discharge was greater than 100 m$^3$s$^{-1}$ - the approximate discharge needed to initiate the movement of sediment in the Tagliamento River. The potential reasons for this subsurface drainage phenomenon, and the implications of calibrating the geomorphic model whilst focusing on storm flow events are discussed in more detail in Section 7.2.2.2.
Figure 38. Calibration 4 model outputs. High flow event occurred after 6 years of model time, low flow event occurred after 4 years of model time. Unrepresentative behaviour at low flows, and too much erosion of channel banks creating a flattened landscape.

6.3.6 Calibration 5 (6)

At a very low lateral erosion rate the modelled river system represents a single channel which has limited to no divergence. However, when lateral erosion is set too high the model erodes banks too rapidly and the landscape fills in and becomes flattened. This was the case for Calibration 4 (Figure 38), much the same to the Spin Up run, lateral erosion was set too high and the floodplain was rapidly flattened out as the result of an unnaturally high lateral erosion rate. This
worsened the effects of drainage into the subsurface, as water could easily access and drain into the entirety of the floodplain. The outputs of this model run therefore show a flattened landscape with unrepresentatively low values for water depth – at low and high discharge values. Considering the broad extremes which appear to exist for both too high, and too low values of lateral erosion, an adjusted rate of 0.0005 was subsequently chosen for Calibration 5 as an aim to find a middle ground between the two scenarios.

**Figure 39.** Calibration 5 model outputs. 1.5 years of model time (average flow conditions), and 3 years of model time (low flow conditions). Braided behaviour being adequately represented at higher flows, but lacking likeness at low flow conditions.
6.3.7 Output Run/Calibration 6 (7)

The outputs from Calibration 5 are those which represent the closest likeness to reality in comparison to previous model runs. This is primarily the case for high flow events, where the channel can be seen to be exhibiting the dynamic channel switching behaviour observed in reality. As well as producing realistic rates of erosion and deposition. However, Calibration 5 only ran for a period of 3 years as it was run on a standard desktop computer with suboptimal processing power. Therefore, for Calibration 6 the same parameters were used but the model was run on a higher-powered computer.

![Calibration 6 model outputs](image)

*Figure 40.* Calibration 6 model outputs. 2 years of model time (average flow event), and 7 years of model time (average flow event). Model working well for initial few years of run time, system degrades with time as landscape erodes and flattens.
Figure 40 displays the results of this model which ran for the maximum amount of time which is 100,000 minutes - equating to approximately 11 years. It became evident that with time the model parameterisation worked less well. As time progressed, the DEMs the model was producing were less representative of reality. The model initially represented a braided system with appropriate amounts of erosion and deposition (as displayed by model outputs after 2 years). However, as the system progressed and multiple floods had progressed through the system, banks were entirely eroded by the river and the channel was infilling resulting in a flattened landscape (shown by model results after 7 years) - similar to the Spin Up (Figure 34). Despite the fact model parameterisation was not at an optimum level, it was decided that the calibration process had reached as far as it could within the timeframe of this thesis. The following chapter will therefore consider and discuss the geomorphic model at this stage in the calibration process, noting how the parameterisation process could progress had the research had longer timescales.

6.4 Geomorphic Change Detection

6.4.1 Overview

The final calibrated model, as per the parameters included in Calibration 6, was then used for a subsequent geomorphic change detection analysis alongside observed survey data. This analysis aimed to address the second objective of this thesis which was to quantify the morphological change of the c. 2 km braided reach. As was observed from the outputs of the final reach scale modelling, for the first few years of model run time, output broadly represented a system similar to the River Feshie in times of flood - with regard to fact it the model is simulating a braided river of similar dimensions. However, it is then necessary to compare these results to the DEMs of the reached surveyed as observed data to see how the model directly compares to reality. Key questions concerning this comparison are:

1) Is geomorphic change happening in similar areas in the model verses reality?
2) Is the model representing similar volumes of geomorphic change to reality?

DEMs from the model outputs, and observed survey data can both be displayed in ArcMap. CL outputs files at a given time increment - in the case of this study 1000
minutes was used. The model outputs files which give values of: water depth; topographic elevation values (the evolved DEM); and the elevation difference (from the DEM at a given time-step, to the one input at the start of the model run). These files can be viewed and analysed in ArcMap to give both qualitative and quantitative results of change. To view change, various DEMs can be compared. DoDs where produced for each successive time increment for both the model and observed data. This was done by subtracting the older DEM from the more recent DEM to create a map of the reach which had values of positive and negative elevation change. The resultant DoD can then also be compared visually in Figures 41-46 denoted by the title ‘Modelled DoD’, where red colours denote surface lowering and blues represent surface raising.

Observed DEMs from 2000 to 2007 (excluding 2001, Table 2) were then compared with model outputs extracted to correspond to the dates of observed data. Here, a direction comparison was made between the model and observed data each time increment where an observed DEM existed (Figures 41-16 - ‘Direct Comparison’).

The third subplot contained within the following figures was created with Wheaton et al. (2010)’s GCD software (see Section 2.4.1). This is thought to be a more informative tool to compare change, as survey error metrics can be incorporated into the DoDs. For the case of the observed DoD, which were derived via an RTK-GNSS survey, a constant error threshold of 0.1 m was applied across the DoD as per (Williams, 2012). A constant error surface was created for each individual DEM. A probabilistic threshold of 80% (which incorporates this error surface) was then applied to the DoD comparison.

This method was used for the comparison of observed data only, as there is no way to quantify and determine the potential errors associated with the CL modelling. For this analysis, the assumption was therefore made that all modelled DEMs were accurate, as per their outputs from CL. Because there is no additional information regarding the location and magnitudes of errors which may be included in the model it would be unrepresentative to include this in a GCD analysis - despite the factor such errors might exist.
6.4.2 Results

The following Figures display the progression of geomorphic change from 2000-2007 as per observed survey data and model outputs.

Figure 41. 2002-2000 change detection for (A) observed survey data, (B) CL model outputs, (C) and a direction comparison of modelled to observed data for 2002.
Figure 42. 2003-2002 change detection for (A) observed survey data, (B) CL model outputs, (C) and a direction comparison of modelled to observed data for 2003.
Figure 43. 2004-2003 change detection for (A) observed survey data, (B) CL model outputs, (C) and a direction comparison of modelled to observed data for 2004.
Figure 44. 2005-2004 change detection for (A) observed survey data, (B) CL model outputs, and a direction comparison of modelled to observed data for 2005.
Figure 45. 2006-2005 change detection for (A) observed survey data, (B) CL model outputs, (C) and a direction comparison of modelled to observed data for 2006.
Figure 46. 2007-2006 change detection for (A) observed survey data, (B) CL model outputs, (C) and a direction comparison of modelled to observed data for 2007.
Regarding the Modelled DoDs, initially geomorphic change can be observed to be clearly linked to specific locations and geomorphic units, and appears representative and consistent (Figure 41). However, this ability to visually observe change, i.e. removal of sediment on the outer edge of a meander bend, degrades with time as the outputs from CL become distant from the situation in reality consequentially meaning DoDs look patchy and indistinct. From 2003 onwards Modelled DoDs appear very subdued and smoothed out, and by comparison one can see this is not the case with the observed DoDs. One can also look to the direct comparison between the model and reality to see precisely how much the two differ, where this difference becomes more pronounced with time.

The thresholded DoDs show what is theoretically the change that has occurred in reality. Where it can be observed that the greatest change has occurred on the eastern half of the modelled reach. This is represented by the model initially to some extent, but this matching of results is not consistent with time. The threshold DoDs give an indication of how subtle or substantial change over time has been. For example Figure 43 and 45 display less change over their time periods in comparison to previous years. It could potentially be argued that this is displayed in the model, but it is likely that this is just a result of the model displaying a subtler change with time regardless of what is occurring in reality.

6.5 Conclusion

The discharge outputs from the final CLiDE run were used, alongside bulk sediment data, as inputs to stimulate geomorphic change in CL. The model was parameterised over one spin up, and six calibration runs. After the final calibration stage the model could simulate the inherent behaviour of a braided system well at high flows, for the initial 1-2 years of model run time. However, once multiple floods were simulated, CL outputs degraded for both high and low flows. This outcome highlights the potential difficulties concerning modelling braided river morphodynamics using CL.

The morphological change which occurred as a result of model simulations was quantified. This was done using DoDs for both observed (surveyed) and modelled DEMs, as well as a direction comparison between the modelled and surveyed DEMs
for a set time increment. This quantification of geomorphic change was largely influenced by how well the model was behaving; as the model’s affinity to reality degraded with time, so did the representation of appropriate geomorphic change. Initially, observed and modelled geomorphic change took place in similar areas, and was represented by similar magnitudes. However, after multiple years of model run time the observed outputs did not correlate well with the geomorphic change the model was exhibiting.
7 Discussion

7.1 Topographic reconstruction and change analysis

7.1.1 SfM

7.1.1.1 Target distribution

The conclusions draw from the GCP analysis are similar to those found by Ves’ (2016) work on the Swindale Valley in Cumbria. This analysis considered an area approximately 500m$^2$ in size, containing 31 ground control targets spaced in a defined hexagonal layout. This is a smaller area than the Feshie analysis, and has more regimented layout of targets than those of the 2017 Feshie campaign. Ves’ analysis considered 3 distinct configurations (1) edge, (2) centre, and (3) random and performed 7 iterations for each, yielding 21 different georeferencing solutions. A subsequent analysis of these GCP test scenarios showed that the best layout solution was using either random or edge configurations. Results also showed that the precision of the dataset passes 1 ‘Ground Sampling Distance’ (GSD) for the edge and random configurations after using at least 19 GCPs, but for the centre pattern, precision only passes this threshold when all 27 GCPs are used.

These results further strengthen the conclusion that the configuration of GCPs has a high influence on their accuracy and confirms that positioning targets at the edges of a study area and in a broader random distribution is the best protocol to follow. Ves’ work used a very regimented approach to deploying targets. This is in comparison to target placement on the River Feshie site, which had more of a broad encompassing layout. With comparable error statistics, it can be stated that it is perhaps not necessary to position targets in a defined and restricted layout. Additionally, this is not always feasible in a complex field area.

Tonkin and Midgley (2016) carried out a similar analysis but to a greater scale, where a total of 101 GCPs were deployed. As with this thesis, various test were carried out based on number and configuration. Results of this work stated that DSM quality was significantly improved when more than four GCPs were used, but errors did not significantly decrease below this threshold when an appropriate spatial configuration was used. Additionally, they showed that for any given number of GCPs, errors were higher when GCPs were clustered in the same spatial
area. This was shown by a correlation between vertical error and the distance to the nearest GCP. Therefore in order to obtained the lowest error values, GCPs should be broadly spaced across the study area.

7.1.1.2 Check Point Bias

An additional parameter which wasn’t incorporated in this thesis’ analysis was the influence of a checkpoint location bias. This phenomenon would be most influential for test scenarios were GCPs are located based on a set spatial configuration. For example, if GCPs are located exclusively at the edges of a study area all the CKPs will be located in the centre. As stated in previous methodology chapter, CKPs and their associated errors are checks on the performance of a given GCP configuration. Prompting the question, are CKPs which are spatially biased to an opposing area appropriate for representing the accuracy of GCPs in a given scenario? The answer to this question is unknown, and therefore were this work to exclusively focus on this portion of topographic analysis further tests should be carried out. These tests might include CKPs which have fixed locations across the entire study area, while altering GCP locations much as this work has done. A comparison of these additional tests to the results obtained in this study would answer the question, does CKP location bias influence errors on GCPs?

7.1.1.3 Alternatives to use of Ground Control Points for georeferencing

Until recently, ground control has generally been used to georeference imagery, define camera calibration parameters, and remove any artefacts of optical distortion which occur in a topographic produce (Carbonneau and Dietrich, 2017). However, in recent years, an alternative georeferencing method has emerged which is becoming increasingly popular as technology evolves. This method is known as Direct Georeferencing (DG) and is a method where control is provided through measurements of camera orientations alone (Förstner et al., 2013). The primary benefit of this method is that it allows for aerial survey over hazardous or inaccessible terrain. Precision measurements from this survey method have been seen to be on the order of 0.1m, where a survey-grade GPS has been synchronised with image capture. However, most current consumer-grade UAVs are only equipped with low-quality GPS antennas meaning that direct georeferencing is not feasible. Despite this, higher quality GPS systems are increasingly becoming
available as options installed on UAVs (e.g. the new DJI Phantom 4), meaning that in the future this technology is likely to become commonplace. Consequently, it will be key to understand the differences between survey performance when using GCPs versus direct georeferencing (Figure 47). This will be integral to optimising future survey strategies aimed at quantifying topography and topographic change (James, Robson, and Smith, 2017).

A study by Carbonneau and Dietrich (2017) aimed to assess the performance of DG, in comparison to the use of GCPs. Their findings concluded that DG workflows result in higher levels of errors in comparison to current SfM GCP surveys. DG outputs generally resulted in a doming effect on the end topographic product, as well as other surface deformations. Whilst acknowledging these consistent errors, the study developed a novel approach of characterising them so resultant products could still be of use while considering their associated errors. The study concluded that DG technologies still pose significant challenges as well as opportunities. When considering the cost of technologies, DG poses many advantages in comparison to costly and labour intense RTK-GNSS surveys. However, they are limited in their applications due to the level of accuracy they can currently produce. Additionally, when one considers the cost and labour involved in SfM surveys with GCPs, the minimal additional labour becomes preferable to produce lower error statistics. Despite this, if the surface deformation errors currently associated with DG can be rectified the technology could provide a key development in automated data collection. With the right development, this form of data acquisition could allow for high quality, meso-scale elevation data to be obtained at a low cost.
7.1.2 Limitations of Bathymetric Correction

The bathymetric correction performed for the data obtained from the June 2017 field survey was used as a basis to define a best practice survey method for June 2018. It was concluded from the analysis of the 2017 dataset that topographic modelling of deeper channel areas and areas in close proximity to vegetation were poorly constrained compared to other areas. This analysis therefore guided RTK-GNSS data collection for the subsequent field campaign which focused a survey effort in these areas. This generally resulted in lower error results in comparison to the 2017 survey in these type areas. Despite this, there was a pervasive issue with the 2018 as a whole due to the water’s level at the time of survey. It was concluded from the results that consistently low water depth over features such as riffles resulted in erroneous data due to the fact the refraction correction was
over predicting depth. As the system is characterised by a large proportion of this type of feature, the error was pervasive across of much of the reach. This is therefore a limiting factor of SfM technologies, as this type of analysis is only applicable for mid-range depths with low turbidity (Woodget et al., 2014).

In the case of the River Feshie, the accuracy of survey results therefore depends on timing and water depth. When the river is at median flow conditions this type of survey method is thought to be applicable as deeper pools are only characteristic of a few sections of the river with limited spatial extent. Additionally, there is a limited spatial extent of particularly shallow water during these flow conditions. A reality small survey effort coupled with a bathymetric correction can therefore produce acceptable results.

The conclusions from this analysis suggest that a SfM analysis coupled with a bathymetric correction is still an applicable survey method for the site if survey timing is considered. Additionally, for the most optimum results a complimentary RTK-GNSS survey should be carried out which has a focused effort to survey deeper areas, so that when coupled with the overall SfM-MVS survey the resultant DEM can be deemed accurate, with low error values across the breadth of the study area. However, this solution is only applicable for settings such as the River Feshie, where the majority of the fluvial landscape is characterised by mid-range, low turbidity water. Additionally, as survey timing is so constrained it reduces the feasibility and ease of such survey method.

7.2 Rainfall Runoff and Geomorphic Change Modelling

7.2.1 Catchment Scale

7.2.1.1 Resolution and Representation of Reality

DEM
The catchment scale modelling of the river was performed at a reasonably coarse scale of 100 m². The modelling process for this investigation took a ‘fining down’ approach, by modelling catchment scale processes at a much coarser resolution than when considering a single river reach. This method was chosen due to limitations in the scope and timescales of this year long research project. The
main aim of the catchment scale modelling was to produce a simulation of the river’s overall hydrology based on inputs of rainfall data. As these files were also at a coarse resolution (1 km$^2$) it would have been trivial to create a significantly finer resolution DEM, when rainfall is the primary input driving this model. On the corollary, it was important not to make the DEM too coarse as internal slope and hydrological processes which occur on a grid cell basis must still be allowed to drive the system in a representative manner.

Bedrock DEM
An assumption was made within the modelling process that bedrock had a consistent depth of one metre below the exposed topography. However, it is unreasonable to think that this would be the case in reality. One would assume the value to be lower on the hill crests where weathering has allowed exposure of bedrock, and hillslope instabilities have resulted in the loss of material. Whereas in the valleys the value would likely be higher, where debris has accumulated at the base of slopes and conditions are more favourable to the stabilisation of thicker soil layer less affected by the influence of physical and chemical weathering. However, this assumption was deemed appropriate as this parameter is thought not to be particularly significant when modelling the processes of sediment transport on hillslopes. This factor is only likely to be influential when considering its effect on hydrology, a parameter which was calibrated within the process anyway. Therefore, by calibrating the hydrology of the system, any potential error in the influence of bedrock depth has been compensated for through parameterisation. Obtaining quantitative measurements of bedrock depth is beyond the scope of this master thesis; geophysical techniques such as ground penetrating radar, would be need which would be both expensive and time consuming.

Rainfall Input Files
The parameter which results in the highest level of uncertainty within the catchment scale modelling is the rainfall input files. The files used as inputs into CLiDE were catchment averaged files obtained from the NFRA, based initially on rainfall data obtained from the Met Office. The Met Office rainfall data is the only long term and consistent rainfall record which is currently available for the River Feshie catchment. As mentioned in the methodology section, in more recent years
a network of rain gauges have been installed and maintained within the catchment, but at this time they do not have enough data to be useful in any medium to long term monitoring study. Subsequently, the Met Office data were the best option for this study. Unfortunately, there is not a Met Office rain gauge installed within the Glen Feshie valley meaning that the data used in this study was obtained from other rain gauges in adjacent valleys which were anywhere from 9 to 33 km distance away from the catchment. Table 15 below displays the relative percentages of the different distances to the rainfall gauges used for the precipitation data values. Where the ‘Distance to Gauge’ parameter is defined precisely as, ‘the value of the distance to the closest rain gauge (in metres) used to interpolate rainfall at that grid point’. As one can see, the highest proportions of the pie chart are the lower distances (from 9 KM to 13 KM) with only very minor portions of the data being obtained from a distance greater than this - never more than 0.5% of the dataset.

<table>
<thead>
<tr>
<th>Distance to Gauge (M)</th>
<th>Count</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>9000</td>
<td>4302</td>
<td>21.42%</td>
</tr>
<tr>
<td>10000</td>
<td>11690</td>
<td>58.19%</td>
</tr>
<tr>
<td>11000</td>
<td>2416</td>
<td>12.03%</td>
</tr>
<tr>
<td>12000</td>
<td>1046</td>
<td>5.21%</td>
</tr>
<tr>
<td>13000</td>
<td>396</td>
<td>1.97%</td>
</tr>
<tr>
<td>14000</td>
<td>30</td>
<td>0.15%</td>
</tr>
<tr>
<td>18000</td>
<td>61</td>
<td>0.30%</td>
</tr>
<tr>
<td>19000</td>
<td>68</td>
<td>0.34%</td>
</tr>
<tr>
<td>20000</td>
<td>3</td>
<td>0.01%</td>
</tr>
<tr>
<td>21000</td>
<td>15</td>
<td>0.07%</td>
</tr>
<tr>
<td>22000</td>
<td>30</td>
<td>0.15%</td>
</tr>
<tr>
<td>33000</td>
<td>31</td>
<td>0.15%</td>
</tr>
<tr>
<td>Total</td>
<td>20088</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

Table 15. Distance to gauge as both a count and a percentage.

This ‘Distance to Gauge’ value can then be used as a proxy for uncertainty of the precipitation values. Where disparities between the discharge of model outputs versus observed flow gauge data could be the result of erroneous precipitation data that are feeding the model. This parameter is even more significant in a setting such as the Cairngorm National Park where mountainous terrain and variable relief mean that individual valleys and, in turn their river catchments, can have specific micro climatic conditions. This means that the timings of storm flow events shown in the modelled river system might not correlate directly with
what the observed flow gauge is showing; especially in relation to shorter more localised rainfall events. The chance of this being the case is additionally increased the greater the distance the rainfall gauge is away from the River Feshie catchment. In addition to this, the presence of snowmelt in the catchment means that hydrograph peaks might occur without any rainfall occurring in the catchment. Additionally, if snow is present rainfall events are likely to be accentuated in the storm hydrograph as rainfall causes snow to melt at a faster rate than dry conditions.

The CLiDE hydrological model aimed to represent comparable magnitudes of storm flow events occurring in the catchment, and aims to be able to largely replicate any persistent longer term storm events. However, due to the resolution of the precipitation data used in this analysis it is unrealistic to assume that the model will be able to replicate the precise timing of shorter rainfall events. Additionally, it is possible that smaller short term events which are shown in the river’s observed flow gauge record might be completely omitted from the model simulation due to being solely constrained to the Glen Feshie. Figure 48 displays some potential examples of these differences in discharge as a result of precipitation.

![Figure 48. Peak flow discharges from final model output run. Where red circles denote areas where modelled and gauged storm flow peaks do not match up well with one and other.](image)

Other additional uncertainties which may be introduced because of the rainfall input file are those related to defining the boundaries of the River Feshie catchment. These are two-fold, the first being related to the interpolation of gridded rainfall values to those averaged by catchment. Whereby data from a grid square is included in the catchment averaged value if 50% of more of its area falls within the catchment. The effect of this is significant when considering smaller catchments, and areas where there is a large amount of rainfall variability. This could potentially be significant within the Feshie catchment had the precipitation data files been at a higher resolution. However, as this was not the case the effect
of this catchment averaged interpolation is thought to be negligible; due to the factors discussed above. Additionally, the catchment is large enough that the effect of including/excluding a portion of the precipitation (on a km grid scale) should be generally inconsequential on the errors associated with the total values.

The same can be said when considering the exact boundaries of the CLiDE DEM catchment input file verses the catchment boundaries over which precipitation values have been determined. The two catchments have the same overall size and shape, however the precise boundaries of the files do not match up perfectly. This is because the catchment for this study was chosen based solely on the location of the SEPA Feshiebridge gauge, whereas the complete River Feshie catchment would end c. 1 km further downstream where the River Feshie meets the River Spey. This was done so that the discharge output of the catchment scale model could be related directly to the flow gauge data. Therefore, it is thought that the direct benefit of this comparison outweighs the error associated with the difference in extent of the catchment boundaries. Additionally, this difference results in a very small disparity in terms of spatial extent - on the order of less than 1 km². Again, this effect is even more so less significant when one considers the overall accuracy of the rainfall data for the catchment. However, had this study been performed with higher resolution precipitation data, the above parameters should be quantified to improve the robustness of the results.

7.2.1.2 Environmental and Landscape Change

The Landuse input file contains 1 km² gridded data for majority of the UK, which breaks landuse in to one of 10 broad classes. Generally, this information is reasonably coarse when considering the analysis of a single catchment. Also, in the case of this catchment, information obtained to populate the dataset is more likely to have a higher error associated with it due to the remoteness of Glen Feshie, in comparison to more densely populated and easily accessible areas. The broad classes which the landuse file gives certain areas of the catchment are largely applicable - this can be confirmed by multiple field visits to the site. However, these parameters are reasonably coarse and do not vary in either space or with time.
When considering the above, it is important to highlight the potential influence of the recovery of Caledonian Pine within the catchment over recent years, and the effect this is having on catchment’s hydrology. Vegetation rewilding has occurred primarily on the floodplain and lower slopes of the catchment, and much of the upper barren or heather covered slopes have been uninfluenced by changes in the deer population. One can subsequently estimate the proportion of the catchment which has seen change due to the replantation effort from Google Earth satellite images through time. When this was carried out, approximately 30% of the catchment’s spatial extent was covered by a combination of existing woodland, and new developing woodland resulting from rewilding. New replantation accounted for around 5-10% of this area. However, it must be noted that this analysis of area was derived from a purely qualitative approach for the purposes of this study, and a more detailed investigation of land use cover should be completed if any broader conclusions were to be drawn from such statistics. Considering the extent of these areas, and a 100-m resolution the impact of the growth of these plantations should have a fairly negligible influence on the overall model outputs. Additionally, it would be hard to precisely quantify the extent of the replantation’s influence on model results - especially within the scope of a year long study. Therefore, as with the influence of bedrock depth, the hydrology of the catchment has been calibrated whilst including this land use parameter. The calibrated model therefore accounts for this variation in land use. Considering the above, this is deemed appropriate for this study, but in an ideal situation a more detailed look at of how land use influences surface and subsurface water flows would be ideal.

7.2.1.3 Calibration

In an ideal scenario the calibration stage of the hydrological modelling would have included more runs than were carried out. However, as there was a time limiting factor on this investigation, only seven CLiDE model runs were carried out to constrain the model’s hydrological predictions. This is the same number of model runs that were completed by Barkwith (2015) on the Eden Valley catchment, indicating that this is an appropriate number when considering the scope of this study. When performing a calibration it is best practice to only alter one variable at a time to avoid autocorrelation of opposing variables. However, due to time constraints this wasn’t always possible. Model runs took anywhere from 24 hours
to 2 weeks to complete, therefore in the timeframe provided it was sometimes necessary to alter multiple variables in a single model run. Table 11 shows when this was the case.

The catchment calibration process considered two components: baseflow and storm flow. Whilst considering the above information which pertains to the precipitation input files, one can note that calibration of the storm flow parameter was likely to be more challenging than that of the baseflow because if the rainfall component of the hydrological cycle was not captured, there would be no way to transport this effect into the river system where it would be represented as a storm flow peak. It was therefore determined that the calibration process should aim to replicate the overall frequency and magnitude of storm flow peaks, as opposed to trying to perfectly match up peak timings with the flow gauge data. When considering this re-evaluated aim, and observing the results of the catchment scale modelling it can be concluded that the CLiDE model adequately simulated high flow magnitudes. One must however note that this statement is someone qualitative, as although based on quantitative values no robust statistical analysis has been performed to objectively state how similar flow data from the model and the gauge are. Despite this, considering the aims and timescales of this thesis, this level of analysis has been deemed acceptable. When the broader errors associated with rainfall runoff modelling are considered, a rigorous statistical test is not deemed necessary. This is because it is unlikely both gauge and model datasets will ever perfectly mirror one and other, and it is therefore unrealistic to perform a statistical test which ranks data based on such.

Hydraulic Conductivity
In Calibrations 1 and 2 there was a fairly substantial difference between the model and gauge outputs in terms of both base flow and storm flow. This was due to an unrepresentative value for hydraulic conductivity - a parameter which determines the flow at which water moves through the subsurface. The model was initially producing outflows that were dramatically higher than those recorded at the flow gauge for both base and storm flows. This was corrected for by decreasing the value of hydraulic conductivity so the modelled system transported subsurface water slower than it had previously done. This produced model outputs which were more representative of the way the natural River Feshie system was behaving
in terms of quantitative values of discharge. However, both components of the flow still needed to be constrained further to better represent reality.

Specific Yield
To do this the specific yield and rainfall interception parameters were altered, to try and represent the rate and percentage input of precipitation into the catchment’s hydrological system correctly. Questions were asked as to how much rainfall was transported into the river system during a storm, and what were the timescales of this? The parameter of specific yield acts to characterise how sensitive the subsurface hydrological system, specifically groundwater, is to inflows and outflows of water. Where a high specific yield means that the groundwater head’s response to a flux of water in or out of the system will be smaller and less subtle than if a system was said to have a low specific yield.

It can be noted from Figures 25 that baseflow values with time were a lot more subdued for the model outputs, in comparison to the gauged discharge values. This issue was combatted through a reduction in specific yield multiplier; initially by half and then by half again. This parameterisation aimed to increase the groundwater’s sensitivity to rainfall inputs so that changes in precipitation were reflected more notably in the river’s baseflow as well as its storm flow. This reduction in specific yield worked to make discharge values more comparable, up until the point where they were limited by the quality of the precipitation input files. The output of Calibrations 4 (Figure 26) shows a trend where, some peaks in gauged baseflow are not represented by the model whatsoever, whereas others match up well. The question then arises as to whether the remaining disparities between the baseflow trend lines are a result of errors in the precipitation data, or whether it is an error regarding the parameterisation of the model? Considering the known error in the rainfall data files, it is fair to assume that this is contributing somewhat to this disparity, but the extent to which they are is difficult to accurately quantify.

At this stage in the calibration process it was determined that the model was reproducing the overall trend of baseflow to an appropriate standard; mean discharge over a two-year period can be observed to be a similar value for both datasets. Additionally, despite the fact subtle fluctuations in the two trend lines
Rainfall Interception and its Link to Flash Flooding

The rainfall interception parameter influences the storage of water within a catchment’s hydrological system, and the lag time of transportation of water from when it falls as precipitation verses when it reaches the river system. Increasing the interception parameter will mean a system is less flashy, and less responsive to changes in precipitation. The River Feshie is notoriously known to be a characteristically flashy river, due to its mountainous terrain which results in periods of snowmelt, as well as contributing to more frequent and heavier rainfall events. A large influx was water into the river coupled with a well-connected hydrological network with limited storage has resulted in many flash flooding events over the River’s history. Such events have seen a marked increase in water level over time periods on the order of an hour or two (Macdonald, 2016).

Considering this, it was therefore appropriate to decrease the amount of rainfall interception within the catchment with the aim to allow the modelled system to act in a flashier manner in relation to its stormflow peaks. This alteration had the desired effect, whereby the magnitude and frequency of high flow peaks for both the modelled and gauged flows matched up well post calibration. Again, one must note that not all peaks correlate directly to one and other due to omitted rainfall events. However, it is thought that the modelled system post calibration retains an acceptable level of likeness to reality in the fact that it can reproduce a representative storm flow hydrography based on the rainfall inputs it is given.

One aside which must be noted in relation to the rainfall interception parameter is that CLiDE has the ability to account for seasonality. This parameter can be varied on a monthly basis to account for the cyclical trends which happen as a result of deciduous woodland. However, due to the resolution of the rainfall input data it was determined that trying to incorporate seasonality into the modelling framework would be futile and hard to constrain especially when considering the scope of the study. Ideally this parameter would be included in a finer resolution study, where input data has a higher level of accuracy.
7.2.1.4 Conclusions on Hydrological Model Performance

As set out in the aims of this thesis, this investigation hoped to calibrate a catchment scale numerical model (CLiDE) to predict catchment hydrology and rainfall runoff using inputs from rain gauge data. This aim was set out so that the subsequent reach scale model had an input that was directly related to rainfall as opposed to supplying the model with flow data that was devoid of any catchment link. The above analysis highlights the complications involved in performing modelling through this ‘top down’ approach, as any subsequent models rely on the accuracy of the initial precipitation data. Therefore, the accuracy of the data obtained from any analysis will be a function of the accuracy and spatial and temporal resolution of the precipitation input files.

This analysis satisfies the above aim in that, the catchment scale modelling performed using CLiDE has provided a modelled system and subsequent outputs which represent the hydrology of the River Feshie catchment. For the specifications of this study, the resolution and accuracy of this data is deemed acceptable as the aim of this component of the modelling framework is to drive the successive reach scale model in a representative manner. Therefore, the intention of this wider catchment model is to obtain flow values which are broadly representative of the characteristics of the River Feshie’s hydrological system, in terms of both a consistent baseflow and storm flow peaks. However, it is not crucial that the model represents specific storm flow peaks on specific days, as long as the magnitude and frequency of storm peaks over a given time period is generally consistent with what is happening in reality. The above model satisfies this by providing a calibrated system which has the ability to replicate storm flow peaks consistent with precipitation data provided, which are comparable to those observed. Additionally, it can replicate equivalent values of mean baseflow as well as providing a similar overall trend and magnitude to the flow gauge dataset. Caution must be noted when considering this system to be fully calibrated. Due to various time and data restrictions, this calibration represents a best effort in the timescales provide. However, were this model to be used in subsequent analysis’ further work would need to be done to define the system as fully calibrated and representative of reality.
The desired accuracy and resolution of a catchment scale model will depend on an individual study’s specifications. The level of certainty inherent to this dataset might not be applicable for other studies where analysis focuses exclusively at the catchment scale, but considering the scope and scale of this analysis it is deemed appropriate.

7.2.2 Reach Scale

7.2.2.1 Resolution and Representation of Reality

DEM

At the reach scale, DEM resolution should be finer than that at a catchment scale: as the spatial extent of the modelled area decreases the resolution should increase. However, very high resolution modelling uses up a vast amount of computational power, and timescales of model runs are dramatically increased when the resolution of a model is increased. When considering the size of the area, CAESAR’s modelling capabilities, and the timescales available for the analysis, a grid resolution of 4 metres was used. As the River Feshie contains a reasonably high proportion of coarse sediment, and geomorphic features in the landscape span tens to hundreds of metres in length, it was decided that this resolution would still maintain an acceptable amount of detail. However, were this analysis to be replicated in a study with broader scope, a finer resolution would always be desirable. Unfortunately, for this project it would not be possible to perform a full and complete analysis using a finer resolution DEM with the given timescales.

A higher resolution DEM was obtained by the SfM analysis, had this project been given a longer timescale the modelling should be redone using the higher resolution model and the outputs compared to back up or contrast conclusions made from this analysis. The presence of this finer resolution dataset should also be considered for future analysis which considers the time series of high resolution DEMs of the River Feshie. However, due to time and computational limitations it was unrealistic to use this DEM to its full potential in this thesis.
Hydrological Processes

There are however broader implications of having a DEM at a 4-m resolution. It has been stated by Williams et al. (2013) that resolution of a fluvial model will have impacts on the accurate prediction of depth, velocity, and flow routing. However, these three parameters are influenced at different scales. Their study on the Rees modelled a river reach at a variety of scales - from one to six metres (in one metre increments). Across these scales the overall prediction of depth patterns remained consistent; where the Mean Error (ME) value for all six simulations was close to zero. From the results of this investigation one can then assume that DEM resolution does not substantially influence errors associated with reconstructing depth values. However, this is less of the case when considering predicted velocity values. Here, Williams et al. (2013) found that as grid cell size increased, so did the errors associated with the prediction of these values and subsequently the precision of the results. This was the case for anything greater than a resolution of two metres - the optimum level with a ME closest to zero. Their results state that at a grid resolution of 4 m, ME equates to -0.03 ms$^{-1}$, and SDE is 0.36 ms$^{-1}$. As no observed values of velocity were obtained for this analysis on the River Feshie one can assume ME and SDE error statistics would be on a similar scale, as both the Rees and the Feshie are dynamic braided systems with similar channel widths.

DEM resolution will also determine how many grid squares per channel width there are, and therefore how accurately models can represent the hydrodynamic flow routing processes which are occurring across a river channel. Williams et al. (2013) found that, like velocity, flow routing is influenced negatively by increasing grid size, and that this effect is shown most significant in smaller anabranching channels. The width of channels varies quite substantially in the River Feshie - from those at a sub metre scale, to tens of metres. Width can vary spatially and with time as channels widen during high flow events and narrow at low flows. In times of flood, smaller channels can merge with those adjacent to them and can consequently more than double in width over relatively short timescales. This dynamic nature, typical of a braided river system, is notoriously hard to incorporate into fluvial modelling, as individual channel threads have different dimensions and characteristics whilst still being incorporated into one fluvial...
system. Therefore, meaning a fluvial model which works well for the main stem of the channel might not be as applicable at modelling the hydrodynamic processes in a river’s smaller anabranching streams.

When a model contains a consistent grid resolution it is generally thought that the larger main stems of the channel are represented more accurately than anabranches, as the ratio of grid resolution to channel width decreases. As CAESAR does not have the ability to spatially vary the resolution of grid squares this statement is true for the geomorphological modelling of the River Feshie. This is in comparison to other 2D hydrodynamic models that can vary the resolution of their model grid or mesh such as CaFloodpro (Gibson et al., 2016) and MIKE21FM (Mackay et al., 2015).

Figure 49. Predicted depths for different grid resolutions, as indicated above each map (Williams et al., 2013).

Flow Routing Directions

One of the potential challenges of using CL to model braided river morphology is how the combined model routes flows on a grid cell basis. The model’s two components route flow via differing methods which led to complications when merging to the two into the CL planform. CAESAR had the ability to route flow in eight directions, whereas LISFLOOD-FP only routes flow in four. The Moore flow routing method incorporated in the combined model allows interactions in all neighbouring directions. However, because of this, Coulthard et al. (2013) state that in CL a finer grid resolution might be necessary to represent flow routing processes accurately, especially when considering narrow diagonal channels. This is important when considering braided river morphology, as a single reach can contain many narrow anastomosing anabranches. However, due to an inability to
change the resolution of the DEM spatially, grid resolution remained consistent for both wide and narrow channels in the River Feshie reach scale model. This therefore might have contributed to the model not being able to fully replicate a braided channel morphology, as flow routing in narrow anabranches was not being represented accurately. For subsequent research the model should either be run at a finer grid resolution, or a different morphodynamic model should be used.

Hydrological Boundary

An additional suggestion for why the modelled system had notably and consistently low water levels is the placement of the hydrological boundary nodes. These nodes link the catchment scale hydrological model to the reach scale geomorphic change model. These nodes were placed so that they spanned the width of the valley where the upstream extent of the braided reach. However, they failed to include the addition of two notable tributaries which input water into the reach. The first (labelled Tributary 1 in Table 16) is the larger of the two and inputs water at the upstream end of the reach - c. 250 m downstream from the reach’s upper bound. This tributary feeds water from a smaller valley which is situated to the West of the main Glen Feshie. During the 2018 field campaign it was noted that this tributary stream was completely dry and not contributing any water to the main river during low flow. However, it has not been constrained what conditions allow this stream to dry out and for what percentage of the year it contributes water to the main river channel. From visits to the site during the wet season it has been observed that this tributary does have the potential to transport a significant amount of water during high flows. However, Table 16 displays the area of land which Tributary 1 drains, and what percentage of the total River Feshie drainage area that accounts for (3%). It was therefore decided, that because of its minimal contributing area, and its disconnect from the main river at time of low flow it was appropriate to omit this tributary for the analysis.

The effect of this decision should have a very limited on the impact of geomorphic modelling at low flows, and is considered not to be the reason for the unrepresentatively low water levels. At high flows, the discounting of this input into the reach scale model may have at a minor impact but, as the model has been unable to be fully calibrated to a stage where one can make predictions about geomorphic change based on its outputs, the omission of this stream is said to
have a limited impact on the results of this analysis. The same can be said for the omission of Tributary 2 and, as can also be observed in Table 16; it has an even smaller contributing area than Tributary 1.

<table>
<thead>
<tr>
<th></th>
<th>Total Area (Km²)</th>
<th>Tributary Watershed as % of Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entire Watershed</td>
<td>240</td>
<td>100.00%</td>
</tr>
<tr>
<td>Tributary 1</td>
<td>7.2751</td>
<td>3.03%</td>
</tr>
<tr>
<td>Tributary 2</td>
<td>4.8385</td>
<td>2.02%</td>
</tr>
</tbody>
</table>

*Table 16.* Area and percentage of area for the main catchment watershed, and two smaller tributaries.

### 7.2.2.2 Assumption of Bedrock Depth

It is thought that the primary reason as to why the reach scale model is behaving unrepresentatively is because of the assumption of bedrock depth, and how water is being routed through the subsurface. Bedrock depth was assumed to be 10 m below the surface, so as to not restrict the river system's ability to erode the river’s bed and banks. However, it became evident throughout the calibration process that a large proportion of the river’s discharge was draining into the subsurface. This is thought to be because of the thick sediment layer comprising the bed of the river. The situation has likely been worsened by the fact that the sediment input into the model is reasonable coarse, in comparison to a river bed comprised of silt or sand as there is more interstitial space between the grains, into which water can drain. The composition of the bed, coupled with the thickness of the layer created a highly permeably substrate which is draining the river system at unrepresentative rates. In reality, this layer will vary with depth; becoming more consolidated with less porosity and permeability. So, despite the fact it is plausible to have a sediment layer this thick, CL is portraying an unrepresentative situation in the fact that the layer’s characteristics don’t change with depth. This modelling is therefore limited to either allowing the model erode to its fullest extent while over representing subsurface drainage or capping the model’s ability to erode but more accurately representing subsurface drainage. As it was more important that the model was accurate during high flows the former scenario was chosen. However, had this analysis had a larger scope with a longer timescale an effort would have been made to better calibrate this parameter as
there is likely a balance between the depth of bedrock and the amount of subsurface drainage, somewhere between 10 m and the level of the surface.

7.2.2.3 Implications of Sediment Recirculation

As a geomorphic change model, CL requires a sediment input. As no observed data were obtained as part of this analysis - due to time constrains and labour necessary to do so. Additionally, the use of historic data meant observed data were limited to that obtained at the time. It was decided that the model should recirculate the sediment which was being output at its downstream node. However, one must note the limitations and uncertainties that arise as a result of using this method. An experiment by Parker and Wilcock (1993) tested two different sediment input scenarios in a flume experiment, where they ran sediment through the system until it reached an equilibrium state. They compared the differences between feeding the flume with ‘new’ sediment at its upstream bound, verses recirculating sediment from the end to the start of the flume. This experiment was carried out for both uniform and distributed sediment grains in a flume with set dimensions, so processes occurring in every scenario obey the same laws of flow and sediment transport. For uniform sediment, the final equilibrium scenarios reached were equivalent to one and other, and were independent of their initial conditions; despite the fact flow and sediment constraints differed. However, this was not the case when grain size was varied. In the scenario were sediment was fed into the upstream boundary, the amount of sediment and its distribution must be specified by the user and must be identical to the bed load characteristics at the model’s final equilibrium stage. This suggests that the equilibrium state is independent of the initial conditions - in fact the corollary is true. This is in comparison to a recirculating scenario which has a varied grain size distribution. Where neither the bed load, nor the bed surface material can be specified in advance. Demonstrating that the final equilibrium state of the model will depend on the initial conditions - a statement which is true for this analysis.

These finding therefore means that, generally, transport relations obtained using one of the methods will not be comparable to the other. This is because of a difference in the governing constraints between the two whereby, if fractional transport is scaled by the grain size distribution, the two different methods can
produce different transport relations despite having the same sediment characteristics. To maintain consistency, transport should therefore be scaled by the size distribution of the bed surface. However, as no direct observed sediment input data is available, a quantitative comparison of the above two methods in the setting of the River Feshie is out with the reach of this analysis. Nonetheless, one should still consider the above conclusions draw by Parker and Wilcock (1993) which highlights that geomorphic change which occurs as a result of sediment transport will be sensitive to the initial conditions input into the model, i.e. factors such as the grain size distribution. However, as the reach being analysed is less than 2 km in length the differences between these two methods might not be significant in comparison to modelling flow along the entire length of the River Feshie. There is no simple way to determine how much of an influence this parameter is having on the reach without further analysis which is out with the scope of this investigation; nevertheless, the mechanism by which sediment is provided to the model is noteworthy when observing model outputs and drawing conclusions.

Additionally, it can be stated that the flume scenarios conducted by Parker and Wilcock (1993) cannot be expected to fully replicate natural sediment transport processes. Furthermore, natural channels are thought never to completely reach an equilibrium state. This statement is especially relevant to the River Feshie – a dynamic river.

7.2.2.4 Bulk Sampling

Field Method

The methodology used for bulk sampling followed a field method (Hoey, 2014) and a subsequent statistical analysis (Ferguson and Paola, 1997). Regarding the former, it is worth considering the variation between the two samples collected and if any broader trends can be extrapolated from these observations. A suggestion might be to obtain more observed data here, however each sediment sample took ¾ of a day to complete with 5 people excavating and weighing sediment. Therefore, when weighing up the cost-effectiveness of the amount of time spent obtaining this data versus the information obtained, it was deemed inefficient to carry out more bulk samples. Having a sample at the upstream and
downstream bounds of the reach scale model was thought to fairly represent the sediment characteristics which were included for this analysis. Tables 16 compares sediment statistics averaged for both sites. This data shows that the two sites are comparable with a D50 value within 0.001 m. However, it can be noted that there is a broader spread in the grain size distribution of the upper site, which contains a higher D84 value and a lower D10 value. However, these differences are on the order of a few cm’s. From these results it can be shown that there is limited change in GSD along the braided reach. Reinforcing the fact that completing further bulk sediment samples would likely not be worthwhile for this analysis. However, one can note that this statement has been drawn on limited data and in a study with a longer timeframe or wider scope it might be worthwhile completing more bulk sediment samples.

<table>
<thead>
<tr>
<th>(Metres)</th>
<th>Upstream</th>
<th>Downstream</th>
</tr>
</thead>
<tbody>
<tr>
<td>D10</td>
<td>0.0096</td>
<td>0.0173</td>
</tr>
<tr>
<td>D50</td>
<td>0.0686</td>
<td>0.0692</td>
</tr>
<tr>
<td>D84</td>
<td>0.1475</td>
<td>0.1255</td>
</tr>
<tr>
<td>Active Layer Thickness</td>
<td>0.2949</td>
<td>0.2511</td>
</tr>
</tbody>
</table>

*Table 17. A comparison of sediment statistics for the two bulk sediment sites sampled.*

Statistical Analysis

The statistical analysis of the bulk sediment data used the method detailed in Ferguson and Paola (1997). This analysis focuses on the statistics of precision and bias in a dataset based on the amount of sediment information obtained, and its characteristics. A slight caution of using this approach is that the equations used to produced statistical parameters are based on an assumed normal distribution. These parameters will only be valid if an underlying normal distribution in φ-units can be assumed for the surveyed area - i.e. there is no skew in the dataset. This is a broad assumption and is not generally true for most GSDs. However, assuming there is no major skew in the dataset (as is the case for this investigation) the conclusions drawn from these statistics should be reasonably valid and give a good overview of bias and precision.

From their analysis, Ferguson and Paola (1997) concluded that smaller sample sizes are biased in that they over represent the fine fraction of sediment in a GSD. If larger grain sizes are marginally less frequent in a sediment unit, it is likely that
a small sample size will amplify this phenomenon and display it unrepresentatively
in the GSD results. These conclusions highlight the importance of choosing a
representative survey site, and having a large enough sample size - as was the
case for the River Feshie analysis.

In addition to this, the paper also noted that bias is more prominent for poorly
sorted grains, in comparison to a GSD with a low standard deviation (i.e. well
sorted). This point was deemed significant when considering the bedload sediment
of the River Feshie - a poorly sorted gravel bed river. As per the results of their
analysis, Ferguson and Paola (1997) stated that the mass of the sample required
to avoid bias for the D95 particle size is around two orders of magnitude larger
than that required for the D50. The same is also true when considering sample
size and precision. One can therefore note that in Figures 30 & 31 the precisional
error is notably large when considering D84-D95 parameters, as errors increase
non-linearly when bed material is poorly sorted. As per the equations in Ferguson
and Paola (1997), sample size would need to be increased to 10’s of thousands of
Kgs in some cases to result in zero bias and precision. This can be displayed clearly
by Figure 31 - the precisional error on the River Feshie upstream surface site.
Here, for 0 precisional error on the D95 parameter, a sample size of c. 60,000 Kgs
is needed - see Appendix 1. This is because of a poorly sorted surface sediment
layer - i.e. there is a wide range in grain sizes. In cases such as this, obtaining 60
tones of sediment is unrealistic when considering the scope of this investigation.
It is therefore deemed more appropriate to consider the precisional error on the
D50 or median grainsize, which is within acceptable bounds for a gravel bed
braided river environment.

These statistical parameters are useful for highlighting the sediment
characteristics of the River Feshie - by displaying quantitatively how poorly sorted
both the surface and subsurface sediment layers are, and how variable this sorting
can be. Despite the fact mean values of sediment between both the upstream and
downstream sites are broadly comparable, statistics regarding sorting do not so
the same affinity to one and other. Additionally, precision statistics highlight how
sure one can be about the GSD input into the reach scale model. The accuracy of
this data is within keeping within the scope of this analysis, especially when
considering CLs restricted ability to deal with distributed GSDs. For reach scale
modelling at the highest resolution GSD should be distributed both by size, and spatially across the catchment. However, it is only currently possible to distribute GSD by size and proportion – i.e. we can observe broad trends in sorting but these cannot be distributed spatially. If GSD was to be distributed spatially a large effort would have to be made regarding the bulk sediment sampling - on the scale of multiple weeks or months of data collection depending on available labour.

7.2.2.5 Calibration

Spin Up

The initial spin up run for CL worked well, the model behaved as expected. Fines were preferentially transported for the initial few years of the model run while the modelled system began to spin up and equilibrate to a more representative sediment transport model. This happened as it is likely that the sediment which the channel bed is comprised of is unrepresentatively fine. Fine sediment is therefore initially washed down the system as low to medium flows pass through the reach. Additionally, this preferential removal of fines will have been influenced by the choice to recirculate sediment. The system would have therefore needed a longer time to spin up in comparison to model where observed sediment data were being input at the upstream bound. Figures 32 & 33 display how the modelled system evolved through time, where one can observe sediment peaks correlating more directly with discharge peaks with time. However, it does appear this correlation is reasonably subtle, and a further statistical analysis of the numerical outputs of this data should be done to prove this correlation were the data to be used in further work.

Additionally, the sediment vs discharge plot appears to display a representative distribution. One question can be asked as to why this plot appears to have two distributions, where sediment output is higher (1) and lower (2) for the same discharge. An answer to this might perhaps be to do with the configuration of channels in the braid plain, certain anabranches may contain more mobile sediment than others. Therefore, as the system migrates through time sediment may become more readily available depending on its course. However, the quantification of this is beyond the reach of this analysis and has therefore not been performed.
For the initial calibration run the model had too high lateral erosion which resulted in the landscape becoming flattened as banked eroded and channels filled. This process was likely worsened by the simplification of equations relating to fluid dynamics included in CL. The model is currently unable to represent momentum as per real rivers, and therefore is unable to produce natural geomorphic units such as pools and riffles. Because of this, the model has been found by others to have a tendency to create flatter channels in comparison to natural systems (Coulthard et al., 2013). This should be noted as a limitation of the model, and be taken into account when considering its applications. For very high resolution analysis which focuses on specific geomorphic units this model might not be applicable. However, for a study such as this which aims to quantify the overall geomorphic change in terms of broad areas of deposition and erosion, CL is an appropriate model to help answer such aims.

A Comparison to Ziliani et al. (2013) - Calibration 3

Perhaps the most significant analysis which uses CL in a gravel bed braided river setting is that by Ziliani et al., (2013). In their study, the team used CAESAR to model the fluvial morphodynamics of a 33 km long braided reach of the River Tagliamento (Italy). The overall aim of the study was to evaluate the performance of the model against observed survey data, as well as providing a general overview of the applicability of this kind of reduced complexity CA model in this setting. The scope of this paper is much broader than this thesis - with a longer distance being surveyed, and a much more in-depth calibration process. To decrease model run time a threshold discharge was chosen over which geomorphic change would be modelled. There were 226 days above this threshold discharge value meaning the model ran for this number as opposed to 2957 days had there been no threshold. This highlights CL's influence on channel morphodynamics during low flow conditions, and therefore reinforces that the calibration process should primarily focus on how the model is performing during high flow. However, to have confidence in this perceived lack of geomorphic change at low flows, a model simulation should be run for both high flows and for all flows, and the outputs compared via a DoD.
7.2.2.6 Timescales of Reach Analysis

On the outset of this research project the initial aim was to calibrate a reach scale model from 2000-2011 which would then be used to make predictions about geomorphic change for the subsequent 7 years, i.e. up until the present day. However, it was decided based on the outputs from model calibrations that this was beyond the limits of the current CL modelling. DEM datasets were present from 2013, 2017 and 2018 meaning that the CL model would have to be able to run over a four-year time period to be able to compare modelled to observed DoDs. The current calibrated model after two or three years was beginning to degrade quite substantially from the situation in reality, and the output DEMs were largely unrepresentative - displayed a more flattened landscape than the case in reality. It was therefore decided that this analysis should not aim to model geomorphic change over this time period, as results would likely have limited gravitas. This thesis therefore focuses more on the limitations of braided river reach scale modelling at the multi-event scale, and provides advice for future studies when carrying out similar analysis'. However, still aims to contain a thorough parametrisation of a reach scale model despite the model outputs not directly matching up with reality.

7.2.3 Geomorphic Change Detection

7.2.3.1 Error Surfaces

The assumption of having a consistent error surface of 10 cm on all RTK-GNSS derived DEMs has the potential to impact change analysis. All observed DEMs were given this error surface, as there is generally an inherent error associated with RTK-GNSS survey. For the case of the River Feshie this was generally less than 10 cm but having this limit encompasses all data which is likely to be erroneous. These error surfaces were purely used when creating DoDs via the GCD toolkit developed by Wheaton et al. (2010). For this analysis, the error surfaces were created to be applied to a DoD when a propagated error threshold of 80% was used. This couples any potential error associated with the data with a percentage of uncertainty to obtain a DoD that aims to exclude any noise or erroneous data.

However, the drawback of this approach is that it can remove any subtle changes in topography. This is significant when considering braided rivers due to their small vertical relief in comparisons to their horizontal extent. A small change in
elevation can have significant impacts on channel morphology, i.e. a substantial anabranch can develop as a result of a few cm’s of erosion during a high flow event. The outputs from the GCD used for the analysis of the River Feshie are coarse and patchy. This is likely a result of several factors including the initial DEM resolution, poorly constrained CL outputs, and broad encompassing error values obtained from using the GCD toolbar. However, despite the lack of detail, these outputs appropriately display the broad overall trends of surface lowering and increasing as is displayed in Figure 41-46.

It must be noted that this type of analysis was only performed for the observed datasets, as modelled dataset were assumed to be true. This is purely because we cannot relate a quantifiable error to the model outputs, especially one that is spatially distributed. However, such errors must be qualitatively reviewed and considered especially when model outputs represent a situation distant from reality.
8 Conclusion

The aim of this thesis was to develop and assess an end-to-end modelling framework for the braided River Feshie. This framework consisted of two main components; a rainfall runoff model (CLiDE) and a morphological change model (CAESAR LISFLOOD). In summary, the model used catchment rainfall-runoff predictions to simulate geomorphic change of a c. 2 km long braided reach. Predictions from the geomorphic change model were compared to observed patterns of geomorphic change.

To create the end-to-end framework, the first objective of this thesis was to generate high quality (cm precision) DEMs of the braided reach from 2017 and 2018 field survey data. The first step of this analysis was to develop an SfM survey protocol based on 2017 data. Results showed that ground control targets should be positioned so that the edges of the survey area are preferentially represented, while still maintaining a good overall coverage of the study area. For the spatial extent of this study area it was found that c. 15 targets should be used as Ground Control Points (GCPs). This survey protocol was used to generate the 2018 DEM, which was characterised by RMSEs on check points of 0.035, 0.042, and 0.048 for the X, Y and Z axis’ respectively. The constraint of error in the vertical axis is notable and indicates the success of the survey protocol. The generation of DEMs using SfM links into the broader framework of this thesis as high quality DEMs are required for the CL reach scale modelling component. However, 2017 and 2018 DEMs were not used for reach scale modelling, because the numerical modelling effort focused upon parameterising the model for the period 2000 to 2007 rather than verifying the model using data from 2017 and 2018. Despite this, this work shows how high-resolution DEMs can be generated that could be used to verify numerical model predictions of geomorphic change.

To obtain a discharge input for the CL reach scale model, a rainfall-runoff model of the River Feshie catchment was first calibrated over a 10-year period from 2001 to 2011. Many previous studies that have modelled braided river geomorphic change have focused on measured discharge as a representation of catchment hydrology. However, this work aims to predict river discharge from rainfall inputs that are input into a parameterised CLiDE hydrological model. The model was calibrated using seven simulations that involved two initial spin up stages, four calibration stages within which various parameters were adjusted, followed by a
The discharge prediction from the calibrated model was assessed by comparing to observed flow gauge data for both base and storm flow hydrographs. For the calibrated simulation, both the model and the gauge were displaying a mean baseflow discharge value of c. 325,000 m³d⁻¹. Despite the fact that subtle variations in the predicted and observed baseflow hydrographs didn’t match up perfectly, the model was deemed to be representing the overall magnitude and dynamics of the baseflow relatively well. The same was true for the calibrated stormflow. Although the model was unable to perfectly replicate stormflow peaks, perhaps due to the lack of spatially variable rainfall data within the catchment. Despite this, the final model output displayed peaks of similar magnitudes and frequencies.

The discharge outputs from the final CLiDE run were then used, alongside bulk sediment data, as inputs to stimulate geomorphic change in CL. The model was parameterised over one spin up, and six calibration runs. Parameters such as lateral erosion, and maximum erosion limit, were varied to try and simulate channel divergence and typical braiding behaviour in the reach scale model. After the final calibration stage the model could simulate the inherent behaviour of a braided system well at high flows, for the initial 1-2 years of model run time. However, once multiple floods were simulated, CL outputs degraded for both high and low flows. The parametrisation of CL included in this thesis contained two main limitations. The first, a disproportionate amount of water drained into the subsurface, meaning that in low flow conditions surface flows were not adequately predicted. Second, models tended to erode and smooth topography with time, meaning that after three years of run time model outputs lacked robustness. The CL parameterisation and modelling thus highlight potential difficulties concerning modelling braided river morphodynamics using CL. The model can represent braided channel behaviour appropriately over shorter timescale of 1-2 years or for individual high flow events, but not for multiple consecutive high flow events.

The morphological change which occurred as a result of model simulations was quantified for a consistent section of the braided reach which had been surveyed from 2000 to 2018. This was done using DoDs for both observed (surveyed) and modelled DEMs, as well as a direction comparison between the modelled and surveyed DEMs for a set time increment (i.e. the time survey data were collected). This quantification of geomorphic change was largely influenced by how well the
model was behaving; as the model’s affinity to reality degraded with time, so did the representation of appropriate geomorphic change. Initially, observed and modelled geomorphic change took place in similar areas, and was represented by similar magnitudes. However, after multiple years of model run time the observed outputs did not correlate well with the geomorphic change the model was exhibiting.

Initially, this thesis had aimed to calibrate the CL geomorphic change model over a period of 10 years from 2000 to 2010. The parameter set from this would then be used to make predictions about geomorphic change between 2017 and 2018, using data from the high-resolution datasets from field surveys. However, as further efforts are needed to improve the parameterisation of the current CL model over extended time periods, this aim was beyond the scope of the current model’s capacities. Despite this, as these high quality topographic datasets exist any future effort to compare geomorphic change along this reach will be aided substantially.

Overall, this thesis shows how repeat topographic surveys can be used as input and verification data for flood risk modelling that incorporates geomorphic change, as well as displaying how much of an important component these inputs are. Additionally, this work emphasises the challenges and uncertainties associated with the accurate representation of geomorphic change within fluvial modelling. The conclusions drawn from this analysis therefore highlight the pressing need to better constrain sediment transport and geomorphic change in flood risk models so that predictions made from such models are robust.

The results of this thesis highlight the challenges associated with implementing an end-to-end modelling framework, especially within a restricted timeframe. Uncertainties associated with catchment scale modelling can feed into results produced at a reach scale. These uncertainties have the potential to be amplified in the subsequent stage of modelling, decreasing the robustness of final collective outputs. A question can therefore be asked, is the benefit of an end-to-end framework outweighed by the increase in cumulative uncertainty throughout the process? The answer is complex and situation dependent, but the results of this work suggest that depending on a study’s aims and timescales, discrete spatial modelling may be the preferable option.
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1. Statistical analysis of bulk sediment data.

### Statistical Analysis of Bulk Sediment Data

#### Sample: Foshee Upstream Sub-Surface

<table>
<thead>
<tr>
<th>Parameter</th>
<th>mm</th>
<th>%</th>
<th>Date</th>
<th>Parameter</th>
<th>%</th>
<th>mm</th>
<th>Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>4.4</td>
<td>6.1</td>
<td>0.05</td>
<td>6</td>
<td>2.4</td>
<td>4.0</td>
<td>0.04</td>
</tr>
<tr>
<td>18</td>
<td>1.6</td>
<td>8.8</td>
<td>0.04</td>
<td>1</td>
<td>0.4</td>
<td>0.0</td>
<td>0.04</td>
</tr>
<tr>
<td>30</td>
<td>8.6</td>
<td>1.8</td>
<td>0.07</td>
<td>2</td>
<td>0.2</td>
<td>0.0</td>
<td>0.04</td>
</tr>
<tr>
<td>35</td>
<td>0</td>
<td>0.0</td>
<td>0.0</td>
<td>3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

### Data

#### Grain Size Distribution

<table>
<thead>
<tr>
<th>Grain size (mm)</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.1</td>
<td>4.0</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>0.6</td>
<td>0.0</td>
</tr>
<tr>
<td>0.7</td>
<td>4.0</td>
</tr>
<tr>
<td>0.8</td>
<td>4.0</td>
</tr>
<tr>
<td>0.9</td>
<td>0.0</td>
</tr>
<tr>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>1.1</td>
<td>0.0</td>
</tr>
<tr>
<td>1.2</td>
<td>0.0</td>
</tr>
<tr>
<td>1.3</td>
<td>0.0</td>
</tr>
<tr>
<td>1.4</td>
<td>0.0</td>
</tr>
<tr>
<td>1.5</td>
<td>4.0</td>
</tr>
<tr>
<td>1.6</td>
<td>0.0</td>
</tr>
<tr>
<td>1.7</td>
<td>0.0</td>
</tr>
<tr>
<td>1.8</td>
<td>0.0</td>
</tr>
<tr>
<td>1.9</td>
<td>4.0</td>
</tr>
<tr>
<td>2.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2.1</td>
<td>0.0</td>
</tr>
<tr>
<td>2.2</td>
<td>0.0</td>
</tr>
<tr>
<td>2.3</td>
<td>0.0</td>
</tr>
<tr>
<td>2.4</td>
<td>0.0</td>
</tr>
<tr>
<td>2.5</td>
<td>0.0</td>
</tr>
<tr>
<td>2.6</td>
<td>0.0</td>
</tr>
<tr>
<td>2.7</td>
<td>0.0</td>
</tr>
<tr>
<td>2.8</td>
<td>0.0</td>
</tr>
<tr>
<td>2.9</td>
<td>0.0</td>
</tr>
<tr>
<td>3.0</td>
<td>4.0</td>
</tr>
<tr>
<td>3.1</td>
<td>0.0</td>
</tr>
<tr>
<td>3.2</td>
<td>0.0</td>
</tr>
<tr>
<td>3.3</td>
<td>0.0</td>
</tr>
<tr>
<td>3.4</td>
<td>0.0</td>
</tr>
<tr>
<td>3.5</td>
<td>0.0</td>
</tr>
<tr>
<td>3.6</td>
<td>0.0</td>
</tr>
<tr>
<td>3.7</td>
<td>0.0</td>
</tr>
<tr>
<td>3.8</td>
<td>0.0</td>
</tr>
<tr>
<td>3.9</td>
<td>4.0</td>
</tr>
<tr>
<td>4.0</td>
<td>0.0</td>
</tr>
<tr>
<td>4.1</td>
<td>0.0</td>
</tr>
<tr>
<td>4.2</td>
<td>0.0</td>
</tr>
<tr>
<td>4.3</td>
<td>0.0</td>
</tr>
<tr>
<td>4.4</td>
<td>0.0</td>
</tr>
<tr>
<td>4.5</td>
<td>4.0</td>
</tr>
<tr>
<td>4.6</td>
<td>0.0</td>
</tr>
<tr>
<td>4.7</td>
<td>0.0</td>
</tr>
<tr>
<td>4.8</td>
<td>0.0</td>
</tr>
<tr>
<td>4.9</td>
<td>4.0</td>
</tr>
<tr>
<td>5.0</td>
<td>0.0</td>
</tr>
<tr>
<td>5.1</td>
<td>4.0</td>
</tr>
<tr>
<td>5.2</td>
<td>0.0</td>
</tr>
<tr>
<td>5.3</td>
<td>0.0</td>
</tr>
<tr>
<td>5.4</td>
<td>4.0</td>
</tr>
<tr>
<td>5.5</td>
<td>0.0</td>
</tr>
<tr>
<td>5.6</td>
<td>4.0</td>
</tr>
<tr>
<td>5.7</td>
<td>0.0</td>
</tr>
<tr>
<td>5.8</td>
<td>4.0</td>
</tr>
<tr>
<td>5.9</td>
<td>0.0</td>
</tr>
<tr>
<td>6.0</td>
<td>4.0</td>
</tr>
<tr>
<td>6.1</td>
<td>0.0</td>
</tr>
<tr>
<td>6.2</td>
<td>4.0</td>
</tr>
<tr>
<td>6.3</td>
<td>0.0</td>
</tr>
<tr>
<td>6.4</td>
<td>4.0</td>
</tr>
<tr>
<td>6.5</td>
<td>0.0</td>
</tr>
<tr>
<td>6.6</td>
<td>4.0</td>
</tr>
<tr>
<td>6.7</td>
<td>0.0</td>
</tr>
<tr>
<td>6.8</td>
<td>4.0</td>
</tr>
<tr>
<td>6.9</td>
<td>0.0</td>
</tr>
<tr>
<td>7.0</td>
<td>4.0</td>
</tr>
<tr>
<td>7.1</td>
<td>0.0</td>
</tr>
<tr>
<td>7.2</td>
<td>4.0</td>
</tr>
<tr>
<td>7.3</td>
<td>0.0</td>
</tr>
<tr>
<td>7.4</td>
<td>4.0</td>
</tr>
<tr>
<td>7.5</td>
<td>0.0</td>
</tr>
<tr>
<td>7.6</td>
<td>4.0</td>
</tr>
<tr>
<td>7.7</td>
<td>0.0</td>
</tr>
<tr>
<td>7.8</td>
<td>4.0</td>
</tr>
<tr>
<td>7.9</td>
<td>0.0</td>
</tr>
<tr>
<td>8.0</td>
<td>4.0</td>
</tr>
<tr>
<td>8.1</td>
<td>0.0</td>
</tr>
<tr>
<td>8.2</td>
<td>4.0</td>
</tr>
<tr>
<td>8.3</td>
<td>0.0</td>
</tr>
<tr>
<td>8.4</td>
<td>4.0</td>
</tr>
<tr>
<td>8.5</td>
<td>0.0</td>
</tr>
<tr>
<td>8.6</td>
<td>4.0</td>
</tr>
<tr>
<td>8.7</td>
<td>0.0</td>
</tr>
<tr>
<td>8.8</td>
<td>4.0</td>
</tr>
<tr>
<td>8.9</td>
<td>0.0</td>
</tr>
<tr>
<td>9.0</td>
<td>4.0</td>
</tr>
<tr>
<td>9.1</td>
<td>0.0</td>
</tr>
<tr>
<td>9.2</td>
<td>4.0</td>
</tr>
<tr>
<td>9.3</td>
<td>0.0</td>
</tr>
<tr>
<td>9.4</td>
<td>4.0</td>
</tr>
<tr>
<td>9.5</td>
<td>0.0</td>
</tr>
<tr>
<td>9.6</td>
<td>4.0</td>
</tr>
<tr>
<td>9.7</td>
<td>0.0</td>
</tr>
<tr>
<td>9.8</td>
<td>4.0</td>
</tr>
<tr>
<td>9.9</td>
<td>0.0</td>
</tr>
<tr>
<td>10.0</td>
<td>4.0</td>
</tr>
</tbody>
</table>

### Precision Analysis

#### Precipitation Error - Upstream Sub-Surface

<table>
<thead>
<tr>
<th>Size (mm)</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>0.10</td>
<td>0.00</td>
</tr>
<tr>
<td>0.15</td>
<td>0.00</td>
</tr>
<tr>
<td>0.20</td>
<td>0.00</td>
</tr>
<tr>
<td>0.25</td>
<td>0.00</td>
</tr>
<tr>
<td>0.30</td>
<td>0.00</td>
</tr>
<tr>
<td>0.35</td>
<td>0.00</td>
</tr>
<tr>
<td>0.40</td>
<td>0.00</td>
</tr>
<tr>
<td>0.45</td>
<td>0.00</td>
</tr>
<tr>
<td>0.50</td>
<td>0.00</td>
</tr>
<tr>
<td>0.55</td>
<td>0.00</td>
</tr>
<tr>
<td>0.60</td>
<td>0.00</td>
</tr>
<tr>
<td>0.65</td>
<td>0.00</td>
</tr>
<tr>
<td>0.70</td>
<td>0.00</td>
</tr>
<tr>
<td>0.75</td>
<td>0.00</td>
</tr>
<tr>
<td>0.80</td>
<td>0.00</td>
</tr>
<tr>
<td>0.85</td>
<td>0.00</td>
</tr>
<tr>
<td>0.90</td>
<td>0.00</td>
</tr>
<tr>
<td>0.95</td>
<td>0.00</td>
</tr>
<tr>
<td>1.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
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