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Abstract

This thesis presents a study of vortical flows und vortex breakdown over slender delta wings., The formalion of
{eading edge vortices over a slender delta wing provide advantageous aerodynamic characteristics at Jow velocities
and augles of incidence, Fowever, as the incidence of the planform is increased these vorlices are affected by
changes in the flow bebaviour, which causes them to become unstable and breakdowu into an incoherent form.
This vortex breakdown is detrimental to the aerodynamic characteristics of the wing and can cause instability of
the aircraft. Due to this adverse effect, it is important Lo understand the behaviour of such flows. Computational
fluid dynamics is one method which, due to the development of numerical methods and the rapid advances in
computer techuology, is becoming increasingly valuable for the analysis of vortical flows and vortex breakdown
and this thesis assesses the use of CFD to pradict these typces of flows. To perfori this assessment two test cases
are considered iunder difforent {low regimes. The first test case considers transonic flow and is investigated using
steady state calculations and the second test case considers the unsteady subsonic behaviour of the flow,

The bebaviour of the flow over slender delta wings under transanic canditions is highly complex. With the occur-
rence of o number of shocks in the flow, vortex breakdown is abrupt and the vverall behaviour is quite different to
that tor subsonic flow. To consider this, the flow over a 65¢ sharp leading edge delta wing is analysed for a transonic
Mach number of M = 0.85 at two incidences: o = 18.5% and 23%. A Boussines(q based RANS turbulence model
is used which has been moditied for vortical flows, The flow solutions are compared to cxisting experimental daca
and show good ugrcement for the cases considered and a nwmiber of shock systems within the flow are identified.
However, a discrepancy with the experimental data is shown where the critical incidence for the onset of vortex
breakdown on the wing is under-predicted. A sensitivity study of the flow to a nunber of computational factors,
such as turbulence model and time accuracy, is undertaken. However, it is found that these parameters have little
effect on the overall behaviour of the trausonic flow and the occurrence of vortex breakdown. From analysis of the
solutions, it is delermined that the onset of vortex breakdown is highly dependent on the vortex strength and the
strength and focalion of the shocks in the fiow. The occurence of a critical relationship between these paramsters
is suggested for vortex breakdown to oceur and is used to explain the discrepancies between the computationat and
experimental results based on the under-prediction of the vorlex core axial velocity,

The second test casc considers the unsteady behaviour of the vortex flow and vortex breakdown. Downstream of
the vortex breakdown the flow is highly unsteady with many ditferent phenomena occurring for varying frequen-
cies. This unsteady behaviour can interact with the surface of the wing or with other surfaces of an aircraft, which
can cause fatigue or stability issues, Iowever, this behaviowr is still a subject, which is a challenge for numerical
methods, such as CFD. New approaches to tarbulence modelling, such as detached eddy simulation (DES) have
heen proposcd which allow for greater realism of the numerical predlictions. However, this increase in accuracy
comes with a considerable increase in computational expense comparcd to traditional turbulence modelling. Both
DES and Unsteady Reynolds Averaged Navier-Stokes (URANS) turbulence methods are considered o predict the
unsteady vortical behaviour, Calenlations using DES are initially considered and the predicted behaviour and res-
alution of the tlow acc analysed. Both temporal and spalial refinement arc considered and the effect that each of
these factors have on the How behaviour is examined, A number of unsteady flow features and their corresponding
frequencics are identified from the solutions. From comparison with existing DES calculations and expetimental
data it is determined that the DTS solutions ave spatially under-resolved and are not able to capture the majority
of the turbulent scales in the flow, ITowever, it is also noted that the flow immediately downstream of breakdown
is not dominated by turbulence and many low frequency coherent structures are found to occur. Therelore, il is
concluded that URANS methods may be capable of accurately predicting this flow behaviour.

“To cousider this proposal two URANS turbulence models were used for the prediction of the flow for the same test
case. The models chosen usc two ditferent approaches to model the turbulence in the flow. A linear Boussinesq
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based model with a modification for vortex flow and a non-linear model based on an explicit algebraic Reynolds
stress formulation are used. Again, the effects of both temporal and spatial refinement on the flow behaviour
were considered. The relative behavianr of cach model in predicting the unsleady flow behaviour was analysed
with respect to the treatment of the turbulence in the vortex flow. It was found that each model predicted very
similar behaviour. The URANS results were then compared to the DES solutions of the previous investigation o
evaluare the relative behaviour. From this comparison it was determined that the URANS twrbulence models were
able o predict the dominant features of the low frequency phenomenon present in the vortex system and in the
post-breakdown region. 1t was then concliided that the URANS nadels were suitable for predicting the unsteady
behaviour of the flow at a considerable reduction in computational cosL.
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Chapter 1

Introduction

1.1  Overview

Delta wings were introduced to reduce the effects of compressibility such as the transonie drag tise, However, it
was also Tound that these planforms were suitable for low speed flight and could produce lift at angles of incidence
much larger than traditional swept wings [11. This increased Hft and improved aerodynamic characteristics allows
greater agility, particularly at low speeds, and the design of many complex configurations have been centred around
the use of such planforms.

The additional 1ift is due to the flow separating at the leading edges of these wings at low incidences and being
convected dowastrewn by the freestream velocity. The convection of this flow resulis in the production of coher-
ent vortical structures, which exist above the Ieading edge and contribute to the lift force generated by the wing.
However, as incidence is increased these structures hecoine unstable and breakdown into an incoherent form. This
reduction in the coherence of the flow structure over the wiug has been tound to have detrimental effcets on the
aerodynamic characteristics of the wing and may cause a sudden and unexpected aerodynamic iustability of the
aircratt. This is particularly truc for transonic velocities where interaclions between shockwaves and the flow over
the wing can cause sudden changes in bebaviour, Due (o the ability of these structures (o have both beneficial and
detrimental elfects on the aevodynamics of aircraft, a great deal of research and development has heen carried out
over the years to consider and improve the behaviour of the wings for a range of flight conditions.

From carly research, it was noted that the flow over the delta wing was not steady in nalure, particularly when the
leading edge vortices suffered breakdown into a turbulent state [4]. This unsteadiness has been found to Turther
complicate an already complex flow behaviour. Through interactions with the wing surface and other aircraft ap-
pennages such as the tailplane, (s resulis in aeroelastic effects occurring on the ajreraft, which can cause fatigue
and, in the most severe cases, results in catastrophic failnge. This type of behaviour was found, quite recently,
to oceur on the F-18A, where the vortices created from the leading edge extensions of the wings were found (o
breakdown upstream of the vertical fins of the aireraft at moderate angles of incidence as shows in Figure 1.1, This
unsteady flow was then found to interact with the tailplane structure causing a buffeting effect. This was found to
caunse premature fatigue of the vertical fins and may affect the control surface of the aircraft. both of which will
have serious effects on the stability and performance of the aivcraft during rapid manozuvres.

Therefore, it is clear that understanding the behaviour of this unsteady foreing is crucial to enable the afleviation
of any structural responses which may exist. This type of unsteady low is known as huffet and is a issue for all
aircraft configurations which incorporate swept edges in their design. This is particularly impaortant for complex
fighter conligurations such as the F-16XL., EurcoFighter and for the design of future configurations. This need is
tfurther compounded by the emergence of new UAV and UCAV technologies, which are tending toward planforms
where vortical behaviour will play a large role, This meuns that the need for a more complete understanding of the
unsteady belaviour of vortical flows is becoming increasingly important.

The increased [light envelope of many of these aireraft has resulted m many manveuvres being exccuted at tran-
sonic velocities. As mentioned above, this introduces the presence of shockwaves, which interact with the leading
edge vortices. Generally, shocks appear due to localised supersonic regions and as the flow behaviour changes,
say with an increase in incidence, the location and strength of the shocks present in the flow will change. This can
have a significant cffect on the overall flow hehaviour and, as a result etfect the performance of the aireraft whilst
carrying out manocuvres in thig flight regime. Due 1o this, it is iruportant to understand the overall behaviour of the
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Figure 1.1: NASA F-18 HARV at a = 20? with smoke visualisation showing vortex created by leading edge
extension and vortex breakdown interacting with aircraft tailplane

flow and any interactions which occur between the shock and the vortical flow, in order to avoid significant loss of
lift due to a sudden breakdown of the coherent vortex caused by the presence of shocks on the wing.

Traditionally, these issues were considered using experimental techniques, with large scale wind tunnel tests being
carried out to determine the behaviour of the flow for various flight regimes. However, with the development of
computational methods and the rapid advances in computer technology, computational fluid dynamics (CFD) has
emerged as an increasingly useful tool in the understanding of aerodynamic flow behaviours. The use of CFD to
compliment experimental testing in both research and industrial design processes is being increasingly realised
by scientists and engineers in both fields. CFD reduces the need for expensive, large scale testing programs by
allowing indication of regions of interest in the flow regimes before testing commences. CFD also allows many
situations which cannot be examined in wind tunnels, such as more realistic flight conditions and scenarios, to be
considered.

However, it is very unlikely that CFD will ever replace experimental testing, particularly as the nature of turbulence
is still not fully understood. A great deal of research has been carried out in recent times to create models to allow
the accurate simulation of a turbulent flow. However, many of these methods are based on empiricism or statistical
methods and have limits to their accuracy. Many high fidelity methods have also been proposed, which directly
solve the governing equations of fluid flow. However, these methods are particularly expensive in computational
resources and are not in widespread use, particularly for realistic engineering flows. Therefore, the application of
turbulence models and treatments within CFD and their ability to accurately predict interesting aerodynamic flow
behaviours is a factor which needs to be addressed for all types of flows.

Before outlining the main objectives of this thesis and the work carried out during this project, it is necessary to
provide an introduction to the behaviour of vortical flows over slender, sharp-edged delta wings and to consider
the application of CFD to resolve this behaviour.

1.2 Vortical Flows over Slender Delta Wings
1.2.1 Leading Edge Vortices

As fluid passes over a sharp-edged delta wing, set at an incidence, «, the flow separates along the sharp leading
edge and together with the separating boundary layer from the lower surface forms free-shear layers. These shear
layers curve upward and curl in on themselves to create two counter-rotating vortices over the upper surface of
the wing. As the shear layer returns to the surface of the wing, it induces a span-wise flow in the direction of
the leading edge. If and when this flow meets an adverse pressure gradient it will separate again from the surface
creating secondary vortices. In some cases this process can occur again below the secondary vortices creating
tertiary separations. The overall behaviour is shown in Figure 1.2. The primary and secondary separation and
attachment lines on the wing surface, which are created by the stream surfaces of the flow impinging on the
surface, and the surface streamlines, which flow from attachment lines toward separation lines are shown.
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Figure 1.2: Schematic of the subsonic behaviour of the flow over a delta wing at incidence (from Ref. [1])

Also clear from Figure 1.2 is the increasing diameter of the vortex cores with distance from the apex. There have
been many experimental and numerical investigations into the behaviour of vortices. Earnshaw [36] proposed that
the vortex may be split into three main regions: the shear layer, the inviscid rotational core and the viscous subcore.
The shear layer, as mentioned above, is created at the leading edge of the wing and feeds vorticity into the inviscid
rotational region by curling in on itself. As the shear layer moves upward and over the wing, smaller substructures
are found to occur within its structure [37, 38, 39, 40], which cause an increase in thickness as the distance from
the leading edge increases. These substructures will be detailed in a later section. The inviscid rotational region
which makes up the bulk of the vortex, contains the viscous subcore at its centre. A schematic of this behaviour is
given in Figure 1.3.

Free Shear Layer

Rotational Core

Viscous Subcore

Figure 1.3: Structure of a leading edge vortex (from Ref. [2])

Other investigations have determined that there are a number of parameters which are important in describing the
behaviour of the primary vortex, these include the circulation, vorticity and both swirl (tangential) and axial ve-
locities [13, 41, 42]. Each of these variables have been found to vary with distance from the vortex core and, as
such, the regions mentioned above can be defined from their behaviour. For example, the viscous-subcore may
essentially be defined as the region in between the two extremes of swirl velocity, i.e the region where the swirl
velocity changes sign. Figure 1.4 shows the distributions of swirl and axial velocities through the vortex core taken
from experiments by Pagan and Solignac [3], with the three regions defined.

It is clear that as the viscous-subcore is approached, the axial velocity increases. This profile is similar to that of
a swirling jet. The flow is in fact accelerating along the core and it is clear from the profile that the maximum
axial velocity is approximately 2.5 times the freestream velocity. It has been found in other experiments by Payne
et al. [41] and Mitchell [13] that the axial velocity can reach velocities up to three times the freestream velocity
conditions. The maximum value reached within the vortex core is dependent on the incidence as shown in Figure
1.4 and also on the sweep angle of the wing. It was found by Wentz and Kohlman [7] that the vortex strength,
which is related to circulation and vorticity amongst other parameters, also increases with increasing incidence.
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Figure 1.4: Profiles of swirl and axial velocity through a vortea core, detailing the three main vortex regions
(adapted from Ref. [2], originally from Ref. [3])

Wentz and Kohlman also showed that the strength of the voriex is dependent on the sweep angle of the delta wing,
such that as the sweep angle is increased the vortex strength decreases. This was further considered by Hemsch
and Luckring {43], who determined an analytical relationship o relate the sweep angle and vortex strength, The
location of the vortices has also been found to be dependent on the angle of incidence and the sweep angle of the
wing. From a number of experiments {44, 45, 46}, it has been found that with increasing incidence, the vortex core
moves inhoard and turther away from the wing surface. Increasing the sweep angle was also found to move the
primary vortices inboard and closer to the swiface of the wing.

Due to the majority of the vortex behaving in an inviscid or potential manner and the facl that fhe primary separa-
tion is fixed o the sharp leading edge, it is generally accepted that the clfect of Reynolds number on the behaviour
of the primary vortex is negligible. This was confirmed in an experiment carcied out by O’Neill er e, {44] on a
series of 60¢ and 70? delta wings where thie vortex trajectory was investigated Tor a range of Reynolds nambers,
with only a very small difference being observed. However, atlier aspects of the flow are affected by Reynolds
nuntber, in particular the secondary and tertiary separations and the behaviour of the shear layer.

The secondary and tertiary vortices ave less intense than the pruuary leading edge vortices and occur due to the
separation of the crossflow as described previously. The location of the secondary separation js determined by the
type of boundary layer, cither laminar or turbulent, over the wing, which in turn is determined by the Reynolds
number. Due to a greater susceptibility to adverse pressure gradicnts, the laminar separation occurs earlier and
therefare further inboard on the delta wing surface. This means that a cransition from a laminar to turbulent Mow
on a delta wing may be indicated by an outboard inflection of the secondary separation line. Generally, these
smaller vortices affect the primary vortex by moving its position inhoard and lifting it up off the surface of the
wing [39, 47]. The size and strength of the secondary and tertiary vortices are also determined by the behaviour
of the boundary layer. In work carried out by Humimel [48], it was found that for a laminar boundary layer and
separation, the formation of the sccondary and subsequent vortices, due to the spanwise pressure gradients, causes
a peak in the swrface pressure distribution greater than that of the primary vortex. This peak occurred in the vicinity
of the separations outboard of the primary vortex. Tt was also found, in comparison, that for turbulent boundary
conditions and separation that this peak is relatively flat and thus, less than the peak caused by the primary separa-
tion.

Dug o thic highly rotational naturc of the flow within the vortex core which causes a region of high vorticity, the
local static pressuce is relatively low. As the primary vortex is situated in relatively close proximitly to the wing
surlace, the impingement of the vortex on the surface results in a region of low pressure on the wing [49, 50, 51].
This suction force was investigated in the work by Polhamus [52], who split the 1ift of a sharp edged delta wing
into two components, potential and vortex lift. The vortex lift is the contribution to the overall lift created by the
suction of the leading edge vortices. Due to this extra component of lift, the presence of the leading edge vortices
are generally benelficial (o the performance of delta wings.
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1.2.2 Vortex Breakdown

At some point, under the influence of external and internal instabilities, an abrupt change in the the vortex core
occurs. The vortex core expands, the axial flow stagnates and downstream, the flow becomes highly unsteady and
turbulent in nature. This process is known as vortex breakdown. Initially, at a low incidence, breakdown does
not occur over the wing and may occur downstream of the trailing edge. However, with increasing incidence, the
breakdown position moves upstream and crosses the trailing edge at a critical angle. Further increases in incidence,
cause the location of breakdown to move further upstream on the wing until it reaches the apex, where the wing is
said to be stalled.

From vortex tube experiments, Faler and Leibovich [53] detailed many different forms of vortex breakdown. How-
ever, Lambourne and Bryer [4], who studied the vortex breakdown process in detail, noted that two main types
occur in flows over delta wings: bubble and spiral breakdown. Both types of breakdown are shown over a delta
wing in Figure 1.5. Bubble breakdown exhibits an axisymmetric behaviour and is generally characterised by the
occurrence of a stagnation point on the vortex core axis with a region of reversed flow downstream. The remaining
outer flow passes over this bubble as a bluff body before being entrained into a region of turbulent flow down-
stream. For spiral breakdown, Lambourne and Bryer [4] suggested that three stages occurred. A deceleration
of the vortex core, an abrupt “kink” in the vortex core, where the vortex filament spirals around a stagnant flow
region and, finally, a further breakdown into large-scale turbulent flow downstream. A schematic diagram of this
behaviour is shown in Figure 1.6 The spiral form of breakdown is generally much more common over slender
delta wings. However, both these types of breakdown behaviour were found to occur in the experiments carried
out more recently by Payne er al. [41, 54] for a series of delta wings with various sweep angles at a range of angles
of incidence. Bubble bursts have also been found to occur occasionally in computational investigations [5].

Figure 1.5: Leading edge vortices and types of vortex breakdown over a 65? delta wing. The upper vortex exhibits
the spiral form of breakdown and the lower vortex shows the bubble type (from Ref. [4])
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Figure 1.6: Spiral vortex breakdown occurring over delta wings (adapted in Ref. [5] from Ref. [4])
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Evidence of the spiral structure was found from the experimental investigation by Klute et al. [6, 55] for a 75¢
delta wing at an incidence of 40°. The visualisation was performed in a water tunnel facility through the use of
Digital PIV techniques on a 2-dimensional plane through the vortex core. The helical form of breakdown was
witnessed by considering streamlines on a plane through the vortex core region as shown in Figure 1.7. The foci of
the streamlines, calculated from the velocity field on the measurement plane, indicate the location where the helical
structure intersects the plane and were found to occur in a staggered pattern. This view of the helical nature of
vortex breakdown was also found in the instantaneous vorticity PIV results of Ozgoren er al. [56] and by Towfighi
and Rockwell [57], again using PIV techniques.

Similar details of the spiral breakdown behaviour were witnessed in the computational investigation by Visbal [10]
on a 75° delta wing at a Mach number of M = 0.2, Reynolds number of 9.2 x 10 and for a range of angles of
incidence, 17? < o < 34°. It was found, for this low Reynolds number, that the time-averaged view of the spiral
structure displayed characteristics of an axisymmetric bubble type breakdown. However, in the instantaneous
results and through streakline visualisations, the spiral form was clear. The behaviour of the spiral was also
captured on a plane through the vortex core and a number of flow variables were plotted to visualise its structure.
In a plot using contours of vorticity, the spiral structure was observed, suggested by small staggered regions of
opposite sign vorticity. This was confirmed by the use of streamlines on the same plane which exhibited clear foci
in the regions of the concentrated vorticity in a similar manner to the results of Klute er al. [6, 55] described above.

Dolta Wing Vortex Breakdown
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Figure 1.7: Instantaneous evidence of the spiral nature of breakdown 7 = 0.037, shown on a plane through the
vortex core (from Ref. [6])

There have been many investigations into the movement and sensitivity of vortex breakdown to internal and ex-
ternal parameters both over delta wings and within vortex tubes. From these investigations, many theories have
been proposed to explain the cause of vortex breakdown, which include an analogy to a 2-dimensional boundary
layer, hydrodynamic instability and critical state (wave) theories which are explained in detail in Délery [49], Hall
[50] and Escudier [58]. Much work has also been carried out on the theory that a critical parameter or relationship
exists at which stagnation and mass disorganisation occurs in the flow. These criteria are generally based on inter-
nal parameters such as the swirl velocity, axial velocity and adverse pressure gradient and include, a critical value
of swirl ratio (or Rossby number), based on critical states theory and stability of the vortex [46, 59, 60], a critical
value of helical angle [61, 62], a switch in sign of the azimuthal vorticity [57, 63] and a critical value of circulation
[64].

It has been found that there are a large number of external factors which also have an important effect on the
behaviour of breakdown. These include, an external adverse pressure gradient [65], which was found to move
the position of breakdown upstream, geometric effects such as the inclusion of centre-bodies or sting geometries
[66, 67], sweep angle and leading edge properties [68, 69] and the proximity of wind tunnel walls [70, 71]. In the
investigation by Wentz and Kohlman [7], the effect of the sweep angle on the critical incidence at which breakdown
occurs over the wing was determined. It was found that with increasing sweep angle the onset of vortex breakdown
could be delayed for sweep angles lower than approximately 75°. This is shown in Figure 1.8.
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Figure 1.8: Effect of sweep angle on the occurrence of vortex breakdown at the trailing edge (from Ref. [7])

In a recent review by Jobe [72], the position and movement of vortex breakdown over 65¢ delta wings is studied.
The study details and collates the results gathered from many different investigations carried out over the years
on various delta wing geometries for incompressible flow. Experimental, computational and empirical data was
considered for a range of flow conditions. There is a large scatter of data for the range of angles of incidence
tested. Some of this scatter is attributed to differences in leading edge geometry and centre-bodies. However, even
among the investigations carried out on very similar geometries there are differences, which may be attributed
to the unsteadiness of the vortex position (which can oscillate with an amplitude of 20%c, [8]) or to the way in
which the point of breakdown is determined. However, a general trend was obvious from all the data for increasing
incidence. Examples of this can be seen in Figure 1.9.

Figure 1.9: Movement of vortex breakdown over a 65? delta wing with increasing incidence (data from Ref. [8])

The data shown is from three well-known experiments by Huang and Hanff [8] on a wing with sharp, symmetric,
10? bevelled leading edges and a wing centre-body, Lambourne and Bryer [4] on a wing with no centre-body and
a flat leeward surface and Wentz and Kohlman [7] on a wing with 15 symmetrically bevelled leading edges and
again no centre-body. From these results, it can be seen that for subsonic, incompressible flows that the movement
of vortex breakdown upstream is relatively gradual for the 65? delta wing. These three experiments also help to
demonstrate the relevant conclusions of the review, namely that the position of breakdown is delayed downstream
by the addition of a symmetric centre-body and also by an increase in lower surface bevel angle. A number of
attempts have been made to correlate breakdown resuits and to determine an analytical relationship which will
quantify the position of vortex breakdown considering a number of the influential parameters, mostly geometric.
These were briefly summarised and tested on a large database of results by Gursul [73]. Unfortunately, none of the
relationships allowed for a collapse of the data to a single line and thus the relationships were not deemed to be
useful.

The occurrence of vortex breakdown has been found to have a pronounced influence on the aerodynamic charac-
teristics of swept wings. In particular, there is a significant effect on the creation of lift on the wing. As mentioned




CHAPTER I, INTRODUCTION 8

previously, the leading cdge vortices cause an increased suction on the upper surface of the wing, which creates
vortex lift. The theory which describes this contribution was proposed by Polliamus [52] and is based on a leading
edge suction analogy which does not require knowledge of the behaviour of the leading edge vortex system, only
assumning that the flow reattaches on the upper surface. However, as pointed out in the review of Lee and Io [9],
Polhamus' theory is not valid when vortex breakdown occurs over the wing and so is limited in the complete analy-
sis of lift generation over delta wings, It was discovered in investigations by Wentz and Kohlman [7], O’ Neill et al.
[44] and Johari and Moreira [74] that for wings with sweep of more than 70¢, that the point at which breakdown
passes over the teailing edge coincides with the occurrence of maximum lift. This iimplies that vortex breakdown
is detvimental to the production of lilt. ITowever, [or wings with sweep angles below 65¢, niaximum lift does not
occur until breakdown is alimost at the apex of the wing and the wing is closc o stall. Therefore, it can be assumed
that the relationship between the occurrence of vortex breakdown and the generation of lift is highly complex and
that other factors are imnportant, such as sweep angle und vortex strength.

It has been generally thought that with increasing sweep angle, that the contribution of vortex lift increases {7, 9].
However, there is also compelling evidence that in fact the opposite is true. In a paper by Hemsclh and Luckring
[43], Polhamus’ theory is considered and manipulated 1o provide a relationship between the chauge in sweep angle
and the vortex lift. This was achieved by considering the non-linear pati of the vortex lift and its relationship to a
change in sweep angle. It was found from this investigation that with increasing sweep angle that the contribution
of vortex lift decreases. Tt alsa showed that the overall contribution of non-linear lift increases with increasing
sweep angle, theretore although the overall contribution of the vortex lift has decreased with incrcasing the sweep,
the amotmt of non-linear lift generated has increased. This may belp to explain the differences in relationship
between the poitd of maximum lift and the point at which breakdown crosses the trailing edges for the wings
described above, as it may be suggested that the linear production of lift is not as susceptible to the effects of
breakdown.

Tn an investigation by Barnshaw and Tawford [75], the lift coeflicient against incidence for a number of delta
wings with various sweep angles was plottcd, The results are shown in Figure 1.10. It is apparent from this
graph that the lift characteristics of the 65° and 70” swept wings are the most favourable. Tt is also clear that witls
decreasing sweep angle the magnitude of C;, is reduced along with the angle at which it cccurs. At first this may
appear to dispule the resudts of ITernsch and Luckring [43), however, with consideration of the vortex breakdown
characteristics over lower swept wings, this inay be due (o the theory not accurately predicting the full ift generated
over the wings.
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Figure 1.10: Lift coefficient vs angle of incidence for different sweep angles [9]

1.3 Unsteady Aspects of Delta Wing Vortical Flows

1.3.1 Vortex and Vortex Breakdown Instabilities

The occurrence of vortex breakdown causss an increase in the unsteadiness in the flow over delta wings. in the
investigation carried out by Earnshaw aud Lawford [75], it was found that as the breakdown location crossed the
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trailing edge of the wing, there was a significant increase in the fluctuations of the measured normal force coef-
ficient. Coherent tluctuations due to breakdown have also heen witnessed in surface pressure readings [76] over
delta wings and from vortex tube experiments |77, 78(. In the study conducted by Gursut [79], it is concluded that
the fluctuations downstream of the breakdown location are causcd by a hydrodynamic instability which manifests
itself in the first helical mode. This was determined from the measurements taken by two pressure transducers
situated in the flow downstreamn of breakdown. The helical mode instability, which is determined to occur over
dclta wings with various leadiug edge sweep angles, is described as a helix of the rotating vortex core filament. The
sense of this helix is found to be in the opposite direction to the vortex rotation upstream of breakdown. However,
the whole structure also rotates, with the same sense as the vortex core. This is, therefors, a description of the spiral
made of breakdown, which was described in Section 1.2.2 and shown in Figure 1.6, As stated, this is the most
commonly witnessed mode of breakdown over delta wings. Through the analysis of the unsteady measurements
it was found that a dominant frequency could be associated with the helical mode instabifity. which reduced with
increasing incidence and decreasing sweep angle. For all delta wings tested, this frequency was found to oceur
in the range St ~ 0.5 — 2. It was also determined that the frequency of the instability decreased with increasing
slreamwise location i.¢. along the vortex axis, suggesting that the pitch of the helix is increasing, therefore, the
spiral is being stretched downstream.,

In the computational investigation by Visbal [10] on a 759 delta wing, discussed in Section 1.2.2, the unsteady
nature of the spiral breakdown is also considercd and analysed. As mentioned, a plane thirough the vortex core
was considered and the instantaneous spiral stcucture was indicated by staggered regions of opposite sign vor-
ticity, T'rom this plane, the increase in radius and pitch of the helical configuration, mentioned by Gursul [79],
was found. The development and movement of the helix was also witnessed through a number of consecutive
instants, as the regions of vorticity were found to move downstream. Spectral analyses were carried out on the
pressure signals measured under the vortex breakdown region. From the power spectral density (PSD) plots of
the darta, it was found that a number of dorninant peaks occurred. The largest peak for the majority of the dala,
taken at different positions on the wing and at different angles of incidence, was cenfred around a non-dimensional
frequency of approximately 5t = 3.2, This was suggested to correspond to the frequency of the rotation of the
spiral structure. Tt was noted, however, that this frequency inereased slightly with increasing incidence, due to the
upstream progression of (he breakdown location. Other peaks wlicl were noted to occur in many of the results
had non-dimensional frequencies of approximately St — 1.3 and 2.0. No suggestions were made to the cause of
these poaks. Fromn further consideration of the overall behaviour of the spectral data with increasing incidence,
it was observed that with increasing incidence, and therefore stronger breakdown, the frequency response broadens.

This unsteady structure was also considered experimentally by Kluie e af. [55], discussed in Lthe previous section.
From the instantaneous velocity calculated on a plane through the vortex core, the downstream proglession of
the streamline foci was witnessed, indicating the rotation of the spiral breakdown, as mentioned above. The foci
were alsa found to be aceelerating downstrean at different rates, snggesting that the radius and wavelength of the
spiral increases. This is in agreement with the findings of botl Gursul [79] and Visbal [10]. The time histories of
streamyise velocity, taken fram the DPIV data at a number of points downstrcam of the breakdown location, were
analysed using PSD techniques. From the analyses at a constant streamwise location from the breakdown location,
a number of dominant frequencies were found at approximatety Sz = 0.44, 1.72 and 2,78, with the St = 1.72 con-
sistently exhibiting the highest energy at all points considered. Further analysis at varying streamwise locations
downstream of breakdown showed that with increasing distance from breakdown, the dominant frequency of the
flow decreased. This was attributed to the increase of the radius and wavelength of the spiral mentioned above.
This dominant frequeney for the helical mode instability (St ~ 1.7) was also captured in the inviscid computa-
tignal results of Gértz |23]. The calculations were carried out on a 70¢ delta wing at 279 incidence and with Mach
number M = 0.2, This frequency was calculated from flow visualisations where the period of one rotation of the
breakdown spiral was observed o be approximately 0.008 scconds.

As well as the unsteadiness within the vortex breakdows region there is also unsteadiness in the location of vortex
breakdown. In the computational study by Visbal {10], deseribed above, a high amplitude, low frequency oscilla-
tion was found to oceur due to the motion of the breakdown location. "This is shown in Figure 1.1 L, Ivis clear 1hat
the large scale amplitude of the breakdown oscillation is approximately 99%5c,. The corresponding non-diinensional
frequency of this oscillation was found to be St = 0.075. A higher frequency, low amplitude oscillation was also
found, however the resolution of this was not sufficient to allow the frequency lo be determined, This unsteady
behaviour has also heen found to occur in experimental investigations, sach as Huang and Hanff [8], Garg and
Leibovich [77], Paync er @f. [41)], Lowson {80] and Mitchell et al. [81]. From these investipations it has been
found that the breakdown location can oscillate with an amplitude of as much as 20%¢, [8]. In the results of
Payne ¢t al. [41], it was found that these oscillations had an amplitede of approximately 2%e, and occurred in an
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Figure 1.11: Streamwise fluctuations of vortex breakdown location at & — 322 (from Ref. [10])

In the experiments carvied out by Miitchell e al. [81] on a 70° delta wing, this beliaviour was also consiclered and
the frequencies associated with ihis phienomeoon were detenmined, The tests were carried out in 2 wind tunnel
for a range of angles of incidence at Reynolds numbets of 9,75 x 10%, 1.56 x 10° and 2.6 » 10°% Laser sheet flow
field visualisation techniques were used to determine the breakdown location and a time history of the behaviour
was obtained for both leading edge vortices. From this study the asymmerury of the breakdown location was also
witnessed and an inferaction between he vortices was assurned. For all flow conditions lested, the frequencies of
the breakdown oscillations were found to be in the range St = 0.0443 — 0.0697. The amplitude of the oscillations
wits found to be as much as 20%¢, deperding on the incidence and freestream velocity. 'The amplitude of the
oscillation appeared to merease with increasing Reyuolds number and decrease with increasing incidence.

Further work to cousider the sensitivity of this phenomenon to Reynolds number was reported by Lambert and
Gursul [82]. Tn this study wind tunnel tests were carricd out at a Reynolds number of 1.6 x 109 on a 80¢ delta wing
at o = 50, The unsteady behaviour of the flow was measured using surface pressure transduecers downstream of
the location of breakdown and the dominant frequencies were determined from the resulting analysis. The vortex
treakdown oscillation was detenmined to correspond to a peak frequency of St = 0.15 and two further frequencies
ul §t =~ 1.5 and 8§t = 2 were aliributed o the helical ruode instability. Comparison with the results of other similar
investigations carried out at relatively low Reynolds numbers [83, 84, 85] showed that the behaviour of the break-
down was insensitive to Reynolds number.

In the investigation carried out by Gursul and Yang [86] on a 70” delta wing an atlempt was made to determine the
cause of these floctuations and whether the helical mode instability could have an effect on the behaviour. From
consitderation of the frequency domain data gathered from LDV analysis of the flow downstream of breakdown it
was determined that the non-dimensional frequency of the helical mode instability was dependent on the incidence
and ranged between approximately St = 1.72 and 3.5. Similarly, the dominant peaks associated with the oscilla-
tion of breakdown Jocation was defined to occur in the range 5t —= 0,07 — 0.12. It is clear that the non-dimensional
freguency response of the breakdown Nuctuations is an order of magnitude lower than. the respunse associated with
the spiral breakdown. Due to this, it was determined that (he helical modc instability was not dircetly responsible
for the breakdown fluctuations. It was stated that, by this argument, the Kelvin-Helmholtz instabilicy of the shear
layer was also not responsible for the fluctvations of vortex breakdown position as its dominant frequency is known
to be an order of magnitude higher than that {ound lor the helical mode nstability.

Further investigation into the behaviour and origins of the breakdown oscillation was carried out by Menke e «l.
[15] for a series of delta wings with varying sweep angle and for a range of angles of incidence, o = 257 — 427
using flow visualisation and LDV technicues. Again, this study found that the specific dominant frequency and
amplitude associated with the fluctuation of the breakdown location was dependent on the angle of incidence.
However, all dominant frequencics ocenrred in the range St — 0.04 — 0.12. A dependence on the sweep angle of
the wing was also determined. Evidence of the asymmetry of the breakdown oscillations was found from consider-
ation of the full wing. It was showu that the oscillations occur at the same frequency, however they are out of phase
by approximately 180¢. It was defermined that this asymroelry was due 10 au inferaclion between the vortices,
caused by a streamwise instability of the two breakdown regions and is noun-linear in behaviour, However, with
the inclusion of a splitter plate, it was found that the oscillation of breakdown was still present although with a
signilicant reduction in aruplitude and RMS behaviour.

gty e
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Tumper et af. [64] suggested a simple criterion for vortex breakdown based on a critical value of the circulation
of the vortex, From consideration of their model, it was suggested that the oscillation of breakdown was due to a
fluctuation of the circulation within the vortcx core upstrcam of breakdown. As the circulation changced, the point
of breakdown would move, cither upsircam or downstream, to a stablc location in responsc to this change in up-
stream tlow conditions. This was concluded from consideration of the rotational direction of the spiral breakdown
in relation 1o the rotation of the vortex core and to the resulting induced velocity, which is in the opposite direction
to the axiat flow of the vortex upstream.

A consequence of vortex breakdown asymmetry and fluctuation is vortex interaction at high angles of incidence,
where the vortices move inboard and become much closer. In an experimental investigation by Menke and Gursul
[87], the overall unsteady nature of the leading edge vortices over a 757 sharp leading-edge delta wing was con-
sideredl, The experiment was carricd out in 4 water el at a Reynolds number off 4,1 % 104, Tt was found from
LDV measurements and consideration of probability data that large amplitude velocity fluctuations occurred in the
core of leading cdge vortices upstrcam of breakdown position and even in cases where breakdown was not present.
Freguency spectra were considered of the velocity time histories from thiree span-wise locations at x/¢, = 0.6.
Each of the three positions gave noise-like, broad-band responses, with no discernible peaks. As the frequency
range under consideration covered a nuimber of unsteady phenomenon, such as the fiuctuation of breukdown lo-
cation, helical mode instability and the Kelvin-Helmboltz instability, these could be ruled out as the cause of the
fluctuations. Another factor considered was vortex interaction, which was also discounted. It was consequently
suggested that these velocity fluctuations were caused by a random “wandering” of the vortex core. Suggestions
were also made as to the canse of the vortex wandering, such as the upstream influence of the turbulent unsteady
flow in the wake and the effect of three-dimensional instabilitics in the shear layer, however no conclusions were
reached. In another investigation by Gursul and Xie {88], a link between this wandering behaviour and the pres-
ence of the Kelvin-Ilehuholtz instability in the separated shear layer was deterinined. T1 was supgested (hal this
interaction between the shear luyer instability and vortex wandening was due (o the small scale vortices being con-
veeted around the primary vortex, therefore displacing the vortex core through the process of Biot-Savart induction.

This vortex interaction and unsteadiness can, at high angles of incidence beyond the stall iangle of the wing, result
in vortex shedding from the wing, This was found for a 769 dclta wing in the investigations by Rediniotis et al.
[89, 90]. In the investigation the wing was tested at angles of incidence between 35¢ and 907 at Reynolds numbers
ranging between 3.9 x 101 and 9.02 x 105 At angles of incidence greater than approximately 36 periodic shed-
ding was found to dominate the wake region of the wing. The behaviour of the periodic shedding was not found
to be influenced by Reynolds number, however the angle of onset was sensitive. For higher Reynolds numbers
the angle of anset was found to he slightly lower than tor low Reynolds number. For lower angles of incidence,
in-phase shedding was witnessed on the wing, with vortices being shed at the same time from both leading edges,
however with a further increase in incidence above 70” a second shedding mode was discovered. This mode was
found to be an alternate shedding of vortices which vecurs with the in-phase shedding. Tt was also found that the
non-dimensional regquency (Strouhal uunber) of the periodic vortex shedding decreased with inereasing incidence
and occurred in the range ¢ = 0.05 — 0.4, 1t was proposed that this shedding was due to the shear layer separaling
and no longer being able to create the swirling flow with a significant axial motion. This would result in vortical
structures being shed to the frecstream.

In the experiments carried oul by Gursul and Xie [11, 91], the transition from the helical mode instability of
breakdown to vortex shedding was investigated. The experiments were carried out in a water channel, using LDV
and flow visualisation technignes on a 759 sharp leading edged delta wing. LDV data was obtained from a planc
perpeadicular to the wing surface, situated at the traiting edge. From this data, at different angles of incidence
between 31¢ and 707, the changing behaviour of the flow was observed, This is shown in Figure 1.12. It is clear
from this figure that with increasing incidence, the dominant frequency of the helical made instability is found to
decrease, whereas the frequency of the vortex breakdown oscillation and interaction is virtually constant. However,
a change in the behaviour was found a an ineidence of approximately 607, where the characleristic swirling flow
disappears at the trailing edge and a scparated shear layer vegion appears. These results were compared to the
resnlts from Rediniotis er al. [89] and Gursul [79] described above. The RMS velocities are also considered, which
show the highest velocity fluctuations oceurring initially within the vortex core region, and then with increasing
incidence, in the shear layer itself. Spectral analyses of these velocity fluctuations were carried out for all angles
of incidence. It was found that for the swirling flow, that two frequencies were dominant, which were virtually
constant over the wing, corresponding to non-dimensional values of 5¢ = 0.07 and =~ 1.0. The lower frequency
is consistent with fluctuations of vortex breakdown location as discussed above whercas the larger [Tequency was
attributed to the helical mode instability which is still present over the wing. These two peaks are found 10 oceur in
the tlow up until the eritical incidence of approximately 60° mentioned before. Above ¢t = 60° where the swirling
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flow disappears, the frequency response changes and there is only one dominant peak. The non-dimensional
frequency of this dominant peak is found to be St = 0.3 which corresponds to the frequencies determined for
vortex shedding in previous measurements of a delta wing wake [79]. As the change in dominant frequency of the
flow is relatively sudden it is concluded that the transition in flow behaviour to vortex shedding is also abrupt.

20 » Pressure (x/o=0.89)(Gursul 1994)
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Figure 1.12: Variation of non-dimensional frequency for unsteady phenomena as a function of angle of incidence
(from Ref. [11])

1.3.2 Shear Layer Instabilities

As mentioned previously, a shear layer is formed as the fluid flows over the leading edge of the delta wing, which
rolls up and creates the leading edge vortices. However, the shear layer is subject to a number of instability
phenomena. These instabilities have been seen to cause the occurrence of vortical sub-structures within the shear
layer, which can be divided into three main forms [14]:

1. An unsteady form where the discrete vortical sub-structures move with time through the shear layer.

=)

. A steady laminar form, where the sub-structures are spatially fixed.
3. A mean stationary form observed in time averaged solutions of transitional/turbulent shear layers.

The first of these, an unsteady, time-varying instability, was first found by Gad-El-Hak and Blackwelder [38, 40]
for both 60? and 45” delta wings through flow visualisation techniques. It was found that within the shear layer,
discrete vortical sub-structures occurred which pair up and rotate around each other, as shown in Figure 1.13.
These sub-structures could not be seen with the naked eye and only through the flow visualisation. They were
found to exist all along and parallel to the leading edge and occurred at a frequency which was dependent on the
freestream velocity. This type of behaviour is well documented for the development of two-dimensional shear
layers between two streams of differing freestream velocity [92] and is known as the Kelvin-Helmholtz instability.
Therefore, it was proposed that the behaviour was caused by a similar Kelvin-Helmholtz instability arising on the
shear layer.

Figure 1.13: Kelvin-Helmholtz shear layer instabilities (from Ref. [6])



CHAPTER 1. INTRODUCTION 13

1] Rey— 61100, Re, ~ 1401900

Rey  VIROGO, Rer, 196 N0

Figure 1.14: Shear layer instabilities and the effect of Reynolds number (from Ref. [12])

Further evidence of these unsteady structures was found in the time-accurate computational study carried out by
Gordnier and Visbal [93]. In this investigation a 76 delta wing was used at an incidence of 20.5?. The flow con-
ditions applied were a Mach number of 0.2 and Reynolds numbers of 0.5 x 10° and 9 x 10°. The higher Reynolds
number case was used in a previous study where the results were found to be unsteady [94]. This unsteadiness was
attributed to the Kelvin-Helmholtz instability in the shear layer. A time step study was carried out, resulting in a
time step of A7 = 1.25 x 10~%. For improved agreement with the experiments of Gad-El-Hak and Blackwelder
[38] the lower Reynolds number was used for the majority of the calculations. Using instantaneous plots of the
flow, the unsteady structures were shown to occur in the shear layer region and the roll up of the sub-structures
were clearly seen. Time-histories of the pressure at different streamwise positions were measured and the dominant
frequencies were considered. It was determined that the dominant frequency was almost linearly dependent on the
streamwise position, with the Strouhal number decreasing with increasing chordwise position. In the experimental
findings of both Gad-El-Hak and Blackwelder [38] and Lowson [39] the shedding frequencies of these structures
are found to be uniform, only dependent on Reynolds number. However, the frequencies which occurred at the
trailing edge were found to be consistent with the experimental values found. The effect of these structures on the
surface pressure coefficient distributions was shown to be small for this Reynolds number however, it was stated
that for the higher Reynolds number used the temporal effect was greater.

In the study by Riley and Lowson [12], the development of the shear layer was investigated using flow visualisation
and LDA techniques. An 85 delta wing was used, set at an incidence of 12.5%. In this investigation both steady and
unsteady instabilities were found to occur and it was determined that this occurrence was dependent on Reynolds
number. For Reynolds numbers less than approximately 3 x 10* the shear layer appeared to be fully laminar with
no clear structures being witnessed. However, with increasing Reynolds number streamwise structures first appear
then become more distinct. An example of this effect and the shear layer structure is shown in Figure 1.14. This
also clearly shows the occurrence of turbulent disturbances in the flow at the trailing edge which move upstream
with increasing Reynolds number.

This dependence on Reynolds number was also found in the investigation carried out by Lowson [39]. After con-
sideration of the onset of the unsteady instabilities, it was suggested that their appearance was dependent on tunnel
velocity and therefore, the unsteady structures witnessed were a result of external instabilities in the tunnel and not
a generic part of the flow. However, as mentioned before, in the original investigation by Gad-El-Hak and Black-
welder [38], it was noted that frequencies of the unsteady instabilities were dependent on the freestream velocities.
This would, therefore, suggest that the instability would develop at the most unstable frequency in the flow, which
may coincide with external disturbances [95]. This Kelvin-Helmholtz instability has also been witnessed in many
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nuimerical calculations [14, 96, 97] which do not contain any external disturbances. Therefore, it iust be assumed
that this rype of instability is an inherent pact of the shear layer behaviour and not a result of cxternal influences.

LDA measurements were taken at a number of positions within the flow, and from the resalts, laminar sieady
sub-stracturcs were observed. These correspond to the second type of instability mentioned above which were
also found from the [low visualisation results to be visible to the naked eye and very sensitive to external distin-
bances. In considering the behaviour of these stationary structures, it was found that their path was helical around
the main vortex. It was also discovered (hat {he velocily profiles were wake like when near to the leading edge
but as the structures moved away, the velocity deficit with respect to the freestream disappeared. Thelr strength
also increased with distance from the leading edge due to the diffusion of vorticity to the flow. The origin of these
sub-structures at the leading edge was also investigated and it was determined that the presence of the secondary
vortex was important. Tn a discossion of the cause of these sub-vortices heing due to a cross-flow instability as
suggested by Washburn and Visser [97], deseribed below, it was stated that the secondary vortex may be the cause
of the necessary spanwise gradient. In conclusion it was stated that the theory of a cross-flow instability was in
essence, identical to that of the three-dimensional Kelvin-lIelmholtz instability, therefore these co-rotating vor-
tices rnust he due 10 a local Kelvin-ITelmhallz mechanisin oceurring in the sireainwise vortes feeding sheet. This
process was also observed in the DNS calculation by Shan et al. [98] on the same 857 delta wing. The results
obtained from the calculation were very similar to the experiment, however the laminar steady structures were not
witnessed. Unfortunately, no further experimental or computational investigations have been reported which have
also observed these laminar, steady structures for highly swept wings.

Gordnier and Visbal [96] carried out an investigation into the origin of the unsteady shear layer phenomenon,
which was inspircd by the findings of Riley and Lowson [12], detailed above, concerning the ctfect of external
disturbances. Calculations were performed for three ditferent wings with sweep angles of 707, 75¢ and 85, at a
range of angles of incidence from 107 to 25° with two Reynolds nambers being considered: 1 x 10* and 5 x 10*.
The grid used was based on one delailed for a previous investigation [93]. A post-processing technigue was utilised
which allowed a simulated laser light sheet o be created in order lo compare the results with experiental flow
visualisations, Validation was carried out for a 70” delta wing and very good agreement was found for the flow
visualisation, with similar sub-structures observed in the computational cesults. Further study was carried out to
attempt to explain the mechanism which causes these unsteady structures and to determine if this could be same
mechanism which oceurs in experiments. It was determined from a grid refinement study that the axial grid reso-
lution effects the shedding frequency of the sub-structures, however, no noticeable change in the overall behaviour
of the flow was found. From consideration of all the results it was suggested that the shear layer unsteadipess
was due to a houndary layer eruptive behaviour caused by the ivleraction of the primary vortex witl the surface of
the wing. The disappearance of these structures for low Revnolds number was also witnessed and was explained
through the elimination of the eruptive behaviour. The effect of the incidence and sweep angles detailed before,
was attributed to the increased strength of the primary vorlex, thus amplifying the behaviour and causing more
unsteadiness in the flow. It was also determined that the shedding frequency behaviour with chordwise position
becomes increasingly linear with greater unsteadiness.

The third type of structure was found in the investigation hy Washburn and Visser [97]. In this study, three delta
wings with sweep angles of 70¢, 70° and 80° were used 1o invesligate the behaviour of steady sub-voriices. A
five-hole probe was used to obtain velocity and pressure data to allow the measurement of the conditions for the
sub-structures to vccur and for their helical paths to be defined. The experiments were carried out for a range
of ungles of incidence between 102 and 259 and Reynolds numbers between 0.5 x 108 and 2 x 108 for each of
the wings and sub-structures were found for ahmost all cases, Due to the limitations of the five-hole probe data,
temporal instabilities could not be measured. "I'herefore, the structurcs observed were mean and steady in nature.

It was determined from the study that the size and rate of production of these vortices was dependent on the
incidence and sweep angle. An increase in the incidence or a decrease in the sweep angle resulted in an incrcasce in
frequency and a decrease in the size of the sub-vortices. An increase in strength of the shear layer was attributed
to the rise in frequency. It was also noted that with the same change in paramcters that the structures formed
closer to the leading edge. The paths of the sub-structures were shown to be hiclical, as initially assumed, hawever
no evidence was found to support the theory that they are entrained into the vortex core downstream. From
consideration of the vorticity behaviour, it was determined that these vortices were co-rotating with the primary
vortex core and based on this, a theory to their cause was suggested. It was believed that the structures were due
to an inviscid instability in the shear layer which was based on a cross-flow instability, similar to that found in
three-dimensional boundary laycrs, where the resulting vortices are also found to be co-rotating. These steady
state, mean structures were also found in the experimental investigations carried out by Payne [42], Mitchell ef al.
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[99, 100] and Honkan and Andreopoulos [101]. Figure 1.15 shows the helical paths of these structures from the
results of Mitchell ez al. [99, 100] captured using LDV techniques on a 70? delta wing.

WCU, -100 80 60 40 20 0 20 & & 80 0

Figure 1.15: Stationary shear layer sub-structures shown using contours of x vorticity in planes perpendicular to
the wing surface (from Ref. [13])

In a DNS investigation by Visbal and Gordnier [14], a 75? semi-infinite delta wing is considered to determine the
behaviour of the shear layer without any external influences such as the presence of vortex breakdown or trailing
edge effects. The flow conditions used correspond to an incidence of 25 and a Mach number of 0.1. The Reynolds
numbers considered are dependent on the length of the region of interest and range between 6 x 10° and 5 x 10*.
The effect of Reynolds number was considered, in order to determine the effect without the presence of external
forcing such as those witnessed in experiments. The behaviour computed was similar to that of the experiments
with the present of a steady laminar vortical system at low Reynolds numbers and the increase in unsteadiness of
the shear layer as the Reynolds number is increased. It was noted that the unsteady behaviour began toward the
trailing edge of the wing and moved toward the apex with increasing Reynolds number as also found in the results
of Riley and Lowson [12]. It is also determined that within a small range of Reynolds number, the complexity of
the flow increases dramatically. A greater appreciation of the three-dimensional complexity of the flow and the
differences caused by change in Reynolds number can be gained from Figure 1.16.

Region | Region 1l Region 111

Region 1| Regionll |

Region 11

side view

(a) Re =2.5x 10 (b) Re =5x 10*

Figure 1.16: Instantaneous shear layer structure shown by iso-surface of axial vorticity for two Reynolds numbers
(From Ref. [14])

It is clear from these diagrams that the flow is easily split into three streamwise regions, as suggested by the au-
thors. Region I corresponds to a region where no sub-structures occur and the flow is found to be essentially steady.
Region II refers to a region where the shear layer structures are evident, and appear to be well organised with a
helical path around the vortex which, as they start close to the wing, are parallel to the leading edge then become
further inclined toward the apex. In animations, it is stated that these structures are clearly seen to rotate around
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the vortex. Further downstream, in Region III, the shear layer appears to be affected by further instabilities and
therefore the flow becomes more complex. This further complexity may be caused by the sub-structures breaking
down into further discrete concentrations of vorticity which continue in the helical path around the vortex. It is
suggested that this is due to a secondary instability of the Kelvin-Helmholtz instability. Again, as in their previous
investigation [96], it is suggested that the instabilities in the shear layer occur due to the interaction between the
upper surface laminar boundary layer flow and the primary vortex. These results rule out the occurrence of un-
steady separation from the trailing edge as a cause for the unsteadiness within the shear layer.

Consideration was given to the time-averaged or mean representation of the flow, which would allow closer val-
idation with the experimental results gained by Washburn and Visser [97] and Mitchell ez al. [99, 100]. Figure
1.17 shows the resulting plots. These plots show the shear layer, characterised by stationary helical sub-structures,
which are co-rotating with the primary vortex as found in the experiments. From further consideration it is found
that there are regions of high RMS velocity fluctuations within the shear layer, which appear to correspond to the
positions of the helical sub-structures.

It is noted that the time-averaged structures only appear on the aft section of the wing (corresponding to Region III
from before) with the rest of the time averaged shear layer appearing smooth. It is suggested that this behaviour
is explained by the secondary instability occurring in Region III mentioned in the discussion of the instantaneous
results. If this secondary instability occurs with a sufficient periodicity and wavelength, then it is suggested that
it would be viewed in the time-averaged results. Therefore, the conclusion is made that the “stationary” and
“unsteady” shear layer structures are not necessarily two separate phenomena but may in fact be different views of
the same physical behaviour. It is noted that the laminar steady structures as shown in the investigation by Riley
and Lowson [12] for a highly slender delta wing, have not been witnessed in this investigation.

(a) Re =2.5x 10* (b) Re =5x 10*

Figure 1.17: Time-averaged shear layer structure shown by iso-surface of axial vorticity for two Reynolds numbers
(from Ref. [14])
1.3.3 Unsteady Flow Topology

From consideration of the literature summarised in the previous sections, an overall picture of the unsteady behav-
iour of delta wing vortical flows can be obtained. It is clear that there are many unsteady phenomena which exist
in the flow, these include (in no particular order):

e Helical mode instability

Shear layer instabilities

Vortex Shedding - both from the trailing edge and at high angles of incidence
e Vortex core rotation
e Shear layer reattachment

Vortex breakdown oscillation

e Turbulence downstream of breakdown
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It has been found that characteristic frequencies exist in the flow which can be associated with each of these phe-
nomena. From the literature review it is clear that there have been many investigations which consider tlie unsteady
behaviour of vortical flows. Table 1.2 summarises thesc investigations, and details the frequencies assigned to cach
phenomenon. The columu marked “Other” cantains the frequencics which appeared in the investigations but were
not assigned to any phenomenon. Some of the computational results detailed will be considered with respect to
the numerical methods used in a later section.

This tablc allows a general appreciation of the frequency content to be obtained and patterns emerge rlating to
the order and size of the dominant frequencies. For example it would appear that the majority of the frequencies
assigned to the helical tnode instability fall be¢ween St = 1 — 2 and similarly for the oscillation of vortex breakdown
location thie majority of the investigations show this to occur with a Strouhal number between St = 0.04 — 0.2,
Menke et aof. [15] performed a stmilar analysis of the flow behaviour from work carried out by Gursul [79], Gorsul
and Yang [86], Gad-el-Hak and Blackwelder [38] and Gordnier and Visbal [93]. Fro this, a schematic of the
frequency spectrum was created in an attempt to classify the unsteady frequencies. This is shown in Figure 1.18.
Further consideration of the unsteady behaviour of the flow over delta wings can be obtained trom the reviews by
Gursul [95, 102].
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Tiigure 1.18: Spectrum of unsteady flow phenomena as a tunction of Stroufial number (from Ret. [151)

1.4 Transonic Effects on Vortical Flows

As the freestream Mach number is icreased to transonic levels, M > 0.7, the vortical flow changes and behaves
differently to that for the subsonic regime. In the experiments carried out by Erickson ef al. [117, 118], it was
tound that increasing the Mach number from 0.4 0 0,93, changed the shape of the leading edge vortex. The vortex
was found to become flat and elliptical in appearance and sat progressively closer to the surface of the wing. Tt
was also tound that with the increase in Mach number through the transonic regime, that the suction induced on
the surface of the wing by the leading edge vortices was decreased due to a fall in the upwash created by the
leading edges. Irom the experimental study by Elsenaar and Hoeijmakers [18] on a 65 cropped delta wing it was
also Tound that with inereasing Mach number, the magnitude of the primary suction peak decreases, broadens and
woves mbourd for @ given chordwisc station, The secondary peak was also found to move inboard.

As the Mach number increases, it is found that the flow becomes locally supersonic and as a result shockwaves
will appear in the flow, further altering the behaviour of the leading edge vortices. Stanbrook and Squire [119]
deterimined thal the change in bohaviour of the leading edge separated flow could be correlated by considering the
Mach number and incidence normal to the leading cdge, defined respectively by

My = Mo/1—sin?Acosta and oy =ran! (@) 1.1
cosi\

Using these flow parameters, the flow behaviour could be spiit into two main types of flow, scparated and attached.
These flow behaviours were separated by what is known as the Stanbrook-Squire boundary, Miller and Wooc
[16] gave further consideration to the types of flow over delta wings for transonic and supersonic regimes trom
experimental results on a nwnber of delta wings with varying sweep angles for a range of Mach numbers and
angles of incidence. From the analysis of the results, they classificd the flow into six types of behaviour, including
classical vortex, vortex with shock and shock-induced separation. These flow behaviours were also defined by
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the norroal Mach number and incidence used by Stanbrook and Squire and thus the classification diagram was
redefined. This is shown in Figure 1.19.
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Tigure 1.19: Classification of flow behaviour over delta wings by Miller and Wood [16]

In the detailed review by Nurayan and Seshadri [120] on the transonic al supersonic behaviour of delta wings,
further classification of the flow behaviour is considered. This takes into account the individual behaviour of the
shocks in the flow and their location relative to the lcading cdge vortices. This provides a further three types of
belaviour, However, all these behaviours can be considered as sub-types to the classification as defined by the
Stanbrook-Squire boundary - leading edge attached flow and leading edge sepavated flows, Transonic flow over
delta wings generally falls into the leading edge separaled category with leading edge voriices being formetdl. How-
ever, depending on the Mach number, shocks are found to be present.

A large number of investigations, both experimental and numerical have been carried out, which have looked at
the occurrence and behaviour of shockwayes in vortical flows for varying transonic conditions {17, 18, 117, 121,
122, 123, 124, [25]. Fram these investigations, 8 number of shockwave systems have been observed and detailed
in (he literature. In the investigation of the transonic behaviour of delta wing flows carried out by Elsenuar and
Hoeijmakers [18], the presence of two main shockwave systems on the upper surface of the wing is discussed
based on conjecture and experimental data. ‘These are:

L. Underneati1 the primary vortex, at an approximately constant spunwise position, just outboard of the primary
suction peak;

2. On the att scetion of the wing, close to the trailing edge perpendicular to the plaue of symmetry.

These shocks are termed cross-flow and rear/terminating shocks respectively. Using theoretical reasouing, it is
stated that the cross-flow shock cavses the sceondary separation under the primary vortex. As the incidence is
increased for a particular Mach number, the shock forms under the vortex creating a lirge adverse pressure gradi-
ent, which resulis in the separation of the boundary layer. "I'his shock is the reason for the inboard movement of
the secondary separation, mentioned above. It was determined that for a Mach numnber of 0.85 at the chordwisc
position x/c, = 0.6, that the switch from pressure gradient separation w shock-induced scparation occurs at an
incidence of 14.5° for this configuration. These cross-flow shocks may be appareat from the surtace isobar plots
as tight contours of pressure coeflicient, however in the spanwise pressure coeflicient distributions the position of
these cross-{low shocks are not clear.

The occurrence of the reur shock is found from consideration of the chordwise pressure coeflicient distribution at
the plane of symmetry. At low angles of incidence and at Jow Mach numbers the distribution along the plave of
symmetry gradually decreases toward the crailing edge as the flow conditions return toward [reestream conditions,
lowever at moderate angles of incidence with increasing Mach number there is a sharp change in distribution near
to the trailing edge. This sharp change characterises the occurrence of a shock-wave in this region. It was found
iu s investigation that for an incidence of 159 that the flow becomes supersonic over the wing at a Mach number
between 0.8 and 0.85 and there i5 clear evidence of & rear shock-wave for these conditions, This rear shock was
found to move downstream with increasing Mach oumber.
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The occurrence of the two main shock systems was also determined from the experiments of Erickson er al. [117,
118], mentioned above, using surface pressure measurements and from surface reflective visualisation technigues
used by Donohoe and Bannink [17, 122]. The surface reflective feclinique is a type of Schlieren visnalisation which
allows threc-dimensional agpects of a flow to be captured and observed clearly. The experiments were carried out
on a 65 delta wing at M = 0.8 and {rom the results, schematic diagrams were produced showing the proposed
behaviour and shape of the shocks in the flow. These are shown in Figure {.20.

cross-flow
shock wave

“™ Embodded cross.
flow shock waye

{2) Embedded cross-flow shack {(b) Rear/tcuminating shock surfaca

Figure 1.20: Schematic diagrams showing proposed positions and shapes of shock systems over transonic delta
wings [17]

It is ¢lear that Figure 1.20(b) shows the rear shock as being perpendicular to the symuwetry plane ar the centreline
of thie wing, but then arcing downstreamn toward the primary vortices and appearing to interscet the vortex region.,
From the side view visualisations, it was also noted that at the symmetry plane the shock extends initially perpen-
dicular [rom the wing surface, then curves vpward toward the apex hefore returning to a perpendicuiar direction
until it disappears. This shock was wilnessed at an incidence of 15% where hreakdown did not occur and it was
noted that it did not appear to disrupt the vortical low. Due to this, it was proposed by the authors that the shock
moves ahove the vortices as it curves downstream. These cross-flow and rear/trailing edge shocks have also been
found in many computational investigations § 121, 123, 124, 125, 126].

In the computational investigation carried out by Visbal and Gorduier [123], the effects of comipressibility were
considered for a 757 delta wing for a range of Mach numbers at a constant Reynolds number. From the results of
the calculations a number of shocks were witnessed in the flow for each Mach nwnber. As well as the cross-flow
shock underneath the primary vortex and the rearfterminating shocks described above, a two further shocks were
witnessed on the wing. Thesc were an upper cross flow shock, which sat above the ptimary vortex and a centreline
shock, which sits paraliel to the wing surface abave the symunctry planc. The upper cross-flow shock has also been
found experimentally for transonic delta wings [117, 118, 127},

The occurrence of these shockwave sysiems in (he flow introduces the complex behaviour of shock/vortex and
shock/boundary layer interactions [49, 128]. This is particularly impottaut when considering the behaviour of
vortex breakdown for transonic flows as the breakdown behaviour is quite different to that witnessed for subsonic
vartical flows where (ke onset of breakdown is relatively gradual with increasing incidence [72]. The kehaviour of
vortex breakdown was also delailed in the investigation by Elsenaar and Foeijmakers 18] mentioned before. The
ditferences in the flow behaviour pre- and post-breakdown arc shown using smrface isobars and chordwise distrib-
utions of pressure coefficient at the symmetry plane. The pre-breakdown low is shown at an incidence of 227 and
post-breakdown, al an incidence of 247, It is highlighted that within this relatively small incidence increment the
position of breakdown is noted to jump from x/¢; = 0.8 to x/¢, = 0.5. The presence of the shock systems detailed
above are apparent from the results, with the cross-flow and rear shock heing clear for the pre-breakdown case.
At moderate incidences, the location of this shock moves downstream tovard the trailing edge with an increase
in Mach number and incidence suggesting that its strength increases with an increase in these parameters. For
the post-breakdown case, the cross-flow shock is still witnessed upstream of the breakdown position, however,
there are now (wo rear shocks on the wing. The position of these shocks is clearly scen from consideration of the
chordwise pressure coellicient distributions, which are shown in Figure 1,21,
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Figure 1.21: Chordwise pressure cocflicient distribution at the symmetry plane for a range of angles of incidence
pre- and post-breakdown [18]

Considering these resulls, il was found that the first rear shock is sitnated approximately at the point of breakdown
on the wing with the second shock appearing at roughly x/¢, = 0.9, Ii is propesed that the first rear shock ten-
toned is actually the terminating shock from the pre-breakdown flow shifted upstreain, however it is uncertain as
to whether this upstrcam shift causes or was caused by vortex hreakdown. It is conjectured, hased on transonic
flow over an airfoil, that the rear shock is weak and thus a small change in conditions downstream, caused by
vortex breakdown, could force the shockwave to jump upstream to a new equilibrium position within the flow. The
preseuce of the second shock is explained by the {low reaching supersonic conditions downstream of breakdown
and thus refurning to subsonic conditions before reaching the trailing edge.

In the investigation by Donohoe and Bannink [17], the presence and cause of vorwex breakdown is also considered,
and similar visnalisations to that mentioned catlier, were carried out at higher angles of incidence, At an incidence
of 18%, asynunetric breakdown was witnessed over the wing. 'Uhis phenomenon was found to occur on either
the port or starboard side of the wing, for the same conditions with the breakdown position rapidly fluctuating as
much as 0.4¢, on either side. I was found that on the side on which breakdown occurs the terminating shock also
moves will the position of breakdown and is thus also highly unsteady. Therefore, it 1s noted that this shock must
interact with the breakdown in some way. Similarly, at 20” incidence, symmelrical hreakdown is witbessed over
the wing and the initial terminating voriex is seen to move upsirearn with the breakdown position, but retain its
bowed appearance. This confirms the observations made by Elsenaar and Hoeijmakers [18] detailed previously. It
was also found, for the M = 0.8 case, that a double terminating shock system appearcd, with a second similar tear
shock appearing at the trailing edge. Donohoe and Bannink suggest that this second shock may be caused by the
acceleration of the flow in the centre region of the wing due to the symmetrical breakdown causing an etfective
nozzle about the wing centreline [17]. The position of breakdown is also noted o oscillate with time for this casc
but the magnitude of these fluctuations is much less than that {or the asymmetric case. However, the frequency
appears to be higher.

Aun experimental and numerical investigation was carried out by Floulman and Bannink [129], on a 65 sharp edged
delta wing at high subsonic and transonic speeds. In the experiment, at a Mach number of 0,85 and an incidence
of 207, it was found that vortex hreakdown occurred over the wing and that the flow exlhibited an “irregular” be-
haviour which was not found for lower Mach nurabers. This irregularity was observed in the spanwise pressure
distribution at x/c, = 0.7, where the suction peak was scen to collapse for these flow conditions. This collapse was
allribuled to vortex breakdown occurring over the wing and was shown in surface flow visualisation pictures oc-
curring at approximately x/c, = 0.63. "I'herefore, it is clear that the onset of transonic breakdown causes a sudden
and complete loss of suction on the wing, characterised by the collapse of the surface pressure distribution suction
peak. Again, as before, two shocks were noted above the wing surtface normal to the wing surface and the symme-
wy plane. These were located between x/¢, == 0.5 and 0.6 and at approximately x/¢, = 0,825 from the chordwise
pressure distribution at the root chord and from Schlicren pictures. It was proposed that the downstream shock was
created hy the vortex breakdown phenomena as the upstream shock was witnessed prior to breakdown occurring,
although the position of this shock is not stated. Consideration was given to the effect of varying the Mach number
for a fixed incidence and it was found that for slighitly lower Mach numbers of 0.75 and 0.8 there was a similar
pattern within the pressure coefficient distributions. Flowever, no evidence was found of locally supetsonic flow
or rear shocks al these speeds. Duc to this, the conclusion was made that ihie shockwaves oceurring in the flow at
high subsonic freestream Mach numbers do not have a farge influence on the location of vortex breakdown.
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From the flow visualisations of Donohoe and Bannink [17, 122] it was determined that the rear/terminating shock
could exist for low to moderate angles of incidence and that vortex breakdown did not occur. It was proposed, due
to this, that the shock sat above the vortex region and did not interact with the vortex core. However, what happens
at this point is not well understood, and whether interaction occurs for lower angles of incidence is not known
conclusively. From the study of the interaction between longitudinal vortices and normal shocks in supersonic
flow [28, 130, 131] it has been found that it is possible for a vortex to pass through a normal shock without being
weakened sufficiently to cause breakdown. However, the flow over slender delta wings is more complex as the
shock does not appear to be normal to the freestream in the vortex core region. Therefore, it may be concluded
that it is possible for a terminating shock system to exist without the breakdown of the vortical system, particularly
at lower angles of incidence. The presence of the embedded cross-flow shock was also witnessed in Donohoe and
Bannink’s experiments [17, 122] and was found to occur almost to the trailing edge. This suggests that for this
incidence the vortex is strong and thus, undisturbed by the presence of the trailing edge or indeed the rear shock.

The behaviour of shock/vortex interaction and transonic vortex breakdown was considered in the computational
investigation of Kandil er al. [123, 124] using inviscid and laminar methods. In this study a 659 delta wing
was considered at Mach numbers of M = 0.85 and 0.90, Reynolds number, Re = 3.23 x 10° and angles of in-
cidence of & = 20” and 24°. From the results of the calculations, the cross-flow and rear/terminating shocks
were determined, with the cross-flow shock causing the separation of the boundary layer to form the secondary
vortex. Upstream of the rear/terminating shock, strong leading edge vortices were noted to occur, but immedi-
ately downstream of the shock location, the bubble form of vortex breakdown was found. With the increase in
incidence, the rear/terminating shock and the breakdown location move upstream by 20%c,. It was also found
that this shock location moved downstream with increasing Mach number, in agreement with the observations of
Elsenaar and Hoeijmakers [18]. Unsteady calculations were also carried out which showed that downstream of the
rear/terminating shock the flow is highly unsteady with periodic fluctuations being present. An oscillation of the
shock location and therefore breakdown location is also witnessed. The flow upsteam of the shock was found to
be steady in nature.

The unsteady nature of the shock and breakdown location was considered by Kameda ez al. [19] using PSP tech-
niques on a 65 flat plate delta wing. The wing was tested at a Mach number of M = 0.90 and incidence of & = 20°.
Vortex breakdown was found to occur on the wing for this incidence and was noted to be caused by an interaction
with the rear/terminating shock. The presence of the rear/terminating shock was noted from a significant increase
in surface pressure detected by the PSP method and is clearly shown in Figure 1.22. The suction created by the
leading edge vortices is clear close to the apex of the wing, and it is evident that this suction disappears at the same
chordwise location as the region of high pressure. The sequence of PSP results indicates the unsteady nature of the
shock and breakdown location.

0 20 40 60 80 100kPa

Figure 1.22: Snapshots of pressure distribution on the surface of the wing using PSP techniques (from Ref. [19])

An inviscid numerical investigation to consider the behaviour of breakdown location with increasing incidence was
undertaken by Longo [121]. Three delta wings with varying sweep angles were used and the effect of increasing
Mach number on the forces and moments of each wing was considered. From the calculations it was found that
as the sweep angle is decreased the effect of Mach number increases. This was particularly evident for the 60°
wing where a sudden drop in lift coefficient occurs at the point at which vortex breakdown crosses the trailing edge
followed by a flat recovery. This sharp change was also seen in the moment coefficient and has been attributed
to a fast upstream shift in the vortex bursting location causing a large loss in vortex lift. However, this sudden
behaviour in the force and moment curves did not appear for the higher swept wings. Further investigation into the
movement of breakdown position with increasing incidence for the 60° wing shows that the point of breakdown
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moves from the trailing edge to a position of approximately x/¢, = 0.35 in 5°.

The behaviour at M = 0.8 was also detailed considering the presence of vortex breakdown on the flow. For the 60¢
wing, it is found that breakdown occurs downstream of the trailing edge at 14¢ incidence. At this incidence, the
flow under the vortex was found to be fully supersonic and a small region of souic flow appeared at approxitately
x/cy = 0.4 near the symmetry plane. A cross-flow shock was predicted close to the trailing edge but no rear shock
was found above the wing. With increasing incidence, the cross-fiow shock was found to move upstream with the
position of vortex breakdown and a terminating shock appcarcd at the trailing edge due to the flow downstream
of breakdown becoming supersonic. However, the location of this shock was not found to move with increasing
incidence as described by Elsenaar and Hoeijmakers [18]. For the 707 delta wing, the cross-flow shock behaved
more like the experiments detailed previously and was situated under the vortex, upstream of breakdown, for ail
angles of imeidence. However, it was noted that the shock was relatively weak for this case. There was no terni-
nating shock predicted for any incidence over the 70? wing, which is in agreement with the results of Houtman
and Bannink [129]. Tt was proposed from ihe results, that the flow between the vortex axis and the surface of the
wing may be considered as a convergent-divergentduct, where the flow is channelled and accelerates to supersonic
speeds. This nozzle effect causes the cross-flow shocks to appear for relatively low freestream Mach numbers. It
was concluded from the analysis that the decrease in suction peak with increasing Mach number could be attributed
to the flow in this region becoming supersonic and that the increased rate of upstream progression of the vortex
breakdown position counld be attributed to supersonic core velovities within the vortex upstream.

Furthier consideration of the sudden change in flow behaviour due to vortex breakdown can be obtained by from
detailed analysis of the results from the experimental database of Chu and J.uckring [20, 132, 133, 134]. A large
series of experiments were carried out in the National Transowic Facility (NTT) at NASA Langely for various Mach
numbers and Reynolds numbers {or a large range of augles of incidence. These results alsu form the basis for the
papers by Luckring, which consider Reynolds number effects [135, 136] and compressibility effects (137, 138]
for both sharp and rounded leading edged wings. The experiments were carried out using a 63? delta wing with
various leading edge profiles, which was instrwinented with a series of 183 stutic-pressure ports on the starboard
side of the wing. These ports were placed at spanwise intervals along tive streamwise locations, x/¢, = 0.2, 0.4,
0.6, 0.8 and 0.95, with most of dic ports being concentrated on the outboard section of the wing. Pressure ports
were also placed on hoth (port and starhoard) leading edges at the same stremmwise locations to consider the sym-
melry of the flow behaviour. A sample of these results for the sharp leading edge wing under transonic conditions,
M = 0.85, Revnolds number 6 x 10% and angles of incidence in the range, @ = 18.62 —26.7¢ is shown in Figure
1.23. This case was chosen for analvsis as it corresponds to a test case used for the 2nd International Vortex Flow
Experiment (VFE-2), which uses this configuration. Further details of the VFE-2 are given in Chapter 3.

Within the apex region, upstrcam of x/e, — 0.4, it is evident that with increasing tncidence, the suction peak
generally increases in magnitude, broadens and moves inboard. This inboard movement is more pronounced
between « = 19.67 and 20.6%, where the suction peak also reduces slightly. Above an angle of incidence of about
20.6¢, the secondary peaks, which are almost as strong as the primary peaks, also increase in gize. Howaver, they
do not move inboard. Below o = 20.6%, strong secondary peaks are not obvious near the apex. Al the x/¢, = 0.6
position, there is a clear difference in the flow structure with increasing incidence. For the incidence range of
« = 18.6% to 23.67 there is still clear evidence of the pritnary and secondary vortices, which for the higher angles
of incidence have maintained their suction [rom the previous chordwise station, There is also evidence of a cross-
flow shock system with a sudden jump in pressure coefficient being observed just outboard of the primary suction
peak. Itis also belicved that this cross-flow shock will also occur upstream of this location, lowever the pressure
jumips are less obvious for the streamwise locations close to the apex. It is likely that this is due to the use of
the non-dimensional scale on the spanwise axis which was used for clarity between the results at each incidence.
This proposed cross-flow shock behaviour is much clearer for the downstream streamuwise locations. For angles of
incidence of 24.6“ and above, there appears to be a collapse in the primary vortex suction peak. It is also found that
the secondary peak and cross-flow shock disappear altogether. This is similar to the behaviour noted by Houtrnan
and Bannink [129] mentioned in Section 1.4, for the case when breakdown was found aver the wing. Indeed, from
considering the pressure cocfficient plots at x/c, = 0.8 and 0.95 for angles of incidence above 24.6¢, it is clear
that breakdown has occwrred due to the relatively flat distributions. Based on the these results and observations of
Houtman and Bannink [129], it can be suggested that the location of breakdown is just upstream of the x/c, — 0.6
position with the dreap in suction peak beiug a direct consequence of this,
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Figure 1.23: Experimental results from NASA NTF wind tunnel tests for conditions: M = 0.85 and Re = 6 x 109,
for the sharp leading edge, at a range of angles of incidence 18.5? - 26.7°. (data taken from Ref. [20])
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Figure 1.24: Experimental results from NASA NTF wind tunnel tests a range of angles of incidence 18.57 - 26.7°.
Legend as shown for Figure 1.23 (data taken from Ref. [20])

Downstream at x/c, = 0.8, for the lower angles of incidence there is still clear evidence of the primary and sec-
ondary vortices. The magnitude of the primary suction peak has also not decreased significantly. However, the
cross-flow shock appears to have increased in strength, suggested by the greater magnitude and gradient of the
jump in pressure coefficient. At the higher angles of incidence, the pressure coefficient profile is flat and uniform
over the whole span with only a very slight change in magnitude with increasing incidence. Finally, at the trailing
edge, it is found for the lower angles of incidence that the primary peak is still evident with the cross-flow shock,
however the secondary separation appears to have disappeared. At this position it is apparent that the position of
the vortex has moved inboard with increasing incidence and also that the magnitude of the peak has reduced. For
the post-breakdown angles of incidence, the pressure coefficient distribution is similar to that for the x/c, = 0.8
position, with a relatively flat profile. It should also be noted that on the lower surface for all chordwise stations
that with increasing incidence, the average pressure coefficient values increase.

From these results, it is clear that by increasing the incidence from 18.6°, the vortex moves inboard and be-
comes stronger until at a certain point vortex breakdown suddenly occurs quite far upstream on the wing, close the
x/¢r = 0.6 chordwise position. This is in agreement with all the results discussed previously. Further consideration
of the vortex breakdown behaviour can be obtained by considering the pressure coefficient distributions along the
leading edges of the wing as shown in Figure 1.24. It is clear from Figure 1.24(a) for M = 0.85 that the pressure
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coefficient distributions along both port and starboard leading edges are in good agreement aud thal they conficm
the sudden upstream motion of vortex breakdown at o = 24.6%, which is shown by the inerease in pressure co-
efficient. Interestingly, this shows that there is a change in distribution for the 237 incidence, with an increase in
pressare coefficient at x/c, = 0.8, however breakdown is not present. Lookiog at the spanwise distributions at this
station shows this reduction bat also shows the presence of the primary and secondary suction peaks. Further flow
field data would be needed in order to be able to comment on the cause of this increuse.

Locking at the same distributions for M = 0.8, it is clcar that a similar pattern emerges, however at o = 24,69 it
appears that the pressure distribution on the port side exhibits signs of voriex breakdown occurring suddenly on the
wing, but that the starboard side does not. This is also the case at 25.6°. ITowever, the behaviour of both port and
starboard is the same at & — 26.6%, Tromn this data, it 1s svident that voriex breakdown aceurs asymimelrically for
this Mach nunber at a critical angle of 24.6° before oceurring symmetrically at 26,62 as suggested by the spanwise
distcibutions. ‘Uhus, from these results it is clear that asymmetric vortex breakdown occurs for a lower Mach num-
ber case but not for M = 0.85. From consideration of other datascts within the NASA rcsults for the same Reynolds
number but differing Mach numbers, it is found that this behaviour does not form a trend based on Mach pumber
as asvmmetric breakdown is also witnessed for M = 0.9, but not for M = 0.831 or 0.872. Thus, this behaviour
must be caused by other factors. It is worth noting that the wing was only instrumented {with pressure taps) on the
pori side and it is on this sidle where breakdown appears first. This may suggest a sensitivity to surface disturbances.

The asymmetry of transonic vortex breakdown was also witnessed by Schirader er af, [139] Tor a 63 sharp edged
delta wing at angles of incidence at which breakdown first occurred on the wing. However, with a further increase
in incideuce, the asymmetry was Found o disappear and symmetric breakdown was found. Further evidence of
ity asymunetrical flow behaviour was found from experiments carcied out by Konvath er af. [140, 141, 142] within
the framework of the VHE-2 mentioned above. These tests involved I'SI pressure transducers, Pressure Sensitive
Paint (PSP} und Particle Image Velocimetry (PIV) to further study the flow behaviour, These results were obtained
for the 657 configuration used in the Chu and Luckring experiments detailed above at a Mach number of M = 0.80,
Reynolds number Re = 3 x 106 and at a range of angles of incidence, o = 18.4% —25.9¢. The 'SP data from the
experimental tests are shown in Figure 1.23, showing surface pressure coeflicient for alt angles ol incidence tesled.

From this data the change in vortex flow with increasing incidence is apparent. It is clear that as the incidence
increases, the magnitude of the suction peaks increases, as witnessed for the transducer data discussed previously.
The inboard motion of the vortical system is also evident. However, the most striking teature of these plots is the
sudden asymmetric breakdown at 25.6%, where vortex hreakdown suddenly appears on the right hand side of the
wing close to the x/c, == 0.6 streamwise station, This asymmetry of breakdown is in agreement with the MASA
data for a similar Mach number, however the critical onset angle is slightly higher. Unfortunately no data was
obtained for higher angles of incidence, thus it is not possible to say if this bebaviour changes to a symmetric
breakdown with a further increase in incidence. It was found from the cxperimental tests that this behaviour was
exhibited for all transonic conditions and that the asynimetry was consistently appcaring on the same side of the
wing ~ which coincided with the instrumentation as before [21]. Thus, this may be further indication of the sensi-
tivity of transonic vortex breakdown to surface disturbances within experimental tests. It is also clear from these
surface pressure plots, that none of the shock systems expecled to occur o the wing are apparent, This is due
ta the time averaged nature of the PSP technique, which, due to the highly unsteady nature of the flow, canses
the Jocations of shockwaves to become smcared [140]. It was also found that the PSP suction peak heiglits were
underestimated due to temperature effects. However, in their analysis of the flow, Konrath e al. [140} witnessed
two terminating shocks, one close to the sting tip curving downstream and a second located over the sting between
thic x/c, = 0.8 and 0.9 strcamwisc locations. A curving of the vortex core trajectory was witnessed in the vicinity
of the sting shock from these tests.

Consideration of the eross-flow beliviour upstream and downstream of breakdown can be obtained from the PIV
results. Figure 1.26 shows the results for the post-breakdown case, ¢ = 25.99 at six chordwise stations. From
these planes, the elongated shape of the leading edge vortex upstream of breakdown is clear and it is found that the
axial velocity at the vortex core has a magnitude of approximately 1.90... A secondary vortex is also clear under
the vortex, close to the leading edge. Breakdown appears to accur between x/c, = 0.6 and 0.7 and the behaviour
of the flow changes to a large region of reversed flow, which expands downstream: and is relatively circular in
nature. Inhoard of this breakdown region, it is clear that the flow is still supersonic and appears to be accelerating.
This may explain the occurrence of the second rear shock witnessed by Elsenaar and [Hoeijmakers 18] mentioned
above, as the flow accelerates between the breakdown regions on the wing,
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(d) x/c, =0.7 (e) x/c, =0.75 (f) x/c, =08

Figure 1.26: PIV results showing contours of non-dimensional u velocity for a = 25.9? at M = 0.80 (data from
Ref. [21])
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1.5 Application of CED to Delta Wing Vortical Flows

One of the most important issues i the use of CRD, for della wings and in general, is the choice of turbulence
wdel used [143]. There are a number of different approaches and methods to turbulence modelling, which range in
complexity, accuracy and computational expense. These techniques, in order of complexity, are inviscid, laminar,
RANS, DES, LES and DNS methods. The choice of turbulence model is normally a trade-off between computa-
liunal expense and solution realism. Each twrbulence weatment however, can be applied and used for the prediction
of delta wing vortical flows, with varying degrees of realism. This section will discuss the available litcrature of
cach method applied to delta wing Tows and consider the advautages and disadvantages of each method.

1.5.1 Inviscid Methods

Inviscid methods have been extensively used for the solution of the flow over delta wings. This is mainly due
to their low compulational cost when compared (o Navier-Stokes calculations. However, as discussed above, this
reduction in compwtational cost also means a reduction in the realism of the solutions. Nonetheless, the Euler
equations can give reasonable approximations. By their nature, inviscid solutions do not predict boundary layers
and therefore cannot predict separation. However, for sharp leading edge delta wings this is not a problem as the
separation is fixed at the leading edge. Once the separation accurs, it has been found that the Euler equations can
accurately predict the transport of vorticity and entropy within the leading edge separation and vortices [144]. Vor-
tex. breakdown can also be predicted by this model although it is evident from some calculations that the strength
of the teading edge vortices is highly dependent on the grid uscd [145]. This will liave a considerable effect on the
vortex breakdown location aud behaviour.,

Tn a review of their earlier work, Murmann and Rizzi [146], state that they found that the most important features
of the primary vortex and the vortex-wing interaction were modelled well by the Euler equations and that the
results compared reasonably with experimental data such as surface pressure and flow visualisation. ‘Lhe calcula-
tions performed used sharp-edged wings, where the leading cdge separation puint is lixed and not dependent on
viscosity. It was noted from their work that the Euler cquations could not resolve the sccondary separations of
the flow. This has been found to be a lirnitalion of the use of Luler equations for delta wings, but provided this is
tuken into account, the tesults may be assumed to be valid. It was also found for the inviscid computations, that the
level of total pressure losses predicted in the vortex cores are realistic. This suggests that the mechanism for voriex
breakdown may be driven by an inviscid phenomenon and that the fundamental structure of the primary vortices is
insensitive to the level of viscosity, as long as it is present.

“I'he inability of inviscid solutions to accurately predict the behaviour over rounded leading edged delta wings was
considered in an investigation by Rizzt and Miiller | 147]. In this investigation the differences in solution between
Euler and Navicr-Stokes computations on a 652 rounded leading edge wing at % = 0.85 and ¢ = 10? were con-
sidered. It was found for the Euler computations that the position of the formation of the leading edge vortices
was delayed to approximately 25% chord of the wing. Whereas for the Navier-Stokes computations the vortices
were formed from the apex region as for sharp leading edges. It was suggested that this difference is duc 10 the
mechanisms for the prinzary scparations being different for the two computations, i.e. physical and computational
viscosity, The surface pressure comparison with experiment shaws good agreement for the Navier-Stokes calcu-
lations but not for the inviscid solutions. A secondary separation was found to occur close to the Irailing edge for
the inviscid solution, however it was determined that this was cansed by the presence of a cross-flow shock under
the primary vortex and did not result in the formation of a sccondary vortex. It was found that the position of
the primary vortex and the corresponding surface pressures did not agree with the experiment and, as mentioned
before, were modelled more accurately using the Navier-Stokes equations. It was concluded from this study that
ithe Navier-Stokes equations were needed to determine a realistic simulation of the flow over a rounded leading
cdge wing, due to the dependence of the separation points on viscosity. The same wing geometry was used by Tsai
et ad. [148], who came to 1he same conclusions in their study.

In a numerical investigation into vortex breakdown by Agrawal er al. [22, 149], both the Euler and Navier-Stokes
equations are used to simulale the flow behaviour. The purpose of the study was to determine the etfects of
viscusity on the pre- and post-breakdown regions. The geonieiry used was the 70”7 wing used in the experimental
investigations by Kegelman er af. {44, 150, 151] and the results gained from these experiments are used for
validation purposes in the study. The caleulations were performed for a Mach number of M = 0.3 at various
angles of incidence. The Reynolds number for the viscous calculations was Re = . x 10, It was found from the
investigation that the Buler equations predict the position of the vortex cores outboard of the viscous solutions
and experimental results. As mentioned before, this is cxpected due to the secondary vortices not being resolved
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by the Kuler computations and therefore their effect on the primary vortex is ignored. From congideration of
the surface pressure distributions compared to the experimental results, it was determined that the Euler results
predicted the magnitude of the suction peak more accurately that the viscous models. It was also found that the
Ruler solution consistently predicted breakdown downstrean of the experimental and viscous results. This is
ghown for the surface pressure contours at o = 30° shown in Figure 1,27 for each solution. These differences in
the flow solutions may have been due to the grid refinement in the near wing region not being sufficicnt to capture
the boundary layer propetties for the two viscous cases. This is not an issue for the Euler solutions, which do
not model the boundary layer. The experimental breakdown location under the same conditions was found to be
approximately 50%:c,.

Lawinar
Burst

Turtwtanl

Figure 1.27: Surface pressure contours for Euler, laminar and turbulent computadons, for M = 0.3, & = 30° and
Re =1 x 10%{22] '

The structure of vortex breakdown using the Euler equations was investigated for a 70° delta wing by Kumar
{152, 153, 154} using an embedded conical grid. The wing has an incidence of o — 30° and a freestream Mach
number of M = 0.3, Three grids were used in the investigation and the effect of grid refinement on the solutions
was considered. From this, it was found that with an increase in grid refinement the resolution of the subcore of the
vorlex inproved, with an increase in axial and swirl velocities. Thus, this alse confirms the dependence of the vor-
tex strength on the grid refinement as mentioned above. From consideration of the breakdown region, it was found
that the inviscid calculations predicted the spiral form of breakdown with a clear stagnation region and widening
of the core at the breakdown location, Despite the simulations not being tirne accurate, an oscillation of the vortex
breakdown Incation was witnessed and atiributed a non-dimensional frequency of St = 1.6. However, this result
should be considered with care, particufarly as it is much higher than the frequencies found for this phenomenon in
experiments - it is closer to the frequencies attributed to the helical mode instability discussed in a previous section.

A similar investigation was carried out by Strohmeyer ez @l [155] on a 65° cropped delta wing, to determine
the ability of the Euler equations to deseribe the behaviour of hreakdown over the wing. The mvestigation was
carried out at two angles of incidence o = 10 and 207 at a Mach number of M = 0.2. As in the investigation by
Kumar [152] described above, the calculations performed were steady state. However, it was also determined that
the flow was nnsteady downstream of breakdown with a periodic oscillation of the aerodynamic forces ocourring.
From analysis of the results the breakdown behaviour was also found to exhibit a spiral structure, which gave
good agrechient with the experimental data. ‘Therefore, it was concluded that the Euler equations were sufficient
to qualitatively resolve the salient teatures of the flow.

To consider the ability of the Huler equations to predict the unsteady behaviour of the vortical flow, an inviscid
investigation was carried out by Gortz [23] using the 70° full span wing used in Mitchell’s experiments at ONERA.
Time accurate calcnladons were carricd out at three angles of incidence, 27¢, 307 and 359 for a Mach number of
M =02, The time steps used for this investigation were dependent on the angle of incidence and ranged from
3.37 ~ 3.406 % 1076 seconds, which corresponds to non-dimensional time steps of At = 2.41 —2.44 x 1074, The
results were considered using flow visualisation methods, sich as streaklines and isoswrfaces of entropy. Fromn the
flow visualisation, the spiral form of breakdown was witnessed for all three angles of incidence, and behaved as
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described in Figure 1.6. One rotation of the breakdown region at & = 30 was found to have a period of 7 = 0.008s,
which corresponds to a dimensional frequency of f = 125Hz and a Strouhal number of St = 1.75. The bubble form
of breakdown was also witnessed on the wing at intermittent intervals. The unsteady behaviour of the flow was
also analysed from consideration of the unsteady aerodynamic load time histories. Figure 1.28 shows normal force
coefficient time histories and power spectral density (PSD) analyses for each of the three angles of incidence used
in the investigation. The PSD analysis provides details of the dominant frequencies and power of the fluctuations
within the unsteady time histories.
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Figure 1.28: Sample of time histories and PSD analysis of normal force coefficient from Gortz’s unsteady inviscid
calculations [23]

From the Cy time history for a = 27, it was determined that the behaviour was periodic in nature with harmonic
oscillations occurring in the signal. As the incidence was increased to a = 307, the fluctuations were found to
become irregular, with an increase in magnitude. This was also the case for the & = 35 incidence, however, a
low frequency oscillation is clear from Figure 1.28. The harmonic behaviour was not found to occur for the larger
angles of incidence. Considering the PSD results, the frequency content of each signal is clear. At a = 27, it
is clear from Figure 1.28 that there are three clear individual peaks, which occur at frequencies of approximately
47, 93 and 140Hz, corresponding to Strouhal numbers of 0.6546, 1.2954 and 1.95. The dominant peak occurs at
St = 1.95 and is assigned to the helical mode instability. It was noted that this is the third harmonic of the low-
est frequency in the spectrum. The harmonic behaviour was attributed to an asymmetry of the location of vortex
breakdown on the wing.

At o = 30, it is clear that more frequencies exist and the dominant peak occurs at 1.18Hz (St = 0.017). Other
peaks exist in the flow at 24, 50, 118 and 166Hz which correspond to non-dimensional frequencies of St = 0.34,
0.70, 1.65 and 2.32. The dominant peak is assigned to the oscillation of breakdown location as it is of the order
of the results found in previous experiments [13]. The higher frequencies are all attributed to the helical mode
instability, particularly the peak at 118Hz (St = 1.65) which is in agreement with the frequency of the rotation de-
scribed from the flow visualisation. At the largest incidence, the frequency content has again increased, with peaks
being visible at 2.87 and 18Hz (St = 0.04 and 0.25). A similar higher frequency content, 74 - 130Hz (St = 1.03
- 1.82) is also found, attributed to the upstream movement of the breakdown location with increase of incidence.
It was noted that the frequency of the helical mode instability phenomenon was found to decrease with increasing
incidence, which is in agreement with the results of Gursul [79] described in Section 1.3.1.

From these studies it is clear that despite its limitations in predicting separation and therefore the secondary vortex,
the solutions of vortical flow over slender delta wings are reasonable. This suggests that for sharp leading edged
delta wings, inviscid methods are sufficient to qualitatively evaluate the behaviour of the leading edge vortices and
vortex breakdown at a much reduced computational cost compared to viscous methods.

1.5.2 Laminar Methods

The next level of modelling is to consider the flow as fully laminar, where the calculations are viscous but tur-
bulence is not considered. As discussed in Section 1.2.1, a laminar boundary layer is particularly sensitive to an
adverse pressure gradient and, thus, the separations predicted by this method are larger than for turbulent flow.
This results in an over-prediction of the secondary vortex and as a result moves the location of the vortex core
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inboard and away from the wing surface [22]. Fully laminar calculations are generally only considered when the
Reynolds number is sufficiently low.

Gordnier [156] considered the unsteady laminar behaviour of delta wing vortices for a 65? delta wing at an in-
cidence of & == 307, The flow conditions corresponded to a Mach number of M = (0.2 and Reynolds number of
3.2 x 10, Two structured grids were uscd in the investigation, which had a C-O topology and approximately
3.3 % 109 and 4.2 x 109 grid points. A short grid study was carried out and the effect of time step on the How
solution was also considered. For the time step study, three time steps were used, Az = 0.001, 06,0005 and 0.00025.
It was found from this study that with a reduction in time step size the soludion impraves, with less distortion
of higher frequencies and a less diffused solution found for the smialler time steps. It was concluded from this
study thal a time step of A7 = 0.0005 was sufficient to resolve the main flow features. The results were compared
to experimental data and were found to exhibit good agreement for the location of breakdown, which occurs at
approximately x/c, = 0.288 for the finer grid and at x/ ¢, = 0.287 in the experiments.

With the wing set to a —4” roll angle, the unsteady behaviour of breakdown was considered, with the spiral form of
breakdown being clearly seen in the results. This breakdown location was found to be unsteady, however the length
of the calculation was not sufficient to determine its frequency. The spiral breakdown was also obscrved to rotate,
but again no frequency was determined. It was concluded that the behaviour of breakdown was in agrecment with
experiments. Further consideration was given to the laminar belaviour of vortex breakdown over delta wings by
Visbal [10], which was discussed in detail in Sections 1.2.2 and 1.3.1. The investigation by Gordnier and Visbal
[96], which considers the cause of shear layer instabilities, discussed in Section [.3.2 was also carried out using a
laminar fiow solver and again shows the ability of this method to accurately predict low Reynolds number flows.

The unsteady behaviour of laminar predictions snay be furlber considered {rom the investigation by Cutmings ez
el. [111, 112]. In this investigation, the flow over a semi-span 70¢ delta wing is considered at an incidence of
¢ = 357, Mach number of A = 0.1 and Reynolds number of Re = 4.07 x 10%, o consider the effects of periodic
suctien and blowing to control the hreakdown of the leading edge vortices. The calculations were carried out on
two nnstructured grids with approximately 5 x 10° and 1.24 x 108 cefl volumes. Consideration was given to the
optimal size of the time step for each grid by considering the frequency conleat of the normal force coelficient
timie histories, from this it was determined that for the fine grid the time step should be Af = 0.00005s which
corresponds to a non-dimensional time step of approximately A7 = 0.0025. Two dominant frequencies were found
within the fine grid solutions for the various time steps, which for the optimum time step corresponded to Si — 1.3
and 6.0.

The unsteady flow behaviour, without the flow control, was considered by applying pressure taps within the con-
putational flow field at the primary and secondary vortex cores. From these taps, the time histories of the pressure
was oblained which were analysed using a PSD to consider the frequency content. In the primary vortex, prior
to breakdown, the dominant frequency of the flow was found to be St = 8.5, however downstream of the break-
down location, this dominant frequency reduced significantly (0 approximately St = 1.35. These [reguencics were
witnessed trom flow visualisations to correspond to the shedding of the shear layer from the leading edge and
the helical mode instability, respectively. The shedding frequency was also found to be dominant in the pressure
signals from the secondary vortex core region and was found to be within the range of frequencies predicted by
Gud-El-Hak and Biackwelder [38]. From consideration of the breakdown behaviour of the flow, it was found that
e secondary vorlex broke down upstream of the primary vortex and was cffecting the breakdown of the primary
vortex. Furiber investigatton determined that this behaviour was a result of the interaction beiween the sccondary
vortex flow and the shear layer instability mentioned. it was concluded that the three phenomenon occurring on
the wing (primary and secondary vortex breakdown and the shear layer instability) must be directly linked.

Therefore, it is cleac that for low Reynolds number flows, lammnar flow solutions are reliable, without the neexl
of large computational expense. However, as the Reynolds number is increased, transition to turbulent flow will
occur on the wing and the validity of these solution would reduce.

1.5.3 Reynolds Averaged Navier-Stokes (RANS) Methods

To obtain further realism in the computational solutions of delta wing flows, the tnebulent behaviour of the flow
needs to be considered and modelled, One of the most common methods of treating the turbulence is to use
Reynolds averaging. This method ettectively simplifies the instantaneous Navier-Stokes equations into mean flow
equations and deals with the contribution of the turbulence and the resulting extra term, known as the Reynolds
stress eusor, through separate numerical models, known as turbulence models. There are a number of different
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ways in which the Reynolds stress (ensor can be modelled, using linear, non-Jlinear and algebraic formulations, The
methodology and formulation of Reynolds averaging, along with & number of turbulence models, are explained in
inore detail in Chapter 2,

A large number of turbulence models exist, which are generally classified by the number of additional equations
needed to solve the complete wirbulent flow behavionr. These include, Zero equation models, such as the Mixing
Lengti: model, ane equation models such as the Spalart- Allmaras model and two equation models, for example the
k— w model. A further set of models can be thought of as Reynolds Stress models or Algebraic Stress models.
However, not all twbulence models ate directly suitable for use iu considering delta wings and vortical flows.
Therefore, a great deal of research has been done into determining what models are suitable and modifying models
to give the most accurate results when compared to experimental data.

In the investigations by Gordnier [157], the linear two equation k£ — £ turbuwlence model is used (o calculate the
turbulent flow over a 65¢ delta wing at a Mach number of M = 0.37 and Reynolds nuniber of Re = 3.67 x 105,
Two angles of incidence are vsed, o — 157 and 30°, to consider the flow with and without vortex breakdown
in order to examine the suitability of this model in predicting the breakdown behaviour. A structurcd grid was
used for this investigation which had a C-O topology and approximately 1.1 x 10% grid puints. Results using the
Raldwin-Lomax model with Degani-Schiff correction for vortical flows were also considered and compated to the
resulis from the & — £ model.

From the rasults of the investigation for « = 15, it was found that the standard k£ — € model was unable to ac-
curately predict the behaviour of the flow due to unpliysical and excessive amounts of ¢ddy viscosity, which had
adverse effecis on the vortex, were predicted. Therefore, modifications of the £ — € model were proposed in or-
der (0 reduce the build-vp of eddy viscosity around the primary veortex core where the eddy viscosity should be
negligible. This is a corunon problem for linear Boussinesq based twbulence models in predicting vortical flows
and is a result of inaccurate prediction of the normal stresscs in regions of high rotation, such as the vortex core.
Thesc modifications are based on limiting the procduction of the turbulence within the vortex core regions by taking
the rotation of the vortex into account. The results using these corrections applied to the standard k — £ model,
showed a great deal of improvement in the resolution of the turbulence within the flow. The levels of eddy viscosity
predicied were reduced, the vortices became stronger and the resulls obtained became more comparable with the
experimental results. Tt was concluded from analysis of the pre-breakdown results, that the & — & model with a
vorticity bascd correction provided the best sclution and thus, only this model was used for the post-breakdown
computations,

At o =307, this model predicled a bubble form of breakdown, which was not in agreenient with the experimental
results. [n the experiment a spiral form was noted. The breakdown location was also further downstream in the
computations than for the cxperimental resnlts. The discrepancy of the form of breakdown was explained by con-
sidering the RANS formulation, which calculates the mean-flow equations with (he turbulence model considering
the turbulent fluctuations and considering the notion that thie bubble form of breakdown is the time average of the
spiral type, as discussed previously. Thus, it was proposed that the solution was exhibiting only the mean-flow,
which would result in a bubble form of breakdown being predicted. In conclusion, Gordnier proposed that the
RANS formulation could only predict mean-flow characteristics, even it an unsteady calculation was performed.

A similar investigalion was carried out by Brandsma er @l [158], which considered the effects of two similar
rotation corrections for the Wilcox & — @ livear turbufence model. The calculations were performed on a 65¢
cropped delta wing at an incidence of ¢ =~ 107 at M = 0,85 and with a Reynolds number of Re = 9 x 108, Again,
a structured grid was used with a C-O topology and approximately 1.8 x 10° grid points. The rotation corrections
applied to the standard k — @ modcl were similar to those used by Gordnier [157]. One limited the production of
the turbulent kinetic cnergy, P, and the other enhanced the produclion of the dissipation rate, Fy, in order to reduce
the eddy viscosity in regions of high rotation. The conclusions of this investigation weve very similar to those from
Gordnier’s work, where it was found that the standard model over-predicted the wrbulence within the vortex core,
which resulted in a weak vorlex being predicted. With the modifications appiied to the model, the results improved
significantly with improved agreement with experimental data. However, the mode] which limited £, was found
to be more diffusive than the £y enhancing moedification and did not adequately reduce the turbulence in the core.
Therefore, it was cancluded that the modification which utilised the enhancement of £, gave the best agreement
witlh (he experimental data and thus was best suited to the prediction of vorticat flows,

Further consideration was given to the use of trbulence models for vertical flows over delta wings in the inves-
tigation by Dol ez al. [139]. In this study the ability of a non-linear eddy viscosity model to predict the flow




CHAPIER 1. INTRODUCTION 33

behaviour is considered, in comparison with experiment and with the results of a standard linear two equation
model with and without rotation correction. The standard model is the X — @ model. The non-linear model is an
extension of this model, formulated from an explicit algebraic Reynolds stress model, which incorporates an exira
anisotropic Reynolds sttess term into the Boussinesy approximalion regulting in an increased dependence of the
model behaviour on the mean rotation tensor. The rotation correction used is the £, enhanced modification pro-
posed by Brandsma et af. [158). Further details of the application and formulation of both of thesc models is given
in Chapter 2. The test case used for this investigation is the cropped 65¢ delta wing used by Brandsma er af. [(58],
described above, with the same flow conditions for angles of incidence of o = 107, 15 and 20°. The structurcd
avid used is siilar to that described above, with a C-O topology and approximately 1.8 x 109 grid points.

It was found tron: the results of the investigation that both the & — e model with rotation correction and the non-
lincar version of the inodel provided a significant improvement an the results of the standard model. Both models
reduced the predicled eddy viscosily levels in Lhe vortex core by dilferent means, which resulted in stronger vor-
tices being formed over the wing surface. At & =157, it was found that the results from the rotalion correction
model were over-predicting the suction peak on the surface of the wing, however the non-fiear model was show-
ing very good agreement with the experimental results. This was also the case at & = 209, where breakdown was
alsa tound to occur over the wing for the model with rotation correction depending on (he initial conditions of
the calculations. From these results, it was concluded that the non-linear model performed better in capturing the
vortex flow than the linear model with the rotation correction. A similar conclusion was reached by Bartels and
Galski [160] for a della winyg al Macl: nuibers of 4 = 0.6 and M = 0.9. The linear Spalart-Allmacas and SST
models were used und compared to results oblained wsing o non-linear explicit algebraic stress model. It was tound
from this stady that the non-linear model gave much improved results compared to the linear turbulence models
used.

I an investigation by Morton et af. [24, 161], the effect of turbulence modelling on the unsteady behaviour of the
flow is shown. A 70¢ semi-span delta wing is considered at a Mach number of M = 0.069, incidence of 277 and a
Reynolds number of 1.56 x 109, which corresponds to the experimental results by Mitchell [13]. Five turbulence
models are used in (his study, three RANS models, the one equation Spalart- Allmaras (SA) model, the Spalurt-
Allmaras tnodel with a rotation correction (SARC), Menter’s Shear Stress Transport model (SST) and two versions
of a hybrid RANS/LES approach, DES, which will be discussed in more detail in the next section, are used. The
DES models are based on the Spalart-Allmaras (SADES) and Menter's Shear Stress Transpoet (SSTDES) madels.
All calculations were run on an unstructured grid with 2.7 x 10¢ cells and used a non-dimensional time step of
AT = 0.005. Figure 1.29 shaws a comparison of the PSD analysis of the normal force coefficient signals for each
mode] used.
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Figure 1.29: PSD comparisons of normal force coefficient tor five turbulence models 1241

From consideration of the frequency content of the unsteady results for each of the RANS turbulence models it
was found that the S-A and SST models are unable to resolve the majority of the freyuencies in the spectrum.,
However, the SARC model had an improved spectrum, which was attributed to the correction eliminating turbu-
lence dissipation within the vortex core. Howcever, this mode! was still found to struggle with some mid to high
trequencies associated with the post-breakdown turbulence scales. When comparing the results to the experimental
data of Mitchell er ad. [162], it was Tound that all the turbulence models except the SST model produced break-
down positions which were comparable to the experimental data. The SST breakdown position was approximately
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10% upstream. Other results showed that afthough the general position of breakdown was predicted by the RANS
models, they failed to resolve ihe basic characteristics of the breakdown region as shown in the experiments. 1t was
determined from analysis of the llow behaviour and unsteady [requencies thac the DES models, allowed a more
accurale simulation of the vortex breakdown behaviour,

The unsteady behaviour of this test case was also considered by Seemarwoto and Boelens [31], with the same
flow conditions using the Py modification of the & — @ turbulence model, proposcd by Brandsma er af. [158].
As before, only the semi-span wing is considered and a stenetured multi-block grid with approximately 3.7 x 108
cells is used. After a brief time step study, a non-dimensional time step of AT = (.0025 was used for the time-
accurate simulations. From the unsteady results, it was found that the instantaneous vortex breakdown osciltated
in the range x/c, = 0.67 - 0.75. However, the time-averaged solution showed breakdown to occur at approxi-
mately x/¢, == 0.74. This is downstrcam of the mean location found in the experiment which was found to be
approximately x/e, = 0.65. To consider the unsteady behaviour turther, the frequency content of the normal force
coctficient was analysed using PSD methods. From this analysis, it was found that a dominant frequency occurrexd
in the signal at approximately 2008 z, which correspontds to a Stroulial nutnber of $¢ = 9. Other peaks of significant
power occurred at Strouhal uurnbers of approximately 11 and 20, The dilference between the time-averaged and
instantanecus How structare was shown clearly using isosurfaces of total pressure Ioss. This showed that the spiral
form of vortex breakdown is an unsteady phenomenon, which is instantaneous and not found in the tiime averaged
flow.

Ttis quite clear that the ability of RANS methods to predict the behaviour, both steady and unsteady, of delta wing
flows is highly dependent on the turbulence model chosen. It is evident that standard models predict unphysical
levels of turbulenec within the vortex core regions, resulting in poor predictions of the voriex behaviour. A number
of rotation corrections for various models have been proposed, to sensitise the turbulence prediction to the highly
rotational flow behaviour, with varying success, However, these are essentially “fixes” specific to vortex flows
and are not based on general physical behaviour. A more general approach is the use of non-linear models, which
by their nature are dependent on both rotation and strain-rate and so add more realism to the model, However,
these models also have limitations, as the wrbulent behaviour is still dictated by 4 numerical relationship between
the eddy viscosity and the Reynolds stresses, which may not be physical for all flow regimes. However, for the
majority of calenlations RANS and URANS methods are relatively inexpensive and while being dependent on grid
refinement for accuracy, do nol require significantly large grids or snxall time steps to reach solutions which may
be reasonable.

1.5.4 TLES and DNS Methods

The most general methods of predicting turbulent flow are large eddy simulation (LES) and direct numerical sim-
ulation (DNS). DNS is a method which allows the full Navier-Stokes equations to be solved directly for all scales.
The size of the grids required is highly dependent on the Reynalds number of the low and thus DNS is ouly veal-
istically vsed for low-Reynolds number flows. LES is a method wlich uses the size of the grid spacings as a filter
to reduce the range of scales being fully resolved. The sciles which are too small to be resolved on the grid are
modelled vsing a sub-grid model. This allows much coarser grids to be used in comparison with the DNS method,
meaning that higher Reynolds numbers can be used. However, the grid refinement required for ILHS calculations
is still significantly farger than that needed for RANS calculations.

Despite the complexity of these methods and the grid refinement issues in the regions of interest, there have been a
number of investigations which use these techniques to consider vortical flows. Tn the investigation hy Mary [251,
the use of large ¢ddy simulation was considered for the resolution of vortex breakdown behaviourover a della wing.
The test case used was the 70 delta wing fromn Mitchell [13] discussed previously, with an angle of incidence of
o =27, Mach number of M = 0.069 and Reynokls number of 1.6 x 108, This Reynolds number is relatively high
for a T.RS calenlation, therefore the prid requirements are substaniial. To reduce the computational expense of the
calculations a Jocalised structured mesh refinement method was used to refine the grid sufficiently in the regions
of interest without creating an overall computational grid which was too large [or reasonable calculation times.
Three grids were created with varying refinement. However, it was accepled that the grid refinement would be
relatively coarse and as such the reliability of the LES calculation for this type of flow was considered. The LES
implementation used a latainav subgrid model and two ditferent near-wail treatments to allow a further reduction
in grid requirements. The first reatnent appiied a no-slip condition with a togarithmic law and the second simply
applied a slip condition to the wall.

The results and resclution of the simulations appear o be dependent on the near-wall treatment. A Q-criterion
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isosurface is used to highlight the flow behaviour, where the Q-criterion is defined as the second invariant of
Vu. The resulting plots are shown in Figure 1.30 for both near-wall treatments. With the slip condition applied
the vortex appears to be smooth and well-organised in structure, until the point of breakdown, which fluctuates
about a mean location of x/c, = 0.7. However, with the no-slip condition applied, the flow exhibits shear layer
structures upstream of the breakdown, which wind around the vortex core region. The breakdown location was
found not to be influenced by the presence of these structures and occurs at the same location. Comparisons of
the mean flow results to experimental data show that the results from the slip condition provide closer agreement
with the experiment than the no-slip results. A fact which was surprising to the authors, however, neither solution
was able to predict the behaviour accurately in the post-breakdown region. Despite the slip condition giving
reasonable agreement with the experiment, by its nature no boundary layer was formed and therefore no secondary
separations occurred, meaning that the solution was not physical. It was concluded that the wall functions used
were not suitable for delta wing flow and that the grids used were insufficiently refined to capture the flow behaviour
accurately.

(a) No-Slip (b) Slip

Figure 1.30: Q-criterion isosurfaces of vortex behaviour for two different near-wall treatments (from Ref. [25])

A DNS calculation was carried out by Gordnier and Visbal [14], which was discussed in detail in Section 1.3.2 as
it deals with the formation and behaviour of shear layer instabilities. This calculation was performed on a semi-
infinite delta wing with a sweep angle of 75 at Reynolds numbers between 6 x 10? and 5 x 10*. These Reynolds
numbers are very low in comparison with real configurations, however are similar to experiments carried out in
water tunnels. Three levels of grid refinement are used, with sizes between 4.8 x 10° and 6.5 x 10° grid points.
The calculations are carried out using a non-dimensional time step of At = 1.25 x 10~%, which for the highest
Reynolds number provides a resolution of 125 time steps to a single period of the highest frequency observed.
From these values it is clear that to scale this calculation up to Reynolds numbers, even of the order of 10° would
mean extremely expensive calculations. However, the results obtained have a high level of accuracy and resolution,
as shown in Figure 1.16.

DNS was also used by Shan ez al. [98] to consider the behaviour of vortex shedding from the sharp leading edge
of a delta wing and the formation of shear layer structures. The investigation was carried out for a relatively high
Reynolds number of 1.96 x 10° at a Mach number of M = 0.1. The wing had a sweep angle of 85 and incidence
of & = 12.5°. For this study, the grid used had approximately 1.9 x 10° grid points. However, this appears to be
very coarse in comparison with the grids used by Gordnier and Visbal [14], discussed above, however the grid
topology is C-H, which may allow improved refinement over the wing. No mention of the size of time step used is
made in the paper. The results show vortex shedding from the leading edge of the wing, caused by an interaction
between the secondary vortex and the primary shear layer. This appears to be similar to the phenomenon described
by Gordnier and Visbal [96] using a laminar flow solver at a lower Reynolds number, mentioned in Section 1.3.2.
The unsteady nature of this vortex shedding was considered and a shedding frequency of approximately St = 1.086
was determined. Unfortunately, no direct comparisons with experimental results are made.

The same technique has also been applied to non-slender delta wings by Gordnier and Visbal [113, 114]. A 50°
delta wing was considered for a range of angles of incidence, 5 < a < 15° at low Reynolds numbers and Mach
numbers and the results were compared to experiments carried out under the same conditions. The grid used for
this calculation had approximately 4.5 x 10° grid points and a time step of AT = 0.0005 was used. These were
shown to be sufficient for the temporal and spatial scales resolved at such low Reynolds numbers. As before, the
agreement with the experimental results was shown to be very good, however for the highest incidence, the loca-
tion of breakdown was predicted to be slightly further downstream than in the experimental results. No reasons
for this discrepancy were given. The unsteady behaviour of vortex breakdown was also considered and dominant
frequencies were found to occur from time histories of pressure coefficient. Upstream of breakdown these were
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found to he St = 0.63 and 10.7, with further peaks at St = 2 and St = 8 found trom the PSD analysis. The higher
frequency was attributed to the shear layer structures while the lower frequency was assigned to a (luctuation of the
vortex breakdown location. Downgtream of breakdown, the frequency response was found to be more broadband
in nature, between St = 0 and St = 5. It was also noted that the spiral form of breakdown was not found for these
cases, however this is likely to be a feature of the sweep angle and not due to the computational solution.

From these studies, it is evident that the spatial and temporal resolution neederl to fully resolve delta wing flows
is prohibitive ta the solution of low at full scale Reynolds nubers. Particularly, for industrial application. Fow-
ever, as computational power rapidly increases, it may be possible that techniques like these may be used more
extensively for vortical flows to validate and improve the accuracy of turbulence models and treatments in the
future,

1.5.5 Detached Eddy Simulation (DES)

In order to reduce the spatial and tenporal requirements of LES, particularly in the boundary layer region, hybrid
URANS/LIS methods have been proposed. These methods allow the advantages of each method to be utilised
by applying the URANS turbulence models to the boundary layer regions and LES to the remainder of the low
domain. This has the advantage of considerably reducing the computational requirements of LES as the boundary
layer region is not required to be as well refined. Due (o the application of LES, the solutions are still heavily
dependent on the spatial and temporal resolution and will therefore require suhsiantially more computational re-
sources than RANS methods. However, by using LES in the majority of the flow donain, the resohution of the
overall flow behaviour will be much improved compared to staudard RANS methods. Generally, these hybrid
methods are known as Detached BEddy Simulation (DES). Further discussion and details of the formulation of such
methods will be given in Chapter 2,

In the investigation by Mortont e af. [24, 161], mentioned in Section 1.5.3, the RANS results for the flow over a
70° wing was compared with that of two DES formulations. 'The DES formulations used were bused on the RANS
SA and SST models and as such wers referred © as SADES and SSTDES. In order to run the DES calculations
and due to their inherent sensitivity to time step size and grid resolution, both a time accuracy study and a grid
dependence study were carried out. From a PSL analysis of the time history of Cy for various time steps, it was
found that with decreasing time step size (e dominant frequency of the signal tended toward an asymptote. Based
on the final vatue of this asymptote, the optimum time step for the calculation was chosen as 7 = 0.005. Similarly,
a detailed grid resolution study was carried out, which is detailed in [163]. The results of this study showed that
both the meditm, baseline and fine grids could capture the dominant frequencies. Thus, the bascline grid, with
2.45 » 109 cells was chosen to perform the camparison with the RANS models. As stated previously, it was found
from the comparison shown in Figure 1.29, that the DES methods were able to capture the full range of frequencies
which occur in the flows over delta wings. From analysis of the vortex breakdown behaviour, it was also found that
the breakdown was more clearly resolved in the DES solutions. Overall it was concluded that the DES micthods
morc accurately predicted the behaviour of the flow,

In a parallel study conducted by Mitchell ef af, [29, 164], the presence of vortical substruciures was investigated
using DES based on the Spalart- Allmaras turbulence model for the same test case. As before time step and grid
resolution studies were carried out. However, for this investigation a method known as “Adaptive Mesh Refine-
ment” (AMR) was used o refine the grid in the regions of interest, namely the vartex core region. Five grids were
compared, which were all unstroctored and consisted of 1.2 x 108,2.7 x 105,6.7 x 109, £0.7 x 10° grid points and
an AMR grid of 3.2 x 109 grid points. The results agreed well with the experiments, with small spatially stationary
sub-vortices abserved in the shear layer of the very fine grid and the adapted grid. HFowever, it was found that
the structures observed in the adapted grid solution were closer to the experimental results than the very fine grid,
Based on this it was suggested that the occurrence of the structures was extremely grid dependent. With the degra-
dation of the results on the very fine grid being due to an increascd refinement of the trailing edge vortices which
seem 10 have an upstrcam effect on the shear layer. It was concluded from this study thal furtlier work was needed
on a time-accurate simulation of these structures to determine their cause. The use of IDES was recommended due
to the accuracy of the solutions, however, it was noted that care must be taken over the creatjon of the grid as the
resulis are heavily dependent on the resofution of the grid in the vortex region.

DES investigations have also been carried out by Gortz [5, 32, 165] vsing the same 70° wing geomeiry at o = 27°
and with a Reynolds number of Re = 1.56 x 10°. 'Uhis study ditfers from the previous investigations as it considers
a full span wing and uses a slightly higher Mach number of M = 0.2. A stractured grid was alsc used, with a
H-C-H topology and approximately 4.23 x 10° cells. As before, a time step study was conducted. This study was
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carried out on a semi-span wing in order to reduce length of the calculations. The time steps used and the resulting
dominant frequencies from the PSD analysis of the Cy signals are summarised in Table 1.3.

Dominant 5¢ of Cy
At, 5 Az Time History
0.0005 ¢.0446 1.95
{0.00025 0.0223 2.59
.000125 040112 2.73
0.0000625 0.0056 2.72

Tabfe 1.3: Time sieps used in DES time accuracy study [32]

It was cvident that with decrcasing Gme step, (at he dominant fequency increased, However, as in the nvesti-
pation of Morton et al. [24], this valuc approached an asymptote. Thercfore, a time step value of At = 0.000065s
was chosen as it appeared to provide reasonable temyporal accuracy. Due to the expense of the caloufation, the DES
simulation was stopped after 89 non-dimensional time units, which corresponds to a total time of 0.0056 seconds.
Due to this short time duration, the results gained may be susceptible to transients within the solution and as a
resnlt, were treated with cantion. From the PSD analysis of the unsteady Cy sighal two dominant frequencies were
found, at 182 and 727/ z, which correspond to Strouhal numbers of St = 2.5 and Sr == 10.2, The lower frequency
was attributed to the helical mode instability and the higher frequency was determined to be related to frequencies
found for the Kelvin-Helmholtz insiability, and was assumed o be characteristic of vortical substructures in the
fow. It should be noted that a Strouhal nuniber of approximately 10 was also Tound in the investigation by Miwchell
et al. 129, 164] detailed above for vortical substructures. However, from analysis of the flow solution, ne vortical
substructures were observed, It was proposed that this was due to the relative coarseness of the grid in the vortical
tegion. The signal was not sufticiently long to detect any frequencies associated with vartex breakdown oscillation,
however this behaviour was witnessed from the flow visnalisations and the location and amplitude of the oscilla-
tion was found to agree well with experimental observations. Further analyses of the flow were considered and
compared to experimental data and it was found, overall that the agreement was good. In conclusion, it was stated
that DES is capable of predicting the vnsteady behaviour ol the vortex breakdown Tocation accurately, however,
that further work was necded to determine grid refinement issucs.

The URANS investigation of this test case by Soemarwoto and Boelens [31] discusscd in Section 1.5.3, was cx-
tended by de Cock et al. [166] using an alternative hybrid RANS/LES turbulence treatment called extra large
eddy simulation (X-LES). This model uses the & —~ @ turbulence model within the boundary layer and LES for the
remainder of the flow domain. The same grid and time step are used as in Ref, [31]. From consideration of the
PSD analysis of the normal force coefficient signal, in comparison to the URANS solution detailed previously, it
was Tound that the peak at St =~ 9 was not as dominant in the X-LES solution. However, more power was found
in the higher frequencies, which indicates that this method is capturing more scales than the URANS calcula-
tion. Further examination of the flow structure showed that vortex breakdown was predicled further upstrearn at
x/cy = 0.71 which was in slightly better agreement with the experimnent. It was concluded Jroin this study that
in comparison with the URANS results, tlie X-LES solutions exhibited a clear qualitalive improvement due (o an
increase in resolution of the details of the flow.

From these investigations, it appears that DES can provide an increase in accuracy in comparison with URANS
methods. However, as stated, this accuracy is highly dependent on temporal and spatial resolution, which results
in large computational resources being required. However, these resources are not as considerable as those needed
for LIS or DNS as stated previously.

1.6 Objectives

From he lileratore review, it is clear that the dow over slender delta wings 1s complex. with the presence of break-
down and many ather instabilities existing in the flow and the possibility of interactions with shockwaves nceurring
at transonic velocities. Itis also clear that although much progress has been made in understanding this flow behay-
iour, there ave still many aspects which are not well understood. Qne of these aspects is the nature of breakdown in
transonic flow and the possible interactions which occur betwcen the vortices and shocks. The sudden appearance
of breakdown in transonic flow can have significant effects on the acrodynamic performance of an aireraft. The
ability of CTFD to predict this type of behaviour has also been considered and it is ciear that this tool could provide
more insight into the mechanisms which drive the abrupt nature of breakdown. Due to this, one of the aims of
this project was to consider the transonic tlow over a slender delta wing, with a view to considering the ability
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of RANS methads to predict the Now hehaviour and 10 examine the causes and behaviour of vortex breakdown
within such a regime. This section of the project was carried out within the framework of « NATO AVT Task group.

The sccond aim of this work was to consider the unsteady behayviour of vortex flows at moderate angles of inci-
dence where breakdown occurs on the wing. It is clear that the unsteady nature of the flow can have a significant
effect on the overall flow behaviour and can interact with the surface of the wing or with other aircraft structures
as buffet. It is evident from the literature review that much work has been cairied out to consider this type of flow,
particukarly using CFD techniques and a number of high fidelity turbulence treatments have been proposed which
allow further accuracy in the numerical solutions of such flows. It is clear that the use of DES allows a greater
resolution of the unsteady flow hehaviour, however this improvement in resclution come with a significant increase
in computational expense over statistical methods such as URANS. It is interesting to consider the ability of DRES
and URANS methods to capture the main unsteady features. To assess the capabilities of the DES solution, com-
parison was made with cxperimental data and with cxisting DES caleulations. The ability of URANS to predict
the flow behaviour is then compared with the validated DES results.

1.7 Thesis Outline

Chapter 2 considers the numerical methods, turbulence models and other computational techniques used in the in-
vestigations. Chapter 3 considers the behaviour of vortical flows and vortex breakdown under transonic conditions.
Chapter 4 considers the ability of the DES turbulence treatmnent (o predict the unsteady behaviour ol a subsonic
delta wing vortex, including breakdown. Chapter 5 then considers the same test case, using TTRANS to consider
whether g approach mnay be used w predict the main unsteady features of the flow compared to the DES solutions
of the previous chapter. Finally, overall conclusions are drawn and extensions to the work will be considered.



Chapter 2

Methodology of CFD Investigations

2.1 Introduction: The Navier-Stokes Equations

Computational Fluid Dynamies (CTD) uses numerical methods to solve the conservation equalions of luid flow,
known as the Navier-Stokes ciuations. Thesc arc a set of Partial Differential Equations (PDEs) which describe the
conservation laws for mass, momentum and extergy, given by,

e Mass - the continuity equation,
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where 7;; is the viscous stwess tensor, which for a Newtonian fluid is proportional to the strain-rate tensor,
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where the viscous strain-rate tensor is,
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where E js the total energy of the fluid, defined as
1
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The heat flux vector, ¢; is given by Fourier’s Law aad is defined as,
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These equations, along with (he equations ol state {or a perfect gas
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provide a complete description of the flow and heat transfer of the three-dimensional, Newtonian fluid flows con-

sidered in this thesis.
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2.2 Turbulence

At low Reynolds numhers, the Navier-Stokes equations predict behaviour known as Taminar flow, Viscous stresses
and the viscous diffusion of vorticity and momentum damp owl any small scale instabilities, Liowever, as the
Reynolds number js increased, inertial effects become increasingly imnportant and the viscosity of the flow is no
longer able to maintain the smooth behaviour. With the growth of instabilities, the flow becomes highly irregular
and three-dimensionsl and the flow transitions trom a laminar state to a turbulent one. Turbulence can be defined
as an irregular flow where the physical properties fluctuate rapidly in time and space. These fluctuations occur over
a large range of scales and are associated will) structures in the flow, known as tibulent eddies. The size of these
eddies can be described by their characievistic length €. Associated with this length are characteristic veloeily and
time seales, #{f) and () respectively.

"T'he behaviour of the turbulent eddies in the flow is highly non-lincar with interactions occurring between fluctua-
tions with a wide range of wavelengths, The physical process, which allows thesc interactions, 1s known as vortex
stretching, Vortex stretching is an inlicrently three-dimensional property of the flow which means that turbulence,
by its nature is three-dimensional, ‘I'he tnrbulence gains energy from the vortex elements in the flow, if they arve
alignad in such a way that the velocity gradients can stretel (hiem. This process is known as the production of
turbulence. As a result, the larpest turbulent eddies within the flow cury most of the energy. However, the larger
eddies also act on the smaller eddics, in turn stretching their associated vortex elements and transfercing energy to
them. This trausfer of energy is then continued to even smaller eddies vntil the viscous forccs become dominant
and the energy is dissipated. This is known as the energy cascade. As well as transfecring energy to the smaller
eddies, the larger eddies also migrate across the flow carrying the smalier eddies with them. This movement of the
turbulent structures results in an inerease in the mixing and therefore, diffusion of mass, momentm and energy
contained in the fluid. This is known as turbulent mixing.

The energy which 1s associated wilh turbulence and the cascade process is known as the turbulent kinetic energy,
k and the rate ut which this energy is transfered is termed the rate of dissipation, defined as,

dak
& = e 2.10
dt ( )
The rate of dissipation is set by the largest eddies within the flow and the snallest eddies adjust to this value, The
range ot the scales in a turbulent flow, from the smallest to the largest eddies, is dependent on and increases in
extent with Reynolds number as,
" ~1 7
n ~Re; 374
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with 1 and {, being the chacacteristic lengths of the smallest and largest eddies respectively and Rer being the
Reynolds nunber based on the turbulent characteristics of the flow. In a similar mauner, the ratio between the
largest and sinallest velocity and time scales can also be defined as,

(2.11)
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From these equalions, it is clear that the smallest scales of the flow can be many orders of magnitude smaller than
the largest tarbulent scales, It is also cvident that as the Reynolds number increases the range of scales increases.
As turhulence is a continunm phenomenon, the smallest scales are {ac Jarger than any molecular length scale. The
size of the smallest scales was determined by Kolmogorov bascd on dimensional analysis and are dependent on
the rate of dissipation and the kinemalic viscosity, given by,

1/4 \ ST .
n - (v /e)*, g = (ev)'/*, = (v/e)"* (2.13)

These are known as the Kolmogorov scales, where
Re — Ny /v =1 (2.14)

In comparison, the largest scales in the flow caa have the same order of magnitude the width of the flow, such as
the boundary layer thickness, for exampfe, During his stucly of wrbulent seales, Kolmogorov made a number of
hypotheses based on his observations. These included that at sulficiently high Reynolds numbers, the small scale
turhulent motions were universal in that they were independent of the flow geometry and statistically isotropic.
Aunisatropic turbulent scales exist only for the largest length scales of the flow. According to Pope [167] this corre-
sponds to the largest 16% of the eddies. As stated before, the largest eddies contain inost of the energy of the flow
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and therefore have the largest influence on the mean flow. As a result the anisotropic turbulence is known as the
“energy containing range”. [n the isotropic turbulence range, which extends to the smallest turbulent scales, the
energy caseade continues until at the smallest eddies, the molecular viscosity is sufficient to dissipate the energy to
lzeat. This range of turbulent eddies is known as the “dissipative range” or “viscous range”. The region in between
the energy containing eddies and the dissipative range is known as the “inertial sub-range”, where the behaviour
of the energy cascade is dominated by inertial ctfects. The behaviour of this region can be uniquely described by
arelalion based on the rate of dissipation, €.

The time and length scales of a flow are generally represented by frequencies and wavelengths (or wavenumbers,
k) which are obtained from the use of Fourier analyses of the temuporal and spatial histories of the flow, respectively.
Fourier analyses and statistical methods are discussed in more detail in Appendix B. 1¢ is more usual to congider
turbulence as a range of wavenumbers, which are assaciated with the length scales of thie turbulent eddies. Using
this convention, the turbulent kinetic energy for a range of wavenumbers can be defined as

k:fu E(x)dx (2.15)

where E(Kk) is Lthe energy spectral density related to the Fourier aualysis of &, From this relation, it is evident thal
the energy within a turbuient flow may be described from the energy spectrom, £{x) vs. k. Figure 2.1 shows a
representation of this spectrun on a log-log scale showing cach of the ranges discusscd above. This plol shows
that the inertial sub-range is described by a straight Jine, which has a gradient of -5/3 and is only dependent on the
rate of dissipation as described above. This slope was defined by Kolmogorov, as a result of his hypotheses and
dimensional analysis und is known as the Kolmogorov -5/3 Slope (or Spectrum), given by,

)

E{x) =Cee¥?xc /3 (2.16)

where Ck is the Kolmogorov constant.
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Pigure 2.1: Energy Spectrum for a turbulent flow - log-log scales (From Ref. [26])

2.3 Turbulence Modelling

As mentioned before, the Navier-Stokes equations completely describe the behaviour of all the fluid flows consid-
cred in (his thesis, For turbulent flows there are a large nunsiber of temporal and spatial turbrlent scales, which need
0 be resolved. When the Navier-Stokes equations are solved tw resolve all scales this is called Direct Nurerical
Simulation (DNS)}. However, this requires hugely refined grids to capture all the length scales of the How and
makes this methad unrealistic for all but the most simple, low Reynolds numbee flows. Thercfore, to reduce the
computational expense in resolving all the scales of turbulence, mathematical modelling is introduced to account
for a proportion of the small scale turbulent fluctuations. These mathesnatical techniques are kuown as Turbu-
lence modelling. In this investigation two approaches to the simplification of the Navier-Stokes cquations and the
ueatment of tarbulence are used. These are the Reynolds averaging approach and Large Eddy Simulation.
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2.3.1 Reynolds Averaging Approach

One method vsed (o simplify the Navier-Stokes equations and 1o reduce the range of turbulent scales is Reynolds
averaging. This involves decomposing the instantaneous How into a mean flow and turbulent finctuations, which
is known as the Reynolds decomposition. It should be clarified at this point that “mean flow” is taken to mnean
the slowly varying flow behaviour, and is not necessarily constant with time. This decomposition is then substi-
tuted into the Navier-Stokes equations, before an averaging process is applied. There are three main methods for
averaging the How: time averaging, spatial averaging and ensemble averaging. The most common method within
engineering flows, however, is time averaging, which will be detailed in this section. Details of other methotls ire
given in Wilcox [26].

The velocity component, ;, will be used to explain Reynolds averaging. 'I'his is applied to other flow variables in
a similar way. Generally, the Reynold’s decomposition takes the form,

w;— Ui~} (217

where U; is the inean flow velocily and «f is the fluctuating velocity duc to turbulence,
For statistically stationary turbulence, that is a turbulent flow where the mean flow does not vary with time, the
time average is caleulated from the instantaneous variablie by using,

1 p+T
i —= lim = et 2,18
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In practice, the term, 7" — <, means that the integration time T should be of a sutficient length in comparison to
the maximum period of the fluctuations. The time average of the instantancous velocily decomposes o (e time
average of the mean flow, which duc to its stationary nuture is equivalent W fhe inean, U; = (U;), and the time
average of the turbulent fluctuations, which are zern, “; = (],

However, it has been discussed in Chapter 1 that delta wing vortical flows have an inherently unsteady behaviour,
where the mean flow will vary with time. Therefore, any turbulence which accurs in the flow will fluctuate about
an unsteady mean flow. This is known as non-stationary turbulence. For this cise, the Reynolds decomposition
as given in Equation 2,17 is still applicable, however, the mean flow velocity may be further decomposed into a
stationary mean, (U;), and unsteady component, /',

Ug = (”() —|—££? (219)

Thus, the instantaneous velocity can be decomposed into the form,

= U5 | ul | (2.20)
The application of the time average is also slightly different and takes the form,
. 1 {+ 1
;= '-‘7:'“/‘. uelt 221}

where the sample time, 7', should be chosen to be much larger that the small scale fluctuations of the turbulence,
but also much smaller than the scules of the mean flow oscillations. This is due to (e time averaging valy being
appropriate if the period of the oscillations of the mean flow are large in comparison to the time scales of the
turbulent motion. This is an inherent complication of turbulence as it is not always possible to assume that the
turbulent fluctuations will be small. However, from consideration of the discussion given in Section 1.3.3 which
shows that the majority of characteristic flow features occur at very low non-dimensional frequencies of less than
St — 10, it may be assumed for vortical flows that this is the case. Flowever, care should be taken when analysing
the results. Therefore, applying LEquation 2.21 yields, as before, the time average of the mean flow, J; and the time
average of the turbulent fluctuations, which again will be zero, ﬁj = 0. However, this time, the time average of the
mean flow does not equal the mean, {U/;)

To form the Reynolds Averaged Navier Stokes (RANS) and Unsteady RANS (URANS) equations, the Reynolds
decomposition, Equation 2.17, for each flow variable, is substituted into the Navier-Stokes equations. The time
averaging proccess described above is then performed. Many of the nesv teemns created from the Reynolds decom-
position disappcar due to the titme averaging of the turbulent fluctuations, ;;; = 0 and thc momentum cquations
become,
_ TFIT. ol =
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However, two new non-lincar terms arise from the convective term as the tie average of the product, a5, yields,

iy = (Ui+ ) (U1 u;-) = U+ H:-H} (2.23)
For stationary turbulence, il was stated before that the time average of the mean flow is cqual to the mean of
the flow, therefore the terin T;U; simplifies to (U} (U}, The second term, uju’, cannot he approximated and is
consistent for both stationary and nou-stationary turbulence. This creates a set of six new unkuomw,—pu,’.u}
which are known as Reynolds stresses and denoted by *r;'j . the Reynolds stress tensor. This lerm is ssually included

with the viscous stress tensor and the (UYRANS equations, for incompressible flow, become,
20, 90U, P 0
-+ La = (Ty+15) + 06 (224
Por TP ax; ;i  Ox; (B + ) +0f )

A similar process is carried out for the energy equation, which becomes,

(EY  IpTEY  PT) @ .. o .
(20 OO T (e ) O (ko) @29
- § Ag j

where R is the turbulent contribution of the heat flux vector as defined in Equation 2.8, using the turbulent cddy
viscosity aud turbulent Praadtl number Pry. The presence of these unknowns creates a closure problem, which
requires a new set of equations to caleulate the Reynolds stresses from the knowa imean guantities, One common
approach is based on Boussinesq's approximation,

The Boussincsq approximation is based on an analogy which likens the influence of the Reynolds stresses to the
viscous stresses ay defined in Equation 2.3, Tu this, way the anisotropic Reynolds stresses, (w;; — ujed; %kﬁ,- ), are
assumel proportional to the mean strain cate and can be expressed as,

ayy = — 2405 (2.26)

This intruduces a viscosity parameter, known as the turbulent eddy viscosity, uy. As the Reynoids stresses also
include an isotropic part, Boussinesq’s cddy viscosity hypothesis becomes,

— . 2
zf = —pid, = 24 i — PR 227)
where £ is the specific turbulent kinetic energy of the turbulent fluctuations, given by:
i .
= (2.28
k 5 (2,28}

which can also be thought of as half the trace of the Reynolds stress tensor. In reality, there are two assumptions
being made in this approximation, 1. that the anisotropic Reynolds stresses can be defined at each point in space
and time by the wean velocity gradients and 2. that (lie turbulent eddy viscosity is a scalar property of the flow
meaning that the relationship between the anisotropy and the velocily gradients is linear. However, this method
has the advaniage that the Reynolds averaged equations have the same forin as the Navicr-Stokes equations as
shown above and that the nmuber of unknowns in the system of equations is reduced to one, greatly simplifying
the closure problet. The turhulent eddy viscosity may be defined as the product of a velocity scale and a length
scale. It is in the direct or indirect caleulation of the cddy viscosity where the majority of (HDRANS turbulence
models are applied and it is in the specification of these scalcs where the majority of models differ.

2,3.2 Favre-Averaging for Compressihle Flows

In addition to fluctuations of velocity and pressure, the density and temperatare will also fluctuate for compress-
ible flows. This means that density is also now included in the partial differentials of the convection terms of the
Navier-Stokes eguations. If the Reynolds averaging procedure ontlined in the previous section is applied to the
resulting Navier-Stokes equations, with the density also defined us the sum of its meay and fluctuating parts, the
comnplexity of the equations increases counsiderably, This is due to the introduction of correlations containing the
Muetuating density, 2. This will also increase the required complexity of turbulence clesure models.

This problem can be overcome by using the density-weighted averaging procedure proposed by Tavre [168] (this
procedure is also known as Favre-averaging). Tn this method, the mass average is intraduced, in a similar way 10
tlie titne average given in Equation 2.18, again using the velocity components, #; as an exainpie,
1 .. 1 i1
& =< lim T Duids (2.29)
¢
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where £ is the time averaged density. This method is similar 1o Reynokls averaging in that the instantaneous ftow

variables can be decomposed inlo mass averaged, #; and fluctuating parts, «”.

t = o (2.30)

The velocity decomposition is then multiplicd by the density and time averaged to form the Favre average decom-
position.

P = piii+pu” (231)
However, the Favre average of a fluctuating variable is equal (o zero, therefore, the time average of the density
correlation is equal to the time averaged density multiplied by the mass average of the variable,

U= ;‘51";' (2.32)
or alternatively the mass average of the variables may be defined as,

oy

= Q

P

It is important to note that Favre averaging is only a mathematical simplification which eliminates the density
Nuctuations from the averaged equations. It does not, however, eluninate the effects of the density Auctuations on
the (urbulence in the flow.

Using the Favre averaging technique, the Navier-Stokes equations take the form,

(2.33)

api; 3,6:1,-:?.7; aB a . _ r
= g\ 2.34
o ox; F dx; (% -+ %)) (2.34)

A(pE)  HpiHk) (P @ R
= — (B + ) = 235

at + axj G.'J\‘g' C),\fj (( . 1;) : ql) ( )
It is clear that these equations are analogous to the incompressible RANS equations given in Equations 2.24 and
2.25. However, in this case the Reynolids stress tensor is given by,

15} - _"T:””i” (2.36)
As a result the Boussinesq approximation is slightly altered such that the strain-rale tensot used for the calculation
of the anisotropic part of the tensor becomces,

=8 (2.37)
k

Due to the similar form of the Favre-averaged equations to the RANS equations, the details of the turbulent closure
and applicable tirbulence model are the same. Therefore for casc of presentation, all turbulence models are written
in incompressible form.

2.3.3 Large Eddy Simulation

An alternative approach to simplifying the Navier-Stokes equations, is Lurge Eddy Sitnulation (LES). LES was
initially proposed as a means 1o reduce the required computational expense of DNS. It does this by essentially
applying DNS to much coarser grids and therefore only resofves the larger turbulent eddies in the flow. However,
due to interactions between all scales in a turbulent flow the smaller scales are important to defermine a complete
and accurate turbulent solution. Thus, the influence of the scales smaller than the prid cell dimensions, known
as Subgrid Scales (SGS8), are modelled using what 1s known as “Subgrid Scale modelling”. In resalving only the
larger scales, much coarser grids and time steps can be used, compared to DNS, as the smallest resolvable scales of
the flow are now much larger. This also has the consequence that LES is feasible at significantly bigher Reynolds
numbers.

1o apply LES, the llow variables are again split into two parts: the resolvable (or filterecl} component and the
subprid (or residual) component. As before, a velocity component will be used to iflustrate. The decomposition is
analogous to the Reynelds decomposition discussed abave and takes the form

= i A u (2.38)
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Howcever, in this casc the resolved scales may exhibit unsteady behaviour and e filtered residual does not become
zero. These components of the instantaneous velocity can be further deccomposed, to show what is being captured.
Using similar terminology as for the URANS dccompositions above, the filtered variables may be considered as the
sum of the mean velocity, unsteady mean flow fluctnations and a proportion of the turbulent fluctuations resolved
on the grid, defined by ¢.

= U+l + b (2.39)

‘The subgrid component constitutes the remaining turbulent fluciuations which are too small to be resolved,

u = (1 ¢ (2.40)
In the LI!S method, the two components of the decomposition, the resolvable and subgrid scales, are separaled by
applying fillering techniques. These techniques are applied in such a way that the maximum cell dimmensions of the
grid, given by Equation 2.41, are nsed as the filter width,

A= max(A, Ay, A;) (2.41)

The filter usually takes the form of a convolution integral,

ity (x) = / Glx— u(xydx {2.42)

where & is the filter function, whick for a box filter, such as a computational grid, takes the form,
o ] A < 4A72 -
G(x) = { 0, otherwise 243)

Using these techniques, the Navier-Stokes equations can be obtained for the filtered component of the flow, These
equations take the form, o
dpi; | Opmuy 9P 9ty
af dx i dx; ax i
As with the RANS method, this introduces a non-lincar convective term into the equations. [n this case, in a
similar wav to Reynolds averaging, the filtered product is not equal to the product of two filtered variables with the
diffcrence being the Sub Grid Scale (SGS) or residual stress tensor, *rf;'s

(2.44)

G = ma Ty (2.45)

The sub grid scale slress tensor is the sum of a number of viscous stresses created from the filtering process
duc to the inequality #; 5 ;. These stresses are known as the Leonard Stresses, cross-stresses and SGS stresses
which describe interactions between the resolved turbulence and the small scale wrbulence, More detail of these
stresses and their significance can be found in Pape [167] and in the lecture notes of Ferziger {169], It can also be
decomposed into anisotropic and isolropic parts.

-
o =i+ 50, 246

wiiere &, is the residual kinetic energy given by,

Ipi; AP 9P 2y

el o ) + 7 (m; + 5% (2.48)
Comparing Equations 2.24 and 2.27 with 2.44 and 2.46 it is clear that the filtered equations and subsequent stresses
are analogous to the Reynolds averaged equations. Thus, the additional stress tensor can be treated in a similar way
to the Reynolds stress tensor in the (U)RANS formulations. This is the basis for the simplest and most widely used
approach for the subgrid scale modelling, proposed by Smagorinsky. 1n this model, the anisotropic stress tensor is
assumed to be proportional to the liltered strain rate tensor in a similar manner to the Boussinesq approximation.
As before, an cddy viscosity is ussociated with this reJationship, known as the Smagorinsky cddy viscosity, Hygs-

@ = 2458, (2.49)
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The Smagorinsky eddy viscosity is taken to be a scalar quantity defined as,

e
fisns = P (CA) 4/ 84535 (2.50)

where C; is the Smagorinsky constant taken as 0.18. As for the Boussinesq approximation, this provides a linear
relation for the sub-grid scale stress tensor

- —~ 2., .
T = 2tsonSi — gpkz-bfj (2.51)

itis important to note at this stage that although the sub grid scale stress tensor is analogous to the RANS Reynolds
stress tensor and the role it plays is similar, the physics which is being modelled are quite different, Due to the
formulation of LES discussed, the energy contained in the sub grid scales is a much smaller proportion of the
total flow energy than the RANS turbulent encrgy. This suggests that only the smallest, isolropic scales need to
be modelled and therefore the model accuracy may be less crucial for sub grid scale modelling than for ((DRANS
computations, which need to consider the anisotropic scales. For a more detailed cxplanation of LES pleasc refer
to Pope [[67].

2.4 Application of Turbulence models to Delta Wing Vortical Flows

To understand how turbulence models predict the behaviour of delta wing flows it is important to understand the
behaviour of (he velocity gradients and the production of turbulence in a turbulent fiow and the mathematics which
is used to describe these phenomenon.

The velocity gradients of the fow are the components of a second-order tensor and as such can be decomposed
intoe isotropic, symmetric-deviatoric and anti-symmetric parts. A useful and detailed explanation of the properties
of second-order tensors can be found in Appendix B of Pope [167]. The decomposition is shown in Equation 2.52
where the symmetric-deviatoric part corresponds to the strain rate tensor and the anti-symmetric-deviatoric part is
the rotation tensor,
du _ 10wy
ax_; - 3 ax,'( +

The strain-rate tensor was defined in Equation 2.4 aud the rotation tensor is defined as,

bt/ duy  duy
%-3(50-5) 2P

-+ 854 Q5 (2.52)

The rotadon lensor is related to the vorticity of the flow,
) — &S (2.54)
where & is the alternating symbol defined as,

1, if (i, j, k) arc cyclic e 123, 231 or 312
g =4 —1, if (i, j, k) are anticyclic i.e 321, 132 or 213 (2.55)
0, otherwise

Generally, within shear layers it is found that the velocity gradients are dominated by the normal gradienis, there-
fore, the strain-rate and rotational weusurs will be roughly equal. However, as the vortex core is approached the
flow tends to a purely rotational state and the rotational tensor will be larger.

The production of turbulent kinetic energy is defined as the product of the Reynolds stress tensor and the velocity
gradienl, ~
_ 20U

Y dx;
This equation mathematically defines the transter of energy from the mean flow to the fluctuating velocity field.
This is caused by the mean velocity gradients interacting with the Reynolds stresses due o the process of vortex
stretehing discussed previously. An important teature of this behaviour is that only the symmeleic part of the
velocity gradient, the strain-rate tensor, and the anisotropic part of the Reynolds siress (cusor contribute to the
production of the turbulent kinetic energy, such that Equation 2.56 can be written

Py (2.56)

Pe=aijS; (257
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From this relationship, it is clear that the production of the kinetic energy is proportional to the strain-rate (ensor.
Considering the behaviowr of delta wing vortical flows, Equation 2.57 implies that the production of turbulence
will mostly occur within the shear layer and surraunding flow and not within the vortex care where the flow is
highly rotational. Therefore, it would be expected that the turbulentce within this region would be low and the core
may be thought of as approaching a laminar state. A successful turbulence model for this type of flow should be
ahle to predict this behaviour.

24.1 Wilcox £ — o Model

The & — @ model is a two equation Boussinest) based turbulence model proposed by Wilcox [34]1. This model
uses the How parameters, k, specific turbulent kinetic cnergy and, @, the specific dissipation ratc per unit turbulent
kinetic energy to calculate the eddy viscosity and to close the Reynolds averaged Navier-Stokes equations. The
kinematic eddy viscosity for this model is given by,

k
Ur = .05 (2.58)

To calculate the turbulent kinetic energy and dissipation rate, two transport equations are added to the Navier-
Stokes equations in the solution of the flow, The transport equation for the turbulent kinetic encrgy is given as,

dk  OkU; 9 Ik
— = - ot ) =—| - P - B'pko 2.59
paf te (')xj ()xj (”'4 !.T)(}.‘.\'.j \-\f-/ \'{i...g__.x ( )
s > - Production  Dissipation
Convection Dif fusion

This equation is similar in Torm to the momentum equations given in by Equation 2.2 and includes convection,
diffusion, production and destruction terms as indicated. The transport equation for the dissipation, @, takes a
similar torm and is given, along with all the definitions nf the coafficients used in this model in Appendix A. To
understimd how this model applies to delta wing vortical {lows, it is necessary to consider the production terms.
The production of the turbulent kinetic energy was defined in Equation 2.56 and the corresponding term for the
dissipation rate is given as,

Po= 0 B (2.60)

As mentioned, this model uses the Boussinesq approximation to calculate the Reynolds stresses and, thus, the
production terun is expanded to becomce

Pe= 20085555 (2.61)
It is clear from these definitions that the production of & and @ within this model, arc only dependent on the mean
strain-rate of the flow and does not take the rotalion rate into account. This is an over-simplification and results
in a large over-production of turbulence within the vortex core as the regions of high vorticity are not accounted
for by the model. This over-production of turbulence causes the model to predict exaggerated levels of vorticity
diffusion and, thus, results in the prediction of a weak vortex which cannot be sustained and quickiy diffuses,

2.4.2 k- w with I, Enhancer

To rectify the inability of the “standard” Wilcox & — @ to accurately predict the turbulent structure of the vortex
corc, two diffcrent methods of rotation correction were proposed by Brandsma ef al. [158]. These models were
suggested to conuol the production of turbulent kinetic energy and hence the levels of turbulent eddy viscosity
in the core region. The first method directly limits the production of & by using the dissipation term as a limiler.
Whereas the second methad, and he one used in this tnvestigation, increases the production of the dissipation rate
(w) within regions of highly rotational flow. In order to apply this rotation cotrection to the appropriate regions
within the flow, a suitable sensor was defined to distinguish between shear layers and vortex cores. This sensor
considers the ratio of the magnitude of the zero-trace mean strain-rate (ensor to the magnitude of the mean rotation
tensor defined below as,

_ 5 _ 288" 2.6

97 (o)™

As mentioned before, in shear layers, the strain-rate and rotational tensors are roughly equal, such that » a2 1,
whereas in the core of the vortex the flow approaches a rotational state, which implies » < 1. The correction for
the dissipation production term is defined as,

Poy =0 -‘fnmx (9,52 2.63)
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which is equivalent to dividing the production term of @ by min (rﬂ, l) , thus,

-Pm

Py, = ————— 2.64
Waers miu{rz,l] ( 3)

Using this correction, the model now enhances the production of the dissipation and, thus, increases the dissipation
of &, wlich, in turn, decreases the turbulent eddy viscosity and turbulent production within the core regions.

24.3 Non-Linear Eddy Viscosity Model

The non-lmear eddy viscosily model (NLLEVM) is based on the Wilcox & — @ model and uses the formulation of an
explicit algebraic Reynolds stress model proposed by Wallin and Johansson [170] to model the Reynolds stresses.
Essentially, (his model introduces an extra term to the calculation of the anisotropic Reynolds stresses as defined
by the Boussinesq approximation, such that,

dij — 2}.1'.—,:-5;';‘ - a};x) (2.65)

The addition of this extra term, a}?x) creates a non-linear relationship for the Reynolds stresses due to its depen-
dence on both the mean strain-rate and rotational teisors. The equation for the Reynolds stresses then becomes,

_— 2 . -
Il;f.‘.} =£f (“3"5"1 — 28y + a‘(-;k)) (2.66)
Iu this model, the mean strain-vite and rotation tensors are normalised by the turbulent time scale, 7, i.e. S = ©5; 7

and §  1Q;;, where
T C 1 J-l
T = IHax m-‘c;\/m {2.{)?}

The exira anisotropy term is a reduction of the general form of a;; used in explicit Reynolds stress models, which
conlains ten tensorially independent terms and is defined in Equation A.6. The reduced form, with tensor subscripts
omitted, is,

2 = g, (92 -~ %HQ 1) +Bs (SQZ + QS 1S %I‘v’l) + Bo (9592 - 9389) (2.68)

where Lis (he identity watrix, equivalent (o 8;; and Hy and IV are two of the independent invariants of S and Q.
The 3, coefficients are defined by these invariants and their definitions and other model constants are detailed in
Appevdix A,

I[n addition to intreducing this new anisotropic terin, (he calculaion of the turbulent eddy viscosity is also modified
trom the % —~ @ modcl and takes the tform, ]
ty = Cpkz (2.69]

where

1
G = -3 (B) - 1afs) (2.70)

In this deliuition of (he turbulent eddy viscosily it is clear that the belaviour of the rolation ensor 1s also taken into
account,

To consider the behaviour of this model in the prediction of vortical flows, again the production of twbulence
should be cansidered. This will alsa now have an additional term and takes the form,

P = (2;1.;-5,— - ag*}) $; @.71)

From this relationghip, it is clear that the cxtra term acts to reduce the turbulent production from the original
model. The relationship between the strain-rate and rotation rate tensors and the extra anisotropy are difficult to
quantify due to the complexity of the model, However, it is evident from the formulation of the model that the
rotational tensor and its invariants appear frequently. Therefore, it may be supposed that as the flow tends © a
purely rotational state, the value of the extra anisotropy will increase and therefore reduce the tarbulence within
the vortex core region. The levels of turbulent eddy viscosity will also reduce in this region, further reducing the
levels of turthulence in the flow.
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2.4.4 Spalart Allmaras Modetl

The one-equation Spalart-Allmaras model [35] is another Boussincsq based model, which solves a single equation
for a working variable #, which is related to the turbulent cddy viscosity of the flow such that,

Mr =PV (2.72)

The single differential equation which detines this model was proposed for application i aerodynamic flows,
such as transonic flow over airfoils, and was derived empirically using arguments based on dimensional analysis,
invariance and molecular viscosity. The origin of each term is described in detail in Ref. [35]. The ransport
equation for the undamped eddy viscosity, V7 ig given as,

av 2 (Puy) a W\ 109 OV o @V IV _
hild L= oS —oufi| =) b (VP |42 EE 273
ot + 3;’(‘_,' 'C;b-l,.—/ Cwt d + G Ix (vt ) Xy 1 T dxp Ox; ( )
N e’ Preluction v h o

Cavection Destrnetion Lif Fusion

As before, the general furin of the equation is similar 1o the momentum equations given in by Equation 2.2 and
includes convection, diffusion, production and destruction terms as indicated. The wall destruction term is derived
to reduce the turbulent viscosity in the laminar sublayer. All model coefficients and definitions are detailed in
Appendix A. In the production term, it is important to note that § denotes the modified magnitude of vorticity,
defined in Equation A.22 and is not related to the strain-rate tensor.

After caleulating the turbulent cddy viscosity using the transport equation, the Boussinesq approximation is used to
determive the Reynolds stresses and close the Navier-Stokes equations. As a Boussincsq based model, the Spalart
Allinaras moade] suffers from the same problems as the Wilcox & -- o model discussed previouasly. Due to the use
ol the strain-rate tensor it the calculation of the Reynolds stresses, the model may predict unrealistic contributions
of the Reynolds stresses in regions of high rotational (fow, such as the vortex core.

2.4.5 Detached Eddy Simulation (DES)

As detailed in the previous section, LES was proposed 4s a means to reduce the computational costs of DNS, How-
ever, limitations still exist on its use and in praciice the method only increases the applicable Reynolds numbers
by aboul a factor of 10 compared with 1DNS. These limitations are due to the application of LES on grids within
the wall region of a domain. As the wall is approached, the wrbulent lengtl scales decrease in size and become of
the order of the boundary layer thickness. Therefore, to accurately simulate the flow hehaviour close to the wall,
the grid refincment needed approaches DNS levels. This is a significant problem for the application of LES to
practical engincering flows, such as full aircraft, as the problem of compulational expense returns.

To overcome these issues, without compromising the solution accuracy anymorc than is necessary, a new approach
was proposed by Spalart et «l. [171]. This approach utilises both LLES and RANS within the solution domain, to
take advauntage of the benelits of cach method and o gain an accurate solution, at moderate computational expense.
This hybrid method is known as Detached Eddy Simulation (DES) and works by applying a RANS model within
the boundary layer region o utilise its near-wall modeiling approach to aveid compueational eost and applying LES
to the remainder of the flow domain, wlicre larger turbulent eddies dominate, The model used in this investigation
uses the Spalart-Allmaras model as the URANS maodel in the implementation as initiafly proposed by Spalart ez
al. [171].

The use of the Spalart-Allmaras modcl within the DES Formulation is based on the conncetion between the pro-
duction and destruction terms of the partial differential equation defined in Equation 2.73. Balancing these two
terms gives the relationship,

¥ oc §a? (2:14)
From consideration of the Smagorinsky SGS model in Section 2.3.3 and in particular the cxpression for the
Smagorinsky eddy viscosity given by Equation 2.50, it is clear that a similar proportionality exists, with the term
A, based on the grid spacing, (see Bquation 2.41) replacing the distance d, such that

Vsas o SA? (2.75)

Based on this similarity, it was suggested that if ¢ is replaced with A in the wall destruction term, the Spalart-
Albmaras model will act as a Smagorinsky LES model. Therefore, in order for the Spalart-Allmaras model to
exhibit both URANS end ILES behaviour, 4 in the Spalart-Allmaras modcl is replaced by,

d =min{d,Cppsh} (2.76)
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where Cpps is a constant, which has been set to 0.65 as suggested by Shur ez al. [172] for homogencous turbulence.
From this formulation, the model acts as 4 RANS model for < A and as a subgrid scale madel for & >3 A. Thus,
this method restricts the use of the URANS model to near wall regions and allows LES to be used elsewhere based
on these parumelers. This is shown schematically by Figure 2.2.
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Figure 2.2: Schematic of DES formulation on & structured grid

Using DES, allows the application of LES to the vortical region above the wing. Ia using LES, the Boussinesq
approximation is nol applied and thus all large scale rotations, stresses and straing are resolved fuliy on the grid.
This will result in a more accurate prediction of the production of turbulence and the overall behaviour of the
ieading edge vartex system. Generally, the subgrid contribution to the turbulence will be small, therefore keeping
the turbulence levels within the vortex core region low and more realistic than for the Boussinesq based models.
However, to keep this contribution small, the grid should be adequately refined such that the majority of the flow
scales are resolved on the grid. Thus, the computational expense of such calculations is much larger than for more
taditional turbulence models as described previously.

2.4.6 Computational Cost of Turbulent Calculations

In a review by Spalart [33], the relative computational costs of DNS, LES, DIIS and URANS were compared in a
similar manner for a target flow of a full aircraft or a car. The numerical background ot each method was considered
and the suggested grid size and number of time steps needed to advance a sample caleulation by roughly six “spans
of travel”, meaning the time taken for an air particle to travel six timies the length of the model. This may only
result in a calculation total tirne of a fraction of a second in real time. The results of this analysis of each method
is shown in Table 2.1.

Type Empiricism  Grid Size  Time Steps  Ready?
3D URANS Strong 107 1053 1995
DI Strong 108 104 2000
LES Weak 10113 1087 2045
DNS None 10'6 1077 2080

Table 2.1: Summary of computational costs of various turbulence methods according to Spalart (adapted from Ref.

[33D)

Using the proposed computational cost of the methods, Spalart also attempted to define a readiness date for each
method, based on that method becoming 4 *Grand Challenge” to geveral CFD practitioners as opposed to everyday
industriat use. These dates are also included in Table 2.1. This data provides a measure of the computational €osts
described above and the prospect of widespread use in the future. However, it remains to be seen whether these
predicted values are accurate or if complex geometries and modelling strategies will increase these requirements.

2.5 PMB solver

All computations were performed using the Parallel Muiti-Block (PMB) flow solver developed at the University ot
Glasgow, which has been continually revised and updated over a numnber of years. The solver has been successfully
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applicd to a varicty of problems including cavity flows, hypersonic film cooling, spiked bodies, flutter and delta
wing flows amongst others. The PMB code is a mudti-block structured solver which solves the unsteady RANS
equations in a global 3D Cartesian frame of reference [[73]. The conservation laws described in Section 2.1 can
be converted into vector form to simplily their use in the computational method, the Navier-Stokes equations now
tike the torm,

oW () (GG dmHIr)

VT YTy YT T
where W is the vector of conserved variables, defined by

2.77)

W= {p,ou,pv,pwE) . (2.78)
The superscripts £ and v in Equation 2.77 denote the itviscid and viscous components of the flux vectors, F, G and
H, rcspectively, The inviscid flux components are given by
F' = (pu,pic® + p,puv, puw,u(pE +p))T .
G’ = (pv, puwv, v + p, pyw,v(pE + »)) d , (2.79)
H' = (pw, prow, pvw, pw® + p,w(pE + p}) v

The viscous flux vectors contain terms Tor the heat flux and viscous forces exerted on the body are

1 T
v ‘ -
| g i;g LOST.V.\'::\’}':T.\.'Zslrl'-.\'X'l' Vixy | Wi C}'x) 3

, 1

G = Re (0, Tuy, Ty, Ty Wiy + VB + Wiz =) (2.80)
. 1 .

L Re (0, Tz Tyg, Taz: UThg + VWhe + WEp + 9:)? .

The termis 1;; in Equation 2.80 represent the viscous stress tensor components while ¢; denotes the heat flux vector.
These equations can be transforined into the averaged equations simply hy substituting (’r,- o+ ’r:,"f) for 1;; and

[q; + qf‘) for g; and taking the flow variables as averaged quantities as defined in Section 2.3. All quantities are
non-dimensionalised using the relations,

LYoy
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wlhere the superseript * denotes the dimensional variables. For this investigation, the non-dimensional characteristic
length, L7, is taken to be the root chord length of the delta wing, ¢;.

2.5.1 Steady State Solver

The PMB flow solver uses a cell-centred finite volume approach to discretise the governing equations deseribed
above. According to this method, the spatial discretisation of the RANS equations for each cell results in the
equation,

d
7 (“rf,jrg;“f/;'rj‘k) +R; = 0. (2.82)

where 7 ;; denotes the cell volume, whicl due to using a fixed grid is constant for the current work, and where
R; ; x represents the flux residual. The convective fluxes are discretised using Osher’s upwind scheme [ 174], how-
ever Roce's flux-splitting scheme [175] is also available. The MUSCL variable extrapolation method is employed
to provide second-order aceuracy with the van Albada limiter being applied to remove any spurious oscillations
across shock waves. The central differencing spatial discretisation method is approximate to solve the viscous
terms,

The system of equations defined in Equation 2.82 are integrated in time to reach a steady state solution using an
implicit time-marching schieme, defined by

a1
"“!—Ij?k B ‘;viirflk — 1 Rﬂ'i'l 2.83
= R (2.83
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where the flux residual R:T}l is linearised in time as,

IR
RITL~RE; o+ ,;.W’M (W’;",“,i—W}f,-,k) (2.84)

By substituting Equation 2.84 into Bquation 2.83, the non-linear system ot equations can be approximated as

1 IR" 1
. W — — " )
(Ar + a“’)A N //,]kR (2.83)

where the subscripts 7, §, k have been dropped for clarity and AW = (Wj‘ﬂ 1y k).

‘I'o solve this linear systeny of equations using a direct metlod is probibitive as the nuinber of equutions becomes
large. Therefore, an iterative Generalised Conjugate Gradient method is used as it is capable of solving sparse
equations etficiently in terms of time and imemmory recuuirements. This is used in conjunction with a Block Incom-
plete Lower-Upper (BILU) factorisation method used as a pre-conditioner to solve the system of equations.

Implicit schemes require particular treatment during the early stages of the iterations. Generally, the traditional ap-
proach 18 to initially vse a low CFL number and increasc this as the solution progresses. However, it has been found
that smoothing out the initial flow by using an explicit method for a number of initial iterations before switching o
the implicit method was just as efficient. Therefore, in all calculations performed, a number of explicit iterations
ave specified before the implicit scheme is then used.

Due to the tact that the formulation of mest turbulence models can also he represented in vector form, similar to
Beuation 2.77, the steady state solver for the turbulence madel equations are formulated and solved in a similar
manner to the mean flow as described, with the vector W replaced by the equivalent turbulent vector Q and an
equivalent substitution for (he flux residual. For the furbulence model equations the finx residual also contains the
dissipation source term, however the production term is solved explicitly. The eddy viscosity is calculated from
the turbulent quantities as specified by the model and is used to advance the mean flow solution. This new mean
flow solution is then used to update the turbulence solution, freezing the mean flow values.

2.5.2 TUnsteady Salver

The implicit dual-time method proposed hy Fameson [176] is uscd for time-nceurate caleulations. The residual is
redefined to obtain a steady-state equation wiich can be solved using aceeleration techniques. Using a three-level
discretisation of the time devivative, the updated fow solution is calculated by solving

IWSH AW+ WL )
hidk L, 3 . .
Rijp=—= M, th 7 Rk (""f,'},k"lf,'_f.k) =0 (2.80)

where R; ;¢ (u},”:k . q‘f" M) is the spatial discretisation as described above, with w; ; ;. and ¢; ;x being the vector fonu
of the values of W and Q, the turbulent residual, in the surrounding cells. Similarly for the turbulence model,

SQ;’.-!I{'“:LQIJL"'Qt k K £
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These equations represent a coupled non-linear system of equalions. The superseripsls, &y, &, fy and /; delermine
the time levels of the variables used in the spatial discretisation and determine the behaviour of the coupling be-
tween the systems of equations. If &, ~ & — I, — { = n+ 1 then the mean and turbulent quantities are advanced
in real time in a fully coupled and implicit manner. However, if &,; = {,, = §; = n+ | and k; == » then the equations
are advanced in scquence in real time i.e. the mean flow is updated using frozen turbulence values and then the
turbulent values are updated using a frozen mean flow solution. This has the advantage that the only modification,
when compared to the laminar case, to the discretisation of the mean flow equations is the addition of the eddy
viscosity Irom the previous time step. The turbulence model only influences the mean flow solution through the
ecldy viscosity therefore any two equation model can be used without modifying the mean flow solver. Hence the
implementation is simplified by using a sequenced solution in real time. However, the unconpling could adversely
affect the stability and accuracy of the real time stepping, with the likely consequence of limiting the size of the
time step that can be used.
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This non-linear system of equations can be solved by introducing an iteration through pseudo time, £, to the steady
state, This is given by,
nllikll  yonilk 1
Lk ik .
= + Ry, . =0 2.88
A Y ik (2.88)

!

with an equivalent form for the turbulent system of equations. It is clear that this takes the form ot the steady state
solver formnulation as given in Equation 2.83 such that if R} ik is replaced with R; ; ; a non-time varying flow will
be solved. Using this tormulation the system of equations can again be lingarised and iterated to a steady state
solution in pscudo time belfore being advanced in real tine.

The flow solver can be used in serial or in parallel made. In order to obtain an efficient parallel method based on
domain decomposition, different methods are applied to the flow solver. An approximate form of the flux Jaco-
bians resulting from the linearisation in pseudo-time is used which reduces the overall size of the linear system
by reducing the number of non-zero entries. Between the domiains of the computational grid, the BILT factorisa-
tion is also decoupled therehy reducing the communication between processes. Each processor is also allocated a
vector that contains alf the halo cells for all the blocks in the grid. Message Parallel Interface (MP1I) is used for
the communication between the processors in parallel. All computations undertaken hive been performed on thie
Beowulf Pentium 4 120-processor workstation cluster of the CFD Laboratory at the University of Glasgow.

2.6 Unsteady Time Step Calculation

One of the most important factors in the execution of an unsteady calculation is the choice of time step. If a time
step is too large then the high frequency detail of the flow can be missed, however with a very small time step
the computational resources and time taken for the calculation increases. ‘T'herefore, care must be taken to selecta
tie step which is small enough to adequately resolve the vusteady fluctuations of the flow, but Targe enough ot to
make the required computational resources too great, This generally vequires a prior knowledge of the approximate
scale of the important frequencies in the flow. For numerical calculations, the non-dimeasional time step is usually
used and so the the non-dimensional frequency (or Strouha! number) should be considered, For delta wing flows,
the non-dimensional time and Strouhal nwmber are related to the dimensional tire and frequency using,
o = 151 Ueet

) . and T = 'I'C‘ . (2.89)

The unsteady behaviour of delta wing flows was considercd and discussed in the previous chapter and the major
trequencies of the flow were highlighted-tor varicus investigations in Table 1.2, From this discussion, it is cvident
that the majority of the frequencies associated with the dominant flow features are less than approximately St = 10.
A time step of At = 0.01 is the lowest time step which can be used to capture this frequency.

Ta show ltow this value for the time step was reached it is clearer to start with the sample rate at which the unsteady
behaviour is to be sampled. To adequately capture an unsteady oscillation it may be assumed that a minimum of
five ime steps are needed per cycle. Therefore, the period of the maximum frequency captured will be SAT == 0.03.
A frequency can then be obtained from the inverse of this value, which gives St = 20. In signal pracessing and
data sampling theory, it is important to avoid aliasing, where higher frequencies are superimposed onto lower
frequencies, which can distort the resulting sampled signal. In order to do this the Nyquist criterion is used which
detenmines e maximum frequency which can be detected for a given sample rate Az,

i
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This essentially reduces the maximum captured frequency for a given time step by a factor of two, therefore the
maximum frequency which can be obtained from a sample rate of A7 = 0.01 is S¢ = 10. From this analysis, it is
clear that in halving the time step, the maximum frequency is doubled.

This is generally adequate for TRANS caleulations as the choice of time step is independent of other calculation
parameters. However, for DES calculations the size of the time step is directly related to the size of the cells within
the computational grid and there is an optimum time step for a given grid size. Therefore, as the grid is refined
the time step is also refined. This was briefly discussed in the previous section dealing with the computational
cost of DES calculations. In a guide to creating DES grids and running calculations, Spalart [177] recommended
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calculating the required time step necessary for a given grid, based on the the minimum target grid spacing witliin
the region of interest and the maximum velocity in the flow (as a multiple of the freestream velocity), such that,

Anmx
Ar = - (2.91)
Uth‘(b\:
Ilowever, this relationship is only a guide and as such the ellect of temporal refinement shouid be considered when
using the DES formulation.

2.7 Post-processing Techniques

Before presenting the results of the investigations, it is bopaortant to explain some of the techniques used to process
the solutions obtained from the CFD calculations. As both steady and unsteady calculations are performed within
this investigation it is important 1o consider the relevant cutput files and the way in which they are processed. Tior
an unsteady calculation, there are three main types of solution file. These are:

¢ Domain solution data
e Integrated loads
» Point probe data

The domain solution data file is creatcd at the end of cvery specified time step calculation and provides data on
instantancons tow variables for every point within the grid file used for the calculation. The integrated loads file
is updated for each time step and, therefore, providces the time historics of the loadings and similarly, the probe
darta files provide time histories of flow variables at points within the flow domuin specified at the start of the
calculation, For a steady state calculation, only two files are created at the end of the calculation once the solution
has converged, the steady state domain solution and the integrated loads. Each of the files described are processed
in a different way and sorne details of these processes are given in this section.

2.7.1 Domain Solution data

Aa stated, the threc-dimensional domain files contain flow variables at each grid point within the flow domain,
These variables ate p, #, v, w, p and the turbulent quantities £, @ and Rer for the £ — © hased models and gy
and Rey for the Spalart-Allmaras based models. The low variables in the domain fites are non-dimensionalised
by the [reestrean properties of the flow as described in Equation 2.81. The turbulent quantities are, therefore, also
non-dimensional. In this work, the all flow properties are non-dimensional, unless otherwise staicd.

To analyse ihe domain files, the visualisation package Tecplot is used, which allows both single and multiple files
to be viewed and manipulated. Due to the large grid sizes used in these investigations, using the complete flow
donmin for analysis was restrictive due to memory requirements and so a number of macros were written to extract
the relevant flow details for analysis. These extracted data files allow both two and three-dimensional visualisation
lechniques to be employed for either single or multiple files. The extracted details include, 1-D and 2-D slices of
ihe solution and 3-D isosurfaces of variables, such as velocity.

The use of macros in Zzcplot, also allows the same views of each time step to be created and capturcd for compa-
ison and provides the means to create short movies of the unsteady behaviour, From these movies, it is possible
to pick out and track somme of the unsteady features of the flow. With the knowledge of the time step size between
each frame it way be possible w resolve the frequencies of particular features and relate these back o the data
obtained from the unsteady probe and integrated loads files.

The variables provided by PMB in the output file are not always suificient to captwre specific flow features ade-
quaiely and other [low parameters are required. A number of flow parameters were caleulatad within this jnvesti-
gation using CFD Analyzer, which is an add-ov package for Tecplot, these include the components of vorticity, o,
the Mach number, M, entropy, s, and pressure coefficient, C,. The relationships used to derived these variables are
given in Bguations 2.92 to 2.95, respectively.
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2/7.1.1 Shocek Detection and Analysis

When considering transonic tlows it was also necessary to consider means to identify the locations and strengths
of shockwaves which oceur in the flow. In order to tacilitate the identification ol the shocks, a shock detection
algorithm was used, which was provided in the CFD Analyzer add-on. The algorithm is based on the work of
Tovely and Ilaimes [27] and calculates the locations of shocks by using the pressure gradient to calculate the
Mach number normal to a shock surtace. Where the normal Mach number is grenter than or equal to one, a shock
is identificd. The pressure gradient of the flow is always normal to a shock surface and so the algorithm calculates
the pressure gradients in the flow in order to determine the orientation of the shock. The local Mach veetor at cach
point normal to this surface is then calculated. This is shown schematically in Figure 2.3.
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Figure 2.3: Shock detection fest quantity (Adapted from Ref, [{27])

The normal Mach number or shock test value at each point in the flow s then created by using the dot product of
these pressure gradients and local Mach veetors,

My = M, - VP (2.96)

In the CFD analyzer version of this algorithm, the pressure gradient vector is normalised by its magnitude. Due 1o
the negligible thickness of shockwaves, the algorithm caleulates shock surfaces which surround the region where
a shock is calculated to form and this creates a new flow variable within the domain solution. When this variable is
grealer than one it is proposed that a shock may occur. To initially visualise the suggested locations of the shocks
within the How isosurtaces of this shock variable were plotted. Fowever, it became clear that there were regions
of spurious shock surtaces, where it was not expected that shocks would occur. Therefors, to allow validation of
this algorithm and canfirm the locations of the sliocks in the flow, the solutions were also analysed manually using
the variables: Mach number, entropy and pressuge gradients (both magnitude and in all directions). Contours of
these variables were compared to the shock feature contours produced by the algorithm described above. Thus,
considering the distributions of al of these variables and reasoning based on previous investigations, the locations
of shocks in the tlow were established.

2.7.2 Iolegraled Loads and Probe Analysis

The analysts of the time series of flow properties provided by the integrated loads and point probe files are carried
out using Prebe Analyser. This is a custom-made program created in Marlab, which allows the manipulation and
plotting of the dala, using statistical analysis and signal processing eelmiques. Probe Analyser is based on the
initial program by Lawrie [178], and further developed by Nayyar [179], for cavity flows and has been further
extended in the course of this investigation, specifically for unsteady deita wing flows. Details of the program, its
cureent. capabilities and an explanation of the technigues used in (his investigation are given in Appendix B.

Before cither file is analysed, a nurnber of pre-processing techniques are necessary. Generally for the integrated
loads file this only involves deleting the initial transients of the signals created from the start of the unsteady calcu-
lation. FHowever, for the probe tiles this is slightly more invalved. The data written to the probe files from PM, is
not directly usable and a number of different manipubations are needed before the results can be viewed. For (his
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purpose, a number of ulility programs have been written to concatenate and convert the probe data from the hlock
probe files into the format used by Probe Analyser. The initial transients are also removed from these files,

As stated before, the unsteady integrated loads files contain the time histories of the loadings on the wing surface,
these include the normal force coetficient, Cy, 1ift coefficient, Cy, drag coefficient, C), and moment coefficient, Cy.
The analysis of the time histories of these variables can tell much about the overall unsteady nature of the fiow and
through calcufation of such gnantities as the power spectral deusity, an overview of the dominant unsteady foreces
on the wing and their frequencies can be abtained. Generally, the quantity which is of particular interest is the
normal force coefiicient, however similar analysis can be carried out on the lift, drag or moment coefficients also.
Useful quantities which are calculated for these variables include the incan and RMS values along with the PSD
as mentioned above.

The analysis of the probe data is a little different to the integrated loads (le purely due (o the volume of informaltion
which can be contained in the files. The probe files contain all the unsteady flow vaviable data for each specified
point inn the flow. Therefore, the time kistories of 2, «, v, w and p are available for multiple points through the flow
domain, Probe Analyser allows for each probe (o be considered separately or for a range or selection of probes to
be considered and crogs-plotted wgether for comparison, it also allows multiple probe files from different calcn-
lations to be analysed and compared at the same time. The same analysis techniques can be applicd to cach ow
variable as described for the integrated loads, but there arc also many more functions that can be performed on
the probe file data. These include, time averaging of a signal and the calculation of turbulent quantities and corre-
lations such as the Reynolds stresses or turbulent kinetic energy based on eithier a stativnary or non-stationary rmean.



Chapter 3

Transonic Vortical Flow on a Slender
Delta Wing

3.1 Introduction

As detailed in the literature review in Chapter 1, much is known about vortical flow over slender, sharp edged delta
wings and there are many reviews which detail the volume of data available on the subject, both experimental and
computational [49, 58, 102, 126, 180]. For the most part, this data concerns subsonic freestream flow and vortex
breakdown. However, an area of delta wing vortical flow which is not so well understood is the behaviour of the
flow under transonic conditions.

From the literature, it is evident that the behaviour of the flow is somewhat different to vortical flow in the subsonic
regime. With an increase in Mach number, the size and shape of the vortex system changes [118] and the primary
vortex is found to sit progressively closer to the wing surface. Despite this increased proximity to the wing, the
vortex system creates a much reduced suction peak on the wing compared to subsonic flow. The shock waves
which appear are caused by localised supersonic flow regions. A number of investigations, both experimental and
numerical have been carried out, which have looked at the occurrence and behaviour of shockwaves in vortical
flows for varying transonic conditions [17, 18, 117, 121, 122, 123, 124, 125]. From these investigations, a num-
ber of shockwave systems have been observed and described in the literature. From the work of Elsenaar and
Hoeijmakers [18], a plot was created, which detailed the onset of various flow behaviours with Mach number and
incidence, which is shown in Figure 3.1. From this diagram, it is clear, that for transonic flow both rear/terminating
and cross-flow shocks appear for increasingly lower angles of incidence. The critical incidence for breakdown is
also shown and indicates that the incidence at which vortex breakdown occurs decreases with increasing Mach
number. Further detail on the nature and behaviour of the shockwaves was given in Section 1.4.
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Figure 3.1: A summary of the flow features for various Mach numbers and angles of incidence (from Ref. [18])

The occurrence of these shockwave systems in the flow introduces complex shock/vortex interactions particularly
at moderate to high angles of incidence. These interactions have a significant effect on vortex breakdown and the
breakdown behaviour is quite different to that witnessed for subsonic vortical flows where the onset of breakdown
is relatively gradual with increasing incidence [72]. An interaction between the rear/terminating shock, described
in Section 1.4, and the primary vortex has been found, in some cases, to cause breakdown [17, 123] and with
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increasing incidence this shock can jump upstream quite abruptly. ‘Uhe upstream shift of the shock is likely to
occur in reaction to changes in the flow beliaviowr | 17], such as adverse pressure gradient, caused by an increasc in
incidence. If the conditions are suflicient that the shock/vorlex interaction causes breakdown, the sudden npstreain
mavement of tha shock will also cause the breakdown location to move upstream. This can cause the location of
breakdown (o shift upstream by as much as 30% ol the chiord in a single 19 incidence interval [18, 121].

From the literature it has also been noted that it is possible for a terminating shock system to exist without the
breakdown of the vortical system [[7] particularly at lower angles of incidence. Whether an interaction cceurs
in this case is not well understood. From the study of the interaction between longitudinal vortices and normal
shocks in supersonic flow [130] it has been found that it is possible for a vortex to pass through a normal shock
without being weakened sufficiently to cuuse breakdown. However, the flow over slender delta wings is more
complex as the shack does nat appear to be normal to the freestream in the vortex core region [17]. Therefore,
further investigation is needed to consider the hehaviour and onsct of vortex. breakdown, purticularly with respect
to shock/vortex interactions.

It is clear from consideration of the litcrature that the change in flow behaviour with increasing Mach number is
quite considerable, with the occurrence and movement of shocks in the flow and the possibility of abrupt shock-
induced breakdown. This has vbvious detrimental effects on the aerodynamic performance of the wing. Aero-
dynamic characteristics such as lift coclficient distcibution, stall and pitch may all be badly atfected by such flow
behaviour. Theretore, understanding this behaviour is impartant, particularly for fighter configorations, such as
Furofighter and JSE, which will perform manoeuvres at transonic Mach numbers.

Therefore, to consider this behaviour, the flow over a sharp leading edged, slender delta wing was considered under
subsonte gnd transonic conditions. This investigation was undertaken as part of the 2nd International Voriex Flow
Experiment (VFE-2), a facet of the NATO RTO AVT-113 Task Group, which was sct up to consider the flow behav-
iour both experimentaliy and computationally over a specified 65° delta wing geometry, The work of the VFE-2
continues on from the first International Vortex Flow Bxperiment (VEE-1) [181] carried out in the late eighties,
which was used to validate the inviscid CED codes of the time. Much progress has been made in both experimental
and computational aerodynamics, particularty in turbulence models sinee the conclusion of the VEE-1. Therefore,
it was proposed by Hummel and Redecker [182] that a second experiment should be undertaken to provide a new,
comprehensive database of results for various test conditions and tiow behaviours, to further the understanding of
vortical flows. The test conditions considercd under the VFE-2 framework include both subsonic and transonic
Mach numbers for low, medium and high angles of incidence at a range of Reynolds numbers [183].

Tlor this investigation two test conditions were aualysed from the cases specified by the VFT-2, at a single Reynolds
number, Re = 6 % 10%. Both subsonic, M = 0.4, and transonic flow conditions, M = 0.85 will be considered, wilh
ciiphasis on the behaviour of the transonic vortical flow. Two angles of incidence are used for consideration,
which correspond to pre- and post-breakdown flow hehaviour, o = 18.57 and 23°, Turther details of the test case,
geonetry and calculation set up will be given in the following seetion, hefore analysis of the subsonic and transonic
catculations are detailed. For the transonic conditions, from consideration of the literature, it is found that both
these cases fall within the regions where it is highly likely that cross-flow and rear shocks will oceur in the flow.
‘I 'herefore, the occurrence of these shocks are analysed. Comparisous between each of the calculations and with
available experimental data are made and consideration of the sensilivity of the flow behaviour 10 a number of
computational factors, such as grid refinement detailed, A comparison to other numerical investigations from the
VFE-2 will also detailed, before consideration of shockf/vortex interaction and the occurrence of vortex breakdown
over the wing is undertaken. Finally the results ace discussed and conclusions made with respect to the discussion
given abave.

3.2 Summary of Test Case

The geometry used for the VFE-2 is originally from cxperiments carried cut by Chu and Luckring [20, 132, 133,
134] in the National Transonic Facility (IVI'F) at NASA Iangley. These experiments considered a 659 delta wing
with four leading edge profiles (one sharp and three rounded with small, medivm and large radii) for a wide range of
conditions both subsonic and transonic and {or both test and flight Reynolds numbers, This data has been compiled
m a comprehensive experimental database und forms the basis for the investigations of the VFE-2. The gecometry
is analyticatly defined for all leading edge profiles. Both the medium radius and sharp leading cdge profiles arce
considered within VFE-2, however, for this investigation, only the sharp leading edge profile is considercd. Figure
3.2 shows the wing situnated in the NTF wind tunnel and a brief overview of the analytical dimensious of the wing.
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Figure 3.2: VFE-2 657 delta wing geometry used in investigation

All calculations performed were steady state and used the k — w turbulence model with P, Enhancer [158]. This
model is detailed and discussed with reference to its use for vortical flow in Chapter 2. It has been well validated
against experiment for similar sub- and transonic steady vortical flow calculations [144, 158, 159].

3.2.1 Grid Generation

One of the most important issues for computational flow calculations is grid generation and establishing the de-
pendence of the solution on the grid. There have been many investigations considering various aspects of grid
generation particularly for delta wing flows [153, 154, 156, 185, 186, 187]. From these investigations the impor-
tance of having a grid which is suitably refined in the regions of interest, in order to accurately capture the most
important and influential flow features over the wing, is apparent. These areas include, for a delta wing, the bound-
ary layer, the shear layer region and the leading edge vortex core. Other factors which have been highlighted are:
grid topology, cell skewness, wall spacing and overall grid refinement and distribution.

The structured multi-block grids used in this investigation were manually created using the ICEMCFD mesh gen-
eration package, Hexa. The computational model consists of the semi-span wing, reproduced from the analytical
definition. The sting was also reproduced to approximately one chord length downstream of the trailing edge,
based on the recommendations of Allan er al. [71], who found that the effect of a sting or support apparatus was
negligible beyond this location. Downstream, an approximation to the experimental sting was defined to the far
field, which was defined as 20c, in each direction from the wing apex to minimise the effect of the boundaries on
the results.

An H-H topology was chosen with a collapsed edge at the apex of the wing. In order to allow for a smooth grid
point distribution and refinement of the grid, a structured Ogrid was used around the sting. An example of this and
the surface blocking topology is shown in Figure 3.3. Overall, the blocking structure was optimised for reduced
skewness, particularly in the sting tip region and as a result a total of 353 blocks was used. Based on this block
topology, two grids were created for this investigation with varying refinement. These are classed as coarse and
fine with the important details of each grid summarised in Table 3.1. The nominal y* value is based on the first wall
spacing and the Reynolds number of the flow and may vary slightly over the surface of the wing. A comparison of
the relative refinement of the grid on a plane upstream of the sting blocking at x/c, = 0.5 is shown in Figure 3.4.
Each grid distribution allowed for an efficient load balance of grid points across the optimum number of processors
used for the calculations.

Nominal Number of Points on Wing Surface
Type Grid Size  Wall Spacing y* Streamwise @ LE  Spanwise @ TE Normal
Coarse 2451314 ~2x107c, ~44 117 171 49
Fine 6993522 1x107%, 2.2 170 228 81

Table 3.1: Summary of main features of grids used for VFE-2 investigation
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Figure 3.3: Surface mesh and ogrid topology around sting region for 65° VFE-2 delta wing
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Figure 3.4: Comparison of grid refinement at x/¢, = 0.5

3.2.2 Transition Treatment

Convergence issues associated with the apex singularity of the H-H grid, mentioned above, are dealt with by fixing
a transition from laminar to turbulent flow downstream of the apex in the computational domain. Transition was
applied at various constant streamwise locations x = 0.1 — 0.4 to consider the effect on the flow behaviour for
both the subsonic and transonic conditions. From this analysis, it was found that the subsonic results were highly
sensitive to transition location, with the optimum solution being obtained for x = 0.1 (x/¢, = 0.10154 on the wing
surface). However, the transonic results were not found to be sensitive and thus, the transition was set to x = 0.4,
which corresponds to x/c, = 0.406125 on the wing upper surface.

3.3 Subsonic Vortical Flow: Results

As stated in the introduction to this chapter, both subsonic and transonic cases were considered within the VFE-2
framework for the sharp leading edge wing. Although the main purpose of this study is to consider the transonic
behaviour of vortical flow and vortex breakdown on the wing, it is also important to consider the behaviour under
subsonic conditions. This will allow for further validation of the CFD solutions and therefore greater confidence
in the the predicted flow behaviour for the more complex transonic flow. Two angles of incidence were considered
- 18.5? and 237 at a Mach number of M = 0.4 and Reynolds number of 6 million. As mentioned previously, these
conditions correspond to pre- and post-breakdown flow behaviour for this geometry. All results were obtained on
the fine grid as detailed in Table 3.1.

To allow validation of all computational results, comparisons were made with the NASA NTF experimental pres-
sure coefficient distributions at five streamwise locations on the wing surface, x/c, = 0.2, 0.4, 0.6, 0.8 and 0.95,
shown in Figure 3.5. It is clear that the agreement between the computational solutions and the experiments are
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very good. For most streamwise locations, the position and magnitude of the suction peaks are well predicted for
both angles of incidence. Surface contours of pressure coefficient are also shown, which clearly show the extent
of the primary peak and also the existence of secondary vortices close to the leading edge. From the spanwise dis-
tributions, the suction peak due to the secondary vortices is much clearer than shown for the experimental results.
The comparable strength of this region is evident from slight differences in primary peak location for o = 18.5°.
This shows the computational suction peak located slightly inboard compared to the experimental data, suggesting
that the secondary vortices are larger for the computational results. However, this does not appear to be the case
for o = 23°.

At o = 237, breakdown occurs on the wing. However, agreement with the experiments is still good in the post-
breakdown region, with only a slight under-prediction of the suction peak magnitudes. This suggests that break-
down may be slightly more severe in the computational results than in the experiment. An interaction between the
breakdown region and the surface of the wing is apparent from the surface contours of pressure coefficient shown
in Figure 3.5, where a small low pressure region is found downstream of the breakdown location.

Figure 3.6 shows contours of x vorticity and u velocity at streamwise slices over the wing, which allows the struc-
ture of the flow to be seen clearly. In each of the plots the vortex core trajectory is defined. Considering the
18.57 case first, it is clear that breakdown does not occur and that the primary vortex core is strong and relatively
straight over the wing. The contours of x vorticity also show the presence of the strong secondary vortex system,
described previously. From analysis of the axial velocity of the vortex core, it was found that the axial flow ac-
celerates up to a maximum of 1.95U.. at x/c, = 0.9 after which it appears to decelerate. This deceleration of the
vortex core may be caused by the highly curved nature of the trailing edge geometry. Also clear is an area of stag-
nant flow and the apparent breakdown of the secondary vortex. It is possible that this unusual behaviour is caused
by the rounded nature of the trailing edge and the intersection between the leading edge and trailing edge curvature.

Comparing the contour plots for the pre-breakdown flow to those for o = 23%, shows that the size and strength
of the vortices increase with increasing incidence. It is also found that the distance between the vortex core and
wing surface increases. The spiral behaviour of the vortex breakdown is obvious from the vortex core trajectory
with the expansion of the vortex core and the flow reversal shown clearly by the contours of u velocity. Upstream
of breakdown the maximum axial velocity within the vortex core was found to be approximately 2.2U., which is
almost a 12% increase on the pre-breakdown case. The location of vortex breakdown, taken as the location on the
vortex core where the axial flow stagnates, Uayia = 0, is approximately x/c, = 0.775. For the higher incidence, the
secondary vortex is also clear from the flow structure. A third vortex core trajectory is also evident, which appears
to intersect regions of higher vorticity in the shear layer.

M =04, Re = 66

—— CFD Results, 23"
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— CFD Results, 1.5
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(a) 18.5° (b) 23°

Figure 3.5: Computational results compared to experimental data, M = 0.4, Re = 6 x 10°
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(a) 18.5°

(b) 237

Figure 3.6: Contours of x vorticity and u velocity on slices through the vortex core for & = 18.5 and 23° -M = 0.4
and Re = 6 x 10°

To allow further validation of the results, the subsonic solutions from this investigation were also compared to
results generated by other institutions as part of the VFE-2. Figure 3.7 shows comparisons of the surface pressure
coefficient distributions with results obtained by NLR and EADS-MAS. Details of the grids, turbulence models
and flow solvers used for these results are given in Ref. [188] and summarised in Section 3.6. It is clear from these
plots that there is close agreement between the computational results, with only slight differences in the size of the
primary and secondary suction peaks. Further details and comparisons between the current work and the results
from these institutions will be given in a later section detailing the transonic flow behaviour.

M = 0.4, Re = 6e6 0 M = 0.4, Re = 6¢6
= EADS 18.5° - EADS 23*
Glasgow 18.5° - Glasgow 23°
-~ NLR18.5 - NLR 23

= NTF Wind tunnel results, 18.4* ";

(a) 18.57 (b) 23°

Figure 3.7: Comparison of computational results and experimental data, M = 0.4 and Re = 6 x 10°
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3.4 Transonic Vortical Flow: Results

The calculations performed to consider the transonic regime correspond to conditions, M = 0.85, a Reynolds
number of Re = 6 x 10° at the same angles of incidence, & = 18.5? and 23°. As before, all results were obtained
on the fine grid. However, the effect of grid refinement will be considered and is detailed in a subsequent section.
As the main purpose of this investigation is to consider the behaviour of transonic vortical flow, the results will
be considered in more detail than the subsonic results. The results at each incidence will, initially, be considered
separately under the headings pre- and post-breakdown flow.

3.4.1 Pre-Breakdown Flow - M = 0.85, a = 18.5°

The computational results and corresponding NASA NTF experimental data [20] for o = 18.5?, are shown in Fig-
ure 3.8. At this incidence, it is clear that, overall, the agreement between the results is good. For most streamwise
locations, the magnitudes and positions of the suction peaks are well predicted. Although, as with the subsonic
results, there does seem to be a consistent over-prediction of the secondary vortex peak, which appears to lessen
with increased distance from the apex. This is not related to the location of forced transition as it was found from
investigation, that the overall flow behaviour was insensitive to transition location and the strength of the secondary
vortex was relatively unchanged.

M = 0.85, Re = 6e6
~— CFD Results 18.5°
= NTF Wind tunnel results, 18.6"

Figure 3.8: Computational results compared to experimental data, & = 18.5%, M = 0.85 and Re = 6 x 10°

Contours of surface pressure coefficient, are also shown in Figure 3.8. These clearly show the primary and sec-
ondary suction peaks and their behaviour. Downstream of x/c, = 0.8, it appears that the secondary vortex disap-
pears and the primary vortex curves inboard toward the sting region at the trailing edge. This is also clear from
consideration of the pressure coefficient distributions, which show a flat distribution outboard of the primary vor-
tex for x/c, = 0.95. The axial velocity through the vortex cores was analysed and it was found that the secondary
vortex breaks down in this region as it approaches the trailing edge, as shown in Figure 3.9. From this plot, it is
evident that the secondary vortex breaks down at approximately x/c, = 0.85, however, the primary vortex does not.
This behaviour is very similar to that observed for the subsonic case and, thus, may also be due to the geometry
in this region. From Figure 3.9 it is clear that the maximum axial velocity of the primary vortex is approximately
1.7U which corresponds to a maximum local Mach number of 1.8 and indeed the axial flow in the secondary
vortex is also supersonic upstream of breakdown. Thus, it may also be suggested that this location coincides with
the presence of a shock in the flow and that a type of shock/vortex interaction is occurring. However, if this is the
case, the primary vortex is largely unaffected by the interaction. Further consideration of this region and analysis
of the flow solutions is needed to determine the causes of this behaviour. Analysis and discussion of the presence
of shocks and shock/vortex interactions will be given in a later section.
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Figure 3.10: Contours of x vorticity and « velocity on slices through the vortex core for 18.5, M = 0.85 and
Re =6 x 10°

The flow structure of the leading edge vortices was considered from the plots shown in Figure 3.10 with contours
of pressure coefficient, x vorticity and u velocity used to aid in the understanding of the behaviour of the three
dimensional flow. From consideration of the contours of pressure coefficient, it is clear that the vortex cores have
a quite uneven shape, particularly in comparison to the subsonic vortices which are quite round and uniform in
the pre-breakdown flow. The vortices are also closer to the wing surface. From examination of the x vorticity
contours, it is found that the vortex system is relatively flat and elongated over the wing surface. Closer to the apex
of the wing, a tertiary vortex is found under the secondary vortex. Analysis of the contours of u velocity and the
vortex core trajectories, also confirms the occurrence of the secondary vortex breakdown between the streamwise
positions of x/c, = 0.8 and 0.9 with a large region of reversed flow occurring outboard of the primary vortex. A
fourth vortical region, with the same sign as the the primary vortex is found outboard of the primary vortex within
the shear layer. Its location is virtually constant at each streamwise positions, until the secondary vortex breaks
down, where it moves upward, away from the leading edge region.
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Figure 3.11: Contours of x vorticity at a position x/c, = 0.4 for & = 18.5°, M = 0.85 and Re = 6 x 10°

The vortex core structure can be further considered by examining a single slice through the vortex core. Figure
3.11 shows contours of x vorticity on a slice of the domain at the streamwise location, x/c, = 0.4. At this location,
both secondary and tertiary separation regions are found and the large size and strength of the secondary vortex
is evident. Outboard of the secondary vortex, the fourth vortical region mentioned above is clear. Initially it was
thought that this small region of vorticity may be evidence of a shear layer instability. However, its behaviour is
not the same as the shear layer structures described in Chapter 1 due to the steady nature of the solution. Further
analysis suggests that the structure is caused by an interaction of the secondary vortex and the shear layer. This will
be caused by the close proximity of the primary vortex to the surface of the wing and the over-predicted strength
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of the secondary vortex, which would cause high velocities in this region. Outboard of the vortex, on the wing
surface, a much smaller region of vorticity is found, which suggests that the boundary layer separates again under
the influence of this region.

3.4.2 Post-Breakdown Flow - M = (.85, a0 = 23°

As before, the pressure coefficient distributions are compared in Figure 3.12. From these comparisons, it is clear
that close to the apex of the wing i.e. x/c, = 0.2 and 0.4, the agreement is good, with the magnitude and location
of the primary and secondary peaks being predicted well. However, downstream of the x/c, = 0.4 location, the
computational results show large discrepancies with the o = 23.6? experimental results. From consideration of the
behaviour of transonic vortex breakdown described in Section 1.4 and the surface pressure coefficient contours,
it is clear that these discrepancies are due to vortex breakdown occurring on the wing. Analysis of the NASA
NTF experimental data has shown that vortex breakdown occurs at an incidence of 24.6, which is the next test
point in the data set. These results are also included in Figure 3.12 and show a much improved agreement with
the computational results. Therefore, it may be concluded that the vortex breakdown behaviour is predicted well.
However, discrepancies exist in the prediction of the critical onset angle. Further consideration of this will be given
in a later section.

M = 0.85, Re = 6e6

~— CFD Results 23"

= NTF Wind tunnel results, 23.6°

= NFT Wind Tunnel results 24.6"
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Figure 3.12: Computational results compared to experimental data, & = 23°, M = 0.85 and Re = 6 x 10°

From the surface pressure coefficient contours, the abrupt nature of vortex breakdown is evident. Upstream it is
clear that the vortex system is coherent and strong, however, the vortices disappear quite suddenly. This is quite
unlike the vortex breakdown found for the subsonic case. The axial velocity through the primary vortex core
(Figure 3.13) also shows the almost immediate onset of breakdown, which occurs at approximately x/c, = 0.57.
Comparing the axial flow to the @ = 18.5” case shows that the maximum axial velocity has increased to approxi-
mately 1.8U... Therefore, as expected, the vortices have increased in strength.

The three-dimensional behaviour of the flow can be seen in the plots of Figure 3.14, which are similar to those
shown for the pre-breakdown case in Figure 3.10 . Compared to the results for 18.5¢ it is clear that the size of
the vortex core upstream of breakdown has increased in diameter, however, the vortices still have a very elongated
shape. The region downstream of breakdown is also relatively flat against the surface of the wing, possibly caused
by the high freestream velocity limiting the growth of such a structure into the flow. The fourth vortical structure
found in the pre-breakdown flow, is also found for this case upstream of breakdown at a constant location outboard
of the primary vortex. At the breakdown of the secondary vortex, which also occurs slightly upstream of the
primary vortex for this case, this vortex is swept upward away from the leading edge and entrained into the post-
breakdown flow.
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Figure 3.14: Flow structure for a = 23%, M = 0.85 and Re = 6 x 10°

3.5 Occurrence of Shocks in the Flow

As detailed in the literature review in Section 1.4, it is expected that a number of shock systems will be present
for these conditions. Care was taken to analyse the flow solutions described in the previous section to determine
the occurrence, location and behaviour of shockwaves in the flow. The method of analysis used was described in
Chapter 2 and allowed the interpretation of both shocks occurring in the cross-flow and those normal to the flow
direction and wing surface. Each of these shocks will be considered separately in this section.
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Figure 3.15: Plots for x/c, = 0.4 showing contours of flow variables to highlight locations of cross flow shocks for
a=18.5°, M = 0.85 and Re = 6 x 10°
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3.5.1 Cross-Flow Shocks

Evidence of a complex cross-flow shock system for both angles of incidence, beneath and around the primary
and secondary vortices was found from consideration of the flow structure in a spanwise cut using the methods
described previously. An example of this flow behaviour at x/c, = 0.4 and the plots used for determination of the
shock locations for the pre-breakdown case is shown in Figure 3.15. Each of the identified shock locations are
marked on the variable contour plots.

The determination of the first of these cross flow shocks, denoted by E] in Figure 3.15(d), was aided by consider-
ation of the pressure coefficient distributions and surface contours shown in Figures 3.8 and 3.12 in the previous
sections. In these plots it was found that outboard of the primary vortex suction peak, sharp changes in pressure
coefficient are found. These sharp changes in pressure coefficient may indicate the presence of a shock in the flow
as described in Section 1.4 and shown in Figure 1.20(a). It is clear from the surface pressure coefficient contours
and was also indicated from analysing multiple slices through the domain (not detailed here), that this shock occurs
in the flow for a constant non-dimensional spanwise location, defining a conical ray from the apex of the wing.
These locations are approximately y/s = 0.64 for the a = 18.5? solution and y/s = 0.62 for the o = 23 solution.
With closer inspection, it was found that coinciding with the location of this shock close to the wing, the boundary
layer thickens and separates to form a strong secondary vortex as shown in Figure 3.16.

0.6 0.61 0.62 063 0.64 o."s 0.66 0.67 0.68 0.69 0.7
y/s

Figure 3.16: Velocity vectors and contours of Mach number at chordwise station x/c, = 0.2 showing secondary
separation for o = 18.5%, M = 0.85 and Re = 6 x 10°

A second sharp increase in pressure coefficient was also found outboard of the secondary vortex in the pressure
coefficient surface contours as described before. Again, as before, a small shock can be found in the cross-flow
planes corresponding to this location and denoted by in Figure 3.15(d). This shock is likely to be caused by
a similar mechanism as shock IIL but occurs under the secondary vortex with the cross-flow travelling toward the
centreline of the wing. Inboard of this location a small tertiary vortex system is found and it is supposed that the
separation is again caused by the adverse pressure gradient associated with the shock. As with shockm. the shock
is conical and has a constant spanwise location of y/s = 0.82 for both & = 18.5? and o = 237 angles of incidence.
It should be noted that while it is proposed in this work that regions III and correspond to the locations of
shocks in the flow, it is difficult to confirm this conclusively. There remains a possibility that these shocks are in

fact strong compression regions, which are causing the separation of the flow. Further work, both experimentally
and computationally are needed to confirm this.

Between the secondary separation region and the primary vortex, the spanwise flow behaves in a similar manner
to that in a convergent-divergent duct and accelerates to supersonic conditions. At some point, the flow can no
longer maintain these high velocities and a shock appears to decelerate the flow. This is likely to be the cause
of shocks | 2 | and in Figure 3.15(d). Shock appears to occur due to the flow accelerating again beyond
shock It is not clear at this point whether shock m and shock are connected or interact. However, it
appears that they sit very close and it is possible that shock |2 | is a stronger continuation of shock [I]. If this is
indeed the case, the resulting shock curves upward from the surface to the primary vortex, as suggested by the di-
agram of Figure 1.20(a). From the literature, it is known that a shock sits in the region between the primary vortex
and the surface of the wing [121, 122]. However, there is little existing data which confirms the shape of this shock.

Two other shocks were found to occur in the cross-flow. Shock |3 | is found to sit above the primary vortex and

is similar to that found in the computations of Gordnier and Visbal [125] and Shock sits above the primary
shear layer, close to the leading edge. Both these shocks are likely to be caused by the curvature of the shear layer
causing the flow to accelerate up to conditions which cannot be sustained. All these shocks were also found to
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occur for the & = 237 case, although the majority of the shock locations are different due to the inboard movement
and relative increase in size of the vortical system. This is shown in Figure 3.17.

Figure 3.17: Contours of x vorticity on a x/c, = 0.4 plane, highlighting locations of cross flow shocks for a = 23,
M = 0.85 and Re = 6 x 10°

3.5.2 Normal Shocks

Normal shocks are also found to occur in this flow, and are identified by plotting the pressure coefficient along
the symmetry plane as shown in Figure 3.18 for both angles of incidence. For the 18.5° case, it is clear that two
normal shocks occur at the symmetry plane. The first occurs upstream of the sting tip at approximately x/c, = 0.6,
which is most likely to be caused by the sting geometry. Further downstream at approximately x/c, = 0.85 a
second shock is found. This second shock is likely to corresponds to the rear/terminating shock as described in
the literature [17, 18, 129] for similar conditions. A third compression region is also found close to the trailing
edge, and a third shock is found from the surface pressure contours at this location outboard of the symmetry plane
on the wing surface. A shock occurring at this location is likely to be caused by the high curvature of the wing
geometry and the necessity of the flow to return to freestream conditions at the trailing edge.

Figure 3.18: Pressure coefficient distribution at the symmetry plane on the wing for both angles of incidence

As the incidence is increased and vortex breakdown occurs on the wing, the behaviour at the symmetry plane,
again, shows the shock at the sting tip at approximately x/¢, = 0.6. However, another shock is also found in the
flow slightly upstream of this location at about x/c, = 0.52. Downstream of the sting tip, it is evident that the
rear/terminating shock described for the o = 18.5? case is no longer present. From the behaviour described in
the investigations of Elsenaar and Hoeijmakers [18] under similar conditions, it is possible that the new shock
upstream of the sting tip is the rear/terminating shock having undergone an upstream shift with the increase of
incidence. However, due to the presence of the sting and the shock caused by this geometry, it not possible to state
this conclusively. As before, it is found that three normal shocks occur at the symmetry plane and close to the
trailing edge, as also found in the experiments, a second normal shock is observed. This is likely to be the same
trailing edge shock as found for a = 18.5%.

Considering the three-dimensional behaviour of the normal shocks, it is found that the shock occurring upstream
of the sting tip curves downstream and intersects the rolled up shear layer of the vortex as shown in Figure 3.19
and highlighted by the dashed lines. This is also in agreement with the observations of Donohoe and Bannink [17]
and the schematic shown in Figure 1.20(b) for the rear/terminating shock. However, it is likely that this curvature
is caused by the sting presence for this configuration. Also highlighted are the locations of the other normal shocks
described above. The rear/terminating shock in the 18.5° solution is found to be normal to the freestream and wing
surface and does not appear to curve downstream outboard of the symmetry plane. This lack of curvature may be
due to the influence of the sting on the flow, as previous investigations have considered a flat wing without sting
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support [17]. Also clear from this plot are the two cross-flow shocks which sit above the vortex described above
1 and | 4 | from Figures 3.15 and 3.17). It is possible, for both angles of incidence, that there is an interaction
between these cross-flow shocks and the normal sting tip shock, which will further increase the complexity of the
flow in this region. However, further experimental data is needed in this region to determine this behaviour.

Figure 3.19: Isosurface of x vorticity coloured by pressure coefficient showing primary vortex shear layer and
normal shock shape for both angles of incidence

3.6 CFD Sensitivity Study

As has been shown in the previous sections, the agreement with the experimental data is good for the pre- and post
breakdown flow, however the critical incidence for vortex breakdown on the wing is not predicted well. Due to the
presence of the shocks in the flow, it is quite likely that this flow will be more sensitive to computational factors
than a subsonic flow and this must be checked in order to improve confidence in the solutions. In this section,
a number of parameters will be considered. These include grid issues such as refinement and type, turbulence
modelling, convergence and time accuracy issues. For all cases, with the exception of the effect of grid refinement,
only the post-breakdown case, a = 23, for conditions M = 0.85 and Re = 6 x 10° will be considered.

To allow further analysis of various aspects of the flow behaviour, comparisons were made with calculations
performed by other institutions as part of the VFE-2. These institutions are EADS Military Air Systems (EADS-
MAS) and NLR using structured, multi-block grids and the United States Air Force Academy (USAFA) using an
unstructured grid. Each institution uses its own well-validated 3D RANS flow solver; FLOWer 116.17 at EADS-
MAS [189], ENSOLV at NLR [190, 191, 192] and Cobalt at USAFA [193], respectively. Comparisons between the
structured flow solvers and PMB at Glasgow University have been made in the past [194]. Detailed descriptions
of each of these flow solvers, computational set-up and grids used in the structured grid comparisons can be found
in Ref. [188] and are summarised along with the current investigation details in Table 3.2.

Size No. of Grid Points on Wing
Institution Topology x10%  Spanwise Streamwise Normal Turbulence Model
EADS C-0 ~10.6 129 257 129 Wilcox k-@ and
Reynolds Stress Model

NLR Cc-0 ~4 192 112 96 TNT k-w with

P, Enhancer
Current H-H ~7 170 228 81 Wilcox k- with
Investigation  with O-grid P, Enhancer and NLEVM

Table 3.2: Summary of grids and turbulence models used for VFE-2 structured grid comparisons
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The effect of time accuracy is considered by comparing the current solutions to calculations performed by USAFA
using the Spalart-Allmaras DES turbulence treatment on a unstructured grid. The grid used had approximately
7.89 x 10° cells and an average first wall spacing of y* = 0.68, created specifically for a Reynolds number of
6 x 10°, It was refined within the vortex core region to improve the grid for the application of DES. The grid
structure at the symmetry plane is shown in Figure 3.20. The time step was defined as Az = 5 x 107 seconds,
which corresponds to a non-dimensional time step of A7 = 0.0047. The calculation was allowed to run for approx-
imately 20600 time steps, which results in a total time of approximately 0.1 seconds. For these comparisons, both
instantaneous and time averaged (mean) solutions were necessary and thus, a time averaged file was created over
a total of 4000 time steps.

Figure 3.20: USAFA grid at symmetry plane

3.6.1 Effect of Grid Refinement

As stated, the effect of grid refinement was considered for both pre- and post-breakdown flow for the transonic
conditions. In this study, the solutions detailed previously for the fine grid are compared to results obtained using
the coarse grid described in Section 3.2.1. Comparisons of the surface pressure coefficient distributions for both
angles of incidence with the relevant experimental data are shown in Figure 3.21.
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Figure 3.21: Comparison between the H-H grids for transonic conditions at o = 18.5¢ and 23°
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Considering both angles of incidence, it is clear that there are a number of differences between the solutions on the
two grids, particularly in the trailing edge region. Close to the apex, agreement is good for both cases, with the fine
grid giving slightly higher suction peaks than the coarse grid. In this region, both primary and secondary vortex
suction peaks are clear and coincide for both grids, up to x/¢, = 0.6 for @ = 18.5? and x/c¢, = 0.4 for o = 23°.
Downstream of these locations, the differences in the distributions become more pronounced. For o = 18.5%, at
x/e, = 0.8, the pressure coefficient distribution shows that the fine grid gives better agreement with the experi-
mental data. It is clear from the under-prediction of the pressure gradients that the coarse grid is not resolving
the cross-flow shocks as well as the fine grid, as expected. Similar behaviour is shown at x/c, = 0.95, where the
cross-flow shock region is much further outboard and the suction peak is over-predicted. For o = 23, downstream
of breakdown, the agreement between the two grids is close, with a similar reduction in suction peak found at
x/cr = 0.6 and similar flat distributions obvious downstream of this location.

Further comparisons can be made from the pressure coefficient contours on the wing surface, shown in Figure
3.22. For the pre-breakdown case, these plots emphasise the smearing of the gradients on the coarse grid, with
the primary vortex suction peak being much broader. Also evident is the behaviour of the secondary vortex which
does not appear to have such an obvious breakdown location in contrast to the fine grid. Considering the post-
breakdown case, the differences between the two solutions are, again, harder to determine. The behaviour of the
vortex breakdown is almost identical, with the location of the normal shock upstream of the sting tip coinciding.
It is likely that as with the pre-breakdown case, the shocks in the flow are more smeared for the coarse grid, how-
ever this does not appear to have a significant effect on the flow behaviour and the occurrence of vortex breakdown.

Figure 3.23 shows the axial velocity through the primary vortex cores for both cases. It is clear that with the
increase in grid refinement, the axial velocity increases by approximately 30%U.. for both cases. This increase in
axial velocity is expected and is most likely to be due to the improved refinement of the vortex core region. For the
post-breakdown case, the onset and behaviour of breakdown is evident from this plot. It is clear that the onset of
breakdown occurs at roughly the same point over the wing (x/c, = 0.57 for the fine grid and x/c, = 0.58 for the
coarse grid).

(a) 18.5° (b) 23°

Figure 3.22: Surface contours of pressure coefficient for comparison between the H-H grids

(a) 18.5° (b) 23°

Figure 3.23: Comparison of axial velocity through the vortex cores for coarse and fine grid solutions
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The differences in vortex core resolution are also shown by analysing contours of x vorticity on a cross-flow plane.
Figure 3.24 shows a cross-flow slice at x/¢, = 0.4, for both grids at o = 18.5%. It is clear from these plots that
the fine grid predicts a much more compact vortical system than the coarse grid. Both the primary and secondary
vortices are stronger for the fine grid solutions and as a result the outboard vortical region in the shear layer is
not found on the coarse grid. Tertiary vortices are found for both cases and in general the location of each of the
vortices is the same for both grids. Similar comparisons were also made for the post-breakdown case, but are not
shown.
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Figure 3.24: Contours of x vorticity at chordwise station x/¢, = 0.4 at 18.5?

This study has shown that the behaviour and location of vortex breakdown within transonic flow are not greatly
affected by the grid refinement carried out. It is also evident that the critical angle for vortex breakdown onset is
independent of grid refinement, as vortex breakdown is predicted to occur early for both grids.

3.6.2 Effect of Turbulence Model

The effect of turbulence model on the flow behaviour was considered by comparing the results detailed in the
previous sections, calculated using the k — @ with P, Enhancer model to results obtained using the Non-Linear
Eddy Viscosity model for the post-breakdown incidence, a = 23°. The Non-Linear Eddy Viscosity model calcu-
lation was performed using the same flow conditions as before and was started from the end of the k — @ with P,
Enhancer calculation discussed in the previous sections. It was run for the same number of total iterations using
the same calculation parameters. Further consideration of the effect of turbulence model will be obtained from a
similar study carried out by EADS-MAS for the same case, comparing the standard Wilcox k — @ and a Reynolds
Stress model (RSM).

Considering the current results first. The surface pressure coefficient distributions are compared for each turbu-
lence model and to the relevant experimental data as shown in Figure 3.25(a). It is clear that close to the apex, at
x/c, = 0.2 and 0.4, the agreement between the distributions is very good. However, downstream at x/c, = 0.6 there
is a significant difference in the pressure coefficient distributions. The Non-Linear Eddy Viscosity model predicts
behaviour which is still in good agreement with the experimental data for the 23.6° data point, which suggests that
at this location breakdown has not yet occurred. Whereas for the original results, it was found that breakdown oc-
curred at x/c, = 0.57, therefore this streamwise location is downstream of breakdown and the agreement with the
24.6° experimental data is good, where breakdown also occurs on the wing. Further downstream, by x/c, = 0.8,
it is clear that vortex breakdown has occurred for the Non-Linear Eddy Viscosity solution, although inboard there
is still some agreement with the experimental results for a = 23.6%. There is little agreement with the results for
the k — w with P, Enhancer model, which as described previously, shows a very flat distribution downstream of
breakdown. This difference in solution behaviour continues downsteam.

Further evidence of the differences between the two solutions can be obtained from direct comparison of contours
of the surface pressure coefficient for the whole wing. These are shown in Figure 3.26(a). It is evident from this
plot that the location of breakdown is quite different for each solution. From analysis of the vortex core behaviour
it was found that the location of vortex breakdown for the Non-Linear Eddy Viscosity model was 14%c, further
downstream at x/c, = 0.71. However, upstream of breakdown, it was found that the solution were in good agree-
ment, with the same axial velocity being predicted and a similar vortex structure, as described for the original
results in the previous section, for the Non-Linear Eddy Viscosity model results. The location of shocks within
the flow was relatively similar for the Non-Linear Eddy Viscosity results, with cross-flow shocks appearing in the
flow as previously described. A normal shock was found to occur slightly upstream of the sting tip, however a
second shock upstream of this location was not found for this case. Downstream close to the trailing edge, a third
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normal shock is also apparent, which is in agreement with the results predicted for the k — @ with Py, Enhancer
model solutions. Therefore, from these comparisons, it appears that the choice of turbulence model influences
the location of breakdown, but the general behaviour of the flow is relatively unchanged, particularly upstream of
breakdown.

A similar analysis was carried out on the results from the EADS investigation, which shows that there is little
difference in the solutions predicted by the Wilcox k — @ and RSM turbulence models. From the surface pressure
distributions in Figure 3.25(b), it is clear that the predicted behaviour is similar with the main differences occurring
at x/c, = 0.6, outboard in the secondary vortex location. Vortex breakdown occurs slightly downstream of this lo-
cation for both cases, at approximately x/c, = 0.68 for the Wilcox & — @ model and at approximately x/c, = 0.70
for the RSM. This slight difference in location may explain the discrepancy in the secondary vortex prediction at
x/¢r = 0.6, which is not found to be significant to the overall flow behaviour. Downstream of breakdown, dif-
ferences in the pressure coefficient distributions are apparent, but the agreement with the 24.6° experimental data
point is relatively good for both models. Further evidence of the similarities between the flow solution is found
from the contours of surface pressure coefficient shown in Figure 3.26(b). This highlights the slight change in
location of the breakdown but confirms the overall agreement in the behaviour on the wing surface. It is clear that
the agreement downstream of breakdown is much better for these results compared to the current results, however
the change in breakdown location is not as significant.

Therefore, it may be concluded that main effect of the choice of turbulence model is in the predicted location of the
breakdown. The differences found in the flow solution appear to originate with this change and not in differences
of fundamental flow behaviour. Each model still predicts breakdown to occur on the wing at an incidence which
is lower than that witnessed in the experiment, thus, it may also be concluded that the critical angle for breakdown
to occur on the wing is unaffeced by turbulence model.

M = 0.85, Re = 6e6, 23"

M =0.85, Re = 6e6

- NLEVM ~  RSM, EADS 23°
- k=w with P_ Enhancer © Wilcox k - w, EADS 23*
= NTF Wind tunnel results, 23.6* = NTF Wind tunnel results, 23.6°

= NTF Wind tunnel results 24.6" = NTF Wind tunnel results 24.6"

(a) Comparison between NLEVM and k — @ with P, En- (b) Comparison between RSM and Wilcox k — @ model
hancer model (Current Results) (EADS-MAS Results)

Figure 3.25: Effect of turbulence model on flow solution with comparison to experiment for M = 0.85, Re = 6 x 10°
and o = 23




CHAPTER 3. TRANSONIC VORTICAL FLOW ON A SLENDER DELTA WING 74

(a) Comparison between NLEVM and k-@with (b) Comparison between RSM and Wilcox k-w
Py Enhancer model (Current Results) model (EADS-MAS Results)

Figure 3.26: Contours of surface pressure coefficient showing effect of turbulence model on flow solution with
comparison to experiment for & = 23%, M = 0.85 and Re = 6 x 10¢

3.6.3 Effect of Solution Convergence

As stated in the previous section, the Non-Linear Eddy Viscosity model was started from the end of the original &k —
 with Py, Enhancer model solution discussed in the previous sections. Due to this restart, it is important to consider
the effect of convergence on the flow solutions, particularly in order to strengthen the conclusions made in the
previous section and to determine if the restart would have an effect on the solution. To perform this investigation,
the original calculation was again restarted, using the same turbulence model and run for an additional 4500 implicit
time steps. Figure 3.27 shows the convergence history of the original and restarted calculations. The residual is
the index of the error in the numerical computations, therefore by reducing the residual by one, the error reduces
in size by an order of magnitude. The plot shows the residual for the mean flow computations (lower trace) and
the turbulence model computations (upper trace). It is clear that for the original calculation, the residual reduces
rapidly then begins oscillating in an irregular manner, which dies down, before reaching its final values of 10275
and 10737, With the restarted calculation, it is evident that the behaviour of the residuals becomes more periodic
in nature, however the unsteadiness does not disappear. The residuals are found to oscillate about mean values of
approximately 10~28 and 10~3#, which are not significantly lower than the final values of the initial calculation.
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Figure 3.27: Convergence history of residuals for k — @ with P, Enhancer model; o = 23%, M = 0.85 and Re =
6x 10°

Considering the results of the restarted calculation and the original results shown in the previous sections. Figure
3.28 shows the surface pressure coefficient distributions for both solutions at streamwise stations compared to the
relevant experimental results. As with all other comparisons, it is clear that there is little effect on the flow close
to the apex region at x/c, = 0.2 and 0.4. Downstream at x/c, = 0.6, the overall behaviour of the distribution
is similar with a reduction in suction peak compared to the pre-breakdown experimental data point (& = 23.67).
However, the inboard distribution has a lower pressure coefficient distribution and the suction peak is higher for
the restarted calculation results. These results give an improved agreement with the ot = 24.6? experimental data.
In the original results, the breakdown location was found to be slightly upstream of this location, at x/c, = 0.57
and it is clear that breakdown will be close to this region for the restarted results. Downstream, it is evident that the
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overall flow behaviour has not changed significantly with increased convergence with a relatively flat distribution
of surface pressure coefficient found for both solutions at x/¢, = 0.8 and 0.95.

From the contours of surface pressure coefficient for each solution, shown in Figure 3.29, it is clear that the
breakdown location is further downstream for the restarted calculation solution. From analysis of the vortex core
behaviour this location was found to correspond to approximately x/c, = 0.64, which is a 7%c, downstream shift.
As with the original calculation, the breakdown location is downstream of a normal shock, however only one
shock occurs in this region. It is clear that downstream of the location of the normal shock that a suction peak
continues for both solutions, however it appears to last longer for the restarted calculation solution. Upstream of
breakdown the flow behaviour predicted is almost identical, with the same axial velocity found in the vortex core.
The shockwaves described for the original results are also found for the restarted calculation, as expected, with
the only exception being the second normal shock upstream of the sting tip, as mentioned. Therefore, it may be
concluded that the most obvious effect of increasing the calculation run time and thus of the convergence of the
solution, is to shift the breakdown location further downstream. This may also suggest that the large difference in
breakdown location between the Non-Linear Eddy Viscosity model and the original results, detailed in the previous
section, is partly due to the effect of turbulence model and partly due to the effect of the convergence behaviour at
the end of the calculation.

M = 0.85, Re = 6¢6, 23"
- 4000 Herations \
- 8500 Hterations g
= NTF Wind tunnel results, 23.6°
o NTF Wind tunnel results 24.6°

Figure 3.28: Effect of turbulence model on flow solution with comparison to experiment for & = 23°, M = 0.85
and Re = 6 x 10°

Figure 3.29: Contours of surface pressure coefficient showing effect of turbulence model on flow solution with
comparison to experiment for M = 0.85, Re = 6 x 10® and a = 23%;
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From further analysis, it was found that despite the difference in breakdown location, the overall flow behaviour of
the further converged solution was very similar to the original calculation results detailed in the previous sections.
As this calculation has been shown to have an improved convergence behaviour, the new solution will be used for
the comparisons and analysis in the following sections.

3.6.4 Comparison with Other Structured Grid Results

M = 0.85, Re = 6¢6 0 M = 0.85, Re = 6¢6 0
- EADS 18.5° - EADS 23

- Glasgow 18.5" 0.1 -~ Glasgow 23"

- NLR 18.5° - NLR 23"

= NTF Wind tunnel results, 18.6" 0.2 = NTF Wind tunnel results, 23.6"

= NTF Wind tunnel results 24.6" -

(a) Pre-breakdown case, o = 18.5° (b) Post-breakdown case, a = 23°

Figure 3.30: Comparisons between computational results and experiment for all codes for M = 0.85, Re = 6 x 10°

Comparisons were made with the structured grid results of EADS-MAS and NLR as described previously, to fur-
ther consider the validity of the solutions presented. Referring to the pre-breakdown case first in Figure 3.30(a),
it is clear that the agreement between the computational results and the experimental data is good. As discussed
in Section 3.4, the current results predict a secondary vortex which is slightly too strong compared to the experi-
mental data. However, it is clear that the EADS-MAS and NLR solutions predict vortices which are much weaker
and have suction peaks less than the experimental values. These discrepancies may be attributed to differences in
transition treatment, with both EADS-MAS and NLR running fully turbulent calculations compared to the current
results which has a forced transition from laminar to turbulent flow at x = 0.4. Downstream close to the trailing
edge at x/c, = 0.95, the agreement between each of the computational solutions lessens. Both the EADS-MAS
and NLR solutions predict the suction peak and sudden increase in pressure further outboard than both the exper-
iment and the current results. This is likely to be due to grid refinement and topology in this region as both the
EADS-MAS and NLR grids use a conical C-O topology and Glasgow uses an H-H grid, which is more refined
close to the trailing edge. This behaviour is also clear from the surface pressure coefficient distributions of Figure
3.31. For each solution, the location of the vortical system is the same with a well defined primary and secondary
vortex. The secondary vortex breakdown as described before is evident for both the EADS-MAS and NLR solu-
tions, however it occurs further downstream for both cases. This supports the suggestion that the secondary vortex
breakdown may be caused by a shock/vortex interaction.

For a = 239, it is clear from Figure 3.30(b) that close to the apex of the wing i.e. x/¢, = 0.2 and 0.4, the agreement
between all the computational solutions and the experimental data is good, with the magnitude and location of the
primary and secondary peaks being predicted well. As before, for the pre-breakdown case, the secondary vortex
is slightly stronger for the current results compared to the EADS-MAS and NLR solutions. Downstream, vortex
breakdown occurs for all solutions and the flow exhibits good agreement with the experimental post-breakdown
flow. However, it is evident from the surface pressure coefficient contour plots that the location of vortex breakdown
is different for each solution.
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Figure 3.31: Surface pressure coefficient contours for all codes, M = 0.85, Re = 6 x 10°

Figure 3.32 shows the behaviour of the axial velocity through the vortex core and the location of vortex breakdown
is clear for each of the solutions. The locations for vortex breakdown for this case corresponds to approximately
x/cr = 0.68 for EADS-MAS, x/c, = 0.67 for NLR and x/c, = 0.64 for the current results. Upstream of the
breakdown location, it is clear that there is some difference in the predicted maximum axial velocities, caused by
differences in grid resolution or turbulence models used.

Figure 3.32: Axial velocity through primary vortex core for all codes o = 23°, M = 0.85, Re = 6 x 10°

As before, consideration was given to the flow on a slice through the vortex core at a constant streamwise location,
x/cr = 0.4, shown in Figure 3.33 for each solution. In each plot, the elongation of the primary vortex is clear and
the position of the vortex cores is almost identical. Both secondary and tertiary separation regions occur in the flow
at this location for all solutions. Outboard of the secondary vortex, the thickening of the shear layer region is found
in all three solutions, however the strength of this region appears to be directly linked to the relative strength of the
secondary vortex. With the strong secondary vortex for the current results producing a fourth vortical region, as
discussed previously.
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Figure 3.33: Contours of x vorticity at x/c, = 0.4 for all results, & = 23°, M = 0.85, Re = 6 x 106
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Figure 3.34: Pressure coefficient distribution at the symmetry plane on the wing

The locations of the normal shocks in the flow solutions are also slightly different for each solution. The pressure
coefficient at the symmetry plane is shown in Figure 3.18 for each set of results. For the pre-breakdown case,
the sting tip shock is evident for all cases at approximately x/c, = 0.64, however the location and strength of
the rear/terminating shock downstream differs between results. This shock occurs at approximately x/c, = 0.9
in the EADS-MAS and NLR results and earlier at x/c, = 0.85 in the current results. The differences in strength
and location of this shocks is likely to be due to the nature of the grids in this region. At an incidence of 239,
the behaviour of the solutions at the symmetry plane, again, shows the shock at the sting tip at approximately
x/c, = 0.6, but this time it appears that a second shock occurs in the flow slightly upstream of this location.
However, the compression of these two shocks appears to merge into one for all solutions. The difference in shock
strength is likely to be caused by variations in grid refinement, particularly in the axial direction, which will cause
varying shock resolutions. Despite the variation of shock strength, the locations of these shocks are very similar
with the upstream shock occurring at about x/c, = 0.52 for the NLR results, x/c, = 0.56 for the EADS-MAS
results and slightly downstream at x/c, = 0.58 for the current results .

M = 0.85, Re = 6e6 M = 0.85, Re = 6¢6 0
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(a) Effect of grid topology (b) Effect of common grid

Figure 3.35: Effect of grid on flow solution with comparison to experiment for & =23, M = 0.85 and Re = 6 x 10%;
a) Comparison between results from Glasgow and NLR grids (NLR Results); b) Comparison between Glasgow
results and NLR results on common grid using similar turbulence model.
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Figure 3.36: Contours of surface pressure coefficient showing effect of grid on flow solution with comparison to
experiment for M = 0.85, Re = 6 x 10° and & = 23°; a) Comparison between results from Glasgow and NLR
grids (NLR Results); b) Comparison between Glasgow and NLR results on common grid using similar turbulence
models.

To further aid in the comparisons between each of the computational solutions consideration was given to the effect
of grid topology. This was considered by running the same solver and turbulence model on two of the grids with
differing topologies. These were the fine H-H grid as described in Section 3.2.1 and NLR’s C-O grid. It is clear
from Tables 3.1 and 3.2 that the overall sizes of the grids are quite different. However, this is mostly due to the
topology and chosen far-field definitions and it is found that the number of grid points over the wing surface is
similar for both the normal and spanwise direction. The results of this comparison are shown in Figures 3.35 and
3.36. The pressure coefficient distributions show very little difference between the solutions, both upstream and
downstream of breakdown. Considering the pressure coefficient contours, it is clear that the apparent strength of
the normal shock and the suction peaks of the vortical system in the region of this shock are different. This is most
likely to be due to differences in axial grid refinement rather than the topology of the grids.

A comparison between the solutions for the Glasgow and NLR CFD solvers on a common grid was also performed.
The turbulence models used by these two institutions are similar, with the difference mainly in the specification of
the turbulence model diffusion coefficients [ 195]. It is clear that the solutions are very similar. This is also true of
the surface pressure coefficient contour plots for this case, although a slight difference in the predicted breakdown
location is clear. This is likely to be due to the level of convergence of the solutions as a comparison of the NLR
results with the original calculation described in Sections 3.4 and 3.5, shows no difference in breakdown location.

3.6.5 Influence of Time Accuracy

All the computations described so far have assumed that the flow is steady state. However, it is clear from the
literature discussed in Chapter 1, particularly for the post-breakdown case, that the flow will be highly unsteady.
Therefore, it is necessary to consider the effect of time accuracy on the solutions and the behaviour of the flow.
In order to consider this, comparisons were made with an unsteady calculation, for the same transonic conditions,
carried out by the United States Air Force Academy (USAFA) as part of the VFE-2.

Figure 3.37 shows the comparison of surface pressure coefficient distributions for the time averaged USAFA so-
lutions and the steady state Glasgow solution. From this plot it is clear that close to the apex, at x/c, = 0.2 and
0.4, the agreement between the time averaged and steady state solutions is good. However, downstream where
the leading edge vortex has broken down, large differences between the flow solutions are found. At x/c, = 0.6,
the time averaged solution shows good agreement with the post-breakdown experimental data inboard close to the
symmetry plane, but outboard of the primary suction peak large secondary suction peak is evident at this station,
suggesting that the secondary vortex is still present. The steady state solution also displays a small peak in this
region which suggests that a very weak secondary vortex may still occur at this location. Further downstream,
the time accurate result behaves slightly different to the steady state solution and post-breakdown experimental
results, and appears to be slightly closer to the experimental results for the 23.6° experimental data point. Vortex
breakdown can be confirmed to occur in the flow by considering the surface pressure coefficient contours shown
in Figure 3.38.
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Figure 3.37: Comparisons between computational results and experiment for current results and USAFA time
accurate solutions for a = 23%, M = 0.85, Re = 6 x 10°

Figure 3.38: Surface pressure coefficient contours comparing USAFA time averaged results with steady state
current results, & = 23°, M = 0.85, Re = 6 x 10°

From Figure 3.38, it is evident that the behaviour of the flow upstream of vortex breakdown is very similar. How-
ever, the steady state result predicts vortex breakdown slightly further upstream than the time averaged solution,
x/cr = 0.64 for the steady state solutions compared to x/c, = 0.68 for the time averaged results. Downstream of
breakdown the solutions are again similar, however the suction peak which is found downstream of breakdown
exists for approximately 25%c, in the time accurate result and only about 15%c, for the steady state result. This
behaviour is confirmed by considering the axial velocity through the vortex cores for each case, as shown in Figure
3.39. From this plot, it is again clear that the steady state solution predicts breakdown further upstream than the
time accurate solution. However, the levels of axial velocity upstream of vortex breakdown are similar. Further
consideration of this behaviour will be given in the following section.
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Figure 3.39: Comparisons between computational results and experiment for current steady state results and US-
AFA time accurate solutions for & = 23%, M = 0.85, Re = 6 x 10°

Considering the three-dimensional behaviour of the flow shown in Figure 3.40, it is clear that the difference in
vortex breakdown location is clearly associated with the location of the normal shock at the symmetry plane. For
the time averaged case, the shock at the sting tip appears to interact with the primary vortex shear layer in a similar
manner to the shock in the steady state results. Thus, it may be stated that the mechanism for breakdown is likely
to be the same, but that some difference between the solutions is changing the location of the impinging shock.
Further consideration of this will be given in a later section. Also shown in Figure 3.40 is the presence of the
cross-flow shocks and @ described in the analysis of Section 3.5, impinging on the shear layer.

Steady State
Glasgow

Figure 3.40: Isosurface of x vorticity coloured by pressure coefficient showing primary vortex shear layer and
normal shock shape for current results and USAFA time accurate solutions; M = 0.85 and Re = 6 x 10°

Therefore, it is evident that the overall agreement between the steady state and time average solutions is reasonable,
with vortex breakdown being predicted over the wing. It is found that the vortex breakdown locations are different,
but despite these differences, the vortex core properties upstream are similar and the shape and relative locations
of the shocks in the flow correspond well. It may be suggested that the effects of time accuracy on the prediction
of transonic vortex breakdown are not significant for the purposes of predicting the main features of the flow. This
further suggests that the steady state solution can be used as a useful approximation to the complex unsteady flow
behaviour. However, the discrepancies in the location of breakdown should be kept in mind. This short study also
eliminates the effects of time accuracy on the critical onset angle for vortex breakdown, as these solutions are also
predicting breakdown to occur early on the wing.

3.7 Shock-Vortex Interaction and Vortex Breakdown

As mentioned in Section 3.5.2 and detailed in Figures 3.19 and 3.40, it is apparent that the sting tip shock intersects
the vortex system. Therefore, it is suggested that some shock/vortex interaction takes place, particularly for higher
angles of incidence. To consider this, the pressure in the freestream direction through the vortex cores for both
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angles of incidence were analysed. This is shown in Figure 3.41, with the calculated pressure ratios for each pro-
posed shock/vortex interaction location marked. For a = 18.5%, the interactions occur without vortex breakdown.
It has been previously suggested that this is due to the shock sitting above the vortex core [17]. However, from
consideration of the vortex core properties it is found that there are three regions of adverse pressure gradient which
may suggest direct interactions. These coincide with the two normal shocks at the symmetry plane and the trailing
edge shock, detailed previously, and are clear from the three dimensional view in Figure 3.19. The pressure ratios
for all three are less than 1.5 and, as shown, the primary vortex recovers after passing through each. Therefore, it
may be suggested that these are weak interactions.

Figure 3.41: Pressure distribution through vortex cores for both angles of incidence; The numbers on the plot
signify the magnitudes of the pressure ratios through the intersecting shocks

At a = 23, where breakdown occurs on the wing, it is clear that there are two regions of high adverse pressure
gradient at the vortex core. The first coincides with the location of the normal shock upstream of the sting tip as
shown at the symmetry plane in Figure 3.18 and also with the onset of vortex breakdown. Very close to this, the
second, higher pressure gradient coincides with the occurrence of complete vortex breakdown, which can be seen
in Figure 3.32. These pressure gradients have ratios of 2.00 and 2.36 respectively. It is likely that the first pressure
increase is due to the effect of the normal shock at the symmetry plane on the vortex core, in a similar manner to
the interaction at the lower incidence. The second pressure gradient is much stronger and may indicate a direct
interaction between the downstream section of the shock and the vortex core and indeed this location corresponds
to the region where the shock intersects the vortex core as demonstrated in Figure 3.40. Further detail of this region
is found in Figure 3.42, which shows contours of Mach number on a plane through the vortex core. The vortex
core trajectory that the data of Figure 3.41 is obtained from is highlighted. This shows the presence of the shocks
prior to and at vortex breakdown, where the Mach number drops significantly and suddenly.

Figure 3.42: Contours of Mach number on slice through vortex core at a constant y/s = 0.56 for a = 23°, M = 0.85
and Re = 6 x 10°

From these results, it is evident that there are interactions between the shocks and vortex core for both angles of
incidence, with weaker interaction occurring for the lower incidence. Thus, it may be suggested that there is a
limiting behaviour below which the vortex can retard the effects of the shock and remain coherent. Above this
limit, the interaction causes a considerable weakening of the vortex core, which results in vortex breakdown. In his
comprehensive review, Deléry [49] demonstrated the importance of a number of parameters for vortex breakdown
caused by shock/vortex interaction. These include the tangential or swirl velocity, Ug, and the axial velocity of
the vortex core, Uayiai- He also proposed that the swirl ratio or the Rossby number may be used as a measure of
the vortex intensity and, thus, the susceptibility of the vortex to shock induced breakdown. The Rossby number
is a non-dimensional parameter, defined as the ratio of the axial and circumferential momentum in a vortex as
defined by Equation 3.1. In this investigation, the maximum axial velocity at the vortex core and the maximum
swirl velocity of the vortex are used. This relationship is the inverse of the axial swirl parameter described in Ref.
[49], which is used as a breakdown criterion for a free-vortex.

Uasial 11} Uayial

Ro =
? I',-Q Ug

(3.1)
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As a vortex passes through a normal shock, the tangential velocity is found to stay relatively constant while the
axial velocity decreases, therefore reducing the Rossby number [28]. With the reduction in the Rossby number
comes an increase in vortex intensity and, as a result, the susceptibility of the vortex to breakdown increases. A
criterion for breakdown using the Rossby number has also been investigated by Spall ez al. [59] and by Robinson
et al. [60], who applied it to computational results on slender delta wings and determined that the limiting Rossby
number occurs between 0.9 and 1.4 for most cases, with a stable vortex core occurring for values above 1.4. To
consider this criterion, the Rossby number was calculated for both pre- and post-breakdown angles of incidence
and the resulting graph is shown in Figure 3.43 with respect to streamwise location on the wing. Also noted on the
plot are the critical Rossby numbers for vortex breakdown.

Figure 3.43: Rossby number distribution against root chord location for pre- and post-breakdown cases

These results also show the influence of the shocks on the vortex behaviour. At o = 18.5%, it is clear that weak
interactions occur as the Rossby number decreases. However, this reduction is not significant which shows that
the vortex is not sufficiently weakened by the shock. A recovery is witnessed downstream. At a = 23, a similar
behaviour is noted where at x/c, = 0.58 the vortex is affected by the normal shock. However, the reduction in
Rossby number is greater than for o = 18.5? and the vortex becomes unstable. Complete vortex breakdown is then
caused by a second shock at approximately x/c, = 0.62 which has a greater effect on the already weakened vortex
flow, and breakdown is almost immediate. It is interesting to note that upstream of vortex breakdown the value of
the Rossby number is very similar for the two angles of incidence. This shows that for a given set of conditions,
the Rossby number is independent of incidence. For this case, the mean Rossby number is approximately 1.7. This
suggests that if the Rossby number of a vortex is constant for increasing incidence, another parameter is needed to
define the limit which causes vortex breakdown to occur on the wing.
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Figure 3.44: Theoretical limit curve for normal shock vortex interactions, where 7 is the swirl ratio = 1/Ro
(adapted from Ref. [28])

It was also suggested by Deléry [49] that the susceptibility of a vortex to breakdown is linked to the strength of
the impinging shock and, thus, on the upstream Mach number. In the study by Kalkhoran and Smart [28], a vortex
breakdown limit for normal shock/vortex interaction based on upstream Mach number and swirl ratio is discussed
for supersonic vortices with uniform Mach number profiles. The resulting limit is shown in Figure 3.44. This
shows that for a given swirl ratio, a limiting Mach number exists above which vortex breakdown occurs. However,
this curve may not be applied to transonic delta wings as the leading edge vortices have jet-like velocity profiles
and the impinging shocks in the flow may not be normal to the vortex axis. This will change the behaviour of the
interactions and, therefore, the limit for breakdown.
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‘Lo investigate a limit for transonic delta wing vortices, the strength of the impinging shocks should be considered,
pre- and post-breakdown. Unfortunately, little experimental data exists to ailow the shock strength to be measured
through the vortex core. However, the strength of the shocks incident on the surface of the wing may be considered
o improve confidence in the computational solutions. For the NASA NTF experimental results, the pressure
distributions on the surface of the wing at a constant spanwise location of y/s = 0.3 were considered for the 23.6¢
and 24.6° angles of incidence and are shown in Figure 3.45. Unfortunately, there are only five data points, however,
the presence of an increase in pressure hetween x/c, = 0.6 and 0.8 for the 23.6 incidence and .x/¢; = 0.4 and 0.6
for the 24.6° incidence is still clear. As the sting tip is located at approximately x/c, = 0.64, these pressure jumps
are most likely to he located close o the x/¢, == 0.6 streamwise location, Using this as a guide, an approximation
10 the shock strength at this location can be determined. The approximate values calculated are given in Table 3.3.
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Figure 3.45; Experimental surface pressure data on conical ray at constant y/s = 0.3 to show experimentat shock
strength for & = 23.6° and 24.6%, M == 0.85, Re = 6 x 10° from NASA NTF data

Y
Py

NASA NTF Experiment - 23.6°  1.16

NASA NTF Experiment - 24.6% 14673

CFD - 18.5¢ 1.2314
CFD - 23¢ 1.4695

Table 3.3: Summary of shock strength on surface conical ray at constant y/s = 0.3 for all solutions at M = 0.85,
Re =6 x 10° and & = 23Y compared to NASA NTF data.

Using the values in Table 3.3 as a guide, it is evident that there is a considerahle difference in the calculated
pressure changes at the sting tip location for the pre- and post-breakdown experimental results. The calculated
pressure ratio for the post-breakdown case is roughly 25% larger than for the pre-breakdown case. Similar distri-
butions were also obtained from the computational solutions for the pre- and post-breakdown cases and the shock
strengths calculated arc also stated in Table 3.3. From a comparison with the experimental data it is clear that the
magnitude of the post-breakdown pressure ratio is very similar, however, the pre-breakdown ratio is larger. This
means that overall the increase between the pre- and post-breakdown cases for the computational results is less,
The larger pressure ratio of the computational results for the pre-breakdown case may have implications for the
onset of breakdown. If the shock strength is over-predicted in the computational results, it is likely that breakdown
would aceur earlier on the wing compared to the experimental results for a given vortex strength.

Ta consider the incidence at which vortex breakdown first oceurs on the wing and relative strength of the shocks
in the flow, additional calculations were performed for intermediate angles of incidence between [8.5¢ and 26°
for the same flow conditions as before (M = 0,85 and Re = 6 x 10°). A summary of the important flow details
are shown in Table 3.4. These details include whether vortex breakdown occurred, the maximuin voriex core axial
velocity, Mach number and the steengths and locations of the first impinging shock at each incidence. The tocation
of the shocks can be taken as analogous (o the vortex breakdown location, where appropsiate. From the analysis,
it was found that the 23° case was the only incidence to exhibit the double shock at vortex breakdown and so
the combined shock strength is instead shown for comparison with the other results. As these calculations were
performed to the same convergence level as the original caleulation, the data from the original calculation has also
been included. The further converged solution results are also shown for completeness. As discussed previously, it
was found that the convergence level only affected the location of breakdow, therefore, this should not influence
the critical angle tor the onset of breakdown over the wing.
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a VBD? Max. Upsiat  Max. Masiai  p2  Shock x/cr

185° x 1.74 1.76 15 0.62
19¢ x 1.76 1.80 1.6 0.64
20° o 1.74 1.83 373 064
210 i 1.74 1.86 487  0.64
220 Vi 1.79 1.88 467 051
23° v 1.80 1.92 525 055
230t 1.83 2.00 475 062
24° Wi 1.84 2.05 593 049
25¢ o 1.84 2.10 564 047
26° i/ 1.84 2.20 548  0.40

Table 3.4: Summary of shock and vortex core data for all steady state calculations at o = 18.5% —26°, M = 0.85
and Re = 6 x 10° T indicates further converged solution results.

Before considering the onset of breakdown, it is important to note the behaviour of the flow variables with increas-
ing incidence. It is clear from Table 3.4, that the predicted shock strength increases with incidence, which is in
agreement with the experimental data in Table 3.3. The axial velocity and Mach number are also found to increase,
however, the Rossby number was found to be consistent at = 1.7 for each incidence as described before. From the
theory of supersonic flows, it is known that the strength of a shock is dependent on the upstream Mach number,
thus for a higher axial flow, a stronger shock will occur. However, in this case the relationship does not appear
to be linear. This is most likely to be due to changes in the shape of the shock in response to changes in the flow
behaviour and the equilibrium conditions as the incidence is increased. This may also suggest that the behaviour
of the vortex breakdown is also non-linear in nature.

Vortex breakdown first appears on the wing at a = 20°, which coincides with a significant increase in shock
strength. At this point it may be assumed that the strength of the shock is high enough to cause a complete
reorganisation of the flow behaviour. Thus, the shock strength limit for breakdown for these solutions may be
given as 3.73. This appears to confirm the proposal made previously, that the normal shock strength is over-
predicted, thus causing the breakdown to occur earlier over the wing for the vortex core behaviour predicted. To
determine a link between the vortex flow conditions, as described by the Rossby number, and the shock strength
for breakdown to occur on the wing, further data, both experimental and computational, is needed. By considering
different flow conditions and configurations a trend similar to Figure 3.44 may be determined for transonic vortex
breakdown.

Figure 3.46: Pressure distribution through vortex cores for EADS and NLR solutions

To further consider the relation between the occurrence of breakdown, the vortex core behaviour and the predicted
shock strength, the vortex core data for the EADS-MAS, NLR and time averaged USAFA results are considered
in a similar manner. The pressure behaviour through the vortex core, with the pressure ratios marked, is shown
in Figure 3.46. From this plot, it is clear that a similar behaviour occurs, with shocks intersecting the vortex core
axis and vortex breakdown occurring. From the EADS-MAS and NLR solutions, the pressure ratios through the
shocks are approximately 1.77 and 1.64, and 1.5 and 2.89, respectively. The USAFA time averaged solution has
only one shock region with a ratio of 4.5. However, from analysis of the instantaneous solutions, it was found that
two shocks also exist at breakdown, which for the solution at a time step of 7 = 16600 correspond to 2.25 and 2.71.

While the predicted strength of a shock can be dependent on such factors as grid refinement, turbulence model and
solver treatment, it is also apparent that there are corresponding differences in predicted maximum axial velocity
through the vortex core, as shown in Figures 3.32 and 3.39 and summarised in Table 3.5. The current solution has
predicted a maximum axial velocity which is the same as the USAFA solutions and higher than for the EADS-
MAS and NLR solutions. As a result of this increase in axial velocity the Mach number upstream of the shock
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will increase, and the upstream pressure will reduce, resulting in a stronger shock to maintain equilibrium of
the flow. However, it is evident that the Rossby number in each case is similar. This suggests that the shock
strength predicted by the computational solutions is dependent on the vortex core behaviour predicted upstream.
The axial flow behaviour is also dependent on the computational parameters mentioned above. However, despite
the differences in flow solutions and computational set-up, the behaviour and effect of the shocks on the flow are
the same.

Shock at
Vortex core Shocks y/s=03:
Usistk Maxis  Ro  Ist: g2 2nd: 2 Total: g P VBD x/c;

EADS 1.50 - ~ 1.67 1.77 1.64 2.55 1.4274 0.68
Glasgow 1.83 2.00 ~ 1.7 2.00 2.36 4.75 1.4695 0.64
NLR 1.60 - ~ 1.74 1.50 2.89 4.33 1.5075 0.67
USAFA (time ave.) 1.80 203 ~1.67 - - 4.50 1.4409 0.68
USAFA (instant.) - - - 2.51 21 4.75 - 0.66

Table 3.5: Summary of maximum axial velocity, shock strength and breakdown location for all solutions at & =
23°, M = 0.85 and Re = 6 x 10°

To consider the ability of the computational solutions to predict the axial flow upstream of breakdown, the PIV
results obtained at DLR and described in Konrath er al. [21] were considered. These experiments were detailed
in Section 1.4 and were carried out for a slightly different flow conditions, with a Mach number of M = 0.80
and Reynolds number of Re = 3 x 10°. To compare with these results, a new set of calculations were performed,
using the k — w with P, Enhancer turbulence model for M = 0.80 and Re = 2 x 10° at angles of incidence of
o = 18.5% — 26°. Figure 3.47 shows a comparison of the cross-flow behaviour for a nominal incidence of o =
26?. The effect of the difference in Reynolds numbers will be negligible due to the sharp leading edge. In the
experiment, it was found that vortex breakdown occurred between the x/c, = 0.6 and 0.7 streamwise stations.
However, the computations predict breakdown further upstream at x/c, = 0.4. Therefore, to make a comparison of
the pre-breakdown flow, the results were compared on planes which were a similar non-dimensional distance from
the breakdown location, this corresponds to x/c, = 0.5 for the experiment and x/c, = 0.3 for the computational
results assumming that the breakdown occurs close to the x/¢, = 0.6 location.

03 04 05 06,07 08 09 g x o o1 O 04 05 06,07 0% 09

yis y/s

(a) PIV, @ = 25.9%, Re = 3 x 10° (b) CFD a = 26°, Re =2 x 10°

Figure 3.47: Comparison between u velocity contours for experimental PIV and computational results for M = 0.80
on a slice atx/c, = 0.5.

From the comparisons of the non-dimensional « velocity contours, a number of observations may be made. It
is clear that the location of the vortex core is very different between the computational and experimental results,
however this is likely to be due to the proximity of the computational slice to the apex of the wing as further
downstream the vortex would lift further from the wing surface. However, the shape of the vortical system is the
same, with a very elongated primary vortex clear for both sets of results. Considering the vortex core properties,
from the experimental data at three pre-breakdown PIV planes, it was found that the « velocity corresponds to
1.962 at x/c, = 0.5, 1.870 at x/c, = 0.55 and 1.522 at x/c¢, = 0.6. Although the maximum velocity found from
the measurement planes is 1.962, it is likely that the actual maximum velocity will be larger. This is evident
from Figure 3.48, which plots these three points along side the velocity behaviour of the computational results.
The maximum u velocity for the computational results corresponds to u = 1.88, which is slightly lower than
the maximum experimental value. Therefore, it is likely that the axial flow behaviour is under-predicted in the
computational solutions.
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Figure 3.48: « velocity through vortex core for computational results compared to experimental PIV data for
M = 0.80, o = 26°

Returning to the issue of the secondary vortex breakdown which ocecurs for the pre-breakdown case at o = 18.5°
and was nitially mention in Section 3.4. The location of this breakdown, is clear from Figure 3.9 and corresponds
to x/c, = 0.86. It is evident from the location and interaction of the shocks in the flow with the primary vortex,
shown in Figure 3.41, that this ocation coincides with a normal shock at the primary vortex core and with a normal
shock that the symmetry plane. Duc to this, it may be suggested that a phenomenon similar to that described above
for the primary vortex breakdown is the cause of the unusual behaviour. From Figure 3.41 it is found that this
shock has a strength of P/Py = 1,28, and ahhough it has been found that this shock interacts with the primary
vortex, it does not cause vortex breakdown. However, the secondary vortex does not have as high an axial velocity
and therefore strength as the primary vortex. Therefore, if a shock/vorlex interaction occurs, it is likely that the
secondary vortex cannot recover downstream and vortex breakdown occurs,

3.8 Discussion

Having considercd the mechanisms which cause vortex breakdown to occur on the wing, it is pussible to return
to the issue of the discrepancies between the CFD and experimental results. It was found from the experimental
data uscd in this study that vorlex breakdown jumps abraptly from a location downsiream of the trailing edge to a
location upstream ou the wing for a smali increases in incidence. Indeed from the results summarised in Table 3.4,
it is clear that the flow seems to go from full vortical flow over the whole wing surface to breakdown occurring
close to the x/er = 0.6 focation in a one degree increase.
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Figure 3.49: Voriex breakdown location for both commpulational and experimental resuits

The iocation of vartex breakdown with incidence is plotted in Figure 3.49 which also shows similar results for
EADS-MAS solutions and comparisons to available experimental data. For the experimental data, the cxact loca-
tion of vortex breakdown is not known, however fromn the surface pressure coefficient distributions the approximate
locations could be determined. From this plot it is clear that the behaviowr of the onset of vortex breakdown is very
similar for both the CFD and experiment, however the angle at which this oceurs varies. With further consideration
of the literature it was found that there is a large spread of values for this critical angle. These are detailed in Table
3.6 below. It is quite clear from all these results that the critical onset angles for vortex breakdown over the wings
for current CFD solutions are consistently earlier than for the majority of the experimental results.
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Svuree Type Conditivns oy
Elscnaar and Bocijmukers [18]  cxp. M =0.85, Re =9 x 10° 23¢
Houtmann and Bannink [129]  exp. M =0.85, Re = 3.6 x 10° 207
Chu and Luckring [20] exp. M =0.799, Re=06x10° 26.6¢
" exp. M —0.831,Re=06x 108 24.6°
" exp. M =0.85],Re=6x 10° 24.6°
” exp. M=087],Re—0x 10° 24.7¢
" exp. M =009,Re=6x 108 22.6
? exp. M=0849, Re=11.6x 106 240
Tongo [121] CFD M ==0.8, Inviscid 257
Glasgow CFD M=085Re=06x 108 207
EADS-MAS CFD M=0.85Re=6x 106 21°

‘lable 3.6: Critical incidence for transonic vortex breakdown (o be found an 652 delta wings

To explain this dif{erence, further consideration is needed to the discussion given above considering a critical limit
for breakdow to oceur dependent on the vorlex core strength and the strength and localions of the shockwaves in
the Hlow. As shown, with an increase in incidence the strength of the shocks in the flow increases, most Jikely as 4
response to the increased acceleration of the flow over the wing surface. Similarly, the axial velocity in the vortex
core increases and it has been shown that there is a critical relationship between these quantities which results in
hreakdown for a critical incidence. To change the angle at which vortex breakdown oceurs, it will be necessary to
have a change in either one of these parameters. For example, with an increase in vortex intensity and therefore a
decrease in axial velocity or an increase in tangential velocity, the strength of the shock needed to cause breakdown
will deerease and breakdown will occur earlier on the wing,

From the results detailed in the previous section, it may be snggested that lwo factors arc causing the early predic-
tion of breakdown on the wing. These are an under-prediction of the axia! velocity, which results in a vortex more
susceptible to breakdown and an over-prediction of the strength of the shocks within the flow. From consideration
of the effects of a pumber of flow parameters, it appears that these predictions are not greatly effectad by grid strue-
ture, turbulence moclel, convergence or time accuracy, The effect of grid refinement was also cansidered, which
also concluded that the overall refinement of the grid liad little effect on the solution. However, this study did
not consider localised refinement, particularly in the vortex core region, Despite coutinuing improvement in CFED
codes, turbulence models and practises, prediction of the vortex core behaviour and axial How is still a challenge.
There have been a number of collaborations and investigations which Lave considered the vortical flows over dekta
wings, which have also generally predicted the Qow behaviour well, however the axial velocity is almost always
much Tower than that found {rom experiments. This is alse true for this case und may be attributed o the abilities
of turbulence modelling and restrictions in grid refinement for the core region. To fully resolve the vortex core
behaviour it would be necessary to have similar refinement as is applied to boundary layer regions. It is unclear at
this time whetler an improvement in vortex core axial velocity would alter the predicted strength of the shocks in
the flow, however, if the shock strength remained constant, with an increase in axial velocity, it may be suggested
that the angle of incidence at which breakdown oceurred would increase.

3.9 Conclusions

The behaviour of transanic delta wing flows and the ahility of CI'D (o predict these (lows was considered in this
chapter. To consider this, two angles of incidence were used which corresponded o solutious which predicied pre-
and post-breakdown flows. The initial analysis showed that the CFD solutions predicted the behaviour over the
wing very well for the pre-breakdown flow, however the high incidence showed a discrepancy with the experimen-
tal results, Where the experiment was exhibiting a tull vortex to the trailing edge, the CFD solution was predicting
breakdown to occur. Ilowever, it was found that breakdown occurred on the wing for the next experimental data
point and from comparison of the CFD results with this dala, it was Tound that the CFD solutions gave good agree-
ment, Thercfore, it was concluded that the flow behaviour was predicted well hut that the critical incidence for
breakdown was not well predicled.

A number of transonic flow features were determined trom analysis of the solutions, particularly the occurrence
of a complex cross-flow shock systern and the abrupt behaviour of vortex brcakdown. However, moic experimen-
tal data, particularly considering the off-surface flow behaviour, is needed to both confirm the existence of these
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shocks and to further validatc the flow solutions.

A thorough sensitivity study was carried out to determine the effect of a number of computational factors on the
How behaviour. These factors included turbulence model and time accuracy. However, it was found that although
the flow was affected by these faclors, the influence was small and there was no effect on the onset of breakdown
on the wing.

The mechanisms which determine the behaviour of transonic vortex breakdown were shown to be highly complex
and arc dependent on the vorlex core strength and the strength and location of the shocks in the flow, Through
consideration of computational solutions, a meuns to analyse the influence of each of these parameters was estab-
lished and it has been shown that a relationship must exist, which describes the critical limit for vortex breakdown
to occur. Further rescarch is needed, both experimental and computational, to confirm the behaviour of this rela-
tionship and to allow for further analysis of the critical limit of shock/vortex interactions for delta wing lows.

It was concluded from the discussion of the shockfvortex interaction and the presence of a limif for breakdown
that further work is needed to consider the prediction of the vortex core axial velocity andl shock strengths in order
to accurately capture the onset of the breukdown behaviour in comparison to the experimental data. However, the
predictions of the flow behaviour weie found to be otherwise adequate,
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Chapter 4

Application of DES to Delta Wing Vortical
Flows

4.1 TIntroduction

The flow over a delta wing is dominated by the leading edge vortices. As the angle of incidence is increased the
vortices become unstable and vortex breakdown can occur over the wing. This flow is Tound to be highly unsteady.
For aeroelastic behaviour, such as butfet, of existing configurations, it is clear that understanding the behaviour of
unsteady forcing is crucial to allow the alleviation of any structural response, which may exist. This is potentially
important for complex fighter configurations such as the BurcFighter and is compounded by the emergence of new
UAV and UCAV technologics, which are tending toward planforms where unsteady vortical flows play a large
role. This means that the need for a more complete understanding of the unsteady behaviour of vortical flows is
becoming increasingly important,

To date, there has aTready heen a great deal of researely, which bas considered (he unsieady bebaviour of this flow
and whal is generally known was discnssed in a summary of the literature given in Chapter 1. From this research,
it ts clear that the unsteady behaviour of the vortical flow is complex, with a large number of flow phenomenon
existing and interacting, over and downstream of the wing. These flow phenomenon include the helical mode
instability of vortex breakdown, vortex wandering, vortex breakdown oscillations and shear layer instabilities.
From consideration of the literature available, the frequencies associated with these phenomenon were considered
and summarised in Table 1.2. From this candensation of the available data, patterns emerge relating the order and
size of the non-dimensional trequencies for these flow features. This is summarised further in Table 4.1.

Phenomenon Strovhal Number
Helical Mode Instability 1-2

Shear Luyer Instabilities 8 - 10 and higher frequencics
VYortex Shedding - T ~8

Vortex Shedding - high o 0.2-0.5

Vortex Breakdown Oscillation 0.01-0.08

Table 4.1: Frequencies corresponding to impostant unsteady features of vortical flows

It was found that other dominant frequencies also featured in the literature, which were not clearly attributed (o
specific phenomenon. These are, St = 2.5 - 4, 5 — 6 and the higher frequencics ~ 20, Tt is possible that these
[requencies also correspond {o the phenomenon detailed above, however further investigatioo is needed. Tt is also
important to note, that there may be more than one dominant frequency associated with a particular phenomenon,
due to the complexity of the unsteady behaviour. For example, shear layer instabilities will have at least two
associated frequencics, this is due to the rolling up of the shear layer into discrete subvortices, which will have a
frequency ot rotation and also due to the moveinent of these structures around the vortex core. It may be difficult to
separate these frequencies within a single solution, however, it may help to explain the spread of data and dominant
frequencies assigned to particular flow features.

To allow for turther undesstanding, these phenomena can be split into (wo categories, those which occur upstream

of breakdown and those occurring dowasiream. This is shown in Figure 4.1. Splitting the flow features in this
way allows for an appreciation of which features will dominate, depending on where vortex breakdown occurs

90
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on the wing. For breakdown close to the trailing edge, il is fikely that the shear layer attachment and shear layer
instubilities would dominant the flow, however as the breakdown moves upstreain, it is likely that the helical mode :
instability may dominate the frequency content. This will be important when considering the frequency content of i
the results at specific regions in the flow and looking at the Qow behaviour overall - patticularly when considering
the unsteady loading on the wing,.

.
W Instabilies Vartex, Rreakdowin N
Louatkn Cocldation N i
o . ¥;

Slearl aver

ey ~

.
2 >
slelleal Mode -
Instahilizy @:? ‘/ }‘

Vortex Care N
Rolavias

.

e
- ",/ /,/” Pt
L ,—”’ e L
Shear Layer ~1 @&//
Rexattatluriant ®// viortex Shedclg
(a) Upstream (b} Downstream

Figure 4.1: Schematic diagrams showing flow topology upstream and downstream ol vortex breakdown

Accurately predicting this complex flow is a challenge for numerical methods. In recent times the capabilities
of CFD solvers have improved, with more complex turbulence modelling and treatments being utilised. One such
method s DES, which 1s a hybrid URANS/LES wrbulence treatment. This mmodel was proposed initially by Spalart
[171] to reduce the fine resolution of the grid in the boundary layer region needed for high Revnolds number LES
calculations and is described in detail in Chapter 2. With this treatment many of the smaller turbulent scales can
be captured, which las led to a greater ability w predict more and more complex flow behaviour acourately. This
has been shown from existing DES calculations on delta wing geometries [30, 161, 164] using unstructured grids,
mosty carvied out by the United States Air Force Academy (USATFA). Therefore, the use of DES for this typc of
llow using structured grids will be considered.

This chapter considers the results of an investigation applying DES o the unsteady vortical flow over a slender
delta wing. The fest case will be outlined, with the computational set up and grid generation discussed. The effect
of the temporal and spatial refinement on the DES results will be considered before the application of DES and
the resolution of the LES region is analysed. The final results will then be compared to existing DES resunlis and
validated against experiment before the results are discussed and conclusions made.

4.2 Summary of Test Case

The test case chosen for this investigation is a 70¢ delta wing at an incidence of ¢ = 277, Vortex breakdown oceurs

over the wing and there is an extensive datairase of experimental data, both time-averaged and unsteady for valida- H
tion purposes. There is also a considerable database nf computational results available toe this configuration using S
both URANS aud DES turbulence models [23, 24, 29, 30, 70, 71, 116, 144, 161, 165, 187, 196] from the NATC g
RTO Task group AVT-080 which considered “Vorrex Breakdown over Slender Wings™ [197]. The experimental
data is taken from the PhD thesis by Mitchell [13] and associated papers [81, 99, 100, 162, 197]. The experiments
were carried out in ONERA’s ¥2 and S2Ch subsonic wind tunnels with a wide range of experimental techniques
used to elucidete the flow features and create a large database of experimental results. T'hese techniques include:
3D Laser Doppler Anciotuetry (LDV), Particle Trnage Velocimetry (PIV), Laser tomoscopy, Surface oil fow vi-
sualisation and data from both steady and unsteady pressure transducers (Kulitcs™),

The wing used in the experiments has a root cliord length of 950s% and a sweep angle of 70°, It has flat upper and
lower surfaces with a 15” bevel at the leading edge. The trailing cdge is blunt with a thickness of 20m#. These
details are shown in Figure 4.2. The experimental test conditions used by Mitchell were: an incilence of o = 279,
)., = 24ms~1, which corresponds to a Mach number of M = 0.069 and a Reynolds number based on the raot chord
of Re = 1.56 % 10%, To help with the convergence of the compressible flow sofver, the Mach number used for the
investigation was raised to M — 0.2, which gives a free-stream veloeity of L., == 68ms !, As this Mach number
is stll relatively low, this should not have a significant effect on the solution as compressibility effects will he
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negligible. All non-dimensional frequency data calculated tor the computational results in this investigation will
use this altered free-stream velocity, to allow fair comparison with the cxperimental data.

—~fixation

Figure 4.2: 70 ONERA geometry (all distances marked are in mm) [13]

This test case is also used for the investigation into the performance of URANS turbulence models for unsteady
vortical flow prediction in the following chapter and as such the grids generated for the DES calculations were also
used for this work. All grids used and the computational set up of the calculations for both investigations will be
detailed in this chapter and will not be repeated in Iater sections.

4.2.1 Grid Generation

As stated i Chapter 3, there are a number of factors, which are important in the creation of grids for nse in CFD
calculations. When creating a grid for use in a DES simulation, these factors are compounded by the sensitivity
of the solution to both the spatial and temporal resolution of the calculations. As stated previously, the solution

within the LES region as a spalial filter. For « URANS calculation, the aim of grid refinement is numerieal accu-
racy, however, for LES the refinement of the grid determines the level of the sub-grid scale model, which in tuen
determines the smallest resolved eddies in the flow. This means that for the LES region, the maximum cell size
determites the range of scales which are subject lo modeling rather (hau prediction by the conservation laws. This
value also deiermines the size of the URANS region close to the wall. For an optimum DES calculation, the grid
cells should be orthogonal, ideally cubic, particulacty within the regions of interest and at the interface between
the URANS and LES zones [177]. Attempting to create a sufficiently refined structured grid with uniform cubic
cells in all regions of interest is impractical for delta wing geometries as the required size of the grid would be too
computationally expensive to run. However, achieving ortliogonality is not difficult for this type of grid and only
requires a suitable grid topology to reduce the presence of cell skewness, and allow an even distribution of points
wilhin (he regtons of interest, As the physical aceuracy of the DES model is dependent on small cell sizes, it would
seem prudent to refine the grid as much as is practical.

With an increase in spatial refinement comes a need for temporal refinement. This further increases the com-
putational expense, which can be prohibitive to allowing the computation of a {ully optimised solution. Further
discussion of temporal dependency will be given in a later section. Grid retinement in the spanwise direction at
the leading edge is still important for the URANS zone (o allow the accurate prediction of the flow separation and
shear layer region within the houndary layer. As these grids are 10 he nsed for both DS and URANS calculations,
it is important to consider the needs of each type of twrbulence treatinent in the creation of the grids.

To create the structwred multi-block grid, the ICEMCFD mesh generation package, Hexa was used. The trailing
edge wing geometry was altered to include a 159 bevel, similar to the leading edges. A semi-span H-H grid
topology with no sting acvangement was used, which sets the incidence of the wing to 27% in the grid. The grid
also uses a “collapsed apex™ blocking stralepy, where the edges of the blocks in the wing apex region have been
collapsed to create a singular point. Ao example of the blocking pology is shown in Figure 4.3. Convergence
problems associated with the singularity were again, dealt with by using laminar flow at the apex and fixing
transition w turbulence ut a constant strcamwise location in the grid, which will be discussed in a later section.
As for the VIE-2 grids, the far field was delined 20¢, in each direction [rom the wing apex (o miniise the elfect
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of the boundaries on the flow. This grid topology has been used successfully in a number of investigations using
RANS turbulence models by Allan [144, 198, 199].

Figure 4.3: Grid topology of H-H grids used in investigation

Using one of the grids created by Allan as a starting point, two grids were created with differing levels of refine-
ment, coarse and fine. Both grids have a first wall spacing of 1 x 10~%,, which corresponds to a y* value of
approximately 0.1 and a stretching ratio, within the boundary layer region, of 1.2. The y™ value is sufficient for the
Reynolds number used in this investigation and the stretching ratio is within the recommended range for adequate
log-layer resolution suggested for RANS calculations by Spalart [177]. Examples of the grid refinement in a plane
perpendicular to the wing surface and the freestream flow direction at a location x/c, = 0.63 are shown in Figure
4.4. This shows the relative refinement, particularly close to the leading edge and in the boundary layer region. The
fine grid has a higher concentration of points in these regions than the coarse grid and also has a much improved
orthogonality over the whole area of interest close to the wing. This is demonstrated further by Figure 4.5 which
shows the grid distribution on the symmetry plane.

A third grid was also created for the DES calculations, to consider the effect of refinement in the trailing edge
region on the upstream vortical flow. This grid was based on the fine grid with the same distribution of points over
the wing. However, in the region downstream of the trailing edge more grid points were added and the stretching
ratio was decreased to improve the refinement in this region. Figure 4.6 shows the grid refinement at the trailing
edge for the two grids. The effect of this refinement on the DES results will be discussed in a later section. A
summary of the main features, including the number of grid points over the wing in each direction, for each grid is
given in Table 4.2.

No. of Grid Points on Wing

Type Grid Size  Streamwise Spanwise Normal
Coarse 3.969,310 102 80 89
Fine 7,767,081 167 112 107
Fine - Refined TE 8,768,970 167 112 107

Table 4.2: Summary of main features of grids used in DES and URANS investigations

As this study considers DES calculations, it is important to be able to consider the active LES and URANS areas
within the grid structure. As part of the DES formulation two important grid parameters are calculated, the distance
from the wall, d,,;; and the maximum cell length Cpr5Amax at each cell location. The relationship between these
variables in the DES implementation was used to create a flag parameter, which demonstrates the distribution of
the two turbulence treatments. Where dpin > CppsAmax, the flag is set to 1.0 and LES is active in that region and
similarly where din < CppsAmax, it is set to 0.0, and the URANS model is active. Based on the explanation of the
DES model given in Section 2.4.5, it is expected that the RANS model is only active within the boundary layer
region, close to the wing surface i.e. where the value of dp;, is less than CprsAmay. Figure 4.7 shows contours
of the flag parameter on a slice at x/c, = 0.63 and through the vortex core region at a constant y/s = 0.7 for the
fine grid. These show two contour regions denoted by red and green which signify the LES and URANS regions,
respectively. It is clear from these plots that the region in which URANS is active is very small, close to the wing
surface. Thus, LES is active for the majority of the region where vortical flow occurs.
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Figure 4.4: Comparison of grid refinement at x/c, = 0.63 plane
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Figure 4.5: Comparison of overall grid refinement at symmetry plane for coarse and fine grids
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Figure 4.6: Comparison of grid refinement in trailing edge region for fine grid and refined TE grids
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Figure 4.7: DES active area for fine grid; red denotes LES region and green shows URANS region.

4.2.2 Transition Treatment

The location of the transition between laminar and turbulent flow must be specified for these calculations. Ideally,
this would be a location which would correspond to the natural transition line or to the line of a forced transition
in the experiment. In the computational investigation carried out by Morton et al. [30], time-accurate calculations
were performed for this test case using the SA-DES model. The flow conditions were as described above and the
investigation was carried out on a series of unstructured meshes with varying refinement. A grid of approximately
2.4 x 10° grid points, locally refined in the region of the vortex core, was initially used and the flow was fully
turbulent over the wing at the start of the investigation. Two transition locations were considered and compared to
the experimental surface flow visualisations from Mitchell’s investigation [13]. In the experiment, Mitchell noted
that there was an inflection of the secondary separation line at approximately x/c, = 0.4, which would suggest the
transition from laminar to turbulent flow at this point. However, no details of transition inboard of this location
were given. From Morton’s study, it was determined that the location of transition had quite a significant effect
on the flow behaviour. However, from comparison with the experimental results it was concluded that a constant
transition line situated at x/c, = 0.4 gave the most accurate results.

Based on this investigation and the experimental results, the location of a transition line was set to x = 0.4 for
all calculations. This value of transition corresponds to a value of x/c, = 0.35914 on the wing upper surface.
It was felt that this slight upstream shift of transition compared to the DES results of Morton is not likely to
affect the validity solutions significantly as the actual experimental transition is still largely unknown. No further
investigation into transition will be given in this study.

4.2.3 Probe Application

In Mitchell’s investigation a series of 17 Kulite™ unsteady pressure transducers was used to consider the unsteady
behaviour of the flow. These sensors were situated at the same chordwise stations as the time averaged data was
obtained, at constant non-dimensional spanwise locations. Details of the locations of each probe, and its number,
are given in Table 4.3. The unsteady data was obtained from 10* samples taken at a frequency of SkHz over 2
seconds, which corresponds to a non-dimensional sample rate of A7 = 0.0051.

Probe  Location Probe  Location Probe  Location Probe  Location
xfcy' ys x/cr  y/s xlcy . y/s xfc,  y/s
F; 0.84 0.7 S. 0.74 0.75 10 0:63 0.7 14. 053 07
% 0.84 0.65 6. 074 0.7 11. 0.63 0.65 15.. 7053 ‘065
3. 0.84 0.6 7 0.74 0.65 12. 063 0.6 16.. 053 0.6
4. 0.84 0.5 8 074 0.6 13; 063 05 17 053 09

9. 0.74 0.5

Table 4.3: Experimental unsteady pressure probe locations

To compare with these locations and to consider the predicted unsteady behaviour, point probes were applied to
the computational domain for these calculations. At the outset of the investigation, it was not known where the
regions of interest lay for this case and so a large number of probes were applied, both upstream and downstream
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of vortex breakdown. Probes were placed on constant chordwise locations: x/¢, = 0.1, 0.2, 0.4, 0.53, 0.63, 0.74,
0.84 and 1.0. Additional probes were also added, at a later stage, to consider the behaviour of the flow downstream
of the trailing edge at x/c, = 1.1, 1.2 and 1.3 In the spanwise direction, the probes were placed at y/s values
of 0 - 1.1 at 0.1 intervals and normal to the wing the points were situated at z/c, = 0, 0.001,0.005, 0.01, 0.02,
0.04, 0.08, 0.1, 0.15, 0.2 and 0.4. The spanwise and streamwise locations of the probes were chosen to coincide
with the positions used in Mitchell's experiments [ 13] described above. In total, 1496 probes were placed for this
investigation. Schematics showing the majority of the probe positions are given in Figure 4.8.
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Figure 4.8: Positions of probes for 70 ONERA wing

The resulting signals from all the probes are collected in a series of files which are processed using a custom-made
program, Probe Analyser created using Matlab. Details of this process were discussed in Chapter 2 and the theory
behind the analyses are explained in Appendix B.

As discussed, there are two important numerical parameters in performing good DES calculations, the grid refine-
ment and the time step size. Each will be considered separately before the validity and applicability of DES to
delta wing vortical flows will be considered.

4.3 Effect of Time Step Refinement

The effect of temporal refinement is initially considered using the fine grid for three non-dimensional time steps
with increasing refinement. These are A7 = 0.01, 0.005 and 0.0025. Each calculation was run for a similar total
time, which meant that the number of time steps used for the calculation increased as the time step was decreased.
From the calculations, a number of instantaneous domain files and the time histories of the probe files were ob-
tained. These files will allow a comparison of the flow behaviour for each time step used as described in Section 2.7.

As mentioned in the previous section, a large number of probe locations were specified within the flow domain
above the wing surface. To simplify and reduce the amount of data analysed, five probes were considered through
the vortex core region. These probes sit at a constant height from the wing surface, z/c, = 0.1, on the plane at
a constant y/s station of 0.7. The five probe locations chosen occur at chordwise stations of x/c, = 0.53, 0.63,
0.74, 0.84 and 1.00. Figure 4.9 shows these probes with instantaneous isosurfaces of x vorticity for the A7 = 0.01
solution as an example. This shows the behaviour of the vortex relative to the probe locations. The relative
locations of the vortex and the probes are similar for the other two solutions.
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Figure 4.9: Isosurfaces of x vorticity coloured by pressure coefficient showing instantaneous vortex core behaviour
at 7 = 50 with core probe locations marked for A7 = 0.01

Initially, the mean location of vortex breakdown was obtained for each solution by considering the flow domain
output files at every full non-dimensional time period, T =1, 2... etc. This effectively allowed a sample of the flow
behaviour at every 100, 200 and 400 time steps for the A7 = 0.01, 0.005 and 0.0025 calculations, respectively. This
provides a low sample rate, however for the purpose of calculating the mean location this was deemed sufficient.
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From this analysis it was found that the mean breakdown location differed slightly for each case, occurring at
x/cr =0.88 for AT =0.01, x/c, = 0.84 for At = 0.005 and x/c, = 0.85 for A7 = 0.0025. Initially, it was proposed
that these differences may be due to the sample rate of the analysis as it was not expected that the time step should
have a significant effect on the mean flow behaviour.

To consider this further, the mean and RMS velocity components were calculated for each of the probe locations.
The results of this analysis are shown in Figure 4.10. It is evident from this figure that changing the time step does
indeed have an effect on the predicted flow. However, with the exception of the w velocity, it is found that this
mostly occurs in the region close to breakdown. For the u and v velocities, at x/c, = 0.53 and 0.63 the predicted
values are all in very good agreement and do not appear to be affected by temporal resolution. As the region of
breakdown is approached, the difference between the coarse time step, A7 = 0.01 and the other solutions increases,
however there is little difference between the finer time step solutions. The behaviour of the w velocity is different,
with a larger difference between all the solutions being clear. For all locations there is a decrease in the velocity in
the normal direction for the A7 = 0.0025 solution compared to the other time steps. This is particularly interesting
as the agreement between the A7 = 0.005 and A7 = 0.0025 solutions is good for the other velocity components.
However, this may be due to an inboard shift of the vortex core for this case, particularly as the RMS velocity
values are similar. Closer to the breakdown region at x/c, = 0.84, the differences in the mean flow increases for
all velocity components.

Considering the mean u velocities with respect to the mean location of breakdown, mentioned above and it is clear
that the breakdown location for the A7 = 0.005 and At = 0.0025 solutions may in fact be the same. However, the
breakdown location for the coarse time step solution is clearly further downstream. Therefore, it is clear that the
temporal refinement does have an effect on the location of the vortex breakdown in the flow. It is possible that this
is due to the relative resolution and inter-dependency of the time step and grid refinement discussed previously.
Particularly, as the RMS velocities in this region are very similar for each of the solutions. However, it is evident
that the mean behaviour of the AT = 0.005 and A7 = 0.0025 is very similar and therefore, it may be suggested that
convergence of the time step has occurred.
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Figure 4.10: Mean and RMS behaviour of non-dimensional velocity components at five probe locations through
vortex core region for each solution of the time step study

Figure 4.11 shows a slice through the vortex core region at y/s = 0.7 with instantaneous contours of y vorticity
for each of the solutions. From these plots it is clear that despite some differences in the mean flow behaviour the
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instantaneous behaviour is similar. The location of the vortex breakdown is close and the winding of the vortex
core in the breakdown region is comparable. To compare the unsteady behaviour, a single probe above the trailing
edge on the vortex core plane is considered for each solution. The time history of each velocity component was
considered and a PSD analysis of the signal was performed. The results of this analysis are shown in Figure 4.12.
At this location it is found from the time trace that the amplitude of the signals are very similar. However, it
is clear that the signal behaviour is different, particularly the signal from the A7 = 0.01 solution which clearly
exhibits a lower frequency oscillation that the other two signals. From the PSD analysis of these results, the
dominant frequencies are determined and again the differences between the coarse time step and the other results
is striking. Both the A7 = 0.005 and 0.0025 results show the dominant frequency to occur at approximately
St = 3.25. However, for A7 = 0.01 this is lower at approximately St = 2.25. Similarly for the lower dominant
frequency in the signals, the signal for A7 = 0.01 exhibits a frequency lower than the peak at St = 0.07 found for
the other two results. The agreement between the A7 = 0.005 and 0.0025 unsteady behaviour is, again, very good,
further suggesting that the time step has converged.
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Figure 4.11: Instantaneous contours of y vorticity on a slice through the vortex core region at 7 = 50
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Figure 4.12: Unsteady behaviour of non-dimensional velocity components shown by time histories and PSD fre-
quency plots for a probe at x/c, = 1.00, y/s = 0.7 and z/c, = 0.1; fine grid solutions for time steps of A7 = 0.01,
0.005 and 0.0025
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To consider the appropriate time step for use in the DES calculations for this grid, the time step guide recommended
by Spalart [177] was used. This uses the nominal grid size in the region of interest to define a guideline time step
for a particular grid and was discussed in Section 2.6 and defined by Equation 2.91. From Figure 4.13, which
shows the values of A,y On a plane at the trailing edge on the fine grid, it is clear that the nominal value in the
region of interest is approximately 0.0055. Assuming that Uy, = 2.5, the guideline time step can be calculated as
At = 0.0022. Based on this analysis and the results of the comparisons of the unsteady behaviour detailed in this
section it is concluded that the most suitable time step for use with this grid is A7 = 0.0025. From consideration
of the time step calculations in Section 2.6, this should correspond to a maximum non-dimensional frequency of
approximately St = 40.

01 02 yie, 03 04

Figure 4.13: A4 of fine grid on slice at trailing edge, x/c, = 1.00

4.4 Effect of Grid Refinement

From the fine grid results detailed for the time step study, it was noted that the flow behaviour and small scale flow
structures appeared to dissipated too soon beyond the trailing edge. It was supposed that this was likely to be due to
the large stretching ratio of the grid points in this region. To investigate this, a grid was created which had greater
refinement in this region as shown in Figure 4.6 and described in Section 4.2.1. The grid was created from the fine
grid and as such the maximum cell dimensions upstream of the trailing edge is the same for both grids as shown
in Figure 4.14. However, for the new grid, this refined region was extended further downstream by improved grid
refinement in the streamwise direction. This grid will be referred to as the “Refined TE Grid”. A calculation was
performed for this new grid using a non-dimensional time step of A7 = 0.0025 and the results were compared to
the fine grid results, with the same time step, detailed in the previous section.
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Figure 4.14: Contours of Ayqx on a slice through the vortex core for both grids used in grid refinement study

A similar analysis to that conducted for the time step study was performed to consider the effect of the grid
refinement at the trailing edge. However, a further three probes were considered downstream of the trailing edge to
determine any changes in the flow at this location. These probes sit along the same plane as the probes described
previously at streamwise stations of x/c, = 1.1, 1.2 and 1.3 and were analysed in the same way. The location of
the probes in the trailing edge region is shown in Figure 4.15, which shows instantaneous contours of y vorticity




CHAPTER 4. APPLICATION OF DES TO DELTA WING VORTICAL FLOWS 100

for each grid through the vortex core region at the trailing edge. This figure highlights the relative behaviour of
the wake region for each of the grids, with the vortex breakdown region being clear. It is apparent that the wake
is swept in the direction of the freestream, which is upward from the wing surface. Thus, a fourth probe will also
be considered which sits at a central location within the wake region at x/c, = 1.2 and z/c, = 0.2. This is also
shown in Figure 4.15 and will be compared to the probe at the trailing edge, z/c, = 0.1. From analysis of multiple
instantaneous flow domain data files for each solution, it was found that the mean locations of vortex breakdown
were very similar. This location is approximately x/c, = 0.86 for the Refined TE grid solution.
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Figure 4.15: Contours of instantaneous y vorticity on a slice through the vortex core for the fine and refined TE
gridat T =50
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Figure 4.16: Mean and RMS behaviour of non-dimensional velocity components at eight probe locations through
vortex core region for the fine and refined TE grids

The mean and RMS velocity components for the probes through the vortex core region are shown in Figure 4.16.
From analysis of these plots, it is clear that the mean velocity behaviour at each of the probe locations both up-
stream and downstream of the trailing edge are very similar for the two grids. Due to the slight difference in the
mean breakdown locations determined from the instantaneous domain files as described previously, there are some
differences between the solutions close to the breakdown location. This is the case for all velocity components,
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(c) w velocity

Figure 4.17: Unsteady behaviour of non-dimensional velocity components shown by time histories and PSD fre-
quency plots for the probe at x/c, = 1.00, z/c, = 0.1 for the fine and refined TE grids

(c) w velocity

Figure 4.18: Unsteady behaviour of non-dimensional velocity components shown by time histories and PSD fre-
quency plots for the probe at x/c, = 1.2, z/¢, = 0.2 for the fine and refined TE grids
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however, these differences are not significant. Downstream in the wake region, the agreement is very good and al-
though there is a slight difference in mean w velocity at x/c, = 1.2 overall the flow behaviour is very similar. These
slight differences may be due to differences in the location of the probes in relation to the mean post-breakdown
flow. The RMS velocities are also in very good agreement both upstream and downstream of breakdown. Down-
stream of the trailing edge, as the flow returns to freestream conditions beyond the wake, the RMS velocities tend
to zero and the unsteady behaviour disappears.

Consideration of the unsteady behaviour on the two grids is obtained from analysis of the probe signals at the
trailing edge and within the wake, as specified previously. The time histories and PSD analyses of the velocity
components at the trailing edge probe are shown in Figure 4.17. From the time histories, it is evident that the mean
and amplitude of the signals from the two solutions are very similar, which is in agreement with the mean and
RMS plots discussed above. From consideration of the frequency content of the signals, evidence of the similarity
of the two solutions is clear. All the dominant frequencies of the flow identified in the previous section, for this
location on the fine grid, are captured in the Refined TE grid solution. The agreement is good for both frequency
and magnitude. Therefore, it may be concluded that at this location and upstream, over the wing, the trailing edge
refinement has little effect on both the mean and unsteady behaviour of the flow.

To consider the effect of the refinement on the unsteady behaviour further within the wake region, the time his-
tories and PSD analyses for the probe at x/c, = 1.2, z/c, = 0.2 are shown in Figure 4.18. The time histories of
each velocity component show that the refined TE grid predicts a larger amplitude than the fine grid, however the
mean values appear to be similar. Also clear from the time histories for the refined TE grid is that there appears
to be more fluctuations at higher frequencies. This is confirmed from the PSD analysis which shows more energy
occurring at frequencies in the range St = 8 — 10 for all the velocity components. Also present in the u and w
velocities for this solution, is a second dominant peak at St ~ 2, which has similar energy to the St = 3.25 peak.
This frequency content is suggested by the fine grid results but is not well defined. Therefore, it is evident that the
trailing edge refinement has an effect on the unsteady behaviour of the flow within the wake. However, this does
not have an upstream effect on the flow over the wing and on the breakdown location. It is clear that the streamwise
refinement of the grid does allow some higher frequency content to be predicted, however this is still lower than
would be expected for turbulence and from Figure 4.15 it is clear that any small scale structures in the flow still
dissipate quickly downstream of the trailing edge. This suggests that significantly more grid points are needed in
the trailing edge region to capture the frequencies associated with turbulence. It may also be suggested that the
overall refinement should be considered in this region and not just in the streamwise direction.

From this investigation, it is clear that the trailing edge refinement and resolution of the near trailing edge wake
has little overall effect on the predicted unsteady behaviour of the flow upstream of the trailing edge, with only a
slight downstream shift in mean breakdown location being found. However, the resolution of higher frequencies
within the wake has been slightly improved. Therefore, as this will improve the DES solution overall, with more
scales being resolved, it is concluded that the refined TE grid results will be used for the remainder of the DES
investigation. However, throughout, it should be noted that the fine grid results are very similar.
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Figure 4.19: Location of probes though vortex core region compared to u velocity contours at each streamwise
location
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4.5 Evaluation of LES Region

As mentioned above, the best available solution from the DES calculations was that obtained using the Refined TE
grid with a time step of A7 = 0.0025. Further analysis was performed on these results to consider the unsteady
behaviour of the flow and the ability of DES to predict this behaviour.

4.5.1 Unsteady Behaviour of DES Solution

To consider the unsteady behaviour of the flow solution, the same five probes as used in Sections 4.3 and 4.4
are used. These are shown in Figure 4.19 relative to the vortex system at each streamwise location. From this
Figure, it is clear that the probes at x/c, = 0.53, 0.63 and 0.74 are upstream of vortex breakdown, with the probe
at x/c, = 0.53 sitting above the vortex core within the shear layer and probes at x/c, = 0.63 and 0.74 close to
the vortex core. The probe at x/¢, = 0.84 also sits within the vortex core and is found to be close to the mean
vortex breakdown location, which was found to occur at x/c, = 0.86. The probe at x/c, = 1.0 is downstream
of breakdown, below the vortex core winding. Keeping these locations in mind, the velocity components were
analysed. This analysis was carried out by considering the mean and RMS values at each location and by evaluating
the time histories and PSD frequency content of the signals. The results of these analyses are shown in Figures
4.20 and 4.21 respectively.
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Figure 4.20: Mean and RMS behaviour of non-dimensional velocity components through vortex core
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Figure 4.21: Unsteady behaviour of non-dimensional velocity components at probes through vortex core region
shown by time histories and PSD frequency plots.
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Atxfe, = 0.53, the time history ol u exhibits 4 relalively large amplitude periodic oscillation with a high frequency.
Closer to the vortex core at x/¢, = 0.63 and 0.74, the signal oscillation becomes more irregular and the amplitude
decreases significantly. This reduction in amplitude is consistent with the reduction of the RMS values given in
Figure 4.20 for these locations. At x/¢, = 0.84, the time history changes significantly from the upstream probes,
with a high amplitude, low frequency oscillation being clear, This also coincides with a large increase in RMS
velocity, however the mean velocity has decreased. The mean velocity at this location #s positive. However, from
the time history it is evident that the flow does reverse and that breakdown crosses the probe location. Downstream
of the breakdown location the amplitude decreases and a more periodic wavetform retums. The mean velocity at
this point has only increased slightly compared to the x/¢, = (.84 location, however the RMS value has decreased
and the flow does not recirculate in this region (the # velocity does not become negative).

Considering the frequency content of the u velocity signals given by the PSD plots, a number of dominant frequen-
cies at each of the probe locations is clear. The most dominant frequency found accurs for the probe at x/c- = 0.84
at a non-dimensional frequency of approximately St = 0.07. Two other low frequencies are also apparent at
St 22 0.27 and 0.67 but there 1s little energy at higher frequencies at this location. As vortex breakdown is found to
oscitlate across this probe location, it may be suggested that this phenomenon produces this low frequency. Due to
the energy in this low frequency being so large, the frequency content of the other probes is unclear using the scale
of Figure 4.21. Therefore, Figure 4.22 shows the same PSD plot with the x/c¢, = 0.84 signal removed, TFrom this
plot, it is clear that at x/c, == (133, the high frequency content mentioned above corresponds o frequencies in the
range St = 4.5 — 6, with frequency content also present at St = 9. Again, due (o the location of this probe in the
shear layer, it may be suggested that these frequencies are due to shear layer instabilities and structures, such as the
Kelvin-Helimboltz instability. Downstream, close to the vortex core, it is apparent that there is little energy in the
signal, however, with a further change in scale {not shown) it is found that at x/c, = 0.63 there is a weak presence
of the frequencies in the range St == 4.5 - 6 and at x/c, = 0.74 the St = 0.07 frequency is weak but dominant similar
to the downstream probe at x/c, = 0.84. Finally, downstream of breakdown, a new range of dominant frequencies
is found. These occur in the range St = 3 — 3.5, with 1 dominant peak at approximately St = 3.25. There are also
frequencies present at approximately St = 0.13 and in the range 8¢ = 5 — 6. These frequencies are most likely to
be connected to the upstream phenomena causing the frequencies discussed for the other probes.
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Figure 4.22: PSD of u velocity with x/¢, = 0.84 probe signal removed for clarity of frequency content of remaining
probes

To consider the behaviour in the spanwise direction, the v component of velocity is considered, From Figure 4.19,
it is evident that the probes upstream of breakdown do not sit exactly on the vortex core axis. This is confirmed
from the mean velocity plot as the v velocity at each probe location does not have a zero mean. The probes at
x/c, = 0.53, 0.63 and 0.74 sit above the vortex axis and the probe at x/¢, = 0.84 sits below. The vortex core
axis is crossed at approximately x/c, = 0.8. As the vortex core axis is approached the RMS levels decrease, with
an increase occurring close to vortex breakdown. Downstream of breakdown the RMS velocity decreases again.
This is also apparent from the relative amplitudes of the time histories shown in Figure 4.21(b). As before the
fluctuations at x/c; = 0.84 are greater than for the other probe locations with an obyious low frequency content.
‘This frequency corresponds to that found for the streamwise velocity, St == 0,07, and shows that the vortex break-
down location also oscillates in the spanwise direction. However, unlike for the streamwise velocity there is also
a higher frequency range present in the signal at §¢ =3 — 3.5, Which comresponds to the frequency identified as
heing caused hy the vortex core winding dawnstreamn of breakdown. Therefore, it may be suggested that the helical
winding mede causes a spanwise motion of the vortex core close to breakdown, At x/c¢, = 0.53, the amplitude
of the signal is less than that found for the streamwise velocity, however the frequency content is similar with the
dominant frequencies occurring at St = 4.5 — 6 and 8t &~ 9. The frequency content of the probes at x/¢, = 0.63
and 0.74 is also very similar to the streamwise velocity plots, however the power of the response at St == 4.5 -6
increases at x/¢, = 0.63. Thus, the shear layer instabilities appear to have a greater effect on the vortex in the
spanwise direction. Downstream of breakdown, the behaviour is again comparable w the streamwise velocity,
although the strength of the signal is lower,
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Finally, tl normal w velocity is considered in the same way. Again, from the mean velocity plot it is evident that
only the probe at x/c, = 0.84 sits exactly on the vortex core axis due to its zero mean. Upstream of this location
the probes sit inboard of the axis as the normal veloeity is negative at these locations. The behaviour of the RMS
velocity is very similar 10 the spanwise velocily as the trailing edge of the wing is approached. Considering the
time histories, it is evident that the amplitudes of the signals are comparable to those for the spanwise velocity.
However, the (requency content is, again, slightly different. For the probe at x/c, = 0.53, it was found that dom-
inaut peaks oceur at 8/ a2 3 and 3.5 with the frequency at St = 4.5 becoming mote prominent compared to the
other velocity components. There is also no peuak found at St = 9 for this case, suggestivg that the shear layer
instabilities have no higher [requency normal component at this location. Overall it appears, that the {requencies in
the w velocity signal are lower than for the other components. Downstream at x/c, = .63, there is also energy at
frequencies of $t = 4.5 -- 5. At x/e, = (.84, the most striking difference in the frequency content compared to the
other velocity components is the disappearance of the low frequency peak at St = 0.07. This suggests that there 15
no vertical motion of the vortex breakdown location. However the dominant frequencies at S¢ = 3 — 3.5 are still
evident, caused by the rotation of the helical mode of breakdown just downstream of this location. Al the trailing
edge, this frequency is also found, with another dominant frequency oceurring at St = 5.5 — G,

From this analysis, it is clear that there are a number of identifiable features, both upstream and downstream of the
breakdown location with relatively low frequencies. Upstream, the fiow is dominated by a strong vortical system,
containing buth primary and secondary vortices. Close o the vortex core this flow cxhibits only small fluctuations
and the influence of other flow phenomena is appavent. Within the shear layer, ¢vidence of shear layer roll up
instabilities, such as the Kelvin-Helmholtz Lype instabilily have been found from the frequency data at St =4.5—-6
and ~ 9. At breakdown, the fow is dominated by the motion of the breakdown location which oscillates in
the streamwise and spanwise direction at a very low non-dimensional frequency of St = 0.07. Downstream of
breakdown, the helical mode instability is present and the frequencies corresponding to its rotation and general
behaviour have been isolated, St = 3 — 3.5, and specifically a dominant peak at St = 3.25. A summary of the
frequencies determined for each flow feature is given in Table 4.4 in a sitnilar manner to "lable 4.1.

DPhenomenon Strouhal Number
Helical Mode Instability 3-3.5,3.25
Shear Layer Instabilities 45-6,~9
Vortex l}l_'ﬁz‘_:kdown Oscillation 0.07

Table 4.4: Frequencies corresponding to important unsteady features of vortical lows from unsteady DES results

Tt is in the post-breakdown flow where turbulent behaviour is expected to be found as the vortex breaks down and
loses its structure. However, from these results it is cleur that the helical mode winding exhibits coherent periodic
behaviour, which suggcests that it is not driven by turbulent phenomenoi. In fact, all the phenomena described
above lhave been found to occur for a range of configurations as detailed in Table 1.2, and nonc appear to be
dependent on turbulence within the flow. Further evidence of this may be obtaincd from the results of a highly
under resolved (both spatially and temporally) DES calculation which was performed on the coarse grid described
in Section 4.2.1 using a time step of A7 = 0.01. Using such a coarse calculation, it is not likely that any small scale
fluctuations will be captured and indeed from thie time history and PSD plot for the same probe location shown in
Figure 4.23 it is clear that none are found. I is clear froni the PSD analysis that the frequency of the helical mode
instability is identical for this case at St-= 3.25 and although no small scale structures were caplured this had no
ctfeet on (ke prediction of the vortex breakdown winding and its frequency.
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Figure 4.23: Nou-dimensional # velocity time history and PSD for a probe on the vortex axis, downstream of
vortex breakdown, from a highly under-resolved DES solution, coarse grid, Az = 0.01

This conclusien is also confirmed from consideration of the literature. A number of numerical investigations have
been performed using both inviscid (237 and taminar [111, 112} methods, which clearly show ihe helical mode
instability behaviour. These investigations and their resulls were discussed in detail in the literature review of
Section 1.5. '




CHAPTER 4. APPLICATION OF DES TO DELTA WING VORTICAL FLOWS 106

4.5.2 Decomposition of LES Solution

It seems possible that the majority of the frequencies captured by the DES calculation can be attributed to the [arge
scale, coherent, low frequency flow phenomena discussed above. As these unstsady flow phenomena are dominant
flow featres and an inherent part of the unsteady flow behaviour, they may be considered as part of the mean flow
and not part of the unsteadiness due to turbulence. Thus, in the post-breakdown ilow, the turbulence should be
weated as non-stationary. Considering the discussion of non-stationary turbulence and LES given in Chapter 2, the
decomposition of the instantaneous velocity was described in Equations 2.38 - 2.40 and can be summariscd as,

w= (U  uf 4 pul (1— ¢ @.n
| OO S A e
Resolved on grid wodelled by SGS

The unsteady flow phenomena described ahove may be said to contribuie to 4}, the unsteady part of the mean
flow. The DES signals shown in Figure 4.21 can then be thought of as heing made up of the sum of the mean,
unsteady mean fow component and a percentage of the turbulence resolved on the grid. To identify each of these
components and their tespeclive behaviour, the ¢« velocity signal was time averaged in a similar manner to that
used for the URANS method and given by Equation 2,21, By applying this method, the non-stationary mean
may be separatcd from the turbulent fluctuations of the signal, However, the non-slationary mean is determined
from the time averaging sumple rate, T, and therefore care should be taken when choosing this parameter. For
non-stationary turbulence, the sample rate should be large in comparison with the turbulence time scales but small
in comparison with the mean flow tluctuation time scales. Ta investigate the optimum sample rate for the DES
solutions, consideration was given to the u velocity signal from the probe at the railing edge, x/¢, = 1.0, detailed
in the previous seclion. Figure 4.24 shows the PSD of this signal against both the non-dimensional lrequency, St,
and the nen-dimensional period of the oscillation, 1/S¢. Considering the analysis given in the previous section,
it is clear that there is a dominant frequency in the (low at approximately St = 3.25, which has been attributed ta
the motion of the helical mode instability. At this location higher frequencies are also present in the flow, around
St = 6, but it is not clear if these are related to a coherent structure in the flow in this region. Therefore, it is taken
that the highest mean flow frequency is 87 = 3.25, which cortesponds to a non-dimensional period of 0.31.
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Figure 4.24: PSD against St and non-dimensional period for non-dimensional # velacity for a probe at x/c, = 1.0
on the voriex core axis.

Using this period as a starting point, the tite average of the signal was calculated with the resulting time histories
and PSD analysis plots shown in Figure 4.25. In each plo, the calculated fluctuating mean and the original signal
are shown, with the stationary mean shown in the time histories for comparison. As the injtial sample rate is ctjual
to the period of the expected mean flow it is clear that it is insufficient to capture all the mean flow fluctuations,
Indeed the dominant frequency of the mean flow, at this sample rate, is equal to the vortex breakdown oscillation.
Therefore, the sample rate was increased and the mean flow was recalculated for 7" == 0.1, 0.05 and 0.01 as shown
in Figure 4.25. It is clear from this analysis, that as the sample rate was decreased, more of the flow features were
captured within the mean flow. Until at 7 =0.01 the mean signal and the original signal coincide.

As the two signals coincide at a sample rate of T == 0.01, which is four times the time step used for the calculation
and an order of magnitude larger, it is evident that despite refining the thme step, as dotailed in Section 4.3, the
fevel of temporal resolution has not increased. For a time step of At = 0.0025 it was expected that the maximum
resolvable frequency woukl be approximately St = 40 {(based on a minimum of 5 samples per {luciuation, see
Sectiont 2.6). However, it is clear that this Tevel of resalution has not been obtained and the effective time step of
the solution is approximately A7 — 0.0L. This corresponds to a maximum frequency of Sz = 10 which is closer
to the maxivwm frequencies found in the PSD analyses. As both the spatial and temporal refincrnent are equally
important for DES caleulations, it gy be suggested that this under-reselution of the frequency content uf {he flow
is due to the grid not being refined encugh in the posi-breakdown flow region, where the turbnlence will begin to
form,
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Figure 4.25: Non-dimensional u velocity time histories and PSD plots for a probe on the vortex axis, downstream
of vortex breakdown showing both the stationary and non-stationary mean at different sample rates

4.5.3 Resolution of DES Solution

To consider this further it is necessary to examine the behaviour of the unsteady flow on the grid in this region.
For an unsteady and turbulent flow it should be possible to see the fluctuations of flow parameters on the grid.
As discussed previously, the grid is used as a spatial filter and, thus, the size of the cells are used as the spatial
sample rate, in a similar manner to the use of the temporal sample rate, Ar. However, as also mentioned before,
it is not practical to keep this sample rate uniform throughout the regions of interest for delta wing geometries.
Figure 4.14(b) shows contours of A, for the refined trailing edge grid in the vortex core region which shows the
changes in grid size over the post-breakdown region. From this plot, it is clear that in the region of interest, close
to the trailing edge the grid size is relatively constant at approximately 0.0055¢,. Using this as the sample rate,
the maximum wavenumber of the spatial resolution can be determined. In Spalart’s guide to DES grid generation
[177), it is suggested that the minimum wavelength of a structure captured by a grid will be equal to five times the
maximum grid size i.e. 5Apqy. Using this as a guide, it can be calculated that the minimum non-dimensional wave-
length captured in this region will be 0.0275¢,. This corresponds to a maximum non-dimensional wavenumber of
approximately k = 18 and a minimum eddy size of 0.055¢, due to the Nyquist criterion.

To confirm this analysis, a 1-D slice through the vortex core region (y/s = 0.7) was taken at a constant height
above the wing surface (z/c, = 0.1). Treating this slice in the same way as a time trace, with x/c, being analogous
to time, the data was analysed using the probe analyser program as before. Figure 4.26 shows the results of this
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analysis. In a similar manner to a time history, a plot of u velocity against x/¢, is plotted for the flow downstream of
breakdown. This shows that only large scale fluctuations appear to occur downstream of the breakdown location.
Consideration of the PSD analysis of this signal confirms this, as the dominant peak occurs at a wavenumber of
approximately k = 0.5 (not shown). However, it was found that there is energy at higher wavenumbers up to
approximately x = 18, although very small. Most of the energy on the grid is found for wavenumbers less than 10,
which is similar to the temporal analysis. This suggests that although smaller eddies are captured by the grid, they
are very weak in comparison with the larger structures.
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Figure 4.26: Analysis of u velocity behaviour from spatial slice through vortex core at z/c, = 0.1 to determine
resolution of grid

The physical size of these eddies can be considered from analysis of the non-dimensional wavelength of the signal,
as shown in Figure 4.26(b). The wavelength is calculated as the inverse of the wavenumber. This plot is very inter-
esting as it shows that the minimum wavelength captured on the grid is also close to 0.05¢,. However, the lowest
clear peak is 0.11. Confirmation of the size of the captured eddies may be taken from the contours of y vorticity
shown in Figure 4.15(b), which clearly show structures with diameters of approximately 0.06. It is evident from
this analysis that the minimum eddy size is still approximately 5% of the root chord, which is relatively large,
particularly with respect to the expected size of any small scale turbulent eddies, which would be less than 1%c,.

To consider how this spatial under-resolution would affect the temporal resolution of the solution, it is possible
to relate the frequency of the eddies to their wavelength, and therefore wavenumber, using the local velocity
magnitude. This relationship is defined as,

St = wjpcal K 4.2)

As the velocity at a given location will fluctuate in time, this relationship may only serve as a guide to the effect
on the temporal resolution. However, in the post-breakdown flow, the instantaneous velocity is almost always less
than the freestream velocity. Therefore, the maximum non-dimensional frequency resolved on the grid will be
less than 18. The ability of the spatial and temporal sampling rate to capture the turbulence may be determined
by considering a log-log plot of the PSD analysis. Figure 4.27 shows the results of this analysis. The spatial
resolution can be compared to the Kolmogorov -5/3 slope, which describes the theoretical behaviour of the energy
within the turbulence for the inertial subrange. It is clear that there is very good agreement with the theory, thus
the grid is capturing the energy cascade well, despite the maximum resolved frequency being low in comparison
to the turbulent scales. For a further refined grid, it would be expected that this gradient was maintained, however
there would be more power at higher frequencies and more of the unsteady flow behaviour would be resolved.

(a) Spatial - PSD vs. x (b) Temporal - PSD vs. St

Figure 4.27: Turbulent spectrum for both spatial and temporal scales to show accuracy of energy cascade within
computational results

The temporal resolution plot is created from the non-dimensional « velocity at the post-breakdown probe location
detailed previously and also shows the maximum resolvable frequency. It is clear that beyond this point the gra-
dient of the plot increases and the energy within the scales reduces rapidly as the frequency content of the flow is
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modelled by the subgrid scale and so is not present in the time trace of the velocity.

Therefore, from this analysis, it has been shown that in the post-breakdown region, the unsteady flow exhibits
non-stationary mean flow and turbulent fluciuations. From the decomposition of the instantaneous velocity given
in Equation 4.1, we can attribute the mean flow fluctuations to #} based on a sample rate of 7 = 0.01 for the
time average. However, this shows that there arc few turbulent fluctuations captured in the DES signal aud sv
¢, the level of turbulence captured by the grid, is close to zero. This means that the majority of the turbulence
for this solwion is modelled by the subgrid scale model. Further analysis on the grid shows that be anaximum
exdy size captured by the grid is approximately 5%:,, which is large for turbulent scales. This confirms that the
guid in the post-breakdown region is vnder-resolved and that the JLES region is in fact acting in a similar way to
a URANS model. However, despite the under-resolution of the results, it is clear that the characteristic behaviour
of vortex breakdown is captured and so the question ariscs: What effect does the turbulence downstream of vortex
breakdown have on the aoverall flow behaviour? It may he proposed that the turbulence downstreum of breakdown
and the trailing edge lias 2 minimal elfect on the mean flow behaviour, such as the helical mode instability and its
characteristic frequency. Therefore, it may also be proposed that URANS may be able to adequately predict (his
behaviour at smaller computational expense. However, before testing this proposal, it is necessary to validate the
DES solution with existing DES and experimental data.

4.6 Qualitative Comparison with Cobalt Results

It is helpflul to compare the results with other DES calculations. One of the most prominent users of DES for delta
wing vottical flows is the United States Air Force Academy (USAFA) [24, 29, 30, 116, 161, 163]. A great deal of
work was carried out by the USAFA, using the unstructured How solver, Cobalz, as part of the NATO RTO ‘lask
Group AVT-080 [197, 200]. This group considered the behaviour of the flow on the 70° ONERA (est case used
here, As dhere is a great deal of experience at the USAFA, it was felt that a qualitative comparison with their results
would give an indication on how well the structured DES results were performing and, therefore, would allow a
benchmark of the current results,

As the majority of the unsteady results obtained from the AVT-080 Task group involved ouly the behaviour of the
normal force coefficient, further data was needed to consider the flow behaviour in the post-hreakdown region.
Thus, the unsieady resuits from the VFE-2 case, described in Chapter 3, will be used as well. Despite this case
being transonic, the non-dimensional hehavionr of the flow should generally be similar and thus a qualitative
comparison may be made.

4.6.1 Comparison with 70° ONERA SA-DES Results

The USATA geomelry for the 709 wing ditfers slightly to that used in the current investigation as the trailing edge
has not been bevelled and is biunt, similar to the experimental configuration. Another difference is that the US-
AFA solutions have been obtained with the experimental Mach number of M = 0.069. This discrepancy should
not make a signiticant ditference to the results, particularly if the non-dimnensional behaviour is considered.

A time step study was carricd oot by Morton ef al. and is detailed in Ref’s [24] and [161]. Six differcnt time stops
of varying refinement were considered for a baseline grid with 2.7 x 109 cell volumes. The non-dimensional time
steps were: At = 0.0012§, 0.0025, 0.005, 0.01, 0.02 and 0.04. Using the I’'SD data of the resulting normal force
coefficients, and plotting the P'SD against the non-dimensional period (1/8¢) it was found that with decreasing
time step the dominant frequency of the flow approached an asymptotic period of approximately 0.1 (St = [0).

for reasonable computational expense for this grid sige. This can be compared to the time step study detailed in
Section 4.3, where it was also found that the non-dimensional period of the dominant frequency reduced with a
reduction in time step size. :

The effect of grid refincinenl bas also been considered and is detailed in Ret’s [29, 30, 116, 1631, In these investiga-
tions a number of grids of varying refinement were erealed and the solutions compared. Adaptive mesh refincment
(AMR) was also used to determine the effect of localised refinement. in the areas of interast. The baseline grid
described above was initially used and a factor of v/Z was then applicd (o scale the initial overall refinement and to
create grids with 1.2 x 109, 6.7 x 10% and 10.6 x 105 cell volumes. The AMR grid was created fromn the baseline
grid sofution with isosurfaces of vorticity being used to define the region where the grid would be refined. This
was performed twice, witlhs the distribution of grid points being doubled each time. Qverall, this resulted in a grid
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(a) Coarse - 1.2 x 10° (b) Medium - 2.7 x 10°

(c) Fine - 6.7 x 10° (d) Real Fine - 10.6 x 10°

\ 4

(e) AMR Grid - 3.2 x 10° (f) Current Results - ~ 8 x 10°

Figure 4.28: Isosurfaces of vorticity for various USAFA unstructured grids compared to current results on refined
trailing edge structured grid. The number of cell volumes for each grid are given for comparison. [29]
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with 3.2 x 10° cells. The non-dimensional time steps used were also scaled to the size of the grid, with a time step
of AT = 0.0025 being used for the baseline grid and the factor of v/2 being applied in a similar manner as before.
Table 4.5 details the time step and grid size for the coarse, baseline and fine grids. The table also contains details
of the cell size in the focus region as described in Ref. [177]. These features are also included for the refined TE
grid used for the current results.

Cells Apmax At

USAFA Coarse 1.2x10% 0.0065 0.00357
USAFA Medium (baseline) 2.7 x 10° 0.0046  0.0025
USAFA Fine 6.7 x10% 0.0035 0.0018
Current Results ~8x10° 0.0055 0.0025

Table 4.5: Details of grid features for USAFA grid study and comparison with current results

It is interesting to note that the maximum cell dimensions in the focus region for the baseline grid, Apa, is close
to that used for the current results, however the overall size of the USAFA grid is much smaller. This is due to the
refinement in the region of interest having to be carried out to the far field for the structured grid. This increases
the grid size and the relative computational expense. Therefore, the structured grid is of comparable refinement
to the baseline grid from the USAFA results. This is also clear from comparison of the flow solutions. Figure
4.28 shows instantaneous isosurfaces of vorticity magnitude for each of the grids, and highlights the increasing
resolution of the flow structure with increasing grid refinement. From this, it is evident that the level of vortical
structures captured by the current results is between the coarse and the baseline grid solutions. It is also interesting
to note that the AMR grid is comparable in flow resolution to the fine grid with 6.7 x 10° cell volumes.

To consider the unsteady aspects of the flow, the time histories of normal force coefficient were used for analysis.
Figure 4.29 shows the comparisons between a) the coarse, medium and fine grids; b) the very fine grid (G4), an
AMR grid of 2.4 x 10° cells (G9A4) and a similar AMR grid with sting and wind tunnel walls included (G7A1) and
c) the current results. From these plots it is clear that as the overall refinement of the grid increases, the unsteady
behaviour captured also increases and there is more energy in the higher frequencies. This is in agreement with
the findings of the grid study for the current results detailed in Section 4.4. It would be expected that the highest
frequencies captured would be much higher for the finer grids, however considering the current results it appears
that the relative level of energy in the higher frequencies is similar. It should be noted that the scale of the PSD
for the current results differs to the USAFA results. It is possible that this may be due to the method chosen to
calculate the PSD of the signal and may not be a reflection of the level of energy in the flow. What is important,
in this comparison, is the relative energy of the signals, which appear to be very similar. It is also clear that
the dominant frequency of the current results is lower than for the finer grids of the USAFA study, sitting at
approximately St = 5 — 6 compared to St = 8 — 10 respectively.
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(a) USAFA Results [24] (b) USAFA Results (30] (c) Current Results

Figure 4.29: PSD plots of normal force coefficient for current results compared to USAFA results from literature

In Ref. [30], the resolution of turbulent kinetic energy in the vortex core was considered for the coarse, baseline,
fine and very fine grids detailed above. This is shown in Figure 4.30, with a comparison of the current results.
From the study it was found that as the grid resolution was increased, the value of the turbulent kinetic energy in
the vortex core approached the experimental value of 0.5. Thus, the turbulent properties of the flow were concluded
to be resolved well for the finer grids. However, as the time averaging analysis of vortical flow in Section 4.5.2
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shows, these values are high as the mean flow fluctuations will be included in the calculation of the turbulent kinetic
energy. The plot of the current results shows the mean non-dimensional turbulent kinetic energy calculated, both
using the stationary mean (as in the experimental and USAFA results) and the non-stationary mean (calculated
using a sample rate of 7 = 0.1), which is subtracted from the signal before the fluctuating velocities are used. It
is clear that there is a significant difference between the results, particularly close to breakdown, where the mean
flow fluctuates considerably. However, the results obtained from the stationary mean do give reasonably good
agreement with the USAFA results, particularly if the location of vortex breakdown is considered. Which occurs
for x/c, = 0.5, 0.58, 0.62 and 0.62 for the coarse, baseline, fine and very fine grids respectively and at a mean
location of x/c, = 0.86 for the current results. Unfortunately, it is not possible to state the peak value for the
current results, as this will occur downstream of breakdown and there are insufficient point probes in the vortex
core region to determine this value.
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Figure 4.30: Comparison of turbulent kinetic energy through vortex core between current results and USAFA
results from literature

(a) USAFA Results [30] (b) Current Results

Figure 4.31: Comparison of surface streamlines between current results and USAFA results from literature

As stated in Section 4.2.2, a transition study was carried out by Morton [30] to consider the influence of a forced
transition location on the computational results and therefore on the comparison with the experiment. The con-
clusions of this investigation stated that a forced transition line at constant x/c, = 0.4 gave the most appropriate
agreement with the experimental results. This investigation provided the basis for the choice of transition line
applied in the current investigations which corresponds to a constant line at approximately x/c¢, = 0.36. To con-
sider the behaviour of the flow due to transition, the surface streamlines are compared in Figure 4.31. From these
two plots, it is clear that the behaviour on the surface of the wing is very similar. As expected, the transition
occurs slightly upstream for the current results. However, this does not appear to have a significant effect on the
downstream flow. Both plots are taken from instantaneous results, however the current results do not exhibit any
clear evidence of unsteadiness in the streamlines. In contrast, the secondary separation line for the USAFA results
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shows undulations which may be associated with the unsteady nature of the flow. Interestingly, both solutions
exhibit “whorl” patterns in the trailing edge region, close to the leading edge. Initially, for the current results, this
was attributed to recirculation of the flow due to the bevelled trailing edge. However, the USAFA geometry was
exactly reproduced from the experiment and had a blunt trailing edge. Further investigation of this region is needed
to determine the cause of this phenomenon. This region is unclear from the experimental results.

4.6.2 Comparison with 65° VFE-2 SA-DES Results

To allow further comparisons of the unsteady behaviour of the Cobalt DES solutions with the current results, the
unsteady data from the VFE-2 solutions described in Chapter 3 were used. Details of the grid and time step,
detailed previously, are summarised in Table 4.6. In a similar way to the current results, a number of point probes
were situated in the flow as described previously. To make detailed comparisons, but to restrict the amount of
data used, two probes from these calculations were chosen to compare qualitatively with the 70° test case results.
These probes were situated on the vortex core, which for this case sits at a constant y/s = 0.6, at a constant height,
z/e, = 0.1 from the surface of the wing for locations pre- and post-breakdown, x/c, = 0.7 and 0.9 respectively.
As discussed in Chapter 3, the mean location of breakdown for this case was found to be x/c, = 0.68. These
probes are to be compared to the signals from the probes on the vortex core at x/c, = 0.84 and 1.0 detailed before
for the current results. Although the locations of these probes are quite different, the non-dimensional distance
from the mean vortex breakdown location are similar. x/c, = 0.02 and x/c, = 0.04 upstream and x/c, = 0.22 and
x/c, = 0.14 downstream of breakdown for the USAFA and current results respectively. Therefore, a qualitative
comparison of the flow behaviour may be made for these locations. Figure 4.32 shows the probe locations for the
USAFA results, with isosurfaces of x vorticity shown to demonstrate the location with respect to the flow features.
This can be compared to Figure 4.19 for the current results.

Cells Grid Type AT
USAFA 7.89 x 10 Unstructured 0.0047
Current Results ~ 8 x 10  Structured  0.0025

Table 4.6: Details of grid and time step for USAFA VFE-2 calculation and current results
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(a) Plan view (b) Side view

Figure 4.32: Location of probes through vortex core with reference to isosurface of x vorticity for 65° VFE-2
USAFA DES calculation

Figures 4.33 and 4.34 show the non-dimensional velocity component time histories and PSD frequency plots re-
spectively for both cases in pre- and post-breakdown flow. In Figure 4.33 the time histories of each case are shown
separately due to the differences in non-dimensional time and likewise, for clarity Figure 4.34 shows the PSD
analysis of the pre-breakdown and post-breakdown results separately for comparison between cases. From the
time histories, particularly for the u velocity, it is clear that there are many similarities between the two results. In
both cases, the location of vortex breakdown periodically moves upstream of the pre-breakdown probe location.
This is evident from the low frequency, high amplitude behaviour and the magnitude of the u velocity traces peri-
odically reducing to less than zero, indicating reversed flow. The fluctuations of the location of breakdown seem
to be more pronounced for the USAFA case, however this is likely to be due to the presence of shocks in the flow,
which have been shown to move abruptly. It is also clear from consideration of all three velocity components that
when the breakdown location is upstream of the probe, there is less unsteadiness in the flow. Again, this is more
pronounced for the USAFA case, however the amplitude of the current results also noticeably decreases at this
point. Considering the frequency content of the solutions at this location shows that the dominant frequency of the
flow is in good agreement at approximately St = 0.1. However, the power of the USAFA signal at this frequency is
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(c) w velocity

Figure 4.33: Comparison between time histories at similar probe locations on the vortex core in the pre- and
post-breakdown flow. Current results on the left hand side and USAFA results on the right.
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Figure 4.34: Comparison between PSD frequencies at similar probe locations on the vortex core in the pre- and
post-breakdown flow. Pre-breakdown results on the left hand side and post-breakdown results on the right.
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greater, again likely due to the occurrence of shocks in the flow. For the current results, higher frequencies between
St = 3 and 4 are evident in the spanwise and normal velocity components, due to the influence of the helical mode
winding, downstream of breakdown. This is not found in the USAFA solutions, but again this is likely to be caused
by the presence of the shocks which will not allow any instabilities to propagate upstream.

Downstream of breakdown it is clear that the flow behaviour is again very similar. The amplitude of the time
traces is in good agreement, particularly for the u and w velocities. However, mean values are different. For the
u velocity this is likely to be due to differences in the severity of breakdown between the subsonic and transonic
test cases, as described in Chapter 3. Whereas for the v and w velocities, this is likely to be caused by differences
in the location of the probes with respect to the vortex breakdown structures, such as the helical mode instability.
Considering the frequency content of the two signals for each velocity component, it is clear that there are more
frequencies present for the USAFA results. However, the low frequency response of the vortex breakdown location
is still found for both cases, as is a frequency which can be associated with the helical mode. This is close to St = 2
for the USAFA results and St = 3 — 4 for the current results, as stated previously. The occurrence of many more
frequencies within the post-breakdown flow signal, may be attributed to the presence of more smaller structures
occurring in the flow for the USAFA solution, as shown in Figure 4.32. However, it is interesting to note that there
is still little frequency content for frequencies close to or above a Strouhal number of 10, which would be expected
for small scale turbulent structures.

To consider this further, analysis of the turbulence on the grid was performed in a similar manner as shown in
Section 4.5.3. A 1-D slice is taken through the vortex core region at z/c, = 0.1 and a PSD analysis is performed
to consider the spatial behaviour of turbulence. This analysis was then compared to the current results shown
previously. Figure 4.35(a) shows the behaviour of the « velocity on the slices for both results, downstream of
the breakdown location. As the location of breakdown is different for each solution, the relative distance from
the breakdown location is used. It is clear from this plot that there are more fluctuations of the u velocity in the
post-breakdown region for the USAFA results. Performing a PSD analysis on this data allows the wavenumber
content to be considered and the resolved eddy sizes and wavelengths to be determined. The results of this analysis
are also shown in Figure 4.35. Compared to the results for the current grid, it was found that the dominant peak in
the PSD analysis also occurs at a wavenumber of xk = 0.5. It was also found that there is more energy in the larger
wavenumbers for the USAFA results, however the maximum wavenumber resolved is still only approximately
k = 20. This translates to a minimum wavelength of approximately x/c, = 0.035, which is found from Figure
4.35(b). This is not significantly higher than the minimum wavelength of the current grid. Despite this similarity
of minimum scales, more energy appears in the flow for all wavenumbers. This may be a consequence of the
resolution of smaller scales which capture the energy transfer more accurately, due to a smaller sample rate and
therefore less turbulence modelled on the grid.
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(a) Spatial history relative to vortex breakdown (b) PSD vs. Wavelength

Figure 4.35: Analysis of u velocity behaviour from spatial slice through vortex core at z/c, = 0.1 to determine
resolution of grid for both current results and USAFA 65° VFE-2 DES results

As before, further consideration of the level of turbulence captured in the flow solutions can be obtained by com-
paring the log of the PSD plot with the Kolmogorov -5/3 slope. Figure 4.36 shows this comparison along with the
temporal comparison for the non-dimensional u velocity at the trailing edge. It is evident from both plots that the
general frequency behaviour is very similar between the two sets of solutions. Although the USAFA grid exhibits
slightly more energy at higher wavenumbers in the spatial comparison, the temporal comparison is nevertheless
very similar, with the same gradient to higher frequencies being present. Therefore, despite the higher grid reso-
lution of the USAFA solution demonstrated by the smaller scale structures found in the post-breakdown flow and
the greater frequency content, it may be stated that a similar level of turbulence is captured by each solution.
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From the comparisons with the USAFA results for the 70° and 657 test cases, it has been found that the overall flow
behaviour is being captured well by the current DES solutions. However these results appear to be under resolving
the smaller flow features due to lack of refinement in the post-breakdown region.

w' 10’ 1.0' W

(a) Spatial - PSD vs. x compared to Kolmogorov -5/3 slope (b) Temporal - PSD vs. St for u velocity from probe in post-
breakdown flow at x/c, = 1.00

Figure 4.36: Spatial and temporal comparisons of current and USAFA DES results

4.7 Validation of DES Results

As shown in the previous section, the current results agree qualitatively with other DES results. However, it is
also important to gauge the behaviour of the solutions against experimental results. The experimental test data
gathered by Mitchell [13] will be used mostly for this task, however unsteady data from other experiments will
also be considered qualitatively to further assess the validity of the results.

4.7.1 Comparison with Mitchell’s Experiment

The set up of the experiments carried out by Mitchell was described in Section 4.2 and as such will not be discussed
here. A large proportion of the data presented in Mitchell’s work was time averaged. This time averaging process
is akin to calculating the stationary mean of the flow and does not take the unsteady mean flow, as discussed in
Section 4.5, into account. This makes comparisons between the computational and experimental results difficult,
particularly as the turbulent quantities calculated will be considerably larger than those which may have existed.
This was also considered when considering the levels of turbulent kinetic energy compared to the USAFA results
in Section 4.6.

Instantaneous full domain flow solutions could not be used to compare with the time-averaged experimental data.
Therefore, a stationary mean was calculated from 100 time steps, over a total time of 7 = 1, which gives a sample
rate of 7 = 0.01. This provides a relatively small period over which to average, but the amount of data needed to
perform a full mean calculation over the all the calculation time steps was prohibitive. Due to this, the comparisons
should be treated with caution, but should be sufficient for the purposes of validation of the basic flow behaviour.

Figure 4.37 show contours of the non-dimensional velocity components for each of the chordwise stations for
both the experiment and the mean computational flow. From the contours of u velocity it is clear that for the
experimental data breakdown occurs upstream of the x/c, = 0.74 position, as at this location reversed flow is found.
Indeed, from the investigation it was found that the mean position of breakdown occurred at approximately x/c, =
0.65. Considering the current results, it is clear that the location of breakdown is quite different, with reversed flow
not being predicted for any of the slices. As stated in previous sections, the mean breakdown location was found to
occur at approximately x/c, = 0.86, which is downstream of the slices used in the experiment. The discrepancy of
mean vortex breakdown location may be due to many factors. It was mentioned in the highlights of the RTO AVT-
080 task group that this set of experimental data was affected by blockage and support interference effects, which
may have caused up to 2 — 3° of upwash. It was stated that this upwash may have caused breakdown to occur
earlier on the wing than would have been expected for this configuration. Other factors include, imperfections
on the experimental model due to the sting fitting, the differences in freestream velocity between the experiment
and computation as it was noted by Mitchell that with an increase in freestream velocity that the breakdown
location moved downstream, or the levels of turbulent eddy viscosity predicted in the computational results. From
both the grid study and time step study it was shown that the predicted location of breakdown did not change
significantly with any change in grid density or time step refinement, thus the DES calculations are consistent.
Further consideration of the prediction of vortex breakdown location will be given in the following chapter. This
discrepancy of location should also be kept in mind when considering the unsteady nature of the flow, which will
be discussed later in this section.
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Figure 4.37: Time averaged velocity results from Mitchell’s experiment compared to mean computational results
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From the contours of u velocity, it is also found that the maximum axial velocity of the vortex core prior to break-
down was approximately 4U.. The mean predicted value from the current results, is found to be considerably
less and is given as approximately 2.2U... This is consistent with the findings of the AVT-080 task group, where
a number of calculations were performed for this test case using various CFD solvers, techniques and grids. The
axial velocity was not found to be accurately predicted for any of the cases and it was concluded that the grid
refinement at the vortex core was not sufficient. Considering the v and w velocity contours, however, it is clear that
the agreement between the experimental and computational solutions is very good with the magnitude and shape
of the velocity contours being predicted well, despite the differences in breakdown location.

Contours of x vorticity were also considered and the comparisons are shown in Figure 4.38. In the experimental
plots, it is clear that there are small vortical substructures in the shear layer. However, these structures are not
found in the computational results for these contour levels, despite the unsteady probe data providing evidence
of oscillations associated with such phenomenon. Evidence of these structures is found by changing the contour
levels, however this shows that the predicted behaviour is weak. As with all the other experimental contour plots,
the boundary layer region is not captured due to the experimental techniques used, which cannot resolve the flow
close to walls. However, there is a suggestion of a secondary vortex in the bottom left corner of each contour plot.
This is also shown in the computational results, with the location of both the secondary and primary vortices being
predicted well.
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Figure 4.38: Time averaged x vorticity results from Mitchell’s experiment compared to mean computational results

Comparisons can also be made with the experimental surface pressure coefficients obtained from steady pressure
transducers on the surface of the wing at the same chordwise locations. Figure 4.39 shows these comparisons for
the current results. Also included is data from two investigations carried out as part of the AVT-080 task group,
from the USAFA [30], as detailed in the previous section and from work carried out at NLR on a structured grid
using a URANS & — @ model with a modification for vortical flows [31]. It is clear that although the computational
results are in good agreement there is a consistent under-prediction of the pressure coefficient compared to the
experimental results. For the current results, this corresponds to a difference of 24% for the x/c, = 0.53 peak. For
the USAFA and NLR results it was reported that the difference was 24% and 22.4% respectively. Other compu-
tational results from the AVT-080 task group, using both DES and URANS methods, were also found to exhibit
these discrepancies with the experimental data and differences at x/c, = 0.53 of 23.8% were reported [165, 196].
As all the computational results were in good agreement and factors such as grid refinement, transition and turbu-
lence model had no effect, it was determined that the differences may have been due to a scaling issue with the
experimental data.The current results scaled by 24% are also shown in Figure 4.39 to allow a broad comparison
with the computational results. This shows that generally the agreement is good when all streamwise results are
scaled by this factor. However, due to the blockage and support interference effects mentioned previously, this
straight-forward scaling can not account for all the physical differences in the flow and should be considered with
care.
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Figure 4.39: Surface pressure coefficient data for both experimental and computational results [13, 30, 31]

To consider the unsteady nature of the flow behaviour pressure readings were taken from Kulite”™ pressure trans-
ducers on the surface of the wing as detailed in Table 4.3. The numbering and location of each of the probes to
be compared are shown schematically in Figure 4.40. The resulting unsteady pressure time histories are shown
in Figure 4.41. Also shown are the corresponding time histories for 12 of the transducer locations taken from the
unsteady probe data on the surface of the wing.
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Figure 4.40: Location of unsteady probes used for comparison with Mitchell’s data

It is clear from these traces that the mean pressure decreases with outboard movement on the wing. This suggests
that the vortex core sits either above or close to the y/s = 0.7 position. In the computational results, the vortex
core is also found to be close to this location. The mean computational pressure coefficients have been scaled by
the 24% factor discussed previously to aid in the comparison and it is clear that they are in reasonably good agree-
ment. The highly unsteady nature of the flow is obvious, both up- and downstream of breakdown, with reasonably
large amplitude oscillations occurring at many frequencies. The length of the corresponding signals should be
considered before any comparisons can be made, with the experimental data being captured over 2 seconds and
the total computed time being equivalent to approximately 0.2 seconds. The corresponding computational time is
marked on the experimental plots for comparison. However, despite this difference, qualitative and quantitative
comparisons can be made. It is clear that the amplitude of the unsteady fluctuations of almost all the probes are
in good agreement, with the most obvious exception being Probe 1 at x/c, = 0.84. In the experimental data, the
signal from this probe exhibits some rather strange behaviour with the pressure coefficient decreasing significantly
in what appears to be a random pattern. This was noticed by Mitchell, who decided that it was the response of a
faulty transducer, thus this signal will not be considered for comparison.

To consider the frequency content of the signals, PSD were calculated from each signal. These are shown in Fig-
ure 4.42, again with similar plots for the current results. The plots taken from Mitchell’s work have been altered
slightly to show the corresponding non-dimensional frequencies for comparison. From the experimental plots,
upstream of breakdown at x/c¢, = 0.53 and 0.63, the flow behaviour is dominated by a low frequency oscillation,
which occurs at approximately 2Hz (St = 0.08). There is evidence of some higher frequency broadband content,
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Figure 4.41: Time histories of unsteady pressure probe data [13]
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Figure 4.42: Power spectral density plots of unsteady pressure probe data [13]
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however this has relatively low power in comparison. Downstream of breakdown, many more frequencies occur,
although the low frequency content is still dominant. Definite peaks occur in the range 15 — 50Hz (S5t = 0.5 - 2),
around 100Hz (St ~ 4) and around 130Hz (St & 5). Due to the difference in location of vortex breakdown it may
not be possible to make direct comparisons between the frequency responses for a given chordwise location. In-
deed, from comparing the experimental and computational results at x/c, = 0.53 it is clear that although the low
frequency content is predicted well at St ~ 0.07, the dominant behaviour of the flow at this location in the com-
putational results appears at approximately St = 4.5. This is also true for x/c, = 0.63, but this behaviour does not
occur in the experiments. However, if the non-dimensional distance from the breakdown location is considered,
the agreement between the results is much better. As the mean breakdown location is x/c, = 0.65 in the experi-
ments, the x/c, = 0.53 station is 0.15¢, upstream and the x/c, = 0.63 station is 0.02¢, upstream of this location.
Similarly, for the computational results, the x/c, = 0.74 station is 0.14c, upstream and the x/c, = 0.84 station is
0.04¢, upstream of breakdown. If these two locations are compared, the agreement is significantly improved, with
the low dominant frequency occurring close to St = 0.07 in both results and the higher frequency content focusing
around St = 3 - 5.

In the unsteady analysis performed on the current results in previous sections, it was determined that the low
frequency response found in the flow, close to breakdown, was due to the unsteady oscillation of the breakdown
location. As a similar frequency was found for the experimental data, the behaviour of the unsteady location of
breakdown should be considered. Figure 4.43 shows the time traces of vortex breakdown location for both the ex-
perimental and computational results. The computational results shown were created by considering the location
of breakdown in the flow domain for every 100 time steps. Due to the computational expense of the calculation,
it was only possible to consider a total time of 0.2 seconds. This makes a comparison with the experimental data
difficult as the lowest frequency which could be captured would be approximately St = 0.069 and the dominant
frequency captured for this phenomenon in the experiment is Sz = 0.043. Considering the amplitude of the oscilla-
tions it is clear that the vortex breakdown location oscillates with an amplitude of approximately 15% root chord.
This corresponds to a location x/c, = 0.6 — 0.75 for the left hand side and x/c, = 0.65 — 0.8 for the right hand side
vortex. Comparatively, the computational results predict an oscillation with an amplitude of approximately 6%
root chord. This under-prediction of the amplitude may be due to the symmetric assumption as in the experiment
there may be interaction between the behaviour of the two leading edge vortices.
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aw

il el

rW

II
v wip i '\...JV\ "
7 ~
0N 015 028 0317 036 0475 0554

Fréquence (Hz)

A

.
.
n
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From the computational signal, it appears that there are approximately two low frequency oscillations over the 0.2
seconds. This corresponds to a non-dimensional frequency of St = 0.139. This is higher than the frequency which
was assumed to be the vortex breakdown location in previous sections. However, as the signal length is short the
lower frequency may not be detected. From a PSD analysis of the experimental data, shown in Figure 4.44, it is
clear that there are a number of frequencies present in the experimental signal. Thus, it may be suggested that the
frequency captured by the computation is consistent with the higher frequency content. This frequency is also in
agreement with the unsteady breakdown oscillations witnessed from a similar plot for the USAFA DES results for
the 65° VFE-2 test case, which occurred for a frequency of approximately St = 0.14. Further higher frequency
content is suggested by the trace of vortex breakdown location plotted at a much smaller sample rate of 100 time
steps between non-dimensional times of 7 = 50 — 51, which is shown in Figure 4.43(b) as the dotted line.

4.7.2 Comparison to Other Unsteady Experimental Results

Further comparisons may be made by considering other experimental investigations from the literature summarised
in Chapter 1. In the investigation carried out by Klute [6] and summarised in Klute er al. [55], the unsteady flow
over a sharp leading edged, 75? delta wing at an incidence of & = 40? was considered using digital PIV techniques
in a water tunnel. The model had a root chord of 0.141m and the freestream velocity was 0.32ms™" which provided
a Reynolds number of Re = 4.5 x 10*. This is low, particularly in comparison with the current configuration, how-
ever considering the non-dimensional behaviour of the flow, qualitative comparisons may be made. The purpose
of the investigation was to consider the unsteady nature of the helical mode instability of vortex breakdown and
to consider its evolution with time. Therefore, a large database of images and temporal information was gathered
in the post-breakdown flow region. The digital PIV was set up to record an image 500 times a second, which
corresponds to a sample time step of approximately A7 = 0.004 and data was gathered over a period of 4 seconds
(t =9.08).

In this case, due to the relatively high angle of incidence, vortex breakdown occurred at approximately x/c, = 0.5
on the wing. From the DPIV data, the unsteady velocity signals at a number of points on a measurement plane
30%c, downstream of the breakdown location at x/c, = 0.8 were isolated and considered using a PSD analysis and
it is with this data that comparisons will be made with the current results. Figure 4.45(a) shows the instantaneous
post-breakdown region on a plane through the vortex core at a time 7 = 0.101. This plane shows the velocity vectors
and corresponding streamlines for the helical mode, with the vortical regions caused by the spiral breakdown
intersecting the plane. The locations of the two points which correspond to probes within the computational
domain are highlighted in red, their precise locations are given as non-dimensional distances, 0.108, (which will
be referred to as point A) and 0.158 (point B) above the wing surface. Figure 4.45(b) shows the corresponding
instantaneous vortex core streamline behaviour at T = 50. The corresponding probe locations for the computational
results are also shown.

(a) DPIV results showing velocity vectors and corresponding stream- (b) Current DES results showing streamlines
lines (Adapted from Ref. [6])

Figure 4.45: Instantaneous vortex breakdown regions for experimental and computational results. Also shown are
the locations of the data points from which the time histories of u velocity were taken.

The behaviour of the vortex breakdown flow structure may be considered from the streamline plots. It is clear
that the locations where the helical mode winding pass through the analysis plane for the experimental results,
are more spread out than for the current results. This suggests that the overall pitch of the helix is much larger
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Figure 4.47: Time histories and PSD analyses of « velocity for Point B
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and the effect of the breakdown is greater on the wing surface. It may also be suggested that the difference in
helical pitch is due to the proximity of the vortex breakdown location to the trailing edge in the computational
solutions. However, further analysis at higher angles of incidence would be needed to state this conclusively. In
the experimental results, the locations of these intersections were tracked with time and it was found that these
structures were convected downstream toward the trailing edge. With this downstream motion, the spiral of the
helical mode winding stretched and the diameter increased. Coupled to this increase in diameter is a reduction in
dominant non-dimensional frequency. However, considering the evolution of the computational results over a time
7 = 1 it was found that there was only a slight downstream motion of the structures on the vortex core plane and
the diameter of the helical structure did not increase significantly. This diameter is relatively small in comparison
with the experimental results, which would suggest a higher non-dimensional dominant frequency. The behaviour
of the structures in the experiments at or close to the trailing edge was not mentioned. However, for the current
results, the helical winding appeared to dissipate. As discussed in Section 4.5 this is likely to be due to the rapidly
decreasing resolution of the grid downstream of the trailing edge. However, it is unclear what effect the trailing
edge has on the coherent vortex breakdown structures. Keeping all these differences in mind, the u velocity traces
at point A and B can be considered and compared to the probe locations shown in Figure 4.45(b).

It is clear from Figure 4.45 that the non-dimensional distance between the vortex breakdown location and the probe
positions is greater for the experimental results. Thus, only a qualitative comparison may be made. However, com-
paring the results shown in Figures 4.46 and 4.47 it is clear that there are both similarities and differences between
the two sets of results. Considering Point A and the corresponding computational probe at a nominal distance 0.1¢,
from the wing surface. It is evident that the amplitude of the time histories of « velocity are comparable at this
location. However, the mean velocity is much lower for the experimental results, and the flow is found to reverse
for large periods of the time history. In the computational results the flow does not reverse at any point in the time
period shown. Also, the level of fluctuations of the velocity are found to be less in the computational results, but
not significantly so. The frequency content is also quite different. The dominant peaks in the PSD analysis for the
experimental results occur for St < 2 whereas for the computational results, the main peak occurs at approximately
St = 3.5. This increase is likely to be due to the differences in the helical winding discussed before. In the ex-
periment, there is also considerably more energy in the higher frequencies. Whereas for the computational results
there is some content at frequencies, St < 10, but this reduces rapidly with increasing frequency. The energy in
the high frequencies of the experimental results also decays but at a much reduced rate. The presence of this high
frequency energy relates back to the observation that there are more small scale fluctuations in the experimental
time history and suggests the presence of smaller scale structures and a turbulent behaviour. However, this behav-
iour is secondary to the helical model instability and so the flow has not broken down into full scale turbulence at
this location. It may be suggested that a fully turbulent flow, with the breakdown of the helical mode instability
into smaller structures, does not occur until downstream of the trailing edge. A similar conclusion may also be
made from the USAFA results for the 65° VFE-2 wing discussed in Section 4.6 and shown in Figure 4.48 for a
similar probe location to Probe A. For this case, the probe is also approximately 30%c, downstream of the vortex
breakdown location. This shows that despite greater overall grid refinement, the results are again very similar, with
the dominant frequencies occurring for St < 10. There is little frequency content above this frequency.
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Figure 4.48: Time histories and PSD analyses of u velocity USAFA results for 657 delta wing at location on vortex
core plane, x/c, = 1.0, z/c, = 0.1

At point B, the experimental results exhibit a similar behaviour to Point A, with many scales of fluctuations being
evident from the time trace of u velocity. However, the PSD analysis of the signal shows that the frequency of the
dominant peaks has increased and there is an overall increase in the energy of the signal. Compared to a probe
in the computational flow domain situated at z/c, = 0.15 above the wing surface, it is clear that the behaviour
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is quite different. The mean velocity is much greater, in fact it becomes slightly higher than the freesirearn and
the amplitude of the signal is greatly reduced. Considering the frequency content, it is clear that the increase of
frequency compared to Point A has been captured, but the content is very different. These differences between the
experimental and computational results are likely to be due to a ditference in location of the measurement point
within the post-breakdown region. This region is much larger for the experimental resuits and the measurement
point sits well within this region. However, for the computational result, this probe location is ¢lose (o the edge of
the region and closer to the treestecam flow.

From consideration of these comparisons and particularly from the experimental results it is evident that the helical
mode stracturs is dominant downstream of breakdown for at least 30%c; and it is likely that this structure remains
coherent until at least the trailing cdge. Although there is evidence frown the experimental results of high frequency
content in the post-breakdown flow, which suggests the presence of turbulence, it is clear that this is not dominunt.
At some location, the coherent structure of the helical mode instability will breakdown and the flow will become
(ully turbulent, at which point the frequency content will exhibit a broadband response, however this has not been
found to ocenr in the experiments. There is also little evidence of smalt scale structures in the streamline plot of
Hipure 4.45(a). This suggests that turbulence does not become dominaul until downstreamn of the trailing edge,
with the flow over the wing, post-breakdown being dominated by coberent structures, The level of small scale
fluctnations within the cxperituental signals, does not appear to be significantly greater than the computational
resufts (particularly in view of the under-resolution of the grid discussed previously).

4.8 Discussion

4.8.1 The Role of Turbulence in Vortical Flows

As shown in the previcus section, it is clear that the unsteady tlow immediately downstream of voctex breakdown
is not dorninated by turbulence. Although smnull scale turbulence does exist, as is evident from thie low energy
respontse at high frequencies in the experimental data from Figures 4.46(a) and 4.47(a). In this investigation,
the ability of the DES turbulence treatmment to predict this flow behaviour was analysed and particularly the role
of turbulence in the prediction of breakdown and other dominant flow features was considered in a number of ways.

From the grid relinement study, it was shown that although (be sireamnwise refinement improved the resolution
of the unsteady flow in the wake region, there was little overall effect on the mean flow behaviour, particularly
upstream of the trailing cdge. It was concluded from this study that an overall refinement was needed in this re-
gion, but that it may be likely that the prediction of the turbulence downstream of the trailing edge would have
only a small eilect ou the upstream flow predictions. From comparisons with existing DES caleulations it was
shown that with overall refinement of the grid, smaller structures could be captured, both within the shear layer
and downstream of breakdown, however, this did not appear to have a significant effect on the dominant unsteady
flow frequencies captured. Indeed, from analysis of the turbulent behaviour on the grids, it was found that gener-
ally the behaviour was very similar. Therefore, it may be suggested that the level ot grid refinement to capture the
turbulence within the wake of a della wing is considerably greater than that used in investigations to date.

However, it was shown from validation of the results with existing unsteady data, that the DES solutions were
adequately predicting the dominant features of the flow. These included the helical mode instability of breakdown
and the wandering of the vortzx core due to the motion of breakdown. Evidence of shear layer structures were
also found within the frequency data, althougl it is felt that further investigation on more refined grids is needed
to confirin the behaviour and frequencies of these features. Therefare, it is clear that although the small scale
turbulence of the post-breakdown flow is not adequately captured, this does not appear to have a significant effect
on the ability of DES 10 predict the dominant. flow features. Therefare, it may be concluded that the overall
behaviour of vortical flows and vortex breakdown over slender delta wings is not dominated by turbulence,

4.82 The Role of t; in the DES Calculations

As mentioned, the structured grid used in this investigation is not sufficiently refined to capture small scale turbu-
lence and the smallest eddy size resolved on the grid is approximately S%c,.. This means that the level of turbulence
captured on the grid, defined as ¢ in Section 4.5.2, is closc (v zero., The csact value of ¢ is diflicult o quantify as
the precise levels of turbulence in this regton have not becn quantiticd. However, as discussedd above, it is found
the low energy, high frequency, broadband response of small scale torbulence 1s missing from the DES results.
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If ¢ is close to zero, this means that the turbulent fluctuations, ], are modelled by the subgrid scale model with
only the mean flow being resolved on the grid. This results in the velocity decomposition as given by Equation 4.3.

/

w= (U)+ul + uj (4.3)
—— ~~

Resolved on grid  modelled by SGS

From the description of the URANS method in Chapter 2, it is evident that for an under-resolved DES calculation,
the behaviour of the DES model is very similar to the URANS method with the turbulence predicted by a turbulence
model, which in the case of the DES calculation is the subgrid scale Smagorinsky model. This means that the
subgrid eddy viscosity, Uscs, behaves in the same way as the turbulent eddy viscosity, gy and will model the
contribution of the turbulence to the flow. To consider this behaviour, contours of the subgrid eddy viscosity relative
to the laminar viscosity were plotted on a plane through the vortex core region and are shown in Figure 4.49. From
this plot, it is evident that the levels of Smagorinsky eddy viscosity predicted by the subgrid model increase in the
vicinity of the vortex breakdown region and trailing edge. However, these values are low in comparison with values
of turbulent eddy viscosity predicted for standard Boussinesq models, such as the Wilcox k£ — @ model discussed
in Chapter 2, which can be of the order of 10%. This is due to the fact that the subgrid eddy viscosity is scaled by
the spatial filter length squared, A2, as detailed in Equation 2.50, which for the DES implementation corresponds
to the maximum cell size squared A,z,m. Thus, as the grid is refined, the level of uss will decrease and the value of
¢ will increase. It has been shown in this investigation that the magnitude of A,y through the grid is insufficient
for ¢ to be greater than zero and thus the turbulence is modelled.

Figure 4.49: Slice through vortex core at y/s = 0.7 showing contours of sub-grid eddy viscosity relative to laminar
viscosity created by the DES calculation

4.9 Conclusions

From consideration of DES calculations performed on a structured grid for a slender delta wing at moderate inci-
dence, it was found that a number of low frequency, coherent unsteady features dominate the flow. Effects of both
temporal and spatial refinement were examined and the ability of DES to predict the unsteady nature of the flow
was considered, particularly in light of the prediction of turbulence in the post-breakdown region. Comparisons
were made to other, similar DES calculations carried out by the USAFA and with experimental data to measure
the validity of the results.

It is clear from this investigation that the DES calculations performed are under-resolved, with little turbulence
being resolved on the grid within the LES region of the flow domain. From this analysis and the comparisons with
existing DES results using unstructured grids, it is suggested that the grid requirements to capture the turbulent
behaviour of the flow close to and downstream of breakdown are much larger than those described in this inves-
tigation. It was found that to fully capture the turbulent scales it would be necessary to refine the grid not only
over the wing, but also in the region downstream of the trailing edge. How far downstream may not be proposed
based on the results gained here, but based on the results of the investigation by Allan [144] who considered the
effect of sting fairings downstream of the trailing edge on vortex breakdown, it is felt that a distance of at least one
root chord length downstream is a good starting point . This will have a direct impact on the size of the grids used
for DES for delta wing flows, increasing the computational expense of an already expensive turbulence method.
This is particularly prohibitive for structured grids, which have the disadvantage compared to unstructured grids
that any refinement needs to be taken to the farfield. However, this may be overcome by considering overset grids,
hanging nodes and hybrid grids. Therefore, it may be concluded that the computational cost of the calculations
needed to fully resolve the turbulent scales within a delta wing flow is still too high to make these calculations
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aceessible to the majority of CED users.

However, the results of this investigation may also shiow that it is possible that these calculations are not necessary.
From this study it was shown that although turbulence is present in the flow downstreamn of breakdown, it does
not appear to have a significant effect on the prediction of the salicnt flow features and the validation with the
experimental data was good, despite the under-resolution of the results. The dominant flow features were shown
to be colerent, low frequency phenomenon, which could be assumed to be part of the mean flow. Therefore, it is
stggested that traditional URANS models may be able to perform well and accurately predict the main features of
the flow at a significantly reduced computational cost.
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Chapter 5

Assessment of URANS for Predicting
Vortex Breakdown

5.1 Introduction

From the study into the use of DIES to capture the unsteady flow behaviour of the vortical flow and vortex break- 7y
down over a slender delta wing, a nunber of conclusions were made. It was found that the resolution of the
grid used was not adequale o reselve the turbulent scales and that further refinement, both above the wing and
downstream of the trailing edge would be needed to improve the resolution of the flow. 'Fhis would have the conse-
quence of increasing the computational expanse of an already expensive calculation, particularly as (he titne steps
involved may have to decrease with the increasing guid refinement. However, it was also Tound from comparisons
with othcer DES solutions aud with experimental data, that the flow behaviour in the region of interest, downstream
of breakdown, was not initiatly highly turbulent in nature with the breakdown to turbulence not being found to
occur untif much further downstream. From the unsteady analysis of the DIES results and from consideration of
the literature, i¢ is clear that the majority of the frequencies associated with the flow phenomena present above the
wing oceur for Stroubal numbers less than 20. Finally, it was concluded that these lower frequencies are within the
grasp of more traditional URANS calculations and that these methods could capinre the unsteady flow behaviour
for a greatly reduced commputational cost.

From the literature review in Chapter 1, it is clear that there have been many investigations into he ability ol RANS
models 1o predict the important features of vortex breakdown, with varying suecess. From work carried out for
stcady state calculations, it is clear that the standard Jinear Boussinesq turbulence models struggle to accurately
predict vortex breakdown behaviour due to their inability to correctly mode] the turbulent behaviow within the
vortex core. Due to this, a number of corrections have been proposed for these linear models, to account for the
rotation of the flow and to improve the fliow solutions, Some of these were discussed 1n Chapler 1 aud have been
found to give good agreement with experimental data. Non-linear eddy viscosity models have also been proposed
and applied to the solution of delta wing flow and again also show improvement compared to linear models for
steady state solutions. This is due to the addition of a dependence on the rotation of the flow in the calculation of
turbulence. However, to date there has been little research into applying these models to unsteady fiows and their
ability to accurately predict the importaut flow phenomena and frequencies is largely unknown.,

Therefore, to consider the ability of URANS methods to predict the unsteady behaviour of vortical flow and vor-
tex breakdown, two turbulence models were used, one a linear Boussinesq model with a rotation correction for
vortical flows and the other a non-linear model. The calculations were performed on the test casc and conditions
defined in the previous chapter to allow for the relative behaviour compared to the DES solutions to be considered.
The twbulence models used are, the £ — @ with F,y Enhancer, which is the Wilcox & -- @ two equation model
with rotation correction for vortical flows [158], and a Non-Linear Eddy Viscosity model (NLEVM), which is aiso
based on the & — @ model, but which uses at algebraic formulation for the eddy viscosity instead of the Boussinesq
approximation [170]. Both models are detiled and discussed with respect 1o vortical flows in Chapter 2.

In order to fully consider all aspects of the URANS solutions, the cffect of grid refinement and time step refinement
arc considered. The relative modelling approaches and results for each model are the considered before a full
assessment of the ability of the URANS models to predict the unsteady beliaviour and domivnant frequencies is
carried out and discussed with respect to the validated DES results presented in the previous chapter. Finally, the
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results are discussed overall and conclusions made.

5.2 Effect of Grid Refinement

By their nature, URANS flow solutions are only dependent on grid refinement for numerical accuracy. As the the
size of the cells in a grid decreases, the numerical accuracy of the solution should improve. Before considering the
ability of the URANS models to predict the unsteady vortical flow behaviour, it is necessary to quantify the effect
in the grid refinement for each of the models used. In order to consider this, calculations were performed for the
coarse and fine grids described in Section 4.2.1 with the non-dimensional baseline time step of A7 = 0.01 using
both models. Probes were put in the flow domain at the same locations as detailed before and, as far as possible,
the resulting analyses have been kept consistent to facilitate the comparisons with the DES results.

5.2.1 k— w model with P, Enhancer

As before, five probes on a plane through the vortex core region were analysed to allow comparisons to be made
using both the mean and unsteady components of the flow. Figure 5.1 shows the location of these probes relative
to the flow features, shown by slices of instantaneous u velocity and an isosurface of entropy which shows the
winding downstream of breakdown, for both the fine and coarse grids. From these plots it is evident that the
location of the vortex core with respect to the wing surface and the relative locations of the five probes is very
similar for both grids.

(a) Coarse Grid (b) Fine Grid

Figure 5.1: Location of probes though vortex core region compared to instantaneous u velocity contours at each
streamwise location and an isosurface of entropy at 7 = 50, coarse and fine grid comparisons for k — @ with 7,
Enhancer model

Further analysis of the flow behaviour, shows that the location of vortex breakdown is different for the two grids.
The mean vortex breakdown location was determined, as before, from the average of instantaneous flow data at
every 100 time steps. From this, the location of vortex breakdown was found to occur at approximately x/c, = 0.70
for the coarse grid and x/c, = 0.83 for the fine results. This difference in breakdown location, is most likely to be
due to the differences in resolution of the vortex core behaviour. From comparison of the contours of u velocity,
in Figure 5.1, it is clear that the vortex core behaviour is slightly different for the fine grid, with a tighter vortex
core region and the appearance of a shear layer structure under the vortex. A tighter, more compact vortex core
region may suggest a stronger vortex which may explain the downstream location of breakdown. The difference in
breakdown location is also obvious both from the slice at x/c, = 0.74, which clearly shows a high velocity region
for the fine grid but a region of recirculation for the coarse grid and from the isosurface of entropy, which shows
the differences in the winding behaviour downstream of breakdown. It is evident from this isosurface, that the
winding for the coarse grid is more elongated, with a larger pitch angle than for the fine grid, which appears to be
relatively compact in comparison.

The mean and RMS values of the velocity components are shown in Figure 5.2 for the five probes mentioned above.
From the mean u velocity plot, the relative locations of breakdown are clear, with the vortex breakdown occurring
upstream of the x/c, = 0.74 location for the coarse grid. Both upstream and downstream of this location, the mean
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values of both solutions are in good agreement. The agreement is also very good for the v and w components, with
the plane of probes crossing the rotation axis at the same location. This is downstream of breakdown for the coarse
grid and upstream for the fine grid solutions. As suggested from the u velocity contours before, the greatest differ-
ence in mean velocity occurs at x/c, = 0.74, however, this does not seem to affect the agreement downstream. For
the probes upstream of breakdown for both cases, it is evident that the spanwise and normal velocities are slightly

greater for the fine grid, confirming a tighter vortex core region and suggesting a stronger vortex occurs for the fine
grid solution.

Considering the RMS velocities and the differences in the behaviour of the two grids becomes more evident.
Upstream of breakdown, the results are very similar for all three velocity components, however close to and
downstream of vortex breakdown the solutions are quite different. It is clear from the RMS of u velocity that
the level of unsteadiness at x/c, = 0.74 is very similar for both grids, despite vortex breakdown having occurred
upstream of this location for the coarse grid. Further downstream, the level of unsteadiness has increased for the
fine grid solutions (as vortex breakdown has occurred), it levels off for the coarse grid. This is consistent for
the v and w components of velocity, where the coarse grid predicts a higher unsteadiness than the fine grid at
x/cr = 0.74 due to breakdown. Downstream of this the levels drop off and it is clear that the fine grid exhibits
greater unsteadiness in the post-breakdown region.

== (U) Coarse Grid
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Figure 5.2: Mean and RMS velocity components through vortex core; coarse and fine grid comparisons for k — @
with P, Enhancer model

To further analyse the unsteadiness in the post-breakdown region, a single probe situated above the trailing edge is
considered for both cases. It is clear from Figure 5.2 that at this location, the mean velocities are virtually identical
for both grids, but that the RMS velocities and therefore the levels of unsteadiness are quite different. Figure 5.3
shows the time history and results from a PSD analysis of the u velocity signal. From the time history, the most
noticeable difference is that the fine grid solution gives a signal with a greater amplitude than the coarse grid, in
agreement with the RMS values discussed above. Considering the frequency content of the signals, it is clear that
the behaviour is quite different. The coarse grid predicts two dominant frequencies at approximately St = 2.6 and
4.25 with a much smaller peak evident at St =~ 5.2 which is the harmonic of the first dominant peak. The fine
grid, however, only predicts one dominant peak at approximately St = 3.4 and some higher frequency content at
St = 4.5 — 7. For the fine grid, it may be suggested that the dominant frequency captured is associated with the
helical mode instability as this is close to the frequency determined from the unsteady analysis of the DES results.
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However, the source of the two peaks in the coarse grid results is not so obvious. It is possible that they are also
related to the rotation of the vortex breakdown winding, but at a location much further downstream of breakdown.
This was considered due to the results of the grid refinement study carried out for the DES results in Section 4.4
where two dominant frequencies were found in the wake flow further downstream of breakdown. However, the
dominant peaks occurred at frequencies slightly lower than those predicted by the coarse grid URANS. It may be
suggested that this predicted behaviour is similar, however, further experimental data in the wake downstream of
breakdown is needed to confirm the occurrence of these two frequencies in the unsteady flow.
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Figure 5.3: Time history and PSD analysis of « velocity signal situated above the trailing edge on the vortex axis
at z/c, = 0.1; coarse and fine grid comparisons for k — @ with P, Enhancer model

However, despite appearing to have reasonably predicted the unsteady nature of the flow, it is clear that the behav-
iour of the post-breakdown flow for the coarse grid is quite different to the fine grid as shown by the isosurface of
entropy in Figure 5.1. This is confirmed from considering the behaviour of the flow on a slice through the vortex
core, as shown in Figure 5.4. For the coarse grid, the location of vortex breakdown does not appear to be well
defined and is very elongated in appearance. The stretched appearance of the winding is also evident and it is clear
that it does not have a strong, clear structure at the trailing edge. Looking at the results for the fine grid, it is clear
that in contrast, the location of vortex breakdown is well defined with clear evidence of an increase in vortex core
diameter and helix pattern downstream. Smaller structures also exist at the trailing edge, which may cause the
higher frequency content found in the u velocity signal. However, these are dissipated very quickly downstream of
the trailing edge.
0.6

(a) Coarse (b) Fine

Figure 5.4: Slice through vortex breakdown region, on a plane through vortex core, y/s = 0.7 showing instanta-
neous contours of y vorticity, coarse and fine grid comparisons for k — @ with P, Enhancer model

From this analysis, it is clear that the fine grid produces results with greater resolution of the flow features, partic-
ularly downstream of breakdown. The unsteady behaviour downstream of the breakdown also appears to be closer
to the behaviour expected. Therefore, the fine grid results will be further analysed and compared to the DES results
in a later section.

5.2.2 Non-Linear Eddy Viscosity Model

An identical analysis was carried out for the non-linear eddy viscosity model, using the same grids and compu-
tational set up. Figure 5.5 show the relative locations of the probes used for the analysis compared to the vortex
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core location. From these plots the relative locations of the vortex core and probes appear to be similar for both
solutions. The location of vortex breakdown is also clear from the isosurfaces, due to the expansion of the core,
and with further analysis it was found that the mean location occurs at approximately x/c, = 0.77 for the coarse
grid and x/c, = 0.87 for the fine grid results. The difference in location is similar to that found for the k — @ model
with P, Enhancer discussed above, however the predicted breakdown is further downstream for both grids.

(a) Coarse Grid (b) Fine Grid

Figure 5.5: Location of probes though vortex core region compared to instantaneous u velocity contours at each
streamwise location and an isosurface of entropy at 7 = 50, coarse and fine grid comparisons for Non-Linear Eddy
Viscosity model

From the instantaneous contours of u velocity, the improvement in vortex core resolution with grid refinement is
clear. The vortex core appears to be more compact for the fine grid and again there is more evidence of a structure
in the shear layer under the vortex core. Again, this may be the cause of the difference in breakdown location
for the two grids. As with the k — @ model with P, Enhancer results discussed previously, the behaviour of the
winding downstream of breakdown appears to be quite different. For the coarse grid the breakdown is less clear
and the winding is elongated with a lazy helical form. For the fine grid, the behaviour is more compact and the
winding appears to have a smaller pitch angle.

The mean and RMS values of the components of velocity are shown in Figure 5.6 through the vortex core region.
However, unlike for the kK — @ model with P, Enhancer model solutions, the mean velocities for the coarse and
fine grid are quite different. From the mean « velocity, the reduction of the velocity as breakdown is approached is
clear. However for the coarse grid this reduction starts much further upstream. Although the breakdown is further
upstream for the coarse grid, it still appears that the onset of breakdown also occurs much earlier than for the fine
grid results. This may be related to the size of the vortex core region in relation to the probe location. This was
suggested by the contours of u velocity discussed above and is confirmed by comparison of the mean w velocity
which shows that the plane of the probes crosses the vortex core axis at a point upstream of the fine grid results (the
change in location from inboard to outboard is indicated by the change in sign of the mean velocity). As the vortex
core region is larger it is likely that the u velocities predicted for a given location will be smaller. Downstream at
the trailing edge the mean u velocity is almost identical.

Considering the RMS velocities, the unsteady behaviour on the two grids is evident. For the coarse grid, just prior
to breakdown, the RMS « velocity increases significantly to a value almost five times that for the previous probe.
This is also evident for the fine grid, but the increase in RMS velocity is not so pronounced. It is likely that this
increase is due to the presence of the vortex breakdown oscillation in this region. Far upstream and downstream of
the breakdown location the agreement is good between the grid results, although the fine grid consistently predicts
a higher level of unsteadiness. For the v and w RMS velocities, it appears that the level of unsteady behaviour is
very similar between the solutions. However, some slight differences are clear, particularly for the w RMS velocity,
both upstream and downstream of breakdown.

The single probe in the post-breakdown flow was also considered for these cases and the resulting time histories
and PSD analysis are shown in Figure 5.7. As mentioned before, both the mean and RMS velocities at this location
were very similar for the two cases. Looking at the time histories, it is clear that the fine grid exhibits a signal with
a slightly larger amplitude than the coarse grid. This is also apparent from the PSD frequency plot, which shows
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the fine grid signal to have more power. The frequency content of the two signals are similar with dominant peaks
occurring for the coarse grid around St = 4 and around St ~ 3.6 for the fine grid. These frequencies may both be
attributed to the helical mode instability. There is also similar low frequency and high frequency content, although
the coarse grid consistently predicts the peaks at lower frequencies than the fine grid.
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Figure 5.6: Mean and RMS velocity components through vortex core; coarse and fine grid comparisons for Non-
Linear Eddy Viscosity model

" [= Cosrve Grid
= Fiue Grid
«
P s » ) ; 38 40 a5 “ " " R
Nen Disseabonal Time
(a) Time history (b) PSD vs. St

Figure 5.7: Time history and PSD analysis of u velocity signal situated above the trailing edge on the vortex axis
at z/c, = 0.1; coarse and fine grid comparisons for Non-Linear Eddy Viscosity model

Despite the similarities in the unsteady u velocity signals between the two grids, there are still differences in the
behaviour of the flow downstream of breakdown. Figure 5.8 shows the breakdown region using instantaneous
contours of y vorticity on a plane through the vortex core. From this it is clear that the behaviour of the Non-Linear
Eddy Viscosity model on the coarse grid is similar to that of the k — @ model with P, Enhancer discussed previ-
ously. The vortex winding downstream of the breakdown location is very stretched and elongated, as was shown
by the isosurfaces of entropy in Figure 5.5. This is particularly obvious when compared to the fine grid results
which show a defined breakdown region with a clear helical structure, upstream of the trailing edge. Again, some
smaller structures are predicted for both cases, which will correspond to the higher frequencies in the signal.

As with the k — @ model with P, Enhancer, it is concluded that the fine grid results provide a better resolved flow
solution in comparison to the coarse grid results and will, as a results be used for the remainder of this investigation.
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However, it is clear that the coarse grid gave good approximations, particularly to the unsteady frequencies present
in the flow, and this should be kept in mind when considering the relative cost of the calculations performed.

0.6

0.7 0.8 0.9 1 11 1.2 13 14
(a) Coarse (b) Fine

Figure 5.8: Slice through vortex breakdown region, on a plane through vortex core, y/s = 0.7 showing instanta-
neous contours of y vorticity, coarse and fine grid comparisons for Non-Linear Eddy Viscosity model

5.3 Effect of Time Step Refinement

Unlike DES calculations, the refinement of time step and grid size for URANS calculations are not inter-related.
However, just as an increase in grid refinement improves the numerical accuracy of the solution, a refinement in
time step will increase the resolution of the unsteady behaviour and increase the maximum flow frequency which
can be captured. To consider the effect of this on the flow behaviour, the solutions obtained using the Non-Linear
Eddy Viscosity model for the fine grid with the baseline time step of A7 = 0.01 were compared to similar results
obtained with a time step of A7 = 0.005. An analysis similar to that used for the grid refinement study was
performed to compare the results.

(a) At =0.01 (b) At =0.005

Figure 5.9: Location of probes though vortex core region compared to instantaneous « velocity contours at each
streamwise location and an isosurface of entropy at T = 50, time step comparisons for Non-Linear Eddy Viscosity
model

Figure 5.9 shows instantaneous u velocity contours and an isosurface of entropy, as before, for both solutions.
From these plots it is clear that there are a number of differences in the flow solutions. The overall location of the
vortex core appears to be very similar, however the size of the core region, the behaviour of the shear layer and the
vortex breakdown location are all quite different. With a reduction in time step, the size of the vortex core appears
to increase as suggested by the contours of u velocity, although the maximum axial velocity is not found to increase
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significantly. Also evident is a difference in the strength of the shear layer structure found inboard of the vortex
core region, this is not as clearly defined for the At = 0.005 time step results. Considering the mean location of
breakdown, it was found that with a decrease in time step size the location of breakdown moves upstream from
x/cr = 0.87 for At = 0.01 to x/c, = 0.81 for A7 = 0.005. This may again be attributed to the change in vortex
core behaviour as a compact vortex core suggests a stronger vortex core and thus a delay in breakdown. For the
grid refinement study, these differences were attributed to the improved grid resolution of the vortex core region.
However, these results suggest that the level of unsteadiness of the flow is also important for the prediction of the
vortex core behaviour and vortex breakdown. The difference in the location of breakdown and the winding of the
helical mode instability in the post-breakdown region are also shown from the isosurfaces of entropy in Figure 5.9.
From this comparison, it is clear that the winding is more elongated for the finer time step in a similar manner to
the coarse grid results shown in the previous section, particularly in comparison to the Az = 0.01 results.
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Figure 5.10: Mean and RMS velocity components through vortex core; time step comparisons for Non-Linear
Eddy Viscosity model

For all mean velocity components it is clear that far upstream of the breakdown at x/c, = 0.53 and 0.63, the so-
lutions are in very good agreement. Closer to the breakdown region at x/c, = 0.74 the agreement between the
solutions reduces, due to the differences in vortex breakdown location. Further downstream, the finer time step
results exhibit a greater reduction of velocity at x/c, = 0.84 than the coarse time step results. However, by the
trailing edge region, as found for all the other comparisons, the mean velocities are, again, in agreement. This
is also the case for the other components of velocity. The largest differences are at x/c, = 0.84 for the mean v
velocity and x/c, = 0.74 for the mean w velocity. As before these differences are most likely to be associated with
the relative difference in location of breakdown and the size and strength of the vortex core region.

Considering the RMS velocities, it is clear that reducing the time step has a significant effect on the unsteady nature
of the flow, as expected. Upstream of breakdown, there is an overall reduction in all the RMS velocity components
for the fine time step. However, as the flow approaches the vortex breakdown location there is much greater exci-
tation of the flow than for the A7 = 0.01 results. For the u RMS velocity, it is clear that the level of unsteadiness
increases upstream of the breakdown location at x/c, = 0.74, which may be due to the influence of the motion of
the vortex breakdown location. This level increases again just downstream of breakdown to a level greater than
with At = 0.01, despite its increased distance from the location of breakdown. Then it reduces to a value less than
the coarse time step results at the trailing edge. The behaviour of the spanwise and normal RMS velocities are very
similar, with an increase of unsteadiness downstream of breakdown, before a reduction to a level below coarse
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time step results. If the location of breakdown is considered relative to the levels of unsteadiness of each case, it
may be suggested that unsteadiness in the post-breakdown flow for the fine time step remains higher for a greater
distance downstream.

Before discussing the unsteady behaviour predicted from the probe data for each case, it is important to consider
the expected levels of temporal resolution for each case. As discussed in Section 2.6, the maximum frequency
which can be captured in the flow is determined by the time step (or sample rate) of the signal based on a number
of criteria. The baseline time step of A7 = 0.01 was used as an example and it was determined that the maximum
non-dimensional frequency would be St = 10 for this case. Applying the same method to the A7 = 0.005 time step
and the maximum frequency increases to St = 20. It is important to remember that this is grid independent for
URANS. It was shown for the DES results that a maximum Strouhal number of 40 should have been obtainable
but that the grid refinement limited this to approximately Sz = 10. Therefore, the comparison between the unsteady
behaviour of the two solutions is very interesting and it is expected that the finer time step will exhibit higher
frequency content than the coarse time step.

To consider this expectation, two probe locations were considered. These were close to breakdown for both cases at
x/¢r = 0.84 and downstream, above the trailing edge. Figure 5.11 shows the time histories and PSD analysis of the
u velocity signals at these two locations. The increase in unsteadiness for the A7 = 0.005 solution at x/c, = 0.84
can be considered further and it is clear that the finer time step results not only contain low frequency content
associated with the oscillation of breakdown location, but are also influenced by the helical mode winding, which
will cause an increase in unsteadiness in the RMS velocity. However, downstream the content of the two signals
is very similar, and it is surprising to note that there is similar energy in the higher frequencies at this location for
both solutions. For both locations the lower frequency content is almost identical for the two cases, indicating that
the behaviour of the vortex breakdown oscillation is unchanged with time step size. The expected higher frequency
content for the finer time step is not apparent and for both solutions there is virtually no energy in the solutions
above approximately St = 14 for either case. It is clear from this comparison that, as for the DES results in the
previous chapter, the majority of the dominant flow features in the post-breakdown flow occur at Strouhal numbers
less than 10 and are not greatly affected by the decrease in time step size.
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Figure 5.11: Time history and PSD analysis of u velocity signals for two probes situated on the vortex axis at
z/c, = 0.1 above the wing surface; time step comparisons for Non-Linear Eddy Viscosity model

The structure of the vortex breakdown region is shown in Figure 5.12 using contours of instantaneous y vorticity
on the probe plane through the vortex core region. From this comparison, it is clear that the behaviour downstream
of breakdown is very similar for the two cases. However, there does appear to be slightly more smaller vortical
structures in the flow for the A7 = 0.005 solution. Therefore, the resolution of the expected break up of the flow
into smaller structures downstream of breakdown has only been marginally improved for this case. As with all
other results this behaviour does not appear to continue downstream of the trailing edge and this is likely to be due
to the rapid reduction in grid resolution in this region for the fine grid as discussed for the DES results in Section
44.
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From this analysis of the effect of time step on the Non-Linear Eddy Viscosity model URANS results, it is clear
that the flow behaviour is sensitive to the level of predicted unsteadiness in the flow such that the strength of the
vortex and the location of breakdown changes. However, the frequencies of the unsteady phenomena in the flow
do not appear to be affected. The increase in time refinement has allowed the URANS turbulence model to capture
a few more small structures in the flow, however, this does not correspond to an increase in the presence of higher
flow frequencies. Therefore, it may be concluded that for this type of flow a time step of A7 = 0.01 is adequate to
capture the important frequencies of the flow.

(a) At =0.01 (b) At = 0.005

Figure 5.12: Slice through vortex breakdown region, on a plane through vortex core, y/s = 0.7 showing instanta-
neous contours of y vorticity; time step comparisons for Non-Linear Eddy Viscosity model

5.4 Comparison between Non-Linear Eddy Viscosity Model and £ — w
with P, Enhancer Model

Before making comparisons with the DES results from the previous chapter, it is necessary to consider the relative
behaviour of the two URANS models. Comparisons of the solutions from the two models, the kK — @ with P, En-
hancer and the Non-Linear Eddy Viscosity model on the fine grid are shown. The comparisons were made using
the baseline time step, A7 = 0.01. Figure 5.13 shows the comparisons of the mean and RMS velocity components
for the five probes in the vortex core region detailed in the previous sections. The vortex breakdown locations for
these results are x/c, = 0.83 for the k — @ with P, Enhancer model and x/c, = 0.87 for the Non-Linear Eddy Vis-
cosity model. Comparison of the vortex core behaviour is shown in Figures 5.1(b) and 5.5(b). From the contours
of instantaneous u velocity it is clear that the vortex core region for the Non-Linear Eddy Viscosity model is much
more compact than the k — w with P, Enhancer model. It also appears that the probes sit closer to the vortex core
axis in the spanwise direction for the kK — @ with P, Enhancer model results. The behaviour of the shear layer
emanating from the leading edge is also quite different and does not appear to curve upward to form the vortex,
instead an inflection point is evident outboard of the leading edge where the shear layer suddenly changes direction
inboard to create the roll up into the primary vortex. This is accompanied by a larger and stronger secondary vortex
in this region, which is also suggested from the entropy isosurface.

Considering the behaviour of the mean velocity components, it is clear that the location of breakdown is the cause
of the greatest differences. For the mean u velocity this shows that the level of axial velocity does not decrease
as significantly for the Non-Linear Eddy Viscosity model for the probes downstream of breakdown as for the
k — w with P, Enhancer model. However, upstream of breakdown and at the trailing edge, the behaviour is very
similar. The mean velocity in the spanwise and normal directions also exhibit similar behaviour. Emphasis of
the relative size and location of the vortex cores are obtained by consideration of the mean w velocity. The Non-
Linear Eddy Viscosity model predicts consistently lower mean values, suggesting that the probe is further from
the core axis and that the vortex is weaker. This means that the vortex core is further inboard for the Non-Linear
Eddy Viscosity model, however the locations are similar in the normal direction. A further appreciation of the
differences between the solutions predicted by each model may be obtained from analysis of the RMS velocities
in the vortex core region. It is evident that the velocity fluctuations in the spanwise and normal directions are
greater upstream of breakdown for the Non-Linear Eddy Viscosity model, but much less in the downstream region.
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However, further downstream at the trailing edge, the level of unsteadiness is similar for the two models. For the
streamwise velocity fluctuations, indicated by u,»s, the solutions exhibit similar behaviour at x/c, = 0.84 although
this location is downstream of breakdown for the k — @ with P, Enhancer model and upstream for the Non-Linear
Eddy Viscosity model solution. Despite the differences in breakdown location, it is clear that the effect of the
vortex breakdown at this location is the same for each case. This is due to this probe being within the oscillating
region of breakdown for both cases. Upstream of breakdown, it is again clear that the level of unsteadiness is
greater for the Non-Linear Eddy Viscosity model solution.
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Figure 5.13: Mean and RMS velocity components through vortex core; comparison of £ — @ with P, Enhancer,
At = 0.01, and Non-Linear Eddy Viscosity model, At = 0.01, for the fine grid
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Figure 5.14: Time history and PSD analysis of u velocity signals for two probes situated on the vortex axis at
z/c, = 0.1 above the wing surface; Comparison of k — @ with P, Enhancer and NLEVM models for the Fine grid
at At =0.01
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To turther consider (he post-breakdown flow behaviour, a slice through the vortex core region in the plane of the
probes is (aken and instantaneous contours of v vorticity are analysed as before, Figure 5.14 shows these results for
both turbulence models. At this instant in time, T = 50, it appears that the location of breakdown is in agrcemnent
for the two solution and it is evident that the winding of the spiral breakdown is clear in each case. From the three-
dimensional low behaviour, shown by the isosurfaces of entropy, this behaviour also appeated to be very similar.
However from these plots, a numbcer of small differences in the post-breakdown ow behaviour are evident. The
anset of breakdown and the change from a clear vortex to tie breakdown spiral appears to be more pronounced
for the £ ~ @ with 7, Enhancer model and the post-breakdown region for the Non-Linear Bddy Viscosity model
solution appears to be smaller in extent in the normal direetion. However, the location above the wing is the same.
The strearmwise extent of the flow bebaviour is also smaller for the Non-Linear Rddy Viscosity model solution,
however both cases clearly show the effect of the decrease in grid refincmcnt downstream of the teailing edge and
the resulting decrease in numerical accuracy in this region. Further consideration of the relative behuviour of the
two URANS models can be obtained from analysis of the unsteady behaviour in the vortex core region in a simifar
manmer to the DES results described previcusly in Scetion 4.5.

5.4.1 Unsteady Behaviour predicted by URANS Solutions

Yigures 5.15 and 5.16 show the unsteady flow behaviour at each probe location congidered ubove, for e & — @
with £ Enhancer and Non-Linear Eddy Viscosity madels respectively. Considering ihe unsteady behaviour of the
k— @ with P, Enhancer model in the first instance. For this case, it is found that the probes at x/c, = 0.53, 0.63 and
0.74 arc vpstream of breakdown, with 4l probes sitting above the vortex core axis. The probe at x/c, = 0.53 sits
within the shear layer and the probe at x/ ¢, = 0.63 dils in the region between the vortex core and the shear layer.
As breakdown occurs at x/¢, = (.83, the prohes at x/c, = 0.84 and 1.0 are within the post-breakdown region.

Considering the flow behaviowr in the streamwise direction, the # velocity traces show that, upstreain of break-
down, the unsteady oscillations of the velacity have relatively low amplitude, particularly in comparison with the
behaviour downstream of breakdown. At x/e, = 0.53, the trace exhibils u slightly larger amplitude and higher
frequency than for the probes closer to the vortex core, due to its location in the shear layer. This is likely to be due
to the presence of shear layer instabilities. Atx/e, = 0.84, the velocity time history shows a large amplitude, low
trequency oscillation conststent witli the fluctuation of vartex breakdown location and it is evident that the break-
down location passes over this position at & number of instanccs in the time trace as the velocity decrcuses below
zero, suggesting recicculating flow. A higher frequency clearly exists in this signal also, Further downstream,
at the trailing edge, the low frequency behaviour appears to have disappeared and a higher frequency remains.
Considering the spanwise aiwt nortoal velocity behaviour and it is evident that these trends are similar for each
component of velocity. However, larger amplitude oscillations are found to occur in the x/¢, = 0.84 sipnal as the
breakdown moves upstream of the probe focation.

From analysis of the trequency content of the time traces, a number of dominant flow frequencies can be identified.
Tor the streamwise velocity, it is cvident that there are two dominant frequencies in the probes used in this inves-
tigation. At x/c, = 0.84, the dominant frequencies in the signal appear to be centred around St = 0.07, which las
previously been identificd with the oscillation of vortex breakdown location. A second smaller peak is also evident
at approximately St = 3.25 and is associated with the helical mode instability and winding, This is the higher
frequency mentioned above. Further downstream of breakdown, this frequency is also dominant, however appears
to have more energy. Wilh a closer look at the  velocity PSD analysis, turther frequencics may be determined in
the signals upstream of breakdown. It was found that the etfect of the oscillation of breakdown location was also
mildly felt upsiream of hreakdown at x/¢, = 0.74. At x/c, — 0.53, the higher frequencies associated with the time
trace described before were fond 1o comespond o St = 5 — 8, which is within the possible frequency range for
shear layer instabilities.

For the spanwise velocity, the helical mode winding frequency dominates the PSD analysis occurring at St == 3,25
as before, but with a slightly broader frequency peak. This frequency is most dominant atx/c¢, = 0.84, with the en-
ergy at this frequency close to the trailing edge being significanly less. Also present at x/¢, = 0.84 is evidence of a
spanwise oscillation of the vortex breakdown location with a frequency peak ngain centred at St = 0.07. Upstream
of breakdawn, similar low encrgy frequeneics are present in the range St = 5 — 8, This pattern is also evident for
the normal velocity, w, witii the samc frequencics appearing, However, the effect of the vortex breakdown location,
although present, is not as significant. 1t also appears that the signal at the trailing edge has some content at sirnilar
frequencies as lhat found for the probe within the shear layer, St ~ 5 — 7.

A similar analysis can be carried out for the Non-Linear Eddy Viscosity model results. Consideration was given
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(c) w velocity

Figure 5.15: Unsteady behaviour of non-dimensional velocity components at probes through vortex core region
shown by time histories and PSD frequency plots for k — @ with P, Enhancer model, At = 0.01
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Figure 5.16: Unsteady behaviour of non-dimensional velocity components at probes through vortex core region
shown by time histories and PSD frequency plots for NLEVM, A7 = 0.01
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o the location of the probes with respect ta the vortex core location and it was determined that the probes at
x/c, — 0.53,0.63 aund 0,74 are all in similar locations te those for the & — @ with £, Bnhancer model, upstream
of breakdown and above the vortex core. However, as the mean location of breakdown was found to be further
downstream for this casc, the probe at x/¢, = 0.84 is upstream of breakdown. The probe at x/¢, = 1.0 15 in the
post-breakdown flow as before. Considering the # veloeity time traces, it is evident that there are both similarities
and differences compared to the & —~ a with 2, Enbancer modei results. Upstream of breakdown, at x/e, = 0.33
the behaviour is similar to the £ — @ with P, Enhancer results, however the amplitude and frequency of the signal
appears to be Jarger. This is also true for the probes at x/c, = 0.63 and 0.74. The trend of amplitudes between the
upstream probe locations is, however, the same as before. As before, at x/c,. = 0.84 the behaviour is quite different
with a high munplitude, low frequency oscillation being present, superimposed on to a smaller amplitude, higher
frequency fluctuation. This is in agreement with the & — @ with Py, Fnhancer model results. However, from the
signal, it 1y clear that the breakdown location does not oscillate over this probe position. This indicates the effect
of the vortex breakdown location on the vortex core properties upstream of breakdown, which is not eviden! from
the & — w with 7, Enhancer model! results. Downstrcam of breakdown, a higher frequency 18 again found in the
time history at the trailing edge and the amplitude appears to be of a similar size to the £ — @ with F, Enhancer
model results.

Ditferences in the flow behaviour are also apparent from the spanwise and normal velocity time traces. Upstream
of breakdown, the behaviour is similar Lo the & — o with 7, Enhancer modcl results, however as before, the am-
plitudes of the signals are larger. This is pasticularly true for the w velocity traces, which have ampliludes which
appear to be 2 to 3 tize larger than the corresponding signals from the & — @ with P, Fnhauncer model solution.
Closc to breakdown, however, the behaviour of the unsieady flow appears to be quite different. In the & — @ willt
P, Enhancer model results, the amplitude of tlie signal from the x/¢, == 0.84 probe exhibited an amplitude mod-
ulation as the breakdown location was found to mave over the probe location. Clearly, as this does not occur for
the Non-Linear Eddy Viscosity results, there is no modulation and it is found that the amplitude is considerably
less. At the trailing edge, the behaviour of the time traces appear to show the best agreement with the & — @ with
P, Enhancer model solutions, althongh the frequency of the tluctuations does appear to be higher.

As before, (e frequency content of these signals was considered from PSID analyses of the time traces. Consider-
ing the frequency content of the u velocity signals, it is again cvident ihal a number of dominant frequencies are
present. Low frequencies associated with the fluctuations of vortex breakdown location are evident, for the signal
at 0.84. Tn this case, it appears that thera are two dominant frequencies, one centred at. St ~ 0.07 and a second oc-
curring at §¢ = 0.6. There does not appear to be much energy at higher frequencies at this location, however, there
is a slight indication of frequencies in the range 8 ~ 3.5 — 4. Downstream of the breakdown location at x/¢, = 1.0
Lhis higher frequency range St ~ 3.5 — 4 is much more dominant, however it has a ronch reduced energy level than
that found tn the k£ — @ with P, Enhancer model results. This is likely to be the frequency associated with the
helical made winding as it occurs at a simifar frequency as found before. Closer analysis of the probes upstream
of breakdown, show that there is also little encrgy in the probes at x/c, = 0.63 and 0.74, although evidence of a
very small upstream effect of the helical mode winding and vortex breakdown location is found at x/c,. = 0.74,
by changing the scale of the plot. At x/c, = 0.533, energy within the signal is greater with dominant {requencies
oceurring in the range Sr =4 —7. This is in good agreement with the £ — & with F, Enbancer model results
however, the energy at these frequencies is slightly greater. Similar frequencies are also found in the x/c, = 0.63
signal, but at a much reduced level, Overall it is found that, with the exception of the frequencies found within the
shear layer region, the frequencies predicted {or this case are consistently higher than those found for the & — w
with Py, Enhancer model.

As before, the spanwise and normal veloeities show similar frequency content, however there are, again, some
differences compared to the & — w with Py, Enhancer results. The most striking difference is the omission of tlie
large dominant peak for the x/c = (.84 probe at the frequency associuted with the helical mode winding. This
is apain due to the location of breakdown not moving upstream of this point in the unsteady solution. For the
+ velocity, it also appears that there is no evidence of a spanwise motion of the vortex hreakdown oscillation at
this location. However, a small peak is clear in the w velocity PSD plot. Downstream of breakdown, however,
this frequency content is clear tor the v velocity but not far the w velocity sigual. The frequency content for the
helical mode winding, lowever, occurs for both cases and appears to have a simnilar Tevel of energy compared
to the & — o with P, Enhanccer model resuits. Very low energy frequency content is also found tor the probes
upstreamn of breakdown, x/c, = 0.53 and §.63, at the [requencies mentioned for the # velocity, with the dominant
frequencics appear to be higher for the v velocity PSD analysis than the w velocify, thesc frequencies are St = 4—7
and St =3 — 3 respectively. As before, these frequencies are likely to be associated with the shear layer behaviour.
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5.4.2 Effect of Eddy Viscosity Treatment

In order to further understand the comparisons and differences between these flow solutions, it is necessary to
consider the differences in formulation of each model. Both models used in this investigation modify the linear
Boussinesq based Wilcox & — @ model to account for the rotation present in the flow due to the leading edge
vortices. The k — @ with P, Enhancer model applies a modification which accounts for vortical flows. This mod-
ification enhances the production of the dissipation in order to reduce the turbulence and the eddy viscosity in the
vortex core. Whereas the Non-Linear Eddy Viscosity model uses an approach derived from a explicit algebraic
Reynolds stress model, which models the Reynolds stresses using both strain rate and rotation tensors. This adds
extra terms to the calculation of the Reynolds stress tensor and results in a non-linear formulation. Further detail
of each model was given in Chapter 2.

Before considering the relative behaviour of each model used in this investigation, it is important to consider the
turbulent behaviour of the baseline model, the Wilcox k — w model. A similar unsteady calculation was performed
to allow this comparison. Instantaneous contours of the ratio of turbulent eddy viscosity to the laminar viscosity
are shown in Figure 5.17 for these results. In the discussion of the Wilcox k — @ model in Section 2.4.1, it was
stated that the main issue with standard Boussinesq models for vortical flows is that there is an overproduction of
turbulence within the vortex core region. This is due to the linear dependence of the Reynolds stress tensor on
the strain rate tensor with no accounting for the rotation of the flow. As a result, the levels of eddy viscosity are
large due to its dependence on k and @ (See Equation 2.58). It is clear from Figure 5.17 that the levels of eddy
viscosity are indeed very high in the vortex region above the wing surface and that there is no distinction between
the core region, shear layer or breakdown region. As discussed before, this generally results in the prediction of
a very weak vortex system, which is sensitive to instabilities in the flow. The over-prediction of turbulence also
causes the unsteadiness of the flow to be dissipated due to an increase in turbulent mixing and the solution becomes
unrealistically steady in nature.
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Figure 5.17: Slice through vortex breakdown region, on a plane through vortex core, y/s = 0.7 showing instanta-
neous contours of ur/u for Wilcox & — @ model

Figure 5.18 shows similar contours of the turbulent behaviour through the vortex core for the k — @ with Py, En-
hancer and Non-Linear Eddy Viscosity models. Also shown are contours of instantaneous turbulent kinetic energy
for comparison. With the P,, Enhancer applied to the k — @ model, the levels of eddy viscosity are found to reduce
in the vortex core. This is due to the enhancement of @ in regions of high rotation as described in Section 2.4.2,
reducing the production of turbulence. The eddy viscosity is calculated in the same way as the Wilcox k — @
model, thus as @ is increased and & is reduced, the eddy viscosity also reduces. It is clear from Figure 5.18(a), that
comparably high regions of turbulence still exist within the shear layer region and downstream of the vortex break-
down location. However, even in these regions the levels of turbulence are reduced by two orders of magnitude
compared to the standard Wilcox k — @ model. This is evident from the comparison of the eddy viscosity contours
in these regions.

Considering the turbulent contours for the Non-Linear Eddy Viscosity model, it is clear that the overall behaviour
is quite different. Upstream of the trailing edge, there is little evidence of turbulence in the flow, with both the
ratio of turbulent eddy viscosity to laminar viscosity and the turbulent kinetic energy exhibiting values close to
zero in this region. It appears that the levels of these variables only increase in the shear layer region of the flow
downstream of the trailing edge. As stated previously, breakdown is found to occur at approximately x/c, = 0.87
and it would be expected that the flow would be turbulent downstream of this location. However, this clearly does
not occur immediately. However, despite this, the vortex core region is laminar, which is the most important factor
in the prediction of the flow behaviour, as described previously. The reduction of the eddy viscosity and turbulence
in the vortex region was expected from the formulation of the model. The extra anisotropy term of the Reynolds
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stress equation reduces the production of turbulence in the flow and the eddy viscosity of the model is reduced,
particularly in the vortex core regions, due to the dependency of the Cf,ﬁ term on the rotation of the flow. However,
it appears that this non-linear modification of the model provides a virtually laminar solution throughout the entire

vortex region.

(b) NLEVM

Figure 5.18: Slice through vortex breakdown region, on a plane through vortex core, y/s = 0.7 showing instanta-
neous contours of w,/p and turbulent kinetic energy for both URANS models, fine grid, At = 0.01

(a) k— o with P, Enhancer (b) NLEVM

Figure 5.19: Slice through vortex region at x/c, = 0.84 showing instantaneous contours of i,/ u for both URANS
models, fine grid, A7 = 0.01

To further consider the turbulent behaviour through the vortex region and particularly to consider if there are re-
gions of turbulence apparent in the Non-Linear Eddy Viscosity model solution, a slice was taken through the vortex
at x/c, = 0.84. Figure 5.19 shows this slices with instantaneous contours of pr/u, as before. This plane is just
downstream of breakdown for both solutions. For the k — @ with P, Enhancer model, the widened laminar vortex
core region is clear with higher levels of eddy viscosity found in the shear layer and a smaller low viscosity region
evident which corresponds to the secondary vortex core region. For the Non-Linear Eddy Viscosity model solution,
the behaviour is again very different, however it is clear that turbulence exists in the solution, in the shear layer
close to the leading edge and within the secondary vortex region. However, this does not extend around the vortex
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region and the flow is virtually laminar in all other regions.

Returning to the comparisons between the two models discussed previously and the fact that the Non-Linear Eddy
Viscosity model is predicting a very laminar flow may explain some of the differences witnessed between the two
solutions. For example, it was found that the location of the primary vortex was further inboard for the Non-Linear
Eddy Viscosity model solution than for the k — @ with P, Enhancer results. This is due to the larger secondary
vortex also noted in the previous section. The larger, stronger secondary vortex occurs as a result of the laminar
behaviour within the boundary layer and the secondary separation caused by an adverse pressure gradient. As
mentioned before, Hummel [48] showed that a laminar separation causes a larger and stronger secondary vortex
than a turbulent separation. Further evidence of this behaviour can be obtained from consideration of the surface
streamlines, as shown in Figure 5.20. As stated in the description of the calculations given in Chapter 4 a forced
transition was set on the grid at a streamwise location of approximately x/c, = 0.36 and therefore it is assumed
that transition will occur just downstream of this location where the turbulence model is active. Considering the
surface streamlines for the k — @ with P, Enhancer model, it is clear that this is the case. This is indicated by the
outboard inflection of the secondary separation line, as separation will occur earlier for a laminar boundary layer
for a given adverse pressure gradient. However, for the Non-Linear Eddy Viscosity model results, this inflection
of the secondary separation line does not occur until approximately x/c, = 0.64. This suggests that the increase
of wr in the flow is too gradual, resulting in a delayed transition to turbulent flow. The strong secondary vortex is
also evident from the surface pressure coefficient contours shown.

(a) k- @ with P, Enhancer (b) NLEVM

Figure 5.20: Surface streamlines showing comparable behaviour of secondary separation line after transition to
turbulence at x/c¢, =~ 0.36 for both URANS models, fine grid, A7 = 0.01

Reconsidering the unsteady behaviour of the solutions, some of the differences in the predictions may also be
attributed to the levels of turbulence within the vortex region. It was found that the vortex breakdown oscillation
predicted by the Non-Linear Eddy Viscosity model exhibits a greater upstream influence on the flow behaviour
than for the k — @ with P, Enhancer model. This is likely to be due to the decrease in dissipation and mixing
which comes with a laminar flow, resulting in the effects of a disturbance to be felt further upstream than for a
turbulent flow. Thus, the eddy viscosity of the k — @ with P, Enhancer model dissipates these fluctuations. This
increase in influence results in a higher energy of the peak predicted by the PSD analysis for the dominant fre-
quency of breakdown. However, downstream of breakdown the behaviour changes and the levels of energy in the
dominant peaks reduce compared to the k — @ with P, Enhancer model solutions. This may also be due to the
levels of turbulence in the flow solution. For low levels of eddy viscosity and turbulence, there will be much less
turbulence mixing compared to the k — @ with P, Enhancer model solutions. This acts to smooth the gradients of
the mean flow fluctuations, resulting in a lower energy for these frequencies.
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Howcver, despite the largely laminar behaviour of the flow and the differences compared w the £ — w with Fy
Enhancer model described, the Non-Linear Eddy Viscosity model exhibits reasonable resulls, with similar domi-
pant [requencies and behaviours. This further confirms the suggestion that the: level of wrbhulence predicted is not
a significant factor in predicting the major flow phenomenon downstrcam of vortex breakdown. However, it may
serve o show that with a better resolution of the tarbulence i the flow, the dominant frequencies will be lower.
However, Murlher investigation would be needed to state this conclusively.

From these camparisons and the discussion of the performance of cach model it may be concluded that for this
investigation that the & — @ with %, Enhancer model has predicted the flow behaviour more accurately. These
solutions will now be compared with the DES results detailed in the previous Chapter to asses the ability of the
model (o predict the unsteady vortex flow.

5.5 Comparison of URANS and DES

Having made comparisons with other URANS models and concluded that the behaviour of the solution using the
k — & with Py, Enhancer model on the fine grid with a time step of A7 = 0.01 is reasonable, il may now be compared
to the results of the DES investigation detailed in the previous Chapter. This comparison will provide a measure of
the applicability of this linear URANS model with rotativn correction o unsteady delta wing vortical flows. The
DES calculations discussed in detail in Chapter 4 were performed using the fine grid with refined trailing edge
region, as it was found in Scetion 4.4 that an increase in refinement in the trailing edge region slightly improved
the resolution of the turbulence and unsteady behaviour of the flow. Howevet, for the URANS calculations, this
refinement is not necessary, as the solutions are only numerically dependent on the grid refinement. Therefore, as
stated in the previous sections, all URANS calculations were performed using the [ine grid. To allow for a fair com-
parison and to keep the grid consistent, the DES sofution on the fine grid will be nsed in this section for comparison.

Figure 5.21 shows the comparison of the mean and RMS velocity components for the two turbulence treatments
in the same manner as before. H is clear from these plots that overall the solutions are in reasonable agrcement.
Considering the mean u velocity, it is clear that the X — w with £, Enhancer model predicts values which are lower
than the DES results for all probe locations. It is also evident that the mean location of breakdown is predicted to
be slighty further upstreatn, which is likely (o be due (o the prediction of a lower core velocity upstteam of break-
down, The mean breakdown location for the £ — @ with Py Enhancer model solution is approximately x/ ¢, — 0.83
and for the fine grid DES results it is approximately x/c, = 0.85. The RMS « velocity shows good agreement for
all probe locations except the probe closest to breakdown at x/¢, = 0.84. It is clear that there is considerably more
unsteacliness in the flow tor the DES solution at this location. This may be due to greater fluctuations of the vortex
breakdown location in the sireamwise direction for the DES solution.

The mean and RMS spanwise velocity show very good agreement between the two sokutions, showing that the
location above the wing is the same for each solution. However, there is a consistent difference in the mean w
velocity predictions. This shows that the & — @ with P, Enbancer model predicts a higher normal velocity suggest-
ing that cither the core region is larger than for the DES results or (that the vorlex sits slightly further inboard, As
this difference is conststent both upstream and downstream of the breakdown location, it may be suggested that it
is the location of the vortex core which is different. The RMS w velocity shows that there is more unsteadiness
predicted for the IDES model upstream of breakdown in this direction, but that close to breakdown the & — w with
P, Enhancer model results exhibit a higher unsteadiness. Downstream of breakdown, the levels appear to be the
same for all RMS velocity components.

‘I'o counsider the relative post-breakdown behaviour, instantaneous contours of y vorticity are shown in Figure 5.22
through the vortex core region. It is clear that at the instant compared, the location of breakdown is very simikar
for the two solutions. This ocours at approximately x/c, = 0.80 for the & — w with P, Enhancer model solution
and just wpstreamn ol this location for the DES solution. The breakdown appears to be similar in form for both
solutions with a sudden change in the behaviour of the vortex core. Downstreani of breakdown, the behaviour js
also very similar with the vortex core winding evident in both solutions. However further downsiream it is clear
that more smaller structures exist in the DES solution. Whereas the & — @ with P, Enhancer model results show
some structures, however these appear to be smeared across the grid in the trailing edge region. It is also evident
that the shear layer is clearcr in the DES solution both upstream. and further downstrean of the trailing edge.
However, the arca covered by the breukdown region is the swine for each solution.
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Figure 5.21: Mean and RMS velocity components through vortex core; URANS k — w with P, Enhancer model
compared to DES solutions
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(a) k— @ with P, Enhancer At = 0.01 (b) DES At = 0.0025

Figure 5.22: Slice through vortex breakdown region, on a plane through vortex core, y/s = 0.7 showing instanta-
neous contours of y vorticity at T = 50, for URANS k — w with Py, Enhancer model and DES

5.5.1 Comparison of Unsteady Flow Behaviour Prediction

Figures 5.23 and 5.24 show the time histories and PSD analyses for the k — @ with P, Enhancer model and DES
solutions, respectively. Considering the time histories initially, the amplitude and the unsteady behaviour of each
component of velocity can be considered. It is clear that upstream of breakdown, at x/c, = 0.53, 0.63 and 0.74
probe locations that the amplitude and oscillation of all three components of velocity are very similar for each
model. However, at x/c, = 0.74 for the u velocity, it is clear that for the DES solution, the oscillation of break-
down appears to have a more significant effect than for the k — @ with P, Enhancer model. The behaviour at
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(c) w velocity

Figure 5.23: Unsteady behaviour of non-dimensional velocity components at probes through vortex core region
shown by time histories and PSD frequency plots for k — @ with P, Enhancer model, A7 = 0.01
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Figure 5.24: Unsteady behaviour of non-dimensional velocity components at probes through vortex core region
shown by time histories and PSD frequency plots for DES, At = 0.0025
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x/cr = 0.84 is also slightly different for the DES solution with the location of breakdown clearly sitting down-
stream of the probe location for almost half of the signal, then it moves upstream and seems to oscillate over the
probe location as the velocity appears to oscillate about zero. For the k — @ with P, Enhancer model solution,
breakdown appears to oscillate over the probe location for the whole signal length, although it is clear that this is
not the mean location. The change in behaviour for the DES solution also appears for the v and w velocity traces,
with an increase in amplitude evident. The results from the k — w with P, Enhancer model calculation exhibits this
larger amplitude for a larger portion of the signal, which appears to occur when breakdown is close to or upstream
of the probe location. Downstream at the trailing edge the behaviour is again very similar.

Considering the frequency content of the probe signals for the two models, it is clear that the magnitude of the fre-
quencies are very similar. The PSD analyses of the velocity components show that the oscillation of the breakdown
location and the frequency associated with the helical mode winding are both present. These occur at St = 0.07
and Sr = 3.25, respectively for both models. However, the power of these frequencies within the signals are quite
different. The energy in the oscillation of breakdown frequency is much larger for the DES solution compared
to the k — @ with Py, Enhancer model results. For the u velocity, the energy of the DES oscillation is almost ten
times larger. However, the energy of the helical mode instability frequency is consistently larger for the & —
with Py, Enhancer model solutions. Higher frequency content at St = 5 — 7 is also present in both solutions. The
agreement between the solutions can be seen more clearly by directly comparing the signal from a single probe in
the flow. Figure 5.25 shows the u velocity time histories and PSD analysis from the probe above the trailing edge
for each solution. These plots further confirm the discussion given above. The time histories show that although
the signals behave differently with time, it is clear that the amplitude and oscillation of the signals are very similar.
Considering the PSD analysis, this highlights that the frequencies present in the signals are almost identical, with
the main differences being due to the relative energy of each frequency. It is clear that the energy of the higher
frequencies are the same.

From this unsteady analysis and the analysis of the mean flow behaviour, it is evident that the URANS model is
capable of predicting the same dominant flow features and frequencies as the DES model.

Figure 5.25: Time history and PSD analysis of u velocity signals for a probe situated on the vortex axis at z/c, = 0.1
above the wing surface for URANS k — w with P, Enhancer and DES solutions

5.5.2 Effect of Eddy Viscosity Treatment

The relative behaviour of the solutions can also be considered in light of the turbulence treatment of each model. In
order to consider the relative prediction of the turbulent behaviour by each model, the eddy viscosity in the vortex
region was analysed. Figure 5.26 shows instantaneous contours of the ratio of eddy viscosity to laminar viscosity
for both turbulence treatments. Due to the under-resolution of the turbulence for the DES solution, as discussed
in Chapter 4, the behaviour of the subgrid scale eddy viscosity will be very similar to the URANS turbulent eddy
viscosity and so a comparison is valid.

It is clear from Figure 5.26 that the distribution through the vortex region is quite different for the two solutions.
The behaviour of the eddy viscosity of the k — w with P, Enhancer model was described in Section 5.4 and simi-
larly the role of the subgrid eddy viscosity in the DES calculations was discussed in Section 4.8.2. It is clear that
in comparison that the DES model predicts much lower eddy viscosity in the vortex region, although the pattern of
the contours is very similar. This reduction, as discussed previously is due to the dependence of the subgrid eddy
viscosity on the grid dimensions. The region of high viscosity downstream of the trailing edge is, therefore, due to
the reduction of the grid refinement in that region. Both models predict higher levels of viscosity in the shear layer
and predict a laminar vortex core region. Downstream of breakdown, the behaviour is also quite similar, with an
increase in eddy viscosity levels in the post-breakdown flow. This is widespread for the DES solution, however the
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k — @ with Py, Enhancer model predicts more localised regions of high viscosity.

The higher levels of viscosity predicted by the kK — @ with P, Enhancer model may explain the increased energy
of the helical mode frequency discussed above since an increase in eddy viscosity comes an increase in turbulent
production and therefore turbulent mixing, which will smooth out fluctuations on the unsteady mean flow. There-
fore, more energy will exist for the mean flow oscillations. However, the converse is true for the vortex breakdown
oscillations, which are shown to have more energy in the DES solutions. This is likely to be due to the reduction of
eddy viscosity in this region, which means that the effects of the breakdown fluctuations will be felt more strongly.
However, it is important to note that despite the differences in eddy viscosity distributions and levels through the
vortex region and in the post-breakdown flow, the frequencies and behaviour predicted are very similar for both
solutions.

(a) DES, At = 0.0025 (b) k— ® with P, Enhancer model, At = 0.01

Figure 5.26: Slice through vortex breakdown region, on a plane through vortex core, y/s = 0.7 showing instanta-
neous contours of yr/u for URANS k — w with P, Enhancer model and DES

5.6 Discussion

Before discussing the ability of URANS to predict the unsteady behaviour of delta wing vortical flows it is nec-
essary to review the turbulent features of vortical flows. In Chapter 2 the application of each turbulence model
used in this investigation was discussed with reference to delta wing flows. It was stated that it was necessary
that each model was able to predict a laminar vortex core region with higher turbulence production occurring in
the shear layer and downstream of the vortex breakdown. Unfortunately, limited data exists to quantify the exact
levels of turbulence within this type of flow, therefore it is difficult to exactly measure the ability of each model
to accurately predict the turbulence. However, from the formulation of each model and the predicted solution,
it is possible to determine the relative behaviour of each model and qualitatively assess the ability to predict the
turbulent behaviour accurately. This is further aided by validation of the predictions with available experimental
data as performed for the DES solution in Chapter 4.

From the discussion of the formulation of the linear Boussinesq Wilcox k — @ model and the contours of turbulent
eddy viscosity shown in Figure 5.17, it is evident that this model over-predicts the turbulence within the vortex
region and particularly through the vortex core. This has the effect of creating a weak vortex, which has a sig-
nificantly increased susceptibility to breakdown. Also, with the increased turbulence, the ability to capture the
unsteady behaviour is diminished. This is due to the significant increase in dissipation of the unsteady fluctuations
of the mean flow, which causes the flow to become steady in nature. To reduce the turbulence within this model,
rotation corrections may be applied to sensitise the model to the rotation of the vortex flow. This was explained
in Chapter 2 for the k — @ with P, Enhancer model. Similarly, a non-linear model can be formulated, which pro-
vides a more general improvement to the Wilcox k& — @ model by including further terms to the calculation of the
Reynolds stress anisotropy based on both the rotation and strain-rate tensors. Both methods reduce the turbulence
within the flow and result in reduced dissipation of the unsteady behaviour, improving the prediction of the vortex
system.

Having considered all URANS solutions and the comparison with the validated DES results from the previous
Chapter, it is possible to discuss the ability of URANS to predict the vortex flow system over the wing. It is
clear from the comparisons shown in the previous section, that the kK — @ with P, Enhancer model adequately
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predicts the mean flow unsteady behaviour as defined in Chapter 4 for the DES. This includes predicting the vortex
breakdown oscillation and helical mode frequencies accurately compared to the DES solution for the same grid. Tt
is also evident from the comparison between the two URANS models that the Non-Linear Eddy Viscasity model
also predicts these frequencies. However, it is clear from analysis of the mean properties of the flow that the
predicted location of breakdown is different for each turbulence treatment, This is also true in comparison with
the DES solutions. To consider this further, the mean breakdown locations for each calculation considered in this
investigation are summarised in Table 5.1,

Turbulence Treatment Grid At Mean VBD location, x/c;
k — @ with Py, Enhancer Finc 0.01 0.83
NLEVM Finc 0.0l 0.87
NLEVM Fine 0.005 0.81
DES Fine (.01 0.88
DES Fine 0.005 0.84
DES Fine 0.0025 0.85
DES Refined TE Grid  0.0025 0.86

Table 5.1: Location of mean vortex breakdown for each unsteacly calculation performed in this investigation

It is clear from Table 5,1, lor both the URANS and DES solutions, that with a decrease in time step size, there is
an upstream shift in mean breakdown location. This suggests that the location of breakdown is dependent on the
resolution of the termporal behaviour of the flow. However, from the DES resul¢s it is evident that the focation will
converge to a constant value as the time step is reduced. Although this value, for the DES solutions is dependent
on the prid refincment, it may be suggested that a similar hehaviour would be exhibited by the URANS models
for further decreases in time step size. It was also found that an increase in grid refinement had the opposite effect
for the URANS solutions and moved the location of breakdown further downstream. This is also the case for
the DES solution with refinement in the (railing edge region, althvugh the change in the mean location is small.
This suggests that with an increase in the spatial resclution of the flow, both upstream and downsteeam, the mean
breakdown location moves downstream. The effect of the turbulence treatment is a little harder to consider. Figure
5.27 shows the instantaneous ratio of eddy viscosity to laminar viscosity through the vortex core for each model
at the instant 7 = 50. From this plot, it js clear that each mode} keeps the eddy viscosity close to zero through
the vortex core region upstream of breakdown, however at the location of breakdown the turbulence in the fiow
increases. It is clear that the k— w with Py, Enhancer model predicts the Jargest eddy viscosity values downstream of
breakdown and the furthest upsiream breakdown location, similarly the Non-Linear Eddy Viscosity model predicts
the Towest eddy viscosity ratio, but the furthest downstream nean breakdown location. This suggests that there
is a link between the wrbulence predicted downstream of breakdown and the location of breakdown. However,
from the values of mean breakdown location given in Table 5.1 it is-clear that the differences in predicted mean
breakdown location between each solution in this investigation is only approximately 7%c;. Therefore, it may be
sugpested that provided the vortex core is predicted as being laminar, the levels of turbulence predicted in the flow
downstream has some effect on the location of the mean location of breakdown but little effect on the unsteady
behaviour of the post-hreakdown flow.
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Figure 5.27: Distribution of 4, through vortex core for all turbulence models used in {his investigation

One of the factors driving (e use of URANS for unsteady voriical flows, which was mentioned in the introduc-
tion of this chapter and has been mentioned in previous discussions is the relative computational expense of ihe
calculations in comparison with DES methods. Table 5,2 shows the length of the calculations required to simulate
one second of real lime for each calculation carried out in this investigation. From this datg, it is clear that the
URANS calculations are at 2 minimum four times cheaper than the DES calculations for the same grid on half as
many processors. The reason that the Non-Linear Eddy Viscosity model is more expensive than the & — w with Py
Enhancer model is due 1o the requirement of a reduced unsteady convergence limit, thus increasing the work unit
of the calculation, which is defined as the non-dimensional time taken to reach convergence {or one time step of
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the caleulation. It is important at this point to also note that it was concluded in the previous chapter, that the DES
calculations were under-resolved. Therefore, o fully resolve the turbulent scales of the flow, the computational
resources required would be significantly larger. This clearly shows the advantage of using URANS (o capture the
flow details.

No. of Total No. Work Approx. Totul
Turbulence Treatment Grid AT Processors of AT Units Run Time (hrs)
k — w with P, Enhancer Fine 0.01 24 7,158 40,228 (5.62) 500
NLEVM Fiue 0.01 24 7,158 60,843 (8.50) 1000
NLEVM Fine 0.005 24 14,316 121,686 (8.50) 2000
DES Fine 0.0025 48 28,632 161,485 (5.64) 8000
DES Retined TE 0.0025 48 28,632 161,199 (5.63) 8000

Table 5.2: Length of calculations for each turbuience treatment used in this investigation to predict a total time of
one second. Work units in brackets denote unit for one time step

5.7 Conclusions

It may be concluded from this investigation that URANS turbulence models perform well in predicting the neces-
sary features of the unsteady vortical flow and vortex breakdown provided the tarbulence in the vortex core is kept
low. Tt is clear from these results that the majority of the frequencies and phenomena predicted by each URANS
model i3 in good agreement, although lhe mean location of breakdown is found to change, The etfect of grid and
time step resolution was considered, and it was found that (he mean behaviour of the flow is more sensitive o
these issnes than the unsteady phenomena. Comparing the linear model with the rotational correction to the DES
solutions from the previous chapter shows that the predicted unsteady behaviour is again very simifar, with the
majority of the differences occurring in the mean location of breakdown. Therefore, due to the validation of the
DES solutions, it may be suggested that the TJRANS model is capturing the flow behaviour well with all the main
dominant frequencies being present in the sclutions. It was shown in the previous chapter thal the DES solutions
were not well resolved spatially, however it was also shown that the resolution of the turbulent scales was noL
important to the prediction of the main flow features. This investigation shows that duc to this the URANS models
were able to predict the muin features of the flow.

It was found that the mean behaviour of the flow is more sensitive to the turbulence treatnent, grid and time step
size than the {requencies of the unsteady oscillations. However, from analysis of the mean breakdown location, it
was found that this difference was limited to 79%e,, which js relatively small. Therefore, it may be concluded that it
is more important to accurately predict the turbulent behaviour in the vortex core than downsiream f breakdown.
The resolution of the post-breakdown flow does have a small effect on the mean breakdown location but does not
appear to impact the frequency of oseillution of breakdown in the flow or the frequency of the helical mode winding,.

Overall, it may be concluded that URANS is suitable for use in capturing the unsteady behaviour of delta wing
flows at modcerate incidence where vortex breakdown occurs, provided the core behaviour is modelled accurately.
1t has also been shown that this may be performed at considerably less computational expense than DES methods
and thus is a promising tool for industrial use in the prediction of vortical fiows.




Chapter 6

Conclusions and Future Work

The main conctusions drawn from this investigation are now summarised and recormmendations for tuture research
given,

6.1 Conclusions

Within the transonic regime it has been tound thal shocks interact with the leading edge vostices. Vortex broakdown
is found to occur in an abrupt nature and this can have a significant effect on the acrodynamic pertormance, Due o
this, one of the aims of this project was to consider the behaviour of vortex breakdown within a transenic flow and
to consider the predictive ability of RANS methods. Steady state calculations were compared to experimental data
which showed very good agreement for the pre-breakdown flow. FHowever, for a larger incidence a discrepuncy
between the CFD and experimental results appeared due to the premature occurrence of vortex breakdown in the
computational results,

Analysis of the flow behaviour resuited in the identification of a number of shocks which could be classified into
two main shock types, cross-flow and normal. The Tocations and bebaviour of these shocks was found to agree wilh
obscevatians in the literature. The pormal shocks, which occarred normal to the wing surface and symmetry plane,
were found to interact with the vortex core and were determined to cause the sudden appearance of breakdown.
A sensilivity stady was performed to consider the effect of a number of factors on the predicted behaviour, These
included, grid refinement, tarbulence model, salution convergence and time accuracy, However, it was found that
breakdown was cousistently predicted and was not significantly affected by any of these factors. Comparisons
were also made with other stroctured grid results from participants within the VIE-2, but again the solutions were
tound to be comparable.

From consideration of the interaction between the normal shocks and the vortex core, it was suggested that a criti-
cal Fimit must exist where breakdown will occur. This {imit was concluded to be dependent on 1be sirength of the
varlex and the interacting normal shock. Using this argument of a critical limit for breakdown, il was concluded
that the premature breakdown behaviour of the computations was cue to under-predicting the vortex core axial
velocity accurately most likely duc w grid refinement issues in this region. Uowever, overall it was found that the
computational results were adequately predicting the transonic behaviour of the vortex flow.

The unsteady behaviour of the flow is a second aspect of delta wing flows which requires further investipation.
At moderate angles of incidence where breakdown oceurs on the wing, the flow becomes highly unsteady and
interactions between the flow and aircraft structures have heen found to occur. To avoid aervelasiic issues, it is
necessary 10 have a greater understanding of the unsteady phenomena which occur. ‘This is becoming increasingly
important with the emergence of UAV technologics. The seeond aim of this thesis was to consider the ability of
CFD to predict the main unsteady bebaviour of the flow. In Chapter 4 the use of DES to predict the unsteady flow
behaviour associated with the Aow upstream and downstream of breakdown was considered for the ONERA 70°
delta wing geometry at a moderate incidence within the subsonic regime. Before the predicted unsteady behaviour
was considered, the effect of time step and grid refinement at the trailing edge were analysed. This determined the
optimum time step for use in the calculations and that there was only a small influeace of grid refinement in the
trailing edge on the mean llow behaviour,

From analysis of the unsteady flow behaviour and consideration of the level of turbulenice captured in the un-
steady signals, it was determined that the solutions obtained in the investigation were spatially under-resolved,
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This resulted i the conclusion that the spatial and temnporal requirements of a fully resolved DES caleulation of
the post-breakdown flow are significantly larger than thosc used v this investigation and that further refinement
downstream of the wailing edge would be needed to capture all the twrbulent beliaviour in the post-breakdown flow.
This would have the effect of increasing the computational expense of an already expensive calculation.

However, from comparison of the results with other DES solutions on finer grids, it was determined that the an-
steady vortex breakdown behaviour was not dominated by turbulence with the dominant frequency occurring for
less than 87 = 10, which is low. Tt was also found that the resnlts were in good agreement with corresponding
cxperimental results. Therefore, despiie the under-resolution of the turbulent flow, the salient features of the flow
were being captured well, As the main unsteady phenomena were found to occur at low frequencias, and turbu-
lence was nat found to be dominant in the flow, it was concluded that URANS turbulence models should be able
to adequately predict this behaviour for a considerably reduced computational cost.

To invesiigate (his conclusion, the ability of URANS to predict the unsteady flow behaviour ways evaluated in Chap-
ter 5. Two URANS turbulence models were considered for this investigation, a linear Boussinesq model with a
ratation cortection and a Non-Lincar Eddy Viscosity model, both based on the Wilcox £— w model. The clfect of
grid refinement and time step refinement were considered and it was concluded that with an overall increase in grid
refinement, the solutions were found to imprave, however the coarse grid results were adequate for an approxima-
tion of the flow at low computational expense. From the time step refinement study, it was found thal the increase
in temporal resolution did not have a significant eftect on the unsteady behaviour predicted, despite an upstream
movement of the mean breakdown location. Higher frequencies were also not found to occur with a deciease in
time step und so it was concluded that the baseline time step of AT = 0.01 was suituble for URANS calculations.

Comparisons were then made between the TRANS maodels and the rclative behaviour of each model in predicting
the unsteady flow frequencies was analysed. This was also considered iv light of the formuiation of the models and
the trcatment of the tarbulence in the vortex core region. Trom this comparison it was concluded that both models
were adequate in reducing the eddy viscosity in (e vortex cove and that similar unsteady behaviour was predicted.
The model with the rotation correction was then compared to the DES results discussed in Chapter 4 to evaluate
the mean and unsteady behaviour of the sofutions. From this comparison, il was clear that the majority of the
doiminant frequencies of the vorlex flow were captured by the URANS model and the agreement with the DES so-
lutions was very gaod. From this analysis it was concluded that the URANS model bad predicted all the important
unsteady features of the flow and was, therefore, sutitable for use in predicting the unsteady nature of vortical flows.

It was also determined from this investigation that the mean behaviour of the flow, such as the mean location of
breakdown, is far more dependent on the tarbulence treatment of the models used that the unsteady behaviour. All
turbulence treatments used predicted similar dominant frequencies and unsteady phenomenon. However, the mean
location of breakdown was found to be different for each case. This differcnce was tound to be approximately
T%c,, which was considercd relatively small. Therefore, it was concluded that provided the core region of the
vortex flow is modelled as laminar, the turbulent treatment of the model used does nol have a significant influence
on the overall flow beliaviour. If this is considered in the context of the computational expense of each model uscd,
it is clear that TTRANS can predict the main feawres of the flow for a significant reduction in computational cost.

Overall, from this investigation, it can be concluded that CFD is a very useful tool for the prediction of vortex
flows and vortex breakdown over slender delra wings and that it is capable of predicting comnplex. flow behaviour,
such as transonic vortex breakdown and the unsteady nature of the flow. In this study both RANS/URANS and
DES methods were considerad and it is clear that both methods can be used to predict the flow accurately. However,
some limitations of these meibods have also been ighlighted.

6.2 Future Work
Throughout this project a number of potential avenues [ur further work have presented themsejves.

From Chapter 3, the main avenue for further work would be to consider the flow Jor different copfigurations and
flow conditions o attempt to define a limit for vortex breakdown based on the Rossby number of the vortex and
the shock strength. Further experimental data is also required to validate this limit and this would require mcasure-
ments taken across shocks and through the vortex core for a range of flow conditions. This would also aliow further
validation of the location and strength of the shocks in the flow, improve their prediction and thetefore improve the
understanding of their behiaviour, Purther work is also needed to consider the conclusion that the under-prediction
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of the vortex core axial velocity is the cause of the premature prediction of breakdown for this case. This could be
performed by systematically refining the vortex core region and determining any fink with the location and onsct
of vortex breakdown.

With regards 1o the use of DES to predict the unsteady behaviour of the vortex flow, 4 nuinber of possibilities are
clear, Firstly, further refinement of the grid could be carried out to analyse the behaviour of a solution with more
wrbulent scales simulated on the grid and to consider the effect of this on the predicted behaviour of the flow -
particalarly on the mean breakdown location. This could also include a further refinement of the trailing edge
region to capture the breakdown of the belical mode winding into turbulence downstream of the trailing edge. This
may not be important for the flow at this incidence, however it is unclear whether this turbulent region would eftect
the unstcady flow behaviour over the wing as the incidence was increased. Therefore, it would also be inferesling
to consider the flow for a incidence at which breakdown is much further upstream, such as @ = 359 — 40¢ for
this wing. The use of averset or hybrid grids may also be intercsting to consider to reduce the cost of stractured
grid DES calculations, this would allow refinement and accuracy of the solutien in the vortex region but without
unnecessary grid points in the farfield region of the flow domais.

Further unsieady experimental data is also greatly needed ta improve the understanding of this subject and to aide in
the validation of such investigations. Unsteady point probe data, sienilar to that shown in this investigation through
the voriex region, for all camponents of velocity would be highly beneficial to the development and validation of
CFD in the future, and in particular for URANS models. Further work is needed to understand the relation between
the mean location of vortex breakdown and the turbulence downstreain of the breakdown location. Finally, this
work could be extended by considering the unsteady forces which are incident on the wing sutface as a result of
the unsteadiness, the phenomena which cause this forcing and the possible structural response thal this may cause.
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Appendix A

Turbulence Models

The full form of each main turbulence model used in liie investigation will be detailed in this section.

Al Wilcox k—w
The Kinematic Eddy Viscosity is calculated from,
k
g~ Al
He— 0 B (A.1)

Where the turbulent kinetic energy, k and specific dissipation rate, @ are calculated from the partial difTerential
equations,

ak opkU; 3 [, . 9k} . ~
Pt o " 9x [(u + ¢"ir) —8xj} = P— Bpto (A2)
and J dpwl e r a
do  dpwlU,; . , aw 2 ,
AR T Pt P .
Y 5%, 7%, iL{,u-+-ar,u, y axj + Py —fBpw (A3}

In the equations above the productian ferms of £ and @, & and £y, respectively, are defined as,

s 0}
- R =a— A,
By =1} 7% and w =0y B (A4
Tle rate of dissipation, £ and the length scale of the model are given by,
, K2
g=f"%w and [= o (A.5)

The closure coetficients for the model are defined in Table A1

o B g~ o o°
59 0075 009 05 05

Table A.1: Model constanits for the Wilcox & -~ @ turbulence modet [34]

A2 NLEVM

In an explicit algebraic Reyuolds Stress model (EARSM), the anisotropic term of the Reynolds stresses is de-
scribed as a function of the normalised mean strain-rate, § and rolation, £ tensors. Based on the Cayley-Hamilton
theorem [167], this means that (he anisotropy can be described by a series of ten independent, symumetric, devia-
toric functions of § and € or a linear combination of these ten. For the model specitied in [170] this resulis in the
relationship,

a=BiS+ BS? - %Us L+ B2 — %ngg +Ba (SR - ©8) + Bs (S°Q — Q%) + B (sszl —QS— %w r)

+B (szsz2 -0 %v I) + By (SQS? — $°QS) y + By (9592 - Q280 + By (95292 - 925252)
(A.6)
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The coelficients 8, are functions of the five independent invariants of the normalised mean strain-rate and rotation
tensors, S and €, which can be wrilten as

m—i {8}, th={@}, m=0{s}, v=r{s@?}, v=u {s0?} A7)

where t7{} is the trace of the sccond order iensors and the turbulent time scale is given by,

= Hi ! C [ AR
T = max o -\/W {A.B)

For the non-knear eddy viscosity madel, this relationship for the anisotropy is reduced to a few terms and the
Reynolds stress tensor formulation becoimes,

A 2. -
Wl == k (ga,- ;= 2020 -~-a,.;*)) (A9)
where,

Ry (az _ %ng 1) +fs (SQZ LS TGS - %m) o (@597 - 075Q) (A10)

The turbulent eddy viscosity is calculated from,

pr — CifpkT (A.11)
where, .
ol = =5 (B~ 11 f56) (A12)

As mentjoned above, the 8, coefficients are derived [van the invariants of the strain-rate and rotation tensors and
are defined fort his madel as,

N (2N* - Tily) 12N 1V 2(N?—211g) 6N 6
e i B2, Be=—2, Po=- A3
Bi o ;P 2 B ) B i Bo o (A13)
with 5
Q== (N? - 210g) (2N? — 11g) (A.14)
and , )
X Lt (P~ vB) tsign (P — VB) P — VRIV?), P20 a5
. == ¢ 116 _ N,
’ F+2(P—n) " cos (%cos t (7—-[_:2:?‘—5 \ P2 <0.
where,

;7 12 3
9 2 ! 9 2 9 .
P = (5! R A »3113) 4t m=PRt- (l + =g+ —UQ) amd  dG=2(—1) (Al6)

27 20 9 10 3 4
Therefore, )
162 D2
N =N+ w (A7
with,
17511, :
¢ =1V =V -— Sz £ and D =20N (NL- - %c’i) — g (10N 15\ N2Y 1 1064015 (ALL8)

For the model tmplimented in PMB there is no damping or low Reynolds number correction applied, thus the
coefficients are defined f{ =1.0,C; —G.0andc; = 1.8
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A.3  Spalart-Allmaras
The kinematic turbulent eddy viscosity is caleulated [rom
pr = 0 fy {A.19)

where,

A20

=<t

In equation A.19, ¥ is the working variable of the transport equation of the model, which is given by

ov 3 (V) o A LIV e BV AV
LAY N PO S A N SN PPN A B A A A21
gttt ax, eVt g} w5 (VY] o dm o (AZl)
where § is the modified vorticity given by
. i X
S=84+——f and =l—-—— A22
+ ;{Zdif”z Juz L+ % 701 ( )
where d is the distance to the ¢losest wall and § is the magnitude of vorticity,
S=|w|= |V x (ui+vi+wk)| (A.23)
Similarly, in the destruction/near wall term, the function f;, in Equation A.21 is given by
1/6 ~
1 Cﬁ,a : ) 6 v
fwv=g¢ [m , g rhon (’ —’) » T=5an (A.24)

Thesc functions take the presence of a wall into account and satisfy the wall bouudary conditions whete ¥ = 0. As
r increases, fiy tends to an asymptote, therefore values of r are generally truncaiced to about 10. In the freestream
region, it i3 also best to use ¥ = {J, provided that numerical errors do not cause v to become negative close to
the edge of the boundary layer - the exact solution cannot become negative. Generally, valucs fess than v/ 10 are
acceptable. This also applies to the initial conditions. The model coefficients are given in Table A2,

Cin Ch2 Cul Cipl Cwz  Cud o K
0.1355 0622 7.1 3239 03 20 2/3 041

Table A.2: Model constants for the Spallart-Allmaras turbulence model [35], where ¢,,1 = %!-’5- - fﬁg-"z ;




Appendix B

Probe Analyser Tool

B.1 Probe Analyser

In the course of the iuvestigation into unsteady flows, the unsteady behaviour was considered through use of a se-
ries of point probes applied (o the flow domain, T'hese point probes were applicd to the compulational grid through
specification of coordinates at the outset of the calculations and the flow variables were saved at cach point for
every time step of the calculation. This results in a number of files being created which contain the time historics
of sacl: flow variablc. However, these files arc not immediately usable and require reorganisation into a form which
is morc practical. To alter the form of these files and to allow analysis of the resulting time histories in an easy and
efficient mannet, a program was crealed using Marlap, which combines all the analytical and statistical analyses
into one interface allowing consisteit analysis and easy comparison and cross-plotting of data. This program,
Probe Analyser, was originally designed to analyse acousiical data [ron pressure signals for cavity fiows and was
created by Lawrie [178). Further work was carried out by Nayyar {179] who added further analyses and created a
similar program for turbulent analysis.

At the start of this project, Probe Analyser was oaly able to perform statistical analyses on the pressure time
histories from the point probe files. However, to tully consider the uusteady behaviour over delta wings it was
necessary 10 be able to consider all flow variables in a similar manncr. Tt was also important 1o be able to consider
the unsteady forces acting on the wing and therefore the ability to process the integrated Ioads files was also added.
As mentioned, the program was originally designed for cavity flows, therefore the length scales and plots were
specific to the character of these flows, these were changed to make the program mote specific to delta wings.
Further work was carried out to improve the ability of the program to quickly cross-plot data, this involved adding
the ability to process multiple probes und multiple probe files and to plot these on the same graphs. To reduce the
size of the data sets, in order to reducc the memory requirements of the program, a facility to split the large data
files into smaller subfiles was added. This had the effect of further increasing the ease of comparison of muitipic
signals. The turbulent analyses created by Nayyar were also incorporated into the main Probe Analysei program
to ereate a single program which was capable of fully analysing the unsteady data. The abilily to time average the
signals was also addecl, as was the ability to consider non-stationary turbulence.

Probe Analyser has the ability to perforin many morc analyses than were used in this investigation. The main
analyses which were used are the calculation of the mcan and RMS values, the power spectral density (PSD),
the time average of the signals and the calculation of turbulent kinetic energy. Explanations of cach of these
methods will be given in a later section. However, analyses sucl as the probability density function (PDE), auto-
correlation, calculation of the Reynolds stresses and further turbulent correlations are also available. These will not
ke discussed in detail in this Appendix. The graphical user interface (GUI) of the program is shown in Figure B.1.
This shows all the analyses available and the overall format of the program. This GUI comes from the Windows
interface, however the program can be used on the Linux operatiirg system and a start up command allows this to be
specified. The left hand side of the GUT mainly deals with the input of the files, the specification of the important
flow parameters and the selection of the probes Lo be considered, The right hand side allows the selection of the
analysis and the specification of the resulting plots through drop-down menus. The initial manipulation of the
probe data files, created from the CFD calculation, into a usable format, as wentioned above, is done through a
secondary program accessed through the “Taocate Probes” button on the top left of the GUIL
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Figure B.1: Graphical User Interface for probe analyser program

B.2 Application of Statistical Methods

Probe Analyser was initially created in Matlab as it allowed the use of some existing mathematical functions and
made the creation of the GUI easier through use of the Matlab add-on package Guide. This program automatically
sets up the links between the GUI and the underlying code, greatly reducing the complexity of the programming
task. The underlying code for the Probe Analyser program is large with many subroutines and will not be repro-
duced here, however the initial code of the program can be found in Ref. [178]. As mentioned above, the main
analyses used in this investigation are the calculation of the mean, RMS, PSD, time average and turbulent kinetic
energy of the specified signal or signals. In this section each of these methods will be described. In all cases, with
the exception of the turbulent kinetic energy which is calculated using the velocity vector, the general variable, ®,
will be used as these analyses can be carried out on the signals of any of the flow variables. It should be noted that
only the mean, RMS and PSD analysis are able to be carried out on the integrated loads signals.

B.2.1 Mean and Root Mean Square Values

The mean of the time varying signals is calculated from a straight forward average of the data points such that,

(@) = % (B.1)

where N is the number of samples in the signal.

The RMS value is a statistical measure of the deviance of a signal from the mean and therefore a measure of the
intensity of the fluctuations of the unsteady signal. It is calculated by

(E(@- (@)’

q)rmx == N

(B.2)

Within the Probe Analyser program, both these values can be plotted against location on the wing, in the spanwise,
chordwise or normal directions depending on the probes selected for analysis. They provide an excellent way to
compare results, particularly for multiple solutions as up to four files can be entered into probe analyser for analysis
at any one time.
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B.2.2 Power Spectral Density

‘The behaviour of an unsteady time dependent random variable, such as the flow variables in this investigation,
can be though of as the superpeosition of multiple oscillations at different frequencies. This can be mathematically
described as a trigonometric series of harmonic waveforms, This series is known as the Fourier series and is
defined as

< 27kt 29tk
(I)(t) = ('r(.l"+"k§~l (ﬂ,’.;CDS-—y;-_i e bksjnLTM.> (B.j)
where the Tourier coefficients arc given by
1 _’tl 2 -% ks 2 —{; ok

y = 7/4; R(r)dt, ax= fL ®{t)cos 7 di, b= 7/;1‘; q;(,)sm_?__d, (B.4)

and -
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The Fourier series, therefore, describes the signal within the frequency domain instead of the time domain. A
similar series can be formed for fuctuations in space, t.e ®(x), which pravides a description of the signal in wave
number space, . To transform between Lhe time and frequency domains (or space and wave number domains) the
Tourier Transform of the signal is used. This is derived from (he Fourier series and for a given time dependent
variable, @{z) is defined as

D{w) = F{b{)} = .ﬁ%/ d)(t)c“"“”dt {B.G)
and its inverse is -
o) = F~H{o(w)} = [ G(w)e ™ dw B.7)

The power spectral density function is defined as the Fourier transfori of the auto-correlation function of the time
dependent variable and provides information of the frequency distribution and power of a signal in the frequency
domain. It is defined mathematically as

PSDog) = F{Ra(1)} = ;ﬁ. / Re(t)e= @4z (B.8)

where {he auto-correlation function of the variable is defined as the mean of the praduet of the variable at time ¢
and the variable at time # + T, such that

Z(@@HPr+7))
N

As the signals obtained from the CFD calculation are discrete, finite in leugth this form of the Faurier series cannot

be applied directly. A computationally efficient form of a method known as the discrete Fourier transtorm (DFT)

is vsed instead. Lhe DET merely allows ibe transform to be applied to sampled signals and redefincs the Fourier

transform as

R (7} = (B.9)

D) = iNzlrb e ) (8.10)
NS .

‘I'he farm af this metliod used, is known as the fast Fourier transform (FFT) which is a computationally efficient
method of calculating Fourier transforms for signal processing. This method is used by Matlab in a numher of
availabie standard PSD functions. The PSD is calculated in Probe Analyser by using the periodogram functios.
This function applies a rectangular window (cquivalent to no window) to the signal and calculates the PSD using a
standard peviodogram, The periodogram caleualates the PSD by taking the square of the magnitude of the FET and
dividing it by the number of sawmples, such that

PSDp = i;;cp(a;)ﬁ (B.11)
Further deiail of this Munction and its use can be obtained rom the Marlab Documentation [201]. The function
outputs the PSD and the frequency data, which can then be plotted to determine the frequency confent of the signal,
The PSD magnitude is dependent on the length of the signal and whether the variables used are dimensional or
non-dimengional, therefore in this investigation, only the relative values of the PSD have been considered. Tn
Probe Analyser a number of plotting options are available and the PSD can be plotted against both dimensional
and non-dimensional frequency (Strouhal number) and period. The area under the PSID - frequency plot should be
equal to the square of the RMS value of be signal. This has been used as a check to the validity and accuracy of
this method within the investigation.
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B.2.3 Time Averaging

The time average of the signal can be defined as,

_ i -t+%_:
S== [ Ot (B.12)
T ,r—!f

where 7 is defined as the sample rate of (he averaging process, which is specitied by the user in Probe Analyser.
This value must be a multiple of the time slep of the caleulation, AT. As with the Fowier transfarm, this form
cannot be applied to a discrete signal and so the integral is approxinated (0 4 sammation over each interval, 7" in
turn, B
1 ne=y
T 2 DAT (B.13)
n=0
The mid point of cach interval is also calculated by a similar averaging technique to determive the time at which
the new point occurs. The resulting series of new data points creates the Ume averaged signal for the specified
sample rate. This new sigual can then be evaluated in a similac manner to the original signal by using the SD
analysis and the results can be plotied o determine the effect of time averaging. The location of the stationary
mean can also be plotted for comparison. Currently, this can only be performed on a single probe at a titne. For
non-stationary process this method also allows the non-stationary mean to be determined for a specified sample
rate. This can then be used to determine the turbulent properties of the signal.

)

B.2.4 Turbulent Kinetic Energy

As mentioned, (he caleulation of the turbuleint kinetic energy is only one of a number of turbulent propertics which
can be calculated in Probe Analyser, Before any of the twbulent propertics can be calculated, it is necessary to
caleulate the fluctuating variables of the flow. This is done simply by subtracting the mean from the unsteady
signal. Either the stationary mean described in Scction B.2.1 or the non-stationary mean calculated from the time
averaging process can be selected. The turbulent kinetic energy is calculated from the fluctuating veloeitics, 1, v/
and w' by

k= % (= v w') (B.14)

The resulting signal can then be considered, as before, by calculation of the mean and RMS values and by calcu-
lation of the PSD.
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