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Abstract

An efficient interconnection network that provides high bandwidth and low latency inter­processor communication is critical to harness fully the computational power of large scale multicomputers. $K$-ary $n$-cube networks have been widely adopted in contemporary multicomputers due to their desirable properties. As such, the present study focuses on a performance analysis of $k$-ary $n$-cubes employing wormhole switching, virtual channels, and adaptive routing. The objective of this dissertation is twofold: to examine the performance of these networks, and to compare the performance merits of various topologies under different working conditions, by means of analytical modelling.

Most existing analytical models reported in the literature have used a method originally proposed by Dally to capture the effects of virtual channels on network performance. This method is based on a Markov chain and it has been shown that its prediction accuracy degrades as traffic increases. Moreover, these studies have also constrained the buffer capacity to a single flit per channel, a simplifying assumption that has often been invoked to ease the derivation of the analytical models. Motivated by these observations, the first part of this research proposes a new method for modelling virtual channels, based on an $M/G/1$ queue. Owing to the generality of this method, Dally’s method is shown to be a special case when the message service time is exponentially distributed. The second part of this research uses theoretical results of queuing systems to relax the single-flit buffer assumption. New analytical models are then proposed to capture the effects of deploying arbitrary size buffers on the performance of deterministic and adaptive routing algorithms. Simulation experiments reveal that results from the proposed analytical models are in close agreement with those obtained through simulation.
Building on these new analytical models, the third part of this research compares the relative performance merits of $k$-ary $n$-cubes under different operating conditions, in the presence of finite size buffers and multiple virtual channels. Namely, the analysis first revisits the relative performance merits of the well-known 2D torus, 3D torus and hypercube under different implementation constraints. The analysis has then been extended to investigate the performance impact of arranging the total buffer space, allocated to a physical channel, into multiple virtual channels. Finally, the performance of adaptive routing has been compared to that of deterministic routing.

While previous similar studies have only taken account of channel and router costs, the present analysis incorporates different intra-router delays, as well, and thus generates more realistic results. In fact, the results of this research differ notably from those reported in previous studies, illustrating the sensitivity of such studies to the level of detail, degree of accuracy and the realism of the assumptions adopted.
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Chapter 1

Introduction

The performance of digital systems today is limited by communication or interconnection, not by logic or memory [42, 49]. Interconnection networks, the hardware fabric supporting communication among individual components of these systems, have evolved rapidly in response to this communication bottleneck. Originally developed for the demanding communication requirements of multicomputers, interconnection networks have started to replace buses as the standard system-level interconnection [42]. They are also replacing dedicated wiring in special-purpose systems as designers discover that routing messages via an interconnection network is faster and more economic than using dedicated wiring to interconnect different components in these systems [41, 99]. Today, interconnection networks can be found in systems ranging from large supercomputers [3, 6, 53, 105, 109, 110, 133, 140, 147] to small embedded system-on-chip [86, 87, 116, 142] architectures. The efficiency of the interconnection network is crucial to the overall performance of such systems [42, 49, 51, 116].

This chapter starts with a brief introduction to interconnection networks and the most important factors affecting their performance. This is then followed by a discussion about the performance evaluation tool that has been used during the course of this research, namely analytical modelling. Related work is then outlined and motivations explained. The thesis statement is then presented and the main contributions of this research work are summarised. Finally, an overview of the subsequent chapters in this PhD dissertation is presented.
1.1. Interconnection networks

An interconnection network can be viewed as a system that transports data between individual components so that they can coordinate operation to accomplish collectively a specified task. The network is composed of many components: buffers, channels, switches, and controls that work together to deliver data \[42, 49\]. Networks meeting this broad definition occur at many scales. On-chip networks may deliver data between memory arrays, registers, and arithmetic units within a single processor. Board-level and system-level networks tie processors to memories or input ports to output ports. Finally, local-area and wide-area networks connect disparate systems within an enterprise or around the globe \[42\].

Parallel computers with multiple processors are generally considered to be the only feasible way of achieving the ever-growing computational and storage requirements of many applications, especially in the fields of science and engineering \[33, 49, 57, 58, 61\]. A powerful interconnection network is the key to harness fully the computational power offered by parallel computers. Interconnection networks in these systems can distinctively be classified into two main categories: *direct interconnection networks* and *indirect interconnection networks*. In the former (also called point-to-point networks \[49\]) each node has a point-to-point, or direct, connection to some number of other nodes, called neighbours, allowing for direct communication between nodes. The torus, binary \(n\)-cube (or the hypercube) and mesh are common direct interconnection networks that have been implemented in commercial and experimental machines. Some examples of these machines include IBM Blue Gene/L \[3\], Alpha21364 router \[105\], J-machine \[109\], Cray XT3 \[147\], Cray T3D \[68\], Cray T3E \[133\], Cray X1 \[110, 140\] and SGI Origin \[53\]. Figure 1.1 shows some of the most commonly used direct interconnection networks.

In contrast to direct networks, indirect networks do not provide direct connections between processing (and also memory) elements \[42, 49\]. Instead, multiple intermediate stages of switching elements are responsible for moving data and control messages between the
Figure 1.1: Some popular topologies of direct interconnection networks: (a) the ring (with 11 nodes), (b) the 2D torus (5x5 nodes), (c) the 3D torus (3x3x3 nodes), and (d) the 4D hypercube (or 4-cube).

processing elements. Early experimental and commercial machines have deployed indirect interconnection networks such as: Hitachi SR2201 [52], Cray X/Y-MP [144], DEC GIGA switch and Cenju-3, IBM RP3 [117], and SP2 [15], and Thinking Machine CM-5 [88].

In this research, we focus on direct networks not only because they are the most common types of networks found in recent multicomputers [3, 6, 23, 85, 105, 109, 110, 133, 140], but also because they are emerging as the preferred topology in the on-chip networks for system-on-chip architectures [86, 87, 116, 142]. It should be mentioned that according to the Top500 Supercomputers List [13] that appeared during the Supercomputing Conference (CS06) in Tampa, Florida on November 14th 2006, the top three supercomputers are based on direct interconnection networks. The terms network, interconnection network and direct interconnection network will be used interchangeably in this dissertation.

Figure 1.2 shows an example of a direct network (the torus) and its node structure. Each node consists of a processing element (PE), possibly with some IO, local memory and a router, which handles message transfer across the network. The PE is connected to its router via injection and ejection channels (sometimes called internal channels). The injection channel is used to inject messages to the network and the ejection channel is used to consume messages from the network. A node is linked to its neighbouring nodes using input
and output channels, which can be unidirectional or bidirectional. The input and output channels (sometimes also called external channels) of a router are usually connected by a crossbar switch to allow all possible combinations of input-output connections. The topology and the router structure of direct interconnection networks are discussed in more detail in Chapter 2 of this dissertation.

The interconnection network is a critical component in determining the overall system performance. Network performance is usually quantified in terms of latency and throughput. Latency measures how fast the network can deliver a given message to its destination. It is defined as the time elapsed since a message is given to the local router at its source node for transmission until it is delivered to its destination. The throughput, on the other hand, is the number of messages delivered by the network per time unit [51, 58]. Networks with minimum latency and maximum throughput are often the objective for system designers. Among other factors, the performance of such networks is greatly influenced by its topology, switching method, and routing algorithm [42, 49]. The connection pattern of the network nodes defines the network's topology. The switching method dictates which message gets access to a particular network resource over time. The routing algorithm determines which path a message actually takes to advance from its source towards its destination. These factors are now considered in turn.
1.1.1 Network topology

The topology of direct interconnection networks can be efficiently described using a directed
graph \( G = (V, E) \) where the set of vertices of this graph, \( V \), represents the network nodes
and the set of edges of the graph, \( E \), represents the physical channels that connect the nodes.

*Network diameter*, *node degree* and *network degree* are often used to characterise a given
topology [42, 49]. The network diameter is the maximum distance between any two nodes in
the network. The number of channels connecting a node to its neighbours is called the node
degree while the network degree is the maximum node degree in the network. A network is
regular if all nodes have the same degree and it is symmetric if it is isomorphic to itself with
any node labelled as origin [49].

*K*-ary *n*-cube networks, where \( k \) is referred to as the *radix* and \( n \) as the *dimension*, have
many desirable topological properties including ease of implementation, low diameter,
regularity, symmetry, scalability and recursive structure [42, 49, 56, 131]. They are suited for
a variety of applications including matrix computation, image processing, and problems
whose task graph can be embedded naturally into this class of topologies. Formally, each
node in the \( k \)-ary *n*-cube can be identified by an \( n \)-digit radix-\( k \) address \((a_1, a_2, \ldots, a_n)\), the
\( i^{th} \) digit of the address vector, \( a_i \), represents the node position in the \( i^{th} \) dimension. Node \( A 
with address \((a_1, a_2, \ldots, a_n)\) and node \( B \) with address \((b_1, b_2, \ldots, b_n)\) are connected if and
only if there exists \( i (1 \leq i \leq n) \), such that \( a_i = (b_i \pm 1) \mod k \) and \( a_j = b_j \) for \((1 \leq j \leq n) \)
and \( i \neq j \). Some topological properties of \( k \)-ary \( n \)-cubes include [42, 49, 56]

\[
\text{The number of nodes} = k^n \\
\text{The diameter} = \begin{cases} 
0 & \text{if } k = 1 \\
\lfloor n \rfloor \lfloor k/2 \rfloor & \text{if } k \geq 2 
\end{cases} \\
\text{The degree} = \begin{cases} 
0 & \text{if } k = 1 \\
n & \text{if } k = 2 \\
2n & \text{if } k > 2 
\end{cases}
\]
1.1.2 Switching method

The switching method in an interconnection network manages the allocation of network resources to messages as they travel inside the network. In other words, it determines when and how internal switches connect their inputs to outputs and the time at which message components may be transferred along these paths [49, 116]. The key resources in most interconnection networks are the physical channels and the buffers. While physical channels have the key role of transporting messages between nodes, buffers, on the other hand, are storage space implemented within the nodes and allow whole messages or part of a message to be temporarily held at the node.

Any switching strategy must avoid resource conflicts that can cause a channel to be unnecessarily idle. For example, it should not block a message that can use an idle channel because it is waiting on a buffer held by another message that is blocked on a busy channel [42]. The solution is to add bypass lanes to decouple the resource dependencies, allowing the blocked message to make progress without waiting [36, 42, 49]. Packet switching, virtual cut-through, and wormhole switching are examples of switching methods. Each of these switching methods is now briefly discussed.

In packet switching, a message is divided into fixed length packets each of which carry full routing information and whenever a router has a packet to be sent, it transmits it. The need for storing entire packets in intermediate routers makes buffer requirement high and complicates the router design. This is not a desirable property either in networks for parallel computers, where routers must be kept simple and fast, or in on-chip networks for system-on-chip architectures, where routers should not consume a large fraction of the valuable silicon area [18, 55, 116].

Virtual cut-through (VCT) switching [67] has been introduced as an enhancement to packet switching in order to reduce the transmission time. In this switching method, a message header (i.e. part of the message that contains routing information) is examined upon arrival
at an intermediate router, and if the next requested channel is busy, the message is consumed from the network and entirely stored at that node. Otherwise, the message is transmitted immediately (cut-through) to the next node without buffering. The communication latency, especially under low and moderate traffic loads, is noticeably reduced as blocked messages are removed from the network and the channels are utilised to transmit unblocked messages. However, nodes must provide sufficient buffer spaces for all blocked messages passing through. A large buffer space is required at each node, as multiple messages may become blocked simultaneously. Therefore, VCT switching might be costly to implement [49, 103] due to the high buffer requirement which also has an adverse effect on the router speed [26, 49, 96].

The drawback of VCT switching has encouraged the use of a variant called wormhole switching (WS) [39]. In WS, the message is divided into fixed length flow control units called flits (containing typically a few bytes) and the buffers are expected to store only few flits and not the entire message. The header flit (or flits), which contains the routing information, governs the route of the message in the network and subsequent data flits follow it in a pipelined fashion. As a result each data flit is simply forwarded along the same output channel as the preceding data flit. If the header flit faces a busy channel and is blocked, subsequent data flits also have to wait at their locations forming a chain of flits along the message path [42, 49].

The main difference between WS and VCT lies in the way messages are handled in the event of blocking. In VCT, if the header is blocked, the entire message is consumed from the network and temporarily stored at the point of blocking while in WS, the data flits stop advancing and remain spread across the routers that they have already acquired. Hence, as the message progresses flit by flit across the network, each node needs to store only a few flits when blocking occurs. As a result the buffer space requirement is minimised and thus the routers are more compact and less complicated, making WS a natural choice for
interconnection networks in parallel computers [29] and in system-on-chip architectures [18, 55].

One drawback of WS, however, is that the transmission of multiple messages cannot be interleaved over a physical channel [42, 49]. A message must cross the channel in its entirety before that channel can be used by another message. This decreases the channel utilisation, especially under high traffic when blocked messages form chains of flits across the network.

The utilisation of the network resources can significantly be improved by introducing virtual channels, a flow control mechanism that decouples the allocation of buffers from the allocation of physical channels [36, 42, 49]. While each virtual channel has its own flit buffer and control logic, all virtual channels of a given physical channel share the same bandwidth in a time multiplexed fashion. It has been shown in various research studies [36, 119, 130, 134, 146] that this decoupling between the physical channel and the finite buffer space, by using virtual channels, significantly improves network performance; if a flit belonging to a particular message is blocked in one of the virtual channels, then flits of alternate messages may still use the other free virtual channels and, ultimately, the physical channel.

WS along with virtual channels has been widely employed in many practical parallel computers, such as Cray T3D [68] and Cray T3E [148]. More recently, it has also been deployed in high speed LANs such as Myrinet switches [16, 49] and suggested for network-on-chip architectures [18, 55, 94]. The functionality of WS and virtual channels will be discussed in more detail in Chapter 2.

Switching methods are often described using time-space diagrams. Figure 1.3 shows such diagrams for (a) packet switching and (b) wormhole switching in a non-blocking scenario. Time is shown in the horizontal axis as cycles (i.e. time to transmit one flit from one router to the next), and space is shown in the vertical axis by listing the channels used to send the message. A flit, represented by a labelled box, is shown in the diagram during the cycle that
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Figure 1.3: Time-space diagrams for a packet consisting of 5 flits for (a) packet switching and (b) wormhole switching. The vertical axis shows space (channels) and the horizontal axis shows time (cycles).

it uses the bandwidth of a specific channel [42]. The Figure illustrates that the choice of a switching method can significantly affects message transmission time. With packet switching, a message is completely transmitted across one channel before transmission across the next channel is started. Contrarily, with WS, messages are pipelined, with each flit being transmitted over the next channel as soon as it arrives.

1.1.3 Routing algorithm

The routing algorithm determines a network path that a message should take to advance from source to destination. A path (or a route) is an ordered set of channels \( P = \{c_1, c_2, c_3, \ldots, c_k\} \) where the output from channel \( c_i \) forms the input to channel \( c_{i+1} \). Messages from the source node form the input to channel \( c_1 \), and the destination node receives the messages as the output of channel \( c_k \). K-ary n-cubes provide many possible paths for routing a message between any two nodes. This introduces the issue of selecting a best route among several alternatives. Routing algorithms can be divided into two classes according to their ability to modify routing paths; deterministic and adaptive [49, 103, 137].

In deterministic routing messages with the same source and destination addresses always take the same network path; intermediate nodes are unable to redirect messages to alternative paths. In adaptive routing, on the other hand, intermediate nodes can take the actual network
conditions, such as the presence of congestions or failures, into account and determine accordingly to which node a message should be sent [137]. Examples of these two types of routing algorithms are discussed in more detail in Chapter 2.

A critical requirement for any routing algorithm is to ensure deadlock freedom. Deadlock is a situation where a set of messages are mutually blocked waiting for network resources to be released by each other, and consequently no message can advance any further [33, 49, 137]. Deadlock can typically occur in a network where cyclic dependencies could be formed [46]. Figure 1.4 shows such a case, where each of the four messages $M_1$, $M_2$, $M_3$, and $M_4$ holds a buffer required by another message and waits for the buffer in the next node in a circular fashion. Many routing algorithms have been proposed to prevent deadlock in wormhole-switched networks by incorporating routing restrictions and virtual channel allocations to avoid cyclic dependencies [20, 42, 46, 49].

### 1.1.4 Implementation constraints

When wormhole switching is used, messages are divided into fixed size flow control units known as flits. The flit is often composed of one or more phits, each of which is equal to the channel width $C_w$. Each phit takes one cycle to be transmitted from one router to the next. The topology and implementation technology forces some limitations on the channel width.
which in turn affects the overall network performance [42, 49]. One such constraint is the bisection width which is the minimum number of wires that must be cut when the network is divided into two equal sets of nodes [42, 49]. The bisection width constraint is usually used to quantify the available wiring area of a given implementation. For example, in a 2D torus with $N=k^2$ nodes, if the network is divided into two equal sets then there will be a $2kC_w$ wires crossing the bisection where $C_w$ is the channel width. A second implementation constraint on the channel width is the number of I/O pins available per router through which data must travel [5, 42, 49]. Figure 1.5 illustrates the bisection width and the pin-out constraints when implementing a 2D torus.

Constant bisection width [35, 42] and constant pin-out [2, 5] channel bandwidth constraints have been used by several researchers to analyse the performance merits of competing network topologies. Without such constraints, one cannot evaluate a topology or perform a fair comparison between different topologies [42].

It has been shown in [143] that when the network is implemented on a single VLSI chip, the wiring density of the network determines the overall system cost and performance. In [35], Dally has chosen constant bisection width as a bandwidth constraint when evaluating the
performance of different $k$-ary $n$-cube configurations. On the other hand, Abraham and Padmanabhan [2] and Agarwal [5] have argued that the wiring density constraint is applicable only when the entire network is implemented in a single VLSI chip, and thus it is not applicable to the situation where the network has to be partitioned over many chips. They have identified that the bandwidth constraint is imposed by the chip’s I/O pins. The studies in [2, 5] analysed the performance of $k$-ary $n$-cubes under the pin-out constraint and reached different conclusions from those reported in [35]. Nevertheless, these studies have demonstrated that the network performance is highly dependent on the implementation constraint [92]. Having said the above, other design factors (switching method, routing algorithm, virtual channels, router complexity ...) also greatly influence network performance. All of these factors and implementation constraints have been considered when conducting the performance comparisons reported in this research.

1.2. Performance evaluation

Today's computers, and communication systems, are more complex, more rapidly evolving and more essential to the conduct of science, engineering and business than those of even a few years ago. The performance of the interconnection networks employed in these systems has become a key factor in the overall application and system performance. This will increasingly be the case as applications become more complex with high computation and communication requirements [43]. Hence there is always an increasing demand for tools that assist in understanding the behaviour and evaluating the performance of interconnection networks.

Analytical models, simulations and measurements all play roles in performance evaluation [51, 79, 90]. Analytical and simulation models are used to provide approximate performance measures with a minimum amount of effort and cost [42]. For instance, analytical models allow an entire family of networks with varying parameters to be evaluated at once by
deriving a set of equations that predicts the performance and gives insight into how different factors affect the performance of the entire family. Once a network is constructed (or at least prototyped) it can be instrumented and measurements can be taken for different configurations. Of course at this point, If it is not an experimental setup (i.e. the system is up and running), it is difficult, time consuming, and expensive to make changes if performance problems are encountered [42].

Simulations can be thought of as computer programs that mimic the operations of a system [95]. They are an invaluable tool in situations where developing analytical models to capture the performance measures is too complex due to the large number of factors affecting the performance. However, simulation is a double-edged sword. While it can mimic complex network designs, simulators can themselves be extremely complex, costly and time consuming [42]. Difficulties with simulations include the laborious effort often required to develop the program code in addition to the large amount of computation time and resources that are required to run the simulation [51, 79, 90]. Each simulation run can take considerable time and evaluates only a single network configuration, traffic pattern and load point. Another problem with simulation experiments is the difficulty in reproducing the published results for further comparisons and validations as researchers tend not to provide sufficient information about their simulation environments [9, 83].

An analytical model is an abstraction of a system: an attempt to distil from the mass of details that are in the system itself, exactly those aspects that are essential to the system's behaviour and performance. Once a model has been defined through this abstraction process, it can be parameterised to reflect any of the alternative cases under study [42]. It is then used to capture the crucial features of the system, display underlying trends, yield insights into the system performance and often provides a great reduction in the time and cost required for such investigations [51, 79, 90]. Therefore, analytical modelling is a viable and cost-effective alternative to simulation for investigating system performance. In particular, it can
be used to obtain performance results for large-scale systems, which may be infeasible to analyse through simulations due to the excessive computational demands. Moreover, analytical models can operate alongside simulations where, for example, the latter is used to verify results from the former. Analytical modelling based on queuing and probability theory has been a practical approach to the performance modelling and evaluation of computer and communication systems [76, 108]. Here a system is represented as a network of queues, whose performance measures, such as delay and throughput, are evaluated analytically [76, 108].

Beside the complexity involved in developing the analytical model, a drawback of analytical performance modelling, and also simulations, is that it usually involves making a number of approximations and assumptions that may affect the accuracy of the results. Hence, the validity of these models must be demonstrated before they can be used to analyse the performance. Validation is the process of checking the accuracy of a performance model against known good data. For example, if we have data collected from an actual network, we can validate a simulation model or an analytical model using this data by generating the same numbers via simulations and analytical models. If the numbers match, we have high confidence that the model accurately predicts the performance of the studied network and it is likely that the models will also accurately handle similar networks under similar operating conditions [42]. If we have high confidence in a simulation model, we can validate the analytical model against simulations [42, 51] (this approach is used to validate the models developed in this research).

1.3. Related work

Within the area of interconnection networks, this study is related to the work on analytical performance modelling and evaluation of wormhole-switched interconnection networks. More specifically, it focuses on modelling the effects on network performance of multiple
virtual channels and finite buffers at intermediate routers. This section will shed some light on existing analytical models that have been developed for wormhole-switched networks. Work related to the performance comparisons of \( k \)-ary \( n \)-cubes under different operating condition will be discussed in detail in Chapter 6.

In [35], Dally has devised the first analytical model for calculating the average message latency in a unidirectional \( k \)-ary \( n \)-cube. He has assumed a wormhole-switched network without virtual channels and deterministic routing. The accuracy of the model degrades significantly when applied to networks with high traffic as it does not take into account the blocking behaviour in the network.

Draper and Gosh [45] presented an accurate model for unidirectional \( k \)-ary \( n \)-cubes using wormhole switching and deterministic routing. However, this study has not considered the effects of employing multiple virtual channels. It is worth mentioning that the authors have also proposed an approximation to estimate the variance of the service time distribution. This approximation significantly eases the derivation of analytical models that need to use the variance of the service time. Similarly, Adve and Vernon [4] have proposed a model for \( k \)-ary \( n \)-cubes employing virtual cut-through and wormhole switching techniques without the use of virtual channels. Their study considers deterministic routing and can model traffic with any arbitrary source-destination distribution.

Ciciani et al [28] have introduced a model for wormhole switched 3D torus (i.e. \( k \)-ary 3-cube) with deterministic routing. Like previous studies, this study has not considered the effects of multiple virtual channels. Another model has been proposed by Greenberg and Guan [60] for the 2D mesh. This model employs wormhole switching and deterministic routing but loses accuracy when approaching heavy traffic loads.

In [73], Kim and Das have introduced an analytical model for hypercubes using wormhole and virtual cut-through switching without virtual channels. Their model considers
deterministic and random routing algorithms. The model takes account of the blocking effect and displays good accuracy. Another model for hypercubes has been proposed by Hady and Menezes [62] using wormhole switching and deterministic routing. Results obtained from simulation experiments show close agreement to those predicted by the model.

Note that all the above mentioned models have considered only deterministic routing and employ no virtual channels. The first attempt to model adaptive routing has been done by Boura et al [22]. They have proposed a model for wormhole-switched hypercubes employing virtual channels and adaptive routing. The model is fairly accurate for all traffic loads. Loucif et al in [93] and Ould-Khaoua in [111] have introduced analytical modes for unidirectional $k$-ary $n$-cubes. Their models have considered wormhole switching with virtual channels, and adaptive routing.

Sarbazi-Azad et al [126] have presented an analytical model for $k$-ary $n$-cube considering wormhole switching with multiple virtual channels and adaptive routing algorithms. In addition to modelling uniform traffic, the authors have also considered important non-uniform traffic patterns such as hot-spot traffic [127], matrix-transpose traffic [129] and digit-reversal traffic [128]. More recently, Min and Ould-Khaoua [102] have developed an analytical model for wormhole-switched interconnection networks that employ adaptive routing algorithms and self-similar traffic.

All of the above models have used deadlock-free routing algorithms (either deterministic or adaptive). In [69, 70, 71], Khonsari et al have devised new analytical models for some deadlock-recovery routing algorithms. Deadlock recovery routing allows the deadlock to occur and tries to recover from the deadlock situation. Models for compressionless routing [74], software-based routing [97], and Disha routing [12], have been presented and results show close agreement with those obtained from simulation experiments.
It is worth mentioning that almost all of the above proposed models have assumed single flit buffers per network channel. Hu and Kleinrock [66] have proposed a model, based on M/G/1/K queuing system, for wormhole-switched networks employing finite buffers (i.e. releasing the single buffer constraint). The authors have assumed deterministic routing and no virtual channels. Their model has been developed for irregular topologies used in local area networks and hence assumes large buffer requirements due to relatively high propagation delays in such networks [16, 75]. The model accuracy degrades for small buffer sizes (i.e. less than the message size) that are usually found in multicomputer networks. Beside its high complexity, the model by Hu and Kleinrock [66] cannot be directly applied to the interconnection networks used in multicomputers due to the substantial topological differences and buffer requirements in these two types of interconnects.

Kouvatsos et al [81, 82] have proposed analytical models for hypercube and torus networks with finite buffers. In these models, the authors have used the same approach suggested in [66] but have relaxed the Poisson arrival assumption. Like the model in [66], these models assume deterministic routing and do not consider the effects of multiple virtual channels.

Nevertheless, it should be mentioned that there have been a few studies that attempted to model finite buffers in Multistage Interconnection Networks (see for example [64, 104, 149]). These models cannot directly be extended to k-ary n-cube networks (e.g., torus or hypercube) due to the inherently different topological properties and switching methods used in these two types of interconnects.

In [36], Dally has studied the performance of networks with multiple virtual channels using both analytical and simulation methods. He has presented a method based on a Markov chain to calculate the probability of busy virtual channels per physical channel. His method has been used in many performance studies (see for example: [22, 71, 93, 102, 111, 126, 127]) that have considered the effects of virtual channel multiplexing on network performance.
Table 1.1: A summary of the main features of some recent parallel computers listed in a chronological order

<table>
<thead>
<tr>
<th>System</th>
<th>Year of introduction</th>
<th>Max. No. of nodes</th>
<th>Topology</th>
<th>No. of VC</th>
<th>Buffer</th>
<th>Routing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cray XT3 [147]</td>
<td>2004</td>
<td>32K</td>
<td>3D torus</td>
<td>4</td>
<td>Cray SeaStar *</td>
<td>Adaptive</td>
</tr>
<tr>
<td>IBM Blue Gene/L [3]</td>
<td>2004</td>
<td>65536</td>
<td>3D torus</td>
<td>5</td>
<td>1KB/VC</td>
<td>Adaptive and Deterministic</td>
</tr>
<tr>
<td>Cray X1 [110, 140]</td>
<td>2003</td>
<td>4096</td>
<td>2D torus</td>
<td>4</td>
<td>Cray SeaStar *</td>
<td>Adaptive</td>
</tr>
<tr>
<td>Alpha 21364 [105]</td>
<td>2001</td>
<td>128</td>
<td>2D torus</td>
<td>3</td>
<td>20 KB</td>
<td>Adaptive</td>
</tr>
<tr>
<td>SGI Origin [42, 53]</td>
<td>1997</td>
<td>512</td>
<td>Hypercube</td>
<td>4</td>
<td>SGI Spider *</td>
<td>Deterministic</td>
</tr>
<tr>
<td>Cray T3E [133]</td>
<td>1995</td>
<td>2048</td>
<td>3D torus</td>
<td>5</td>
<td>22 and 12 flits</td>
<td>Adaptive</td>
</tr>
<tr>
<td>Cray T3D [68]</td>
<td>1993</td>
<td>2048</td>
<td>3D torus</td>
<td>4</td>
<td>1 flit</td>
<td>Deterministic</td>
</tr>
<tr>
<td>J-machine [42, 109]</td>
<td>1991</td>
<td>1024</td>
<td>3D mesh</td>
<td>1</td>
<td>1 flit</td>
<td>deterministic</td>
</tr>
</tbody>
</table>

1.4. Motivations

Most recent multicomputers and high speed switches such as the IBM Blue Gene/L [3], Alpha21364 router [105], J-machine [109], Cray XT3 [147], Cray T3D [68], Cray T3E [133], Cray X1 [110, 140] and SGI Origin [53] as well as many recent proposed on-chip networks [86, 87, 116, 142] have used k-ary n-cubes as their underlying topology. Wormhole switching, along with virtual channels [42, 49], is advantageous over other switching methods, like packet switching, as it is less sensitive to the message distance [49]. Also, due to its low buffer requirement, it promotes compact and faster router design, an especially significant factor in both networks for multicomputers, where routers must be kept simple and fast, and on-chip networks for system-on-chip architectures, where routers should not consume large fraction of the silicon area [18, 55, 116]. Table 1.1 summarises the main features of some recent practical and experimental parallel computers.

In order to harness fully the computational power offered by parallel computers, it is essential that the performance and behaviour of their underlying interconnection network be deeply and thoroughly investigated. As mentioned earlier, one approach to conduct such a performance investigation is to develop accurate, efficient, and realistic analytical models.

*Cray SeaStar and SGI Spider are communication and routing chips used in these parallel computers. There is no buffer space dedicated to each channel but channels use a shared memory (384K) to buffer messages according to different allocation algorithms [42, 53, 110, 140, 147].*
Analytical models are especially of great importance in analysis of large-scale systems, which may be infeasible to simulate due to excessive computational demands. Many analytical models (for instance [22, 28, 35, 45, 60, 62, 66, 70, 71, 73, 81, 82, 93, 102, 111, 127, 129]) have been suggested in the literature over the past years in order to assess the performance of interconnection networks under different assumptions and configurations. Table 1.2 lists the main characteristics of the analytical models related to this research.

It has been shown in existing research studies [36, 119, 130, 134, 146] that adding virtual channels noticeably improves the performance of wormhole-switched interconnection networks. This has encouraged the adoption of virtual channels in practical systems, for example, the IBM Blue Gene/L [3] and the Cray T3E [10] uses five virtual channels per physical channel and Cray T3D [68], XT3 [147] and X1 [110] uses four virtual channels per physical channel. Hence, it is of significant importance for any analytical model to accurately capture the performance impact of using multiple virtual channels.

Almost all of the analytical models (for example [22, 69, 82, 93, 102, 111, 126]) that have been developed so far have used the method proposed by Dally in [36] to calculate the probability of the number of busy virtual channels per physical channel (see column 5 of Table 1.1). This method is based on a Markov chain and although it is useful in some cases, for example under light traffic, it loses its accuracy as network traffic increases. Due to the blocking nature of wormhole switching, as the traffic increases, blocked messages at subsequent channels may interrupt the transmission of other messages, resulting in the Markovian assumption being no longer valid. This is reflected in a degradation of accuracy that can be noticed in the reported results of the models that have used this method to capture the effects of virtual channels under moderate and high traffic conditions (see for example [22, 69, 82, 93, 102, 111, 126]). This observation combined with the importance of dealing with virtual channels in modelling the performance of interconnection networks has motivated this study to reinvestigate the occupancy probabilities of busy virtual channels.
### Table 1.2: Previous analytical models that have been suggested to assess the performance of wormhole-switched interconnection networks

<table>
<thead>
<tr>
<th>Model</th>
<th>Year</th>
<th>Routing Algorithm</th>
<th>Traffic</th>
<th>VC model</th>
<th>Buffers model</th>
<th>Topology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dally</td>
<td>1990</td>
<td>Deterministic</td>
<td>Uniform</td>
<td>No</td>
<td>Single flit</td>
<td>k-ary n-cube</td>
</tr>
<tr>
<td>Draper and Gosh</td>
<td>1994</td>
<td>Deterministic</td>
<td>Uniform</td>
<td>No</td>
<td>Single flit</td>
<td>k-ary n-cube</td>
</tr>
<tr>
<td>Adve and Vernon</td>
<td>1994</td>
<td>Deterministic</td>
<td>Any source-destination distribution</td>
<td>No</td>
<td>Single flit + Infinite</td>
<td>k-ary n-cube</td>
</tr>
<tr>
<td>Kim and Das</td>
<td>1994</td>
<td>Deterministic</td>
<td>Uniform</td>
<td>No</td>
<td>Single flit</td>
<td>Hypercube</td>
</tr>
<tr>
<td>Boura and Das</td>
<td>1994</td>
<td>Adaptive</td>
<td>Uniform</td>
<td>Dally</td>
<td>Single flit</td>
<td>Hypercube</td>
</tr>
<tr>
<td>Hady and Menezes</td>
<td>1995</td>
<td>Deterministic</td>
<td>Uniform</td>
<td>No</td>
<td>Single flit</td>
<td>Hypercube</td>
</tr>
<tr>
<td>Ciciani et al</td>
<td>1997</td>
<td>Deterministic</td>
<td>Uniform</td>
<td>No</td>
<td>Single flit</td>
<td>Asymmetric 3D Torus</td>
</tr>
<tr>
<td>Greenberg and Guan</td>
<td>1997</td>
<td>Deterministic</td>
<td>Uniform</td>
<td>No</td>
<td>Single flit</td>
<td>2D Mesh</td>
</tr>
<tr>
<td>Hu and Kleinrock</td>
<td>1997</td>
<td>Deterministic</td>
<td>Uniform</td>
<td>No</td>
<td>Finite</td>
<td>Irregular</td>
</tr>
<tr>
<td>Ould-Khaoua</td>
<td>1999</td>
<td>Adaptive</td>
<td>Uniform</td>
<td>Dally</td>
<td>Single flit</td>
<td>k-ary n-cube</td>
</tr>
<tr>
<td>Sarbazi-Azad et al</td>
<td>2001</td>
<td>Adaptive</td>
<td>Uniform and Non-uniform</td>
<td>Dally</td>
<td>Single flit</td>
<td>k-ary n-cube</td>
</tr>
<tr>
<td>Kouvatsos et al</td>
<td>2003</td>
<td>Deterministic</td>
<td>Uniform</td>
<td>No</td>
<td>Finite</td>
<td>k-ary n-cube</td>
</tr>
<tr>
<td>Min et al</td>
<td>2004</td>
<td>Adaptive</td>
<td>Self-similar</td>
<td>Dally</td>
<td>Single flit</td>
<td>k-ary n-cube</td>
</tr>
<tr>
<td>Khonsari et al</td>
<td>2004</td>
<td>Deadlock avoidance</td>
<td>Uniform</td>
<td>Dally</td>
<td>Single flit</td>
<td>k-ary n-cube</td>
</tr>
<tr>
<td>Alzeidi (our aim)</td>
<td>2007</td>
<td>Adaptive and Deterministic</td>
<td>Uniform</td>
<td>General</td>
<td>Finite</td>
<td>k-ary n-cube</td>
</tr>
</tbody>
</table>
Although pure wormhole switching requires single-flit buffers, most practical systems have deployed deep finite buffers that hold more than one flit, to reduce performance degradation in the presence of high message blocking [3, 42, 49, 105, 133, 147]. Nevertheless, Table 1.1 (column 6) reveals that almost all of the proposed analytical models have assumed single flit buffers at intermediate nodes. This is a simplifying assumption that has been invoked to ease the derivation of the analytical models and to make them tractable and simple to calculate.

It has been pointed out in the previous section that the studies in [66, 81, 82] have proposed analytical models for networks where the single-flit buffers constraint is relaxed. These studies have been carried out for deterministic routing and have not considered the effects of multiple virtual channels. Although deterministic routing algorithms are simpler to implement [42, 49], they can not exploit network channels efficiently since messages cannot use alternative paths to avoid congested channels and thus reduce message communication latency. Adaptive routing overcomes this limitation by enabling messages to explore all the available paths between source and destination nodes. Several recent machines have used adaptive routing including Cray T3E [133], IBM Blue Gene/L [3] and Alpha 21364 [105]. Moreover, for the sake of comparison with deterministic routing, it is necessary to develop analytical models to capture the effects of finite buffers on the performance of adaptive routing. Motivated by the above observations, this research proposes original analytical models for k-ary n-cubes that employ adaptive (and deterministic) routing and combine wormhole switching, multiple virtual channels and finite buffers (i.e. >1 flit).

Owning to the new analytical models developed below, that can capture the effects of finite buffers, this dissertation is the first to compare analytically the relative performance merits of k-ary n-cubes under different implementation constraints, operating conditions and routing algorithms in the presence of finite size buffers. In addition to its new insights and the conclusions reached, this study also acts as a proof for the usefulness of the newly developed models in studying the performance characteristics of interconnection networks.
1.5. Thesis statement

Most existing analytical models of wormhole-switched networks have partially relied on some simplifying and restrictive assumptions, notably the single-flit buffers constraint and the exponential service time for message transmission. The aims of this research have been driven by the motivations discussed in the above section and can be summarised into the following thesis statement. In this research, I assert that:

T1: The inherent blocking mechanism of wormhole switching creates blocking dependencies along the message path. Therefore, assuming an exponential service time distribution for message transmissions may generate inaccurate performance predictions, especially when the network operates in moderate and high traffic conditions. If this assumption is relaxed by adopting a general service time distribution using an M/G/1 queuing system, modelling the virtual channels occupancy probabilities as the number of customers in such a queue enables more accurate predictions of network performance.

T2: The single-flit buffers constraint, used in many network modelling studies, makes the existing models inadequate for assessing the network performance in the presence of deeper buffers. This constraint can be released by exploiting results from probability and queuing theory. As a result, new analytical models can be developed to capture the effects on the performance of deploying finite buffers.

T3: The modelling approaches, mentioned in T1 and T2, are versatile and cost effective tools that can be used to study, more realistically, the performance behaviour of k-ary n-cubes. To this end, they can be used to explore the relative performance merits of different topologies in the presence of finite buffers and under different implementation constraints. The models also allow for an extensive analytical investigation of different buffer arrangements into virtual channels and the performance of adaptive and deterministic routing algorithms under various operating conditions and system sizes.
1.6. Summary of the contributions

The first part of this dissertation proposes a new method to model the effects of virtual channels in wormhole switched networks. The method is based on an M/G/1 queuing system as opposed to the Markov chain proposed in [36]. More specifically this work models the probability of busy virtual channels as the probability of the number of customers in the queue. These probabilities are computed by inverting the \textit{z-transform} of the number of customers in the queue. The number of arrivals at this queue is the average number of messages received by each physical channel, while the service time is equal to the channel holding time, the period from the moment a message is granted access to the physical channel till the last flit of that message is successfully transmitted. It is assumed that this service time follows a general distribution and is expressed in terms of its \textit{Laplace transform}. It is this general service time that allows easy customisation of the model to fit different traffic conditions by assuming different service time distributions.

It should be mentioned that whenever the service time is known then different methods can be used to invert the \textit{z-transform} and hence calculate the probability of busy virtual channels. However, when only the first two moments of the service time distribution are known, a two \textit{moment-matching} to approximate the service time distribution is presented. Moreover, to demonstrate the customisability and the generality of the new method, it is shown that Dally’s method can be deduced from it as a special case when the service time is exponentially distributed. The validity and the accuracy of the new general method are demonstrated by deploying it in an existing analytical latency model originally based on Dally’s method [36] and comparing the results to an event-driven simulator.

The second part of this dissertation proposes the first analytical model to capture the effects of finite buffers on the performance of deterministic as well as adaptive routing algorithms and on scenarios where multiple virtual channels are used per physical channel. Beside its simplicity and superior accuracy, this model is the first that considers adaptive routing and
multiple virtual channels and can handle small buffer sizes (i.e. bigger than 1 flit and smaller than the message length) found in wormhole-switched networks.

Finite buffering complicates the model development into two ways. First, the previously used assumption that a message spans from the source to the destination is no longer valid. Messages may now occupy only a fraction of the channels along their paths due to the available buffer space. The proposed model tackles this challenge by defining and calculating the effective number of channels as a function of the network topology, message size and buffer size. Secondly, when routers are equipped with finite buffers, in addition to blocking due to contention over the virtual channels, a message may also be blocked inside a buffer due to there being insufficient space to accommodate it entirely. The new model determines these two types of blocking separately, which allows the handling of arbitrary message lengths and buffer sizes. The analytical model is validated by means of simulations and the results reveal that it exhibits a good degree of accuracy for various network configurations.

Building on the analytical models developed, the last part of this research work is devoted to studying and analysing the performance of interconnection networks with finite buffers and multiple virtual channels. The models are first used to compare various k-ary n-cube topologies under different implementation constraints when finite buffers are employed. Then the first comprehensive analytical study of the effects of the arrangement of virtual channels is conducted, i.e. given a finite amount of buffer per physical channel, the study attempts to determine the optimal arrangement of the virtual channels either as deep or parallel buffers. Moreover, the new models are used to assess analytically the performance of adaptive and deterministic routing when finite buffers and multiple virtual channels are deployed in the network. Extensive experiments have been conducted for a varying number of network parameters to analyse comprehensively the network performance. It is important to mention that, although some of these issues have already been tackled through simulation
in the past, the present studies are comprehensive and cover a wider spectrum of the network parameters using the new analytical models developed in this research.

1.7. Outline of the dissertation

The rest of this dissertation is organised as follows. Chapter 2 provides some preliminary background information that is necessary for a clear understanding of the analytical models and performance studies presented in the subsequent chapters. To be more specific, the chapter elaborates more on the torus network and its router structure. It then explains the functionality of wormhole switching and the role of virtual channels. Finally, two types of routing algorithms are discussed, namely the dimension-order routing, as an example of deterministic routing algorithms, and the Duato's adaptive routing, as an example of adaptive routing algorithms.

Chapter 3 is devoted to the development and derivation of a new general method to capture the effects of virtual channels on the performance of wormhole-switched networks.

Chapter 4 presents an original analytical model that captures the effect of finite buffers in wormhole-switched $k$-ary $n$-cubes with multiple virtual channels. The model is derived for the deterministic dimension order routing algorithm.

Chapter 5 presents a second new model for finite buffers based on Duato's adaptive routing algorithm. All the models presented in Chapters 3, 4, and 5 are validated through simulation experiments.

Chapter 6 analyses the performance of interconnection networks under different working conditions when finite buffers and virtual channels are used. This chapter address three issues. First, it compares different $k$-ary $n$-cube topologies under different implementation constraints when finite size buffers are employed. Second, it presents a comprehensive performance study of the optimal arrangement of finite buffers in deep or parallel virtual
channels. Finally, it analyses the effects of multiple virtual channels and finite size buffers on the performance of adaptive and deterministic routing.

Chapter 7 concludes this dissertation by summarising the main results made in this research and then outlines some potential directions for future work.
Chapter 2

Preliminaries

This chapter will provide in more detail some preliminary background information that is necessary for a clear understanding of the development of the new analytical models which form the core of this dissertation. First, the structure of the torus network and its router are outlined. Then, the operations of wormhole switching and virtual channels are presented. Finally, dimension-order routing (as an example of deterministic routing) and Duato’s adaptive routing (as an example of adaptive routing) algorithms are discussed.

2.1 The torus network

The torus network, as a member of $k$-ary $n$-cube networks, packs $N=k^n$ nodes in a regular $n$-dimensional grid with $k$ nodes in each dimension. Being a direct network, each node in the torus serves simultaneously as an input terminal (i.e., that can generate messages), an output terminal (i.e., that can consume messages) and a switching node (i.e. that can forward messages to other nodes) of the network.

Nodes in the $k$-ary $n$-cube can be identified by an $n$-digit radix-$k$ address $(a_1, a_2, \ldots, a_n)$, where the $i^{th}$ digit of the address vector, $a_i$, represents the node position in the $i^{th}$ dimension. Each node is connected to all other nodes that differ by $\pm 1 (\text{mod } k)$ in exactly one address digit [42, 49]. Formally, node $A$ with address $(a_1, a_2, \ldots, a_n)$ and node $B$ with address $(b_1, b_2, \ldots, b_n)$ are connected if and only if there exists $i$ ($1 \leq i \leq n$), such that $a_i = (b_i \pm 1) \text{mod } k$ and $a_j = b_j$ for $(1 \leq j \leq n)$ and $i \neq j$. The “modulo” operator is used to
account for the *wrap-around* connections between the nodes at both edges of each dimension. A $k$-ary $n$-mesh [42, 49], however, is simply a torus without the wrap-around connections. Figure 2.1 shows an example of a $4$-ary $2$-cube (torus) and a $4$-ary $2$-mesh.

The torus may be *unidirectional* with channels in only one direction (from $a_i$ to $a_{i+1}$) in each dimension, or *bidirectional* with channels in both directions between connected nodes [42, 49, 56]. The average and the maximum number of hops that a message may traverse along one dimension and across the network, in the bidirectional torus, are lower than their unidirectional counterparts. Moreover, messages in the bidirectional torus can take advantage of the greater *path diversity* due to the fact that messages can traverse both negative and positive directions of the network dimensions. Path diversity describes the number of available paths between any pair of nodes. It is a desirable property as it adds to the robustness of the network by balancing load over channels and allowing the network to tolerate faulty channels and nodes. This dissertation focuses on the bidirectional torus and the terms “torus” and “$k$-ary $n$-cube” are used interchangeably to mean the “bidirectional torus” unless otherwise mentioned.
As illustrated in Figure 2.2, each node in the torus consists of a processing element (PE) and a router which are intra-connected through injection and ejection channels. The injection channels are used by the PE to inject messages to the network to be delivered to their destinations while, on the other hand, the ejection channels are used to consume messages, which are addressed to the destination PE, from the network. The router links a node to its neighbouring nodes via $2n$ input and $2n$ output channels, corresponding to two neighbours (one in each direction) in each of the $n$ dimensions. The input and output channels are connected by a crossbar switch, which can connect simultaneously multiple inputs to multiple outputs in the absence of channel contention. Traffic generated by the local PE is placed in a local queue and waits there for transmission [42, 49]. Each physical channel is equipped with a finite amount of buffer space which can be arranged into multiple ($V > 1$) virtual channels\(^1\), each of which has its own flits buffer of size $F > 1$ [36].

\(^1\) Virtual channels are explained in more detail in Section 2.3
2. Preliminaries

2.2 Wormhole switching

The switching method determines when and how switches inside routers are set to connect input to output channels, and the time at which messages are transmitted along output channels to continue their network journey towards their destinations [42, 49]. Dally and Seitz have proposed wormhole switching, which was first implemented on the Torus Routing Chip [39]. In wormhole switching a message is fragmented into elementary units, called flits (each of a few bytes), for transmission and flow control [36, 49] and the buffers are typically large enough to store a few flits of a message. The header (one or more flits that contains routing information) governs the path through the network, and the remaining data flits follow it in a pipelined fashion.

When the header of a message arrives at a node, a routing decision has to be made and an output channel has to be allocated to the message. Rather than waiting for all data flits of the message to arrive fully, the router starts to forward the header and the following data flits as soon as they arrive. If the header is blocked, the data flits stop advancing and remain spread across the channels that they have already acquired. This is because buffers are typically too small to accommodate completely an entire message. The allocated output channel cannot be used by other messages until the last data flit of the previous message has been transmitted fully, and hence flits from different messages cannot be interleaved within the same output channel [42, 49]. Figure 2.3 illustrates a message being transmitted along a path that requires routers R1, R2, R3, and R4. At R4, message A requires an output channel that is already occupied by message B whose path also goes through R4 and R5. Hence, due to small buffers at each node (less than the message size), message A blocks in situ and remain spread over multiple routers, which may lead to blocking other messages.

However, since wormhole switching uses pipelining, it can perform well even in high diameter networks [42, 49, 60, 80, 103] as latency is less sensitive to the message distance than in packet switching methods. Moreover, as the message progresses flit by flit across the
network, each node needs to store only a few flits in the event of messages blocking, minimizing the buffer requirements at each router and enabling the construction of small, compact and fast routers [42, 49, 103]. Wormhole switching has been employed widely in practical networks such as those used, for example, in Cray T3D [68], Cray T3E [133] and Myrinet switches [16]. Recent studies have also suggested it for on-chip networks [55, 94].

A major drawback of wormhole switching arises from the fact that blocked messages continue to occupy channels and buffers, which can therefore freeze up network resources, blocking other messages, and as a consequence increasing the likelihood of deadlock situations in the network. Moreover, it has been shown in previous research studies that the chained blocking property of wormhole switching can limit the network bandwidth to a fraction (20%-50%) of the total available physical network bandwidth [5, 35]. One solution to alleviate this problem is to use virtual channels flow control. Flow control concerns techniques for managing the available network resources, namely buffers and physical channels, and it is very dependent on the switching method in use. Virtual channels flow control has been commonly used in the implementations of wormhole switching [42].
2.3 Virtual channels

Virtual channels were originally suggested to develop deadlock-free routing algorithms in wormhole switched networks [40]. With this approach, instead of having a unique buffer queue associated with each physical channel, the available buffer space is divided into several smaller size parallel queues, and some state information is introduced to enable multiplexing header and data flits from these queues (or virtual channels) into the same physical channel. Hence, each virtual channel is realized by an independently managed pair of flit buffers and associated control logic as illustrated in Figure 2.4. Virtual channels decouple the allocation of buffers from the allocation of physical channels, allowing active messages to bypass blocked messages [36, 49].

Virtual channels overcome the chain blocking problem of wormhole switching by allowing other messages to use the channel bandwidth that would otherwise be left idle when a message blocks, as illustrated in Figure 2.5. The figure shows 4 routers of a 2D torus where message $M_1$ has entered router $R_2$ from the top, acquired channel $C_2$, and then gets blocked. A second message $M_2$ has entered router $R_1$, acquired channel $C_1$, entered router $R_2$ from the left and needs to be routed by $R_3$ via channel $C_3$ to continue its journey towards its destination.
Figure 2.5: Performance improvement using virtual channels: (a) message $M_2$ is blocked behind message $M_1$; (b) virtual channels provide an additional buffer, allowing message $M_2$ to bypass the blocked message $M_1$.

Figure 2.5(a) shows the situation where just a single virtual channel per physical channel is used. In this case, channels $C_2$ and $C_3$ are both idle because message $M_1$ is blocked. Therefore, message $M_2$ is also blocked at router $R_2$ and is unable to acquire channel $C_1$. This is because message $M_1$ holds the buffer in router $R_2$ which is coupled to the physical channel $C_2$. Figure 2.5(b) depicts the addition of virtual channels to the network illustrated in Figure 2.5(a). Each physical channel is split into two virtual channels. Although message $M_1$ remains blocked and holds the upper buffer located in router $R_2$, message $M_2$ can now progress towards its destination because the lower buffer in router $R_2$ is available, allowing it to access the physical channel $C_2$.

Virtual channels dedicated to a physical channel may be organised in a number of different possible ways. Figure 2.6 shows several arrangements of a 12-flit buffer into different
number of virtual channels. The choice of an arrangement differs in terms of performance, hardware requirements and switch complexity [36, 42]. Although it is often observed that increasing the number of virtual channels leads to improvement in network performance, studies have demonstrated that there is an optimal number of virtual channels where the network performance, in term of latency and throughput, is maximised [36, 49].

Multiplexing Virtual channels over a single physical channel involves allocating the channel bandwidth among virtual channels. Several strategies can be used to allocate this resource including first-come-first served, round-robin, random, priority, or deadline scheduling [36]. For the sake of comparison with previous studies [22, 49, 103, 111, 127], this research work assumes a FIFO scheduling strategy for allocating the physical bandwidth among multiple virtual channels.
2.4 Dimension-order routing

Most interconnection networks, including $k$-ary $n$-cubes, provide multiple physical paths between two given nodes. This introduces the problem of choosing a best route between many possible alternatives. Routing is responsible for selecting a path for a message to use to cross from source to destination. Deterministic routing [49, 103] has been employed widely in early practical wormhole-switched networks [6, 21, 68, 89, 109] as it offers a simple way to avoid message deadlock. This is achieved by forcing messages to visit the channels in a strict order.

*Dimension-ordered* routing [40] is a typical example of deterministic routing where messages cross network dimensions in a pre-defined order, reducing to zero the *offset* (i.e. the number of hops that a message needs to traverse from its current node to its destination node) in one dimension before visiting the next. As a result, messages always take the same path between a given pair of nodes. Although this form of routing has the advantage of keeping the router design simple and compact, it cannot take advantage of the high path diversity provided by $k$-ary $n$-cubes.

As mentioned in Section 1.1.3, dealing with deadlock situations is a critical requirement for any routing algorithm. It has been shown in [46, 47] that Deadlock can be prevented by avoiding cyclic dependencies from being formed between the channels of the message path. When a message reserves a channel and later requests the use of another channel, possibly several hops further on, there is a waiting dependency between those channels, and if these dependencies form a cycle then we have a deadlock situation. In other words, messages may hold indefinitely some channels while waiting for other channels that are held by other messages, possibly in other nodes.

Dimension order routing is deadlock free when used in the hypercube as it prevents cyclic dependencies from being formed in this network topology [49]. However, dimension-order
Algorithm: dimension-order routing for the n-dimensional torus.

Input: Current node $C = (c_1, c_2, ..., c_n)$.
Destination node $D = (d_1, d_2, ..., d_n)$.

Output: The channel to route the message through.

begin
  $i = 1$;
  while $c_i = d_i$ do
    $i = i + 1$;
  loop
  if $i > n$ return $Chan_{( rejection)}$
  $dim_{Offset} = |c_i - d_i|$;
  if $c_i > d_i$ then
    if $dim_{Offset} > k/2$ then $dim = i^+$;
    else $dim = i^-$;
  if $c_i < d_i$ then
    if $dim_{Offset} > k/2$ then $dim = i^-$;
    else $dim = i^+$;
  repeat
    $vc = \text{random} (VC_i)$;
    if ($vc$ is free) then return $Chan_{(dm, w)}$
    else $VC_i = VC_i \setminus \{vc\}$;
  until $|VC_i| = 0$;
  if $c_i < d_i$ then $vc = v_1$
  else $vc = v_2$
  if ($vc$ is free) then return $Chan_{(dm, w)}$
  else return $(blocked)$;
end.

Figure 2.7: Dimension order routing algorithm for n-D torus with V virtual channels [40]

Routing does not eliminate cyclic dependencies in other high radix k-ary n-cubes, such as the torus [40, 49]. This is because the wrap-around connections in the torus can result in deadlock conditions as cyclic dependencies can occur within a given dimension. The authors in [40] proposed using an additional virtual channel to transform the cycles into spirals. With this approach, at least two virtual channels are needed to implement a deadlock-free
dimension order routing in the torus. One virtual channel is used by messages that traverse wrap-around connections while the other virtual channel is used for all other messages that do not need to traverse any wrap-around connection.

Although two virtual channels per physical channel are sufficient to guarantee deadlock-free dimension-order routing in the torus, the use of more virtual channels improves network performance by increasing throughput and decreasing message blocking [36, 40]. Figure 2.7 depicts the dimension-order routing algorithm for the n-dimensional torus with V virtual channels where \( V > 2 \). Channels are labelled as \( \text{Chan}_{(\text{dim}, v)} \), where \( \text{dim} \in \{1^+, 1^-, 2^+, 2^-, \ldots, n^+, n^-\} \) is the dimension and \( v \in \{1, 2, \ldots, V\} \) is the virtual channel to be traversed by the message. The algorithm assumes that the message header is at a current node with address \( C = (c_1, c_2, \ldots, c_n) \) and the destination node is at address \( D = (d_1, d_2, \ldots, d_n) \). Using the methodology in [46], virtual channels can be split into two sets: \( V C_1 = (v_3, v_4, \ldots, v_K) \) and \( V C_2 = (v_1, v_2) \). At each routing step in dimension \( i \), a message can choose any of the \((V-2)\) virtual channels from \( V C_1 \). However, if all channels in \( V C_1 \) are busy, the message crosses \( v_i \) if \( c_i < d_i \); otherwise, it crosses \( v_2 \). It has been shown in [125] that this organisation of virtual channels yields the best performance compared to alternative organisations.

### 2.5 Duato's adaptive routing

Adaptive routing algorithms, which enable messages to explore alternative network paths, have been suggested to overcome the performance limitation of deterministic routing [42, 49, 103]. In adaptive routing, messages reaching a given router have typically several alternative channels to choose from, consequently improving the performance by balancing evenly the traffic in the network channels.
In many existing studies (see for example [20, 27, 37, 46, 91]) researchers have exploited the concept of virtual channels for designing deadlock-free adaptive routing algorithms in wormhole-switched networks. These algorithms display tradeoffs between their degree of adaptivity and the number of virtual channels that are required to prevent deadlock situations. Specifically, introducing more virtual channels usually results in a higher degree of adaptivity. However, a high number of virtual channels results in increased hardware complexity, which can have a negative impact on the router speed, causing substantial degradation in network performance.

The high cost of adaptivity has motivated some researchers to develop adaptive routing algorithms that require a moderate number of virtual channels. Amongst these, Duato's algorithm [46] has been studied extensively [22, 49, 103, 111, 127] and adopted widely in practical systems like the IBM Blue Gene/L [3], Cray T3E [133] and the Reliable Router [38]. Duato's routing allows for efficient router implementation as it requires a limited number of virtual channels to ensure deadlock freedom. In this algorithm, the virtual channels divide the network into two separate virtual networks. A message is routed adaptively without any restriction in the first virtual network. If the message is blocked, it switches to using virtual channels in the second virtual network, which is deadlock-free and therefore provides escape routes for messages to break any deadlock that may occur in the first virtual network. A routing sub-function is a restriction of a routing algorithm that supplies these escape channels needed by a deadlock-free adaptive routing algorithm. Such a routing sub-function can itself be deterministic [46].

Figure 2.8 illustrates Duato's adaptive routing algorithm for the $k$-ary $n$-cube ($k>2$). The algorithm requires $V_r(V>2)$, virtual channels per physical channel, which are split into two sets: $VC_1 = \{v_3, v_4, \ldots, v_r\}$ and $VC_2 = \{v_1, v_2\}$. The two virtual channels in $VC_2$ (also called deterministic virtual channels) are used to implement a deadlock-free routing sub-function (i.e. escape routes). The other virtual channels in $VC_1$ (also called adaptive virtual channels),
Algorithm: Adaptive routing for bidirectional $k$-ary $n$-cube

Input: $C = (c_n, c_{n-1}, \ldots, c_1)$ is the address of the current node,
$D = (d_n, d_{n-1}, \ldots, d_1)$ is the address of the destination node.

Output: The channel to route the message through.

begin
  if $D = C$ then return $($ejectionChannel$)$;
  $P = \{ j \mid j \leq n, c_j \neq d_j \}$;
  repeat
    $i = \text{random}(P)$;
    if $(c_i < d_i)$ then
      if $(|c_i - d_i| < k/2)$ then
        $\text{dim} = i^+$;
      else $\text{dim} = i^-$;
    else
      if $(|c_i - d_i| < A/2)$ then
        $\text{dim} = i^-$;
      else $\text{dim} = i^+$;
    endif;
    $V = V_{i^{\text{dim}}}$;
    repeat
      $vc = \text{random}(V)$;
      if $vc$ is free then return $(\text{dim}, vc)$;
      else $V = V - \{vc\}$;
    until $|V| = 0$;
    $P = P - \{i\}$;
  until $|P| = 0$;
  $d = \max \{ i \mid 1 \leq i \leq n, c_i \neq d_i \}$;
  if $(c_d < d_d)$ then
    if $(|c_d - d_d| < k/2)$ then
      $\text{dim} = d^+ ; \text{vc} = 2$;
    else $\text{dim} = d^- ; \text{vc} = 1$;
  else
    if $(|c_d - d_d| < A/2)$ then
      $\text{dim} = d^- ; \text{vc} = 2$;
    else $\text{dim} = d^+ ; \text{vc} = 1$;
  endif;
  if $vc$ at dimension $\text{dim}$ is free then return $(\text{dim}, vc)$;
  else return $(\text{blocked})$;
end.

Figure 2.8: Duato’s adaptive routing for bidirectional $k$-ary $n$-cubes [46]
can be visited adaptively in any order that brings the message closer to its destination. At any routing step, a message firstly checks the adaptive virtual channels (channels in $VC_i$) of the remaining dimensions to be visited. If more than one adaptive virtual channel are available, one of them is chosen randomly to route through. If all virtual channels in $VC_i$ are busy, the message is routed through the deterministic virtual channels (channels in $VC_2$) of the lowest (or alternatively highest) dimension to be visited. If the deterministic virtual channel is also busy, then the message is blocked and waits for that virtual channel to become free.

When $k = 2$, the $k$-ary $n$-cube network collapses to the well-known hypercube. According to Duato's methodology [46], the virtual channels are divided into two sets: $VC_2 = \{v_1\}$ and $VC_1 = \{v_2, v_3, v_4, \ldots, v_r\}$ when designing adaptive routing for the hypercube. This is because only one virtual channel is needed to implement a deadlock-free deterministic routing sub-function for the hypercube [49]. As described earlier, the remaining virtual channels in $VC_1$ are used adaptively by messages to get closer to their destinations. If all adaptive virtual channels are busy, then the message is routed through the deterministic virtual channel.

### 2.6 Summary

While Chapter 1 has provided the context and the motivation behind undertaking this research work, this chapter completes the presentation of the background information that is necessary for a clear understanding of the analytical models and comparisons presented in the subsequent chapters of this dissertation. The torus network and its router structure have been introduced. Then, the operation of wormhole switching and virtual channels has been presented. Finally, dimension-order and Duato’s routing algorithms have been described.

It has been pointed out that virtual channels influence the performance of both deterministic and adaptive routing algorithms. In an attempt to capture accurately the effects of virtual channels on the network performance, Chapter 3 proposes a new method for virtual channels
occupancy probabilities, based on an M/G/1 queue. The new method can be customised for
different traffic conditions and its accuracy has been demonstrated by comparing its
predictions against those obtained from an event-driven simulator.
Chapter 3

A New Performance Model for Wormhole-Switched $k$-Ary $n$-Cubes with Virtual Channels

3.1 Introduction

Dividing a physical channel into several virtual channels has been introduced to (a) design adaptive deadlock-free routing algorithms, (b) overcome the chain blocking problem encountered in wormhole-switched networks, and consequently (c) improve the overall performance of the network [36, 40, 42, 49]. Previous studies (for example [36, 40, 119, 130, 146]) have revealed that adding virtual channels reduces greatly the blocking delay and thus improves considerably the performance of wormhole-switched networks. As a result, capturing accurately the effects of virtual channels on network performance is a crucial step towards the development of realistic analytical models for wormhole-switched networks.

A number of research studies [22, 71, 93, 102, 111, 126, 127] have proposed analytical models in order to assess the performance of interconnection networks that employ virtual channels. Most of these models have relied on a method proposed by Dally in [36] for capturing the effects of virtual channels on network performance. Dally has modelled virtual channels using a Markov chain. Although his method exhibits good accuracy under light traffic conditions, it loses accuracy as traffic increases. This is mainly because the Markovian assumption does not hold for moderate and heavy traffic conditions due to the blocking nature of the flow control mechanism used in wormhole-switched networks [7].
This chapter develops an analytical model for wormhole-switched $k$-ary $n$-cubes with virtual channels. The proposed model is based on a new method for calculating the probability of busy virtual channels in order to capture the effects, on network performance, of virtual channels. In this new approach, the virtual channels are modelled as the customers in an M/G/1 queuing system. The probability of busy virtual channels is then computed by inverting the z-transform of the number of customers in the queue, where $v$ busy virtual channels correspond to $v$ customers in the queue.

One of the main advantages of this virtual channels model is its ability to be customised and adapted to different traffic conditions by using different service time distributions for the M/G/1 queue. Owing to its generality, Dally's method is shown to be a special case of the proposed method, when the message service time is exponentially distributed. The new model exhibits a good degree of accuracy under light, moderate and heavy traffic conditions. As a further validation step, it is demonstrated that the predictions made by the analytical model, based on the new method, match more closely the results obtained through simulations, compared to the model that uses Dally's method. The new M/G/1 model of virtual channels can be integrated easily into any analytical performance model for wormhole-switched networks that employ multiple virtual channels. This is because, it calculates the probability of busy virtual channels while making no assumptions about other parameters considered in the analytical model.

Several researchers have proposed analytical models to estimate the average message latency in $k$-ary $n$-cubes. In [111], Ould-Khaoua proposed a model for Duato's [46] adaptive routing and used Dally's method [36] to model the virtual channels. The model in [111] is simple to implement and has been shown to exhibit a good degree of accuracy under light traffic. For the sake of the present discussion, the new model of virtual channels will be incorporated (instead of Dally's) in Ould-Khaoua's model, which is summarised in Appendix A1. The interested reader is further referred to [111] for a more detailed derivation of the model.
The rest of this chapter is organised as follows. Section 3.2 provides the assumptions used in the analysis. Section 3.3 describes briefly Dally’s model of virtual channels and then presents a new model for virtual channels. Section 3.4 derives Dally’s method as a special case of the new method whereas Section 3.5 presents a two-moment matching approximation for the service time distribution. Section 3.6 validates the proposed method using simulation and compares it against Dally’s method. Finally, Section 3.7 concludes the chapter.

### 3.2 Assumptions

The model uses the following assumptions that have been accepted widely in the literature [2, 5, 22, 35, 45, 62, 71, 93, 102, 111, 126, 127].

- **a)** Nodes generate traffic independently of each other and according to a Poisson process with a mean rate of $\lambda_g$ messages per cycle.

- **b)** The message length is $M$ flits, each of which requires one cycle to be transmitted from one router to the next.

- **c)** The mean message service time is $\bar{S}$ cycles and consists usually of the message transmission time, routing delay and blocking delay. The calculation of $\bar{S}$ depends on the network topology, traffic pattern and routing algorithm.

- **d)** The message arrival at a physical channel is approximated by an independent Poisson process with a mean rate of $\lambda_c$. This approximation has often been adopted in store-and-forward networks. However, previous studies [22, 65, 111] have shown that it still can be used to model message arrivals in wormhole-switched networks.

- **e)** $V (V > 2)$ virtual channel are used per physical channel and are organised, according to Duato’s adaptive routing algorithm [46], into two sets; set $VC_1$ contains $(V-2)$ virtual channels, which are crossed adaptively, and set $VC_2$ contains
two virtual channels, which are crossed deterministically. Detailed description of Duato’s adaptive routing has been presented in Chapter 2.

In what follows, the probability of \( v \) busy virtual channels per physical channel, as calculated by Dally in [36], is referred to as \( \{ P_{\text{Daily}}^v ; 0 \leq v \leq V \} \). Similarly let \( \{ P_{\text{New}}^v ; 0 \leq v \leq V \} \) represents this probability, as computed using the new method. Also, the probability of \( i \) customers in an M/G/1 queue (including the one being serviced) at arbitrary time is referred to as \( \{ \pi_i^{M/G/1} ; i = 0, 1, 2, \ldots \} \).

3.3 The virtual channels model

Due to the blocking nature of wormhole switching, as traffic increase, blocked messages at subsequent channels interrupt the message transmission time making the Markovian assumption in Dally’s method no longer valid. This is reflected in a degradation of accuracy that can be noticed in the reported results predicted by the models that used this method to capture the effect of virtual channels under moderate and high traffic conditions (see for example [22, 71, 93, 102, 111, 126, 127]). In the remainder of this section Dally’s method is first explained, and then a new method is proposed for computing the probability of busy virtual channels per physical channel.

3.3.1 Dally’s method of modelling virtual channels

Dally has modelled virtual channels using a Markov chain [36], shown in Figure 3.1. In this figure, state \( \mathcal{R}_v \) corresponds to \( v \) virtual channels being busy (i.e. occupied by message flits). The transition rate out of state \( \mathcal{R}_v \) to state \( \mathcal{R}_{v+1} \) is \( \lambda_c \), while the rate out of state \( \mathcal{R}_v \) to state \( \mathcal{R}_{v-1} \) is \( 1/S \) (i.e. each message arrival requires a new virtual channel and each service completion releases a virtual channel). The transition rate out of the last state is reduced by \( \lambda_c \) to account for the arrival of messages while a channel is in this state. Solving the equations of this model yields the probability of busy virtual channels [36].
Figure 3.1: The Markov chain, proposed by Dally, for computing the probability of busy virtual channels per physical channel.

\[
\begin{align*}
\lambda_c & \to R_0 \\
\lambda_c & \to R_1 \\
\lambda_c & \to R_2 \\
\vdots & \\
\lambda_c & \to R_{V-1} \\
1/\bar{S} & \\
1/\bar{S} & \\
1/\bar{S} - \lambda_c & \\
\end{align*}
\]

\[
Q_i = \begin{cases} 
1 & i = 0 \\
Q_{i-1} \lambda_c \bar{S} & 0 < i < V \\
Q_{V-1} \lambda_c & i = V \\
\frac{\lambda_c}{1/\bar{S} - \lambda_c} & 
\end{cases}
\]

Let us now show that the probability of busy virtual channels per physical channel as calculated by Dally in [36] (i.e. \(P^{\text{Dally}}_v, 0 \leq v \leq V\)) is exactly the same as the probability of the number of customers in an M/M/1 queuing system. To do so, let us eliminate the use of the temporary variable by expanding the summation in the denominator of the probability of no busy virtual channel, \(P^{\text{Dally}}_0\), in equation (3.1). Hence we have

\[
P^{\text{Dally}}_0 = \frac{1}{\bar{S}} \sum_{i=0}^{V} Q_i = \frac{1}{1 + (\lambda_c \bar{S}) + (\lambda_c \bar{S})^2 + \ldots + (\lambda_c \bar{S})^{V-1} + (\lambda_c \bar{S})^{V-1} \lambda_c \frac{1}{1/\bar{S} - \lambda_c}}
\]
After some manipulation of the above equation we obtain

\[ p_0^{\text{Daily}} = \left( 1 + (\lambda_c \bar{S}) + (\lambda_c \bar{S})^2 + \cdots + (\lambda_c \bar{S})^{V-1} + \frac{(\lambda_c \bar{S})^V}{1-\lambda_c \bar{S}} \right)^{-1} \]

\[ = \left( \frac{(1-\lambda_c \bar{S})\left[1 + (\lambda_c \bar{S}) + (\lambda_c \bar{S})^2 + \cdots + (\lambda_c \bar{S})^{V-1}\right] + (\lambda_c \bar{S})^V}{1-\lambda_c \bar{S}} \right)^{-1} \]

\[ = \left( \frac{1}{1-\lambda_c \bar{S}} \right)^{-1} = 1 - \lambda_c \bar{S} \quad (3.4) \]

Equation 3.1 can now be rewritten in terms of \( p_0^{\text{Daily}} \) as

\[ p_v^{\text{Daily}} = \begin{cases} 
1 - \lambda_c \bar{S} & v = 0 \\
\frac{\lambda_c}{1/S - \lambda_c} & 0 < v < V \\
\frac{(1-\lambda_c \bar{S})(\lambda_c \bar{S})^v}{(1-\lambda_c \bar{S})(\lambda_c \bar{S})^{v-1} + \frac{\lambda_c}{1/S - \lambda_c}} & v = V 
\end{cases} \quad (3.5) \]

After simplifying the above equations, \( \{p_v^{\text{Daily}}; 0 \leq v \leq V\} \) can be expressed as

\[ p_v^{\text{Daily}} = \begin{cases} 
(1-\lambda_c \bar{S})(\lambda_c \bar{S})^v & 0 \leq v < V \\
(\lambda_c \bar{S})^v & v = V 
\end{cases} \quad (3.6) \]

This is simply the probability of the number of customers in an M/M/1 queuing system; see for example [17, 77, 108].

By virtue of the above discussion, Dally's method for calculating the probability of busy virtual channels per physical channel, \( \{p_v^{\text{Daily}}; 0 \leq v \leq V\} \), has now been reduced to the calculation of the probability of the number of customers in an M/M/1 queuing system. This approach is accurate under low traffic conditions where blocking delays have only minor
effects on the message transmission time. However, as traffic increase, the Markovian
assumption does not hold due to high message blocking in the network [7].

3.3.2 The new method of modelling virtual channels

Motivated by the above observations, a new method for calculating the probability of busy
virtual channels per physical channel, \( \{P_{\nu}^{\text{New}}; 0 \leq \nu \leq V\} \), in wormhole-switched \( k \)-ary \( n \)-cubes has been developed. Recall that in wormhole switching and virtual channels flow
control (see Chapter 2), when a message arrives at a given physical channel it requests a new
virtual channel to be used for its transmission. The message is granted any available virtual
channel, which remains engaged until the message is fully transmitted. Once a message is
fully transmitted it releases the virtual channel which then can be allocated to other
messages.

In the new method, each physical channel is treated as an M/G/1 queue with a mean arrival
rate of \( \lambda_c \) messages per cycle and a mean message service time of \( \bar{S} \) cycles. The mean
arrival rate is the average amount of traffic received by each physical channel (Appendix A1,
equation A1.10) whereas the mean service time is equal to the channel holding time (i.e.
from the time a message is granted a virtual channel until the last bit of the message is
transmitted) and is assumed to be generally distributed with mean \( \bar{S} \) (Appendix A1,
equation A1.3). The number of busy virtual channels can then be approximated as the
number of customers in this M/G/1 queue. Hence, the probability of busy virtual channels,
\( \{P_{\nu}^{\text{New}}; 0 \leq \nu \leq V\} \), is expressed in terms of the probability of the number of customers in the
queue, \( \{\pi_j^{M/G/1}; i = 0,1,2,\ldots\} \).

As illustrated in Figure 3.2, when there are \( \nu \) busy virtual channels per physical channel, this
corresponds to \( \nu \) customers in the M/G/1 queuing system. The probability that \( \nu \) \( (0 \leq \nu < V) \)
virtual channels are busy is approximated as the probability of \( \nu \) customers in the system,
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Figure 3.2: The new model for virtual channels. (a) Three busy virtual channels corresponds to (b) Three customers in the M/G/1 queue: two in the queue and one being serviced

including the one being serviced (i.e. \( P_v^{\text{New}} = \pi_v^{M/G/1}, \ v = 0, 1, 2, \ldots, V - 1 \)). However, in order to calculate the probability of all virtual channels being busy one should take into consideration the requests for new virtual channels while all of them are already occupied by other messages. Hence, the probability that there are more than \( V \) customers in the system also corresponds to all (i.e \( V \)) virtual channels being busy. The probability that all virtual channels are busy, \( P_v^{\text{New}} \), is then approximated as the probability of \( V \) customers in the system plus the summation of the probabilities of \( i \) customers in the system where \( V - 1 \leq i < \infty \) (i.e. \( P_v^{\text{New}} = \sum_{i=V}^{\infty} \pi_i^{M/G/1} \)). In other words, \( P_v^{\text{New}} \) is equal to the tail of the probability distribution of the number of customers in the M/G/1 queuing system. To summarise, we can write

\[
P_v^{\text{New}} = \begin{cases} 
\pi_v^{M/G/1} & 0 \leq v \leq V - 1 \\
\sum_{i=V}^{\infty} \pi_i^{M/G/1} & v = V 
\end{cases}
\]  

The problem is now reduced to finding the probability of the number of customers in an M/G/1 queuing system which is well documented in the literature of queuing theory [17, 77, 108, 141, 145]. For a detailed derivation of the probability of the number of customers in an M/G/1 queuing system, the interested reader is referred to [76, 108, 141]. However, for the sake of completeness and for this dissertation to be self-contained, we present here the \( z \)-transform of the number of customers in the M/G/1 queue, which after inverting yields the
probability of the number of customers in the queue, \( \{n_i^{M/G/1} ; i = 0,1,2,\ldots \} \). The z-transform of the number of customers in an M/G/1 queue is given by [141]

\[
G_N(z) = \frac{(1-\lambda_c \bar{S})(1-z)}{\bar{S}^*(\lambda_c (1-z))} \frac{S^*(\lambda_c (1-z))}{z}
\]  

(3.8)

In the above equation, \( S^*(\cdot) \) represents the Laplace transform of the service time distribution of the M/G/1 queue. Inverting equation (3.8) yields an expression for \( \{n_i^{M/G/1} ; i = 0,1,2,\ldots \} \) which, by using equation (3.7), leads to the calculation of the probability of busy virtual channels per physical channel. Equation (3.8) can be determined in two ways [77, 108]. In the first, closed-form inversion methods (for example, table lookup, partial fraction expansion, etc [19]) are used. However, it is often difficult to invert the transform using these methods. In such cases, algorithmic approaches can be used to recursively invert the z-transform [77]. We address this issue in the next section.

Some important observations can be made from equation (3.8). First, using the initial value property of the z-transform [108] and by setting \( z=0 \), the probability that the system is idle is given by \( 1-\lambda_c \bar{S} \), which is the probability of no (or zero) busy virtual channels. This result is consistent with Little’s Law [108] which implies that the server utilisation of the M/G/1 queue is given by \( \lambda_c \bar{S} \). It is noteworthy to mention that both Dally’s method and the new method produce the same value for the probability of no busy virtual channels.

Moreover, the complete summation property implies that \( G_N(1)=1 \) [108]. This allows us to calculate the probability of all (i.e. \( V \)) busy virtual channels without the need to evaluate the infinite summation in equation (3.7). Hence, equation (3.7) can be rewritten as

\[
P_v^{\text{New}} = \begin{cases} 
\pi_v^{M/G/1} & \text{for } 0 \leq v \leq V - 1 \\
1 - \sum_{i=0}^{V-1} \pi_i^{M/G/1} & \text{for } v = V 
\end{cases}
\]  

(3.9)
3.4 Deriving Dally’s method

The aim of this section is twofold. First, it shows the generality and the customisability of the new method by deriving Dally’s method as a special case, when the service time (i.e. the message transmission time) is exponentially distributed. Second, it demonstrates how the z-transform in equation (3.8) can be inverted.

Recall that the Laplace transform of the exponential service time distribution with a mean $\bar{S}$ is given by [77, 108]

$$S^*(s) = \frac{1}{s + \frac{1}{\bar{S}}} \quad (3.10)$$

Hence,

$$S^*(\lambda_c(1-z)) = \frac{(1/\bar{S})}{\lambda_c(1-z) + (1/\bar{S})} = \frac{1}{\lambda_c\bar{S}(1-z) + 1} \quad (3.11)$$

Substituting the above Laplace transform into equation (3.8) yields

$$G_N(z) = \frac{(1-\lambda_c\bar{S})(1-z)}{\lambda_c\bar{S}(1-z) + 1} - z\left(\frac{1}{\lambda_c\bar{S}(1-z) + 1}\right)$$

$$= \frac{(1-\lambda_c\bar{S})(1-z)}{1-z[\lambda_c\bar{S}(1-z) + 1]}$$

(3.12)

It is worth mentioning that the common factor $(1-z)$ in the numerator and denominator of the above equation may result in ambiguity when $z = 1$. After some algebraic manipulation of the above equation to eliminate $(1-z)$ from the denominator, the z-transform of the number of customers in the M/G/1 queue can be simplified as

$$G_N(z) = \frac{1-\lambda_c\bar{S}}{1-z\lambda_c\bar{S}}$$

(3.13)
This can be inverted easily since it corresponds to a geometric random variable with parameter \((1 - \lambda_c S)\) and hence the probability of the number of customers in the queue is given by [108]

\[
p_i^{M/G/1} = (1 - \lambda_c S) (\lambda_c S)^i ; \quad i = 0, 1, 2, \ldots
\] (3.14)

Substituting equation (3.14) into equation (3.9) and simplifying yields the probability of busy virtual channels per physical channel as

\[
P_v^{\text{New}} = \begin{cases} 
(1 - \lambda_c S) (\lambda_c S)^v & 0 \leq v \leq V - 1 \\
1 - \sum_{i=0}^{V-1} (1 - \lambda_c S) (\lambda_c S)^i & v = V \\
(\lambda_c S)^v & 0 \leq v \leq V - 1 \\
(\lambda_c S)^{V} & v = V
\end{cases}
\] (3.15)

This is exactly the equation that has been derived by Dally in [36] and here we have derived it as a special case of the new method by inverting equation (3.8).

Different closed-form methods for inverting the z-transform are also available in the literature [19]. In [108] the partial fractions and power series expansion methods have been used to invert equation (3.8) when various service time distributions are assumed. However, sometimes it is hard or even impossible to invert the resulting z-transform using table lookups or closed-form methods. Appendix A2 outlines a simple algorithmic approach for inverting the z-transform to be used in such cases.

### 3.5 Two moment approximation

It can be seen from equation (3.8) that the new method of calculating the probability of busy virtual channels requires explicitly the distribution of the message service time, which is often unknown. To overcome this limitation, this section presents a two moments-matching approximation [98] of the message service time distribution to be used when only the first
two moments [108] are known. Kleinrock [77] has shown that any distribution function can be approximated as closely as desired by a series-parallel stage-type of exponential distributions. The basic idea is that the parameters of the approximated distribution are calculated by equating the moments of the service time with those of the approximated distribution. This approach has been used widely to approximate the distribution of complex functions when knowledge of them is not available [65, 66, 98]. Hence, the following approximation, based on the squared coefficient of variation, \( C^2 \), can be used.

When \( C^2 \geq 0.5 \), it is often suggested [17, 145] that the service time can be approximated as a Coxian distribution of order 2 [108]. A random variable \( X \) has a Coxian distribution of order 2 if it has to go through up to at most 2 exponential phases with means \( \mu_1 \) and \( \mu_2 \), respectively. The random variable starts in the first phase and upon completion it comes to an end with probability \( \beta \) or it enters the second phase with probability \( 1 - \beta \). For this distribution it holds that the squared coefficient of variation is greater than or equal to 0.5. The following parameters are suggested to fit the first two moments of the service time distribution [145]

\[
\begin{align*}
\beta &= (1/2)C^2_S \\
\mu_1 &= 2\bar{S} \\
\mu_2 &= \mu_1 \beta
\end{align*}
\] (3.16)

On the other hand, if \( C^2 < 0.5 \), the service time distribution can be approximated as a mixed Erlang distribution \( E_{r,r+1} \), where \( r \) is the number of exponential phases [108]. A random variable \( X \) has a mixed Erlang distribution of order \( r \) if it is the sum of \( r \) exponentials, with probability \( \delta \), and the sum of \( r+1 \) exponentials, with probability \( 1 - \delta \), with the same mean \( \mu \) [108]. For a mixed Erlang distribution it holds that the squared coefficient of variation is always less than 1. The following set of parameters can be used to fit the first two moments of the service time to a mixed Erlang distribution of order \( r \) [145]
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Figure 3.3: Phase diagram for (a) mixed Erlang distribution and (b) two-phase Coxian distribution.

Figure 3.4: The probability density functions of the Coxian-2 and the mixed Erlang distributions; (a) Coxian-2 distribution with $\beta=0.5$, $\mu_1=1$ and different values for $\mu_2$, (b) mixed Erlang distribution with $\delta=0.5$, $\mu=1$ and different values for $r$.

\[
\begin{cases}
\delta = \frac{1}{1 + C_S^2} \sqrt{rC_S^2 - [r(1+C_S^2) - r^2C_S^2]} \\
\mu = \frac{r - \delta}{S}
\end{cases}
\] (3.17)

To minimise the number of stages in the mixed Erlang distribution, $r$ is set to be equal to the ceiling of the inverse of the square coefficient of variation (i.e. $r = C_S^{-2}$). However when $C_S^2$ is extremely small, one can assume a deterministic ($C_S^2 = 0$) service time of $S$. Figure 3.3 and Figure 3.4 illustrates the phase diagrams and the probability density functions for both distributions. The Laplace transform of the approximated service time distribution can then be written as
Substituting this into equation (3.8) gives the z-transform for the number of customers in the queue. Now, $G_N(z)$ can be inverted to get an expression for the probability of the number of customers in the system (i.e. $\pi_i^{M/G/1}$; $i = 0, 1, 2, \ldots$). Finally the probability of busy virtual channels is calculated using equation (3.9).

It should be mentioned that the two moments matching approximation described above requires the knowledge of the variance of the service time distribution, $\sigma_s^2$. Finding the exact expression for $\sigma_s^2$ is a difficult and complex task since this depends on several parameters. An iterative approach has been used to approximate the variance of the service time distribution. Recall that the variance of a given random variable with mean $\mu$ is given by

$$\sigma^2 = \int_0^\infty (x-\mu)^2 p(x)dx$$

(3.19)

For each value of the random variable $X$ (which is in this case the message service time), the iterative process starts at the minimum service time (i.e. $M$) and continues until an error bound of $\varepsilon = 0.0001$ is reached. However, given that we are driven by the requirement for analytical simplicity as well as the desire of versatility and practicality, we can use the simple approximation suggested by Draper and Ghosh [45] for computing the variance of the service time distribution. Since the minimum service time at a given channel is equal to the message length, $M$, the variance of the service time can be approximated as $\sigma_s^2 = (\bar{s} - M)^2$ and then the square coefficient of variation is calculated (i.e. $C_s^2 = \sigma_s^2 / \bar{s}^2$). Both
approximations have resulted in similar predictions of the mean message latency when used in the above analytical model. Therefore, we opt to use the latter as it requires less computation while maintaining good accuracy as can be seen from the figures Section 3.6.

3.6 Validation and comparison

The analytical model has been validated against an event driven simulator operating at the flit level by comparing latency results obtained from the simulator to those predicted by the analytical model. The simulator has been developed by previous researchers in our group and has been used extensively since then for different research studies [70, 71, 93, 102, 111, 112, 126, 127, 130]. Furthermore, its output has been validated against that of another simulator developed by Dally [42].

The simulator mimics the behaviour of the $k$-ary $n$-cube with multiple virtual channels and supports both adaptive and deterministic routing algorithms. The network cycle time is defined as the time to transmit a single flit from one router to the next. Nodes generate messages ($M$ flits each) according to exponentially distributed inter-arrival times. Destination nodes are determined using a uniform random number generator. The mean message latency is defined as the mean amount of time from the generation of a message in the source node until the last data flit reaches the destination node.

For the purpose of comparison, two versions of the analytical model have been plotted; one uses Dally's method and the other uses the new method for modelling virtual channels occupancy probabilities. The implementation of both models are identical except for the calculation of the probability of busy virtual channels, where we have approximated the service time distribution using the two moment matching method presented in Section 3.5.

The batch means method [42, 95] has been used to collect the simulation output where a long simulation run is divided into a set of fixed size batches and the mean is calculated for each
Table 3.1: The mean, variance and 95% confidence interval for some of the simulation points plotted in Figure 3.4(b): 8-ary 2-cube with 5 virtual channels and 16-flit messages.

<table>
<thead>
<tr>
<th>$\lambda_g$</th>
<th>Mean</th>
<th>Variance</th>
<th>95% Confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0001</td>
<td>23.348</td>
<td>0.0022</td>
<td>[23.331 - 23.364]</td>
</tr>
<tr>
<td>0.0005</td>
<td>24.37</td>
<td>0.0068</td>
<td>[24.34 - 24.399]</td>
</tr>
<tr>
<td>0.001</td>
<td>25.819</td>
<td>0.0223</td>
<td>[25.765 - 25.872]</td>
</tr>
<tr>
<td>0.002</td>
<td>29.332</td>
<td>0.0598</td>
<td>[29.244 - 29.419]</td>
</tr>
<tr>
<td>0.0025</td>
<td>31.268</td>
<td>0.0942</td>
<td>[31.158 - 31.378]</td>
</tr>
<tr>
<td>0.004</td>
<td>37.365</td>
<td>3.1325</td>
<td>[36.732 - 37.999]</td>
</tr>
<tr>
<td>0.005</td>
<td>41.57</td>
<td>6.3254</td>
<td>[40.67 - 42.47]</td>
</tr>
<tr>
<td>0.006</td>
<td>44.32</td>
<td>12.2924</td>
<td>[43.065 - 45.575]</td>
</tr>
</tbody>
</table>

batch. These batch means are then used to calculate the average message latency along with 95% confidence intervals. To compute the confidence interval, it is assumed that the underlying process being measured (in this case the message latency) is stationary and normally distributed. To ensure that the process is stationary, the first two batches from each simulation run is discarded to avoid distortions due to start-up conditions (warm-up period). Discarding the first two batches from the simulation statistics is sufficient to reach the steady state. Discarding more than two batches makes little difference in the collected statistics.

While we cannot assume that the message latency is normally distributed, the central limit theorem [42] states that the cumulative distribution of many observations (say $N$) of an arbitrary random process approaches the normal distribution as the number of these observations increases [42, 108] (i.e. $N>25$ [95]).

Table 3.1 outlines the mean, variance and 95% confidence interval for some of the simulation points plotted in Figure 3.4. However, like existing studies [2, 5, 22, 35, 45, 62, 71, 93, 102, 111, 126, 127] and due to the small confidence interval half-widths, only the mean message latency is shown in the presented figures.
Figure 3.5: The mean message latency in the 8-ary 2-cube predicted by the simulator and analytical model when Dally’s method and the new method are used for modelling virtual channels. The message size is 16 flits and the number of virtual channels per physical channel is (a) 3, (b) 5, and (c) 10.
Figure 3.6: The mean message latency in the 8-ary 2-cube predicted by the simulator and analytical model when Daily's method and the new method are used for modelling virtual channels. The message size is 32 flits and the number of virtual channels per physical channel is (a) 3, (b) 5, and (c) 10.
Figure 3.7: The mean message latency in the 8-ary 3-cube predicted by the simulator and analytical model when Dally's method and the new method are used for modelling virtual channels. The message size is 16 flits and the number of virtual channels per physical channel is (a) 3, (b) 5, and (c) 10.
Numerous validation experiments have been conducted for several combinations of network sizes, message lengths, and virtual channels to assess the accuracy of the proposed method. For illustration purposes, Figures 3.5, 3.6, and 3.7 depict latency results for 8-ary 2-cube and 16-ary 2-cube versus the traffic generation rate. The figures are plotted for different message lengths ($M=8, 16$ and $32$ flits) and different numbers of virtual channels ($V=3$ and $V=7$). The horizontal axis in all figures shows the traffic generation rate, while the vertical axis shows the mean message latency from the simulator and from the analytical models.

For the purpose of comparing our results with previous studies [70, 71, 93, 102, 111, 112, 126, 127, 130], the traffic will be considered light, moderate and heavy if it is respectively less than 20%, between 20% and 50%, and more than 50% of the network capacity. The figures reveal that both models (i.e. the one that uses Dally's method and the one that uses the new method for modelling virtual channels) are in close agreement with simulation results under low traffic conditions. However, as the traffic rate increases, the model based on Dally's method starts to deviate from the simulation results. Meanwhile, the model that is based on the new method continues to match the simulation results as the network approaches the saturation point. However, some discrepancies near the saturation point are still apparent. These can be accounted for the use of the approximation of the service time distribution and the approximation of the variance. These approximations have been adopted because they simplify greatly the derivation of the model. Nevertheless, it can be concluded that the new model of virtual channels is, firstly, more accurate than Dally's method as it matches the simulation results more closely, and secondly, it can be customised to adopt with different traffic conditions by using different service time distributions.

### 3.7 Summary

Most existing analytical models that have been developed to assess the performance of wormhole switched networks with virtual channels have employed a method presented by
Dally [36] to calculate the probability of busy virtual channels per physical channel. Dally’s method is based on a Markov chain and exhibits good performance predictions under light traffic conditions. However, its prediction accuracy degrades as the traffic rate increases. In this chapter, a new method to calculate the probability of busy virtual channels per physical channel has been proposed and validated. The new model is based on computing the probability of the number of customers in an M/G/1 queue. Furthermore, a two-moment matching approximation of the service time distribution has been described to be used when only the first two moments of the service time are available.

Beside the accuracy that it achieves under light, moderate and heavy traffic loads, one of the main advantages of the new method is the simplicity of tuning it to suit different traffic conditions by using different service time distributions. The generality of the method has been demonstrated by showing that Dally’s method is a special case when the message service time follows an exponential distribution. The new method has been compared against that of Dally’s and to an event-driven simulator in order to assess its accuracy. Results have revealed that the proposed method agrees with the simulator results more closely than Dally’s method, especially under moderate and heavy traffic conditions. Moreover, the new method achieves a good degree of accuracy without compromising the simplicity of the analysis, making it a practical evaluation tool that can be used to gain more realistic insights into the effects of virtual channels on the performance of wormhole-switched networks.

Almost all existing analytical models that have been proposed to assess the performance of wormhole-switched networks have assumed single-flit buffers per channel (see for example [2, 5, 22, 35, 45, 62, 71, 93, 102, 111, 126, 127]). Therefore, performance evaluation studies have so far relied on software simulation [26, 36, 48, 96, 101, 119] to analyse the effects of finite size buffers on network performance. In the next chapters, new analytical models are proposed that are able to capture the effects of introducing finite size buffers on the performance of wormhole-switched k-ary n-cubes.
Chapter 4

Modelling Deterministic Routing with Finite Buffers

4.1 Introduction

Analytical models for deterministic routing in \( k \)-ary \( n \)-cubes have been reported widely in the literature over the past years (see for example [2, 4, 5, 29, 30, 45, 62, 73, 125]). However, all of these models have assumed unrealistically that network channels are equipped with single-flit buffers. This assumption has been invoked to ease the derivation of the analytical models despite that practical and experimental systems use finite size buffers (i.e. the depth of the buffer is usually more than one flit and is finite). For example, Cray T3E [133], SGI Origin 2000 [53], IBM Blue Gene/L [3] and IBM SP2 [138] supercomputers use deep buffers, leading to improvement in network throughput and message latency [96].

Nevertheless, there have been a few attempts recently to develop analytical models to capture the effects of finite buffers on the performance of wormhole-switched networks. Hu and Kleinrock [66], for example, have proposed a model based on an M/G/1/K queuing system. This model was intended primarily for irregular networks and incorporates a number of computation-demanding estimations. It also assumes large buffer sizes which are suitable for LAN environments where propagation delays are relatively high and large buffers are often employed in order to accommodate typically long transiting messages. In multicomputer environments, however, the propagation delay is low and the buffer requirement is relatively minimised, compared to LAN environments. It has been shown that
this model losses accuracy in its predictions when small buffer sizes (i.e. less than the message size) are used [66].

Similarly, Kouvatsos et al [81, 82] have used the same approach as that suggested in [66] to analyse the performance of the hypercube and 2D torus. The authors [81, 82] propose to replace the Poisson assumption for message arrivals by that of a compound Poisson. However, both studies [66] and [81, 82] have not considered the effects of virtual channels on network performance as they have assumed one virtual channel per physical channel.

This chapter suggests a new analytical performance model for computing the message latency in \( k \)-ary \( n \)-cubes combining finite size buffers, deterministic routing and multiple virtual channels per physical channel. In the new modelling approach, two types of blocking, that contributes to the message latency are identified and separately modelled. Moreover, unlike the previous models [66, 81, 82], the suggested model is capable of capturing the impact of virtual channels on network performance. The model is validated via simulation experiments and the results will reveal that it yields good latency predictions under various network operating conditions.

The rest of this chapter is organised as follows. Section 4.2 outlines the assumptions and notation used in the analysis while Section 4.3 discusses how finite buffers complicate the model development. Section 4.4 presents the model for the bidirectional torus and Section 4.5 validates it via simulation experiments. Section 4.6 shows briefly how the model can be adapted for the unidirectional torus and hypercube. This extension is important as the models for the unidirectional torus and hypercube will be used in Chapter 6 to compare different network topologies under different operating conditions. Furthermore, these topologies are used in existing parallel computers as can be seen from Table 1.1 in Chapter 1. Finally, the chapter is concluded in Section 4.7.
Table 4.1: Notation used in the model for deterministic routing with finite buffers

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>Network radix; number of nodes per dimension</td>
</tr>
<tr>
<td>$n$</td>
<td>Network dimension</td>
</tr>
<tr>
<td>$N$</td>
<td>Total number of nodes in the network ($N = k^n$)</td>
</tr>
<tr>
<td>$M$</td>
<td>Message size</td>
</tr>
<tr>
<td>$F$</td>
<td>Buffer size $1 \leq F \leq M$</td>
</tr>
<tr>
<td>$V$</td>
<td>Number of virtual channels per physical channel</td>
</tr>
<tr>
<td>$\bar{S}$</td>
<td>Mean network latency</td>
</tr>
<tr>
<td>$\bar{w}_s$</td>
<td>Mean waiting time at the source</td>
</tr>
<tr>
<td>$\bar{V}$</td>
<td>Degree of virtual channel multiplexing</td>
</tr>
<tr>
<td>$A_{h,i}^l$</td>
<td>Number of effective channels of the $i^{th}$ step of an $h$-hop message</td>
</tr>
<tr>
<td>$A_{h,i}^{j,j}$</td>
<td>Effective channels at dimension $l$ when the $h$-hop message is at its $i^{th}$ step</td>
</tr>
<tr>
<td>$S_h$</td>
<td>Mean network latency of an $h$-hop message</td>
</tr>
<tr>
<td>$w_s$</td>
<td>Mean waiting time of an $h$-hop message</td>
</tr>
<tr>
<td>$V_h$</td>
<td>Degree of virtual channels multiplexing of an $h$-hop message</td>
</tr>
<tr>
<td>$\lambda_g$</td>
<td>Input traffic generated by each node per cycle</td>
</tr>
<tr>
<td>$\lambda_c$</td>
<td>Average traffic received by a physical channel per cycle</td>
</tr>
<tr>
<td>$r_c$</td>
<td>Traffic rate expressed in flits per cycle</td>
</tr>
<tr>
<td>$\lambda_s$</td>
<td>Traffic rate received by an injection channel</td>
</tr>
<tr>
<td>$H$</td>
<td>Maximum number of hops between any two nodes</td>
</tr>
<tr>
<td>$H^+$</td>
<td>Maximum number of hops at any dimension of an $h$-hop message</td>
</tr>
<tr>
<td>$H^-$</td>
<td>Minimum number of hops at any dimension of an $h$-hop message</td>
</tr>
<tr>
<td>$\Omega_h^n$</td>
<td>Total number of way to distribute $h$ hops over $n$ dimensions</td>
</tr>
<tr>
<td>$C_c^h$</td>
<td>One combination of distributing $h$-hops over $n$ dimensions ($1 \leq c \leq \Omega$)</td>
</tr>
<tr>
<td>$P_{h}^{\text{hop}}$</td>
<td>The probability of generating an $h$-hop message</td>
</tr>
<tr>
<td>$n_h$</td>
<td>The number of nodes that are $h$-hops away from a given source</td>
</tr>
<tr>
<td>$B_{h,i}^j$</td>
<td>Blocking delay of an $h$-hop message at its $i^{th}$ step at dimension $j$</td>
</tr>
<tr>
<td>$\theta_{h,i}^j$</td>
<td>Probability of blocking due to contention for virtual channels</td>
</tr>
<tr>
<td>$\gamma_{h,i}^j$</td>
<td>Probability of blocking due to the finite buffer</td>
</tr>
<tr>
<td>$\phi_{h,i}^j$</td>
<td>Probability that an $h$-hop message gets blocked at its $i^{th}$ step at dimension $j$</td>
</tr>
<tr>
<td>$W_{h,i}^j$</td>
<td>Mean waiting time of an $h$-hop message at its $i^{th}$ step at dimension $j$</td>
</tr>
<tr>
<td>$T_{h,i}^j$</td>
<td>Channel holding time of the $i^{th}$ step of an $h$-hop message at dimension $j$</td>
</tr>
<tr>
<td>$\hat{T}_{h,i}^j$</td>
<td>Channel holding time of a flit</td>
</tr>
<tr>
<td>$P_v^{T_{h,i}}$</td>
<td>Probability of $v$ busy virtual channel when the channel holding time is $T_{h,i}^j$</td>
</tr>
<tr>
<td>$\pi_{\kappa}^{M/G/1/F+1}$</td>
<td>Probability that there are $\kappa$ customers in the $M/G/1/F+1$ queue</td>
</tr>
</tbody>
</table>
4.2 Assumptions and notation

The node and the router structure of the bidirectional $k$-ary $n$-cube used in the development of the analytical model have already been described in Chapter 2. Furthermore, the model presented in this chapter is based on the following assumptions, which are used commonly in similar studies [2, 4, 5, 29, 30, 45, 62, 66, 73, 81, 82, 125]. The notation used in the derivation of the model are also summarised in Table 4.1.

a) Each node generates traffic independently of all other nodes and follows a Poisson process with a mean rate of $\lambda_g$ messages per network cycle; a cycle is the time to send a single flit from one router to the next.

b) The messages arrival process at a given physical channel is approximated by an independent Poisson process. This approximation has often been used in store-and-forward networks [77, 78], which differs substantially from wormhole-switched networks in various aspects (for example, packet storing and forwarding as opposed to flit buffering and pipelining). However, simulation experiments from previous studies [22, 65, 111, 122, 127] have shown that the Poisson process can still be used to model the messages arrival process at each physical channel of wormhole-switched networks.

c) The message length is fixed and is equal to $M$ flits. Moreover, message destinations are distributed uniformly across the network nodes.

d) Messages are routed according to the deterministic dimension-order routing algorithm described in Section 2.4. Each router takes one network cycle to decide on the output channel that should be used by the message flits.

e) Each physical channel is divided into $V$ ($V > 2$) virtual channels, each of which is equipped with a finite buffer of size $F$ flits ($1 < F \leq M$) resulting in a total buffer size of $FV$ flits per physical channel.
f) The local queue of the injection channel in the source node has infinite capacity. Moreover, messages are transferred to the local processing element (PE) as soon as they arrive at their destinations through the ejection channel (i.e. there is no blocking at ejection channels).

4.3 Modelling finite buffers

This section discusses as to why the presence of finite size buffers requires a different analysis from that of single flit buffers. The provision of finite buffering complicates the development of the analytical model in two ways. Firstly, the commonly used assumption that a message reaches its destination before its tail leaves its source node is no longer valid. In case of blocking, and due to the available finite buffer space, a blocked message might occupy only a fraction of the channels along its path. The channel holding time (i.e. the time from the moment a message is granted access to the virtual channel until all its flits are transmitted over that channel) is now affected by only a limited number of channels. As a consequence, unlike previous models which have assumed one flit buffers, the mean network latency (defined below) cannot be used as an approximation for the channel holding time and hence another approximation should be adopted.

When single-flit buffers constraint is assumed, messages get blocked only at the head of the queue, waiting for a virtual channel to become free. However, if this constraint is released, a message may also be blocked inside the buffer due to insufficient space to accommodate it. This challenge can be dealt with by forcing the message size to be exact multiples of the buffer size (i.e. blocking can happen only at the head of the buffer because messages can always be fully accommodated in the equipped channels). Nevertheless, the model presented in this chapter assumes no restrictions on the message size or the buffer size and hence both types of blocking must be captured and evaluated. Figure 4.1 illustrates these two types of blocking when finite size buffers are assumed.
4.4 The analytical model

The proposed analytical model calculates the mean message latency as the summation of the mean network latency, \( \overline{S} \), and the mean waiting time at the source node, \( \overline{W}_s \). The mean network latency is the time a message takes to cross the network from the point where it leaves the local queue at the source node until it arrives to its destination node. This includes the transmission delay, routing delay, and blocking delay. On the other hand, the mean waiting time at the source node is the time that a message waits in the local queue of the injection channel at the source node. However, because multiple virtual channels are multiplexed over the same physical channel, message latency has to be scaled by a factor, \( \overline{V} \), in order to capture the effect of the multiplexing that takes place at each physical channel. Therefore the mean latency of a message crossing the network can be expressed as [114]

\[
\text{Mean Message Latency} = (\overline{S} + \overline{W}_s) \overline{V}
\] (4.1)

In what follows, we will describe the calculation of \( \overline{S} \), \( \overline{W}_s \) and \( \overline{V} \) but first we investigate how finite buffers affect the channel status in the event of message blocking.

4.4.1 The number of effective channels (\( A_{h,i}^j \))

To estimate the blocking delay encountered at each hop it is important to first analyse how the existence of finite buffers affects the channel status and the message transmission time. Introducing finite buffers reduces the number of channels a message can occupy in the event
of blocking. The channel holding time is then affected by only a limited number of subsequent channels. That is, any blocking that occurs after a certain number of channels (i.e. effective channels) do not affect the channel holding time. This is because the message has already been accommodated fully in the finite buffers of the routers along the effective channels of its path. The number of effective channels is calculated as follows.

**Definition:** The number of effective channels for an \(h\)-hop message at its \(i^{th}\) step (which is in dimension \(j\)) is an integer \(A_{h,i}^j\) such that any blocking that occurs in the next \(A_{h,i}^j\) channels increases the channel holding time at step \(i\) and is given by

\[
A_{h,i}^j = \begin{cases} \lceil M/F \rceil & h-i+1 \geq \lceil M/F \rceil \\ h-i+1 & \text{otherwise} \end{cases}
\]

(4.2)

In the above equation, \(\lceil M/F \rceil\) denotes the number of buffers that are necessary to accommodate an entire message. The ceiling operator is to account for any partially filled buffer and is required because the message size may not be exact multiples of the buffer size.

The above equation can be explained as follows. A message that is about to make its \(i^{th}\) step has already passed \(i-1\) channels of its \(h\)-hops journey and still has to traverse \(h-i+1\) channels to arrive at its destination. It can be seen from Figure 4.2 that when the number of the remaining channels to be traversed (i.e. \(h-i+1\)) is less than the number of buffers that are necessary to accommodate the entire message, \(\lceil M/F \rceil\), then any blocking that may
occurs at the remaining channels to be traversed will increase the channel holding time of the $i^{th}$ step. On the other hand, if the remaining channels to be traversed are more than the buffers that are required to fully accommodate the message, then the number of effective channels is simply $\lceil M/F \rceil$. Figure 4.2 demonstrates that any blocking that occurs after the next $A_{h,d}$ channels does not affect the channel holding time at step $i$.

### 4.4.2 Mean network latency ($\bar{S}$)

In bidirectional $k$-ary $n$-cubes, the maximum number of hops a message can make over one dimension is $\lfloor k/2 \rfloor$, and hence the maximum number of hops a message may make to cross the network is

$$H = n \left\lfloor \frac{k}{2} \right\rfloor$$  \hspace{1cm} (4.3)

We proceed by calculating the mean network latency for messages that are $h$-hops ($1 \leq h \leq H$) away from the destination, $S_h$. An $h$-hop message is a message that needs to traverse $h$ channels (hops) to reach its destination. The mean network latency $\bar{S}$ can be written as the weighted average of the mean network latency for all possible hops. If $P_{h}^{hop}$ represents the probability of generating an $h$-hop message, we can write

$$\bar{S} = \sum_{h=1}^{H} P_{h}^{hop} S_h$$  \hspace{1cm} (4.4)

To determine $P_{h}^{hop}$, let $n_h$ be the number of nodes that are $h$-hops away from the source node. Since the network is symmetric and regular, this number is the same for any given source node. Because the traffic is distributed uniformly over the network nodes, the probability of generating an $h$-hop message can be written as

$$P_{h}^{hop} = \frac{n_h}{N - 1}$$  \hspace{1cm} (4.5)
To determine \( n_h \), we utilise some results related to the topological properties of \( k \)-ary \( n \)-cubes presented in [131]. The number of nodes that are \( h \)-hops away from a given node is given by (a detailed proof is available in [131])

\[
\begin{align*}
    n_h &= k \text{ is odd} \\
    &= \sum_{t=0}^{n} \sum_{i=0}^{\frac{n}{2}} (-1)^i 2^i \binom{n}{i} \binom{\frac{h - kj}{2} - 1}{i - 1} \\
    &= k \text{ is even} \\
    &= \sum_{t=0}^{n} \sum_{i=0}^{\frac{n}{2}} \sum_{f=0}^{\frac{n}{2}} (-1)^f 2^f \binom{n}{f} \binom{\frac{h - k(j + f)}{2} - 1}{i - 1}
\end{align*}
\]

For the uniform traffic pattern, the statistical characteristics of a channel (for example, channel utilization) in a given dimension are identical to those of any other channel in the same dimension when single flit buffers are assumed. However, introducing finite buffers leads to differentiation among channels even in the same dimension as the number of effective channels changes from one hop to the next. Moreover, when dimension order routing is employed, messages at different dimensions may experience different channels characteristics. This is because a message that gets blocked when trying to traverse the \( j \) \( h \) dimension may occupy some channels from higher (alternatively lower) dimensions but will not be using any channels from the lower (alternatively higher) dimensions. Thus, to compute the mean message latency for an \( h \) hop message we should consider all possible ways to distribute these \( h \) hops over \( n \) dimensions. To do this, let us refer to the following result from combinatorial theory [108, 120].

**Proposition:** The number of ways to distribute \( r \) like objects into \( m \) different cells such that no cell contains less than \( p \) objects and not more than \( p + q - 1 \) objects is given by [108, 120]

\[
N^r_{p+q-1}(r, m) = \sum_{i=0}^{m} (-1)^i \binom{m}{i} \binom{r - mp - iq + m - 1}{m - 1}
\]

Let \( \Omega^h_n \) denote the number of ways to distribute \( h \) hops over \( n \) dimensions such that the maximum and the minimum number of hops per dimension are \( H^+ \) and \( H^- \), respectively.

By using the above proposition, \( \Omega^h_n \) can be calculated as
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\[
\Omega_h^n = N_h^{H^+ + H^-} (h, n)
\]  

(4.8)

Since \( h \) can be less than \( k/2 \), the maximum number of hops per dimension, \( H^+ \), is the minimum of \( h \) and \( k/2 \). Similarly, the minimum number of hops per dimension, \( H^- \), is zero if \( h \) is less than \( H^+ \); otherwise it is the number of hops that are left after the message makes \( H^+ \) hops in the rest of the dimensions. Therefore, \( H^+ \) and \( H^- \) are given by

\[
H^+ = \begin{cases} 
\frac{k}{2} & h > k/2 \\
\frac{h}{h} & h \leq k/2 
\end{cases}
\]  

(4.9)

\[
H^- = \begin{cases} 
\frac{k(n-1)}{2} & h > k(n-1)/2 \\
0 & h \leq k(n-1)/2 
\end{cases}
\]  

(4.10)

Let each combination of the possible ways of arranging the \( h \) hops over the \( n \) dimensions be denoted as \( C_h = (d_0^h, d_1^h, \ldots, d_{n-1}^h) \); \( 1 \leq c \leq \Omega_h^n \), where \( (d_j^h; 0 \leq j \leq n-1) \) is the number of hops that an \( h \)-hop message makes over dimension \( j \) such that \( \sum_{j=0}^{n-1} d_j^h = h \).

The network latency of an \( h \)-hop message, \( S_h \), is composed of the time to transmit the message \( M \), the routing time \( h \), and the blocking delays, \( B_{h,i}^j \), encountered by the message and averaged over all possible ways of distributing \( h \)-hops over \( n \) dimensions. If \( n \) is equal to 2 (i.e. the network is 2D torus), then \( S_h \) can be written as

\[
S_h = M + h + \sum_{c=1}^{\Omega_h^n} \left( \frac{\sum_{i=h-d_0^h+1}^{h} B_{h,i}^0 + \sum_{i=h-d_0^h-d_1^h+1}^{h-d_1^h} B_{h,i}^1}{\Omega_h^n} \right)
\]  

(4.11)

In the above equation, a message makes \( d_0^h \) hops in dimension 0 and \( d_1^h \) in dimension 1 such that \( d_0^h + d_1^h = h \) for all possible combinations. Similarly, when the network is a 3D torus, \( S_h \) can be written as
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\[ S_h = M + h + \frac{\sum_{c=1}^{\Omega^2_h} \left( \sum_{i=h-d^0_c+1}^{h} B_{h,i}^0 + \sum_{i=h-d^1_c-d^2_c+1}^{h-d^0_c-d^1_c} B_{h,i}^1 + \sum_{i=h-d^1_c-d^2_c-d^3_c+1}^{h-d^0_c-d^1_c-d^2_c} B_{h,i}^2 \right)}{\Omega^3_h} \]  

(4.12)

Hence, for any \( n > 1 \), the above equations can be generalised as

\[ S_h = M + h + \frac{\sum_{c=1}^{\Omega^n_h} \left( \sum_{j=0}^{n-1} \left( \sum_{i=h+1}^{h-d^0_c-d^1_c-\ldots-d^j_c} B_{h,i}^j \right) \right)}{\Omega^n_h} \]  

(4.13)

The first and second terms of the above equation represent, respectively, the transmission time and the routing time of an \( h \)-hop message. The third term represents the average blocking delay encountered by the message and can be read as follows. For every possible combination of distributing \( h \) hops over \( n \) dimensions, \( C_c^h \ (1 \leq c \leq \Omega^2_h) \), the blocking delay at the \( i \)th step (which is at dimension \( j \)) is accumulated and then averaged over the number of all possible combinations.

4.4.2.1 Blocking delay (\( B_{h,i}^j \))

Releasing the single-flit buffers constraint, by allowing arbitrary buffer size, causes messages to experience not only contention delay at the head of the buffer but also queuing delay inside the buffer. Upon its arrival at an intermediate router, the message requests a virtual channel and granted one if any is available. Otherwise it gets blocked and competes with other messages for the next available virtual channel. Once the message holds a virtual channel, its flits start to flow through that virtual channel until the header flit reaches the head of the finite buffer in the next router. This process is then repeated at each router along the network path until the message reaches its destination. However, if other messages are currently holding (entirely or partially) the buffer, the message is then blocked from reaching the head of the buffer until the other message is transmitted. Therefore, assuming that the above two events (i.e. the contention for virtual channels and the status of the finite buffer) are independent, the probability of blocking at each routing step \( i \) of an \( h \)-hop message at
dimension $j$, $\phi_{h,i}^{j}$, can be written as the product of the probabilities of blocking due to contention for virtual channels, $\theta_{h,i}^{j}$, and due to insufficient buffer space, $\gamma_{h,i}^{j}$. That is

$$\phi_{h,i}^{j} = \theta_{h,i}^{j} \cdot \gamma_{h,i}^{j}$$  \hspace{1cm} (4.14)$$

Hence, the mean blocking delay of an $h$-hop message at its $i^{th}$ step can be approximated as

$$B_{h,i}^{j} = \phi_{h,i}^{j} \cdot W_{h,i}^{j}$$  \hspace{1cm} (4.15)$$

In the above equation, $W_{h,i}^{j}$ represents the mean time that a message spends waiting in the event of blocking. It can be determined by modelling each router as an M/G/1 queue. If $\lambda_{c}$ is the arrival rate, $E[S]$ and $E[S^2]$ are, respectively, the first and the second moments of the message service time, then the mean waiting time of the M/G/1 queue is given by [77]

$$W_{h,i}^{j} = \frac{\lambda_{c} E[S^2]}{2(1-\lambda_{c} E[S])}$$  \hspace{1cm} (4.16)$$

Since the traffic is distributed uniformly over all nodes, the arrival rate (i.e. the mean traffic received by each physical channel) can be calculated as follows. Each PE generates $\lambda_{g}$ messages per cycle, resulting in a total of $N\lambda_{g}$ messages per cycle in the network, which are distributed evenly over $2nN$ channels in the network ($N$ nodes with $2n$ channels per node). This traffic can be destined to any node that is $h$-hops away with probability $p_h^h$. Hence, the effective traffic rate received by each channel can be written as

$$\lambda_{e} = \sum_{h=1}^{H} \left( p_h^h \frac{N \lambda_{g}}{2nN} \right) = \frac{\lambda_{g}}{2n} \sum_{h=1}^{H} \left( p_h^h \right)$$  \hspace{1cm} (4.17)$$

The first moment of the service time (or simply the mean service time) is exactly the channel holding time, $T_{h,i}^{j}$ (calculated below). In other words, a message holds the channel during the course of its transmission. Calculating the second moment of the service time, $E[S^2]$,
requires explicit knowledge of the service time distribution. Finding the exact distribution is a difficult and complex task. Furthermore, given that we are driven by the requirement of analytical simplicity, as well as the desire of versatility and practicality, and because the minimum service time at a given channel is equal to the message length, the variance of the service time can be approximated as $(T_{j} - M)^2$. This approximation has been suggested by Draper and Ghosh [45] and has been used in similar network modelling studies [22, 71, 93, 102, 111, 114, 127]. Hence the second moment of the service time is given by [108]

$$E[S^2] = (T_{h,i} - M)^2 + (T_{h,i})^2$$  \hspace{1cm} (4.18)

Substituting the above into equation (4.16) yields the mean waiting time as

$$W_{h,i} = \frac{\lambda_c \left[ (T_{h,i} - M)^2 + (T_{h,i})^2 \right]}{2(1 - \lambda_c T_{h,i})}$$  \hspace{1cm} (4.19)

Let us assume that in dimension order routing messages are routed first in higher dimensions then in lower dimensions (i.e. messages first traverse dimension $n-1$ then dimension $n-2$ and so on until they reaches dimension zero). In the following three subsections we calculate the channel holding time, $T_{h,i}$, the probability of blocking due to contention for virtual channels, $\theta_{h,i}$ and the probability of blocking due to the finite buffer, $\gamma_{h,i}$.

### 4.4.2.2 Channel holding time ($T_{h,i}$)

When finite buffers are employed, a message occupies only a portion of the channels along its path. Therefore, the mean message latency cannot be used to approximate the service time (i.e. the channel holding time) of a message. In this section we calculate the channel holding time as a function of the number of effective channels to account for the deployment of finite size buffers.
To compute the channel holding times, the number of effective channels at each of the remaining dimensions to be visited must first be determined. A message at dimension \( j \) still needs to visit dimensions \((j-1, j-2, \ldots, 1, 0)\) to reach its destination. Therefore, the number of effective channels at all higher dimensions (i.e. \( j+1, j+2, \ldots, n-1 \)) is zero, as the message has already crossed these dimensions. However, the number of effective channels in the lower dimensions is the total effective number of channels minus the effective number of channels in the dimensions that have not yet been traversed. Therefore, in virtue of the above discussion, the effective channels of dimension \( l \) when an \( h \)-hop message makes its \( i \)th step at dimension \( j \), \( A_{h,i}^{j,l} \), is given by the following three equations

\[
A_{h,i}^{j,l} = 0 ; \quad l > j \tag{4.20}
\]

\[
A_{h,i}^{j,l} = \min \left\{ A_{h,i}^{j,l}, (h-i+1) - \sum_{m=0}^{l-1} d_c^m \right\} ; \quad l = j \tag{4.21}
\]

\[
A_{h,i}^{j,l} = \min \left\{ d_c^l, A_{h,i}^{j,l} - \sum_{m=l+1}^{j} A_{h,i}^{m} \right\} ; \quad l < j \tag{4.22}
\]

Note that for a given combination of distributing \( h \) hops over \( n \) dimensions, we can write

\[
\sum_{l=0}^{j} A_{h,i}^{j,l} = A_{h,i}^{j} \tag{4.23}
\]

The blocking nature of wormhole switching leads to a differentiation among the channels in different dimensions when deterministic routing is used. This is because the number of channels to contend for decreases as the message travels from one dimension to the next. Also, when finite buffers are employed, messages will have different holding times as the effective numbers of channels are different for each hop, leading to different blocking delays. As a result, different channel holding times for a given combination, \( C_c^h = (d_c^0, d_c^1, \ldots, d_c^{n-1}) \), of distributing the \( h \)-hops of a message over \( n \) dimensions should be considered. To achieve this, we need to trace back the path of the message starting from the ejection channel to the highest dimension.
Since there is no blocking in the destination (assumption I), the holding time of the ejection channel, denoted by $T_{h,h+1}^0$, is simply the message length (i.e. $T_{h,h+1}^0 = M$). A message in dimension zero has already crossed all higher dimensions (1, 2, ..., $n-1$) and does not have any channels to cross from these dimensions. Therefore, the channel holding time for an $h$-hop message at its $i^{th}$ step in dimension zero consists of the message length $M$, the routing time $A_{h,i}^j$, and the blocking delay along the subsequent effective channels remaining in dimension zero. However, a message at dimension $j$ ($j > 0$) may still need to cross some channels from dimensions $(j-1, j-2, ..., 1, 0)$ to get to its destination. Hence, the channel holding time for an $h$-hop message at its $i^{th}$ step in dimension $j$ ($j > 0$) consists of the message length $M$, the routing time $A_{h,i}^j$, and the blocking delay along the subsequent effective channels in all dimensions that the message still needs to visit.

To clarify the present discussion, Figure 4.3 depicts a message being transmitted over a 2D torus. The channel holding times of an $h$-hop message is given by

\begin{align}
T_{h,h+1}^0 &= M \quad \text{(4.24)} \\
T_{h,j}^0 &= M + A_{h,i}^j + \sum_{l=i}^{i+A_{h,i}^j-1} B_{h,j}^0 \quad \text{(4.25)}
\end{align}
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\[ T_{h,i}^1 = M + A_{h,i}^1 + \sum_{i=1}^{i+A_{h,i}^1-1} B_{h,i}^1 + \sum_{i=1}^{i+A_{h,i}^0} B_{h,i}^0 \]  

(4.26)

Similarly, if the message is transmitted over a 3D torus, the channel holding times of an \( h \)-hop message in the third dimension is given by

\[ T_{h,i}^2 = M + A_{h,i}^2 + \sum_{i=1}^{i+A_{h,i}^2-1} B_{h,i}^2 + \sum_{i=1}^{i+A_{h,i}^0} B_{h,i}^1 + \sum_{i=1}^{i+A_{h,i}^0} B_{h,i}^0 \]  

(4.27)

The above equations can be generalised for any \( n \geq 1 \) as

\[ T_{h,i}^1 = M + A_{h,i}^1 + \sum_{d=0}^{i-A_{h,i}^1} \sum_{m=i}^{d+A_{h,i}^1} B_{h,i}^d \]  

(4.28)

4.4.2.3 Blocking due to contention for virtual channels (\( \theta_{h,i}^1 \))

To compute the probability of blocking due to busy virtual channels, \( \theta_{h,i}^1 \), two cases should be considered, (a) \( V \) virtual channels are busy, which mean all virtual channels in sets \( VC_1 \) and \( VC_2 \) are busy, and (b) \( V-1 \) virtual channels are busy, in which only one combination out of a total of \( V \) combinations results in all virtual channels in \( VC_1 \) being busy and the virtual channel to be used from \( VC_2 \) (the escape channel) is also busy [125]. Let \( P_{v}^{T_{h,i}} \) denote the probability that \( v \) virtual channels are busy at the \( i^{th} \) step of an \( h \)-hop message (with channel holding time of \( T_{h,i}^{1} \)). Recall that Chapter 3 has proposed a new method for calculating \( P_{v}^{T_{h,i}} \).

Considering the above two cases, \( \theta_{h,i}^1 \) can be calculated as [125]

\[ \theta_{h,i}^1 = P_{v}^{T_{h,i}} + \frac{P_{v}^{T_{h,i}}}{V} \]  

(4.29)

4.4.2.4 Blocking due to the finite buffer (\( Y_{h,i}^1 \))

As illustrated in Figure 4.1, a message may be blocked inside the buffer if the header flit cannot reach the head of the buffer because it is occupied by other messages. This can happen if
there is at least one flit from the previous message in the buffer, other than the one being
serviced. To calculate this probability, we utilise some results from a finite capacity queue,
denoted as M/G/1/F+1 (F flits from the finite buffer and one flit being serviced). The
probability of blocking inside the finite buffer resembles the probability of (2, 3, ..., F+1)
customers in the M/G/1/F+1 queue. Therefore, the probability that an \( h \)-hop message gets
blocked inside the buffer of its \( i^{th} \) step at dimension \( j \), \( \gamma_{h,i}^j \), can be approximated as

\[
\gamma_{h,i}^j = \sum_{k=2}^{F+1} \pi_{\kappa}^{M/G/1/F+1} 
\]

(4.30)

In the above equation, \( \pi_{\kappa}^{M/G/1/F+1} (1 < \kappa \leq F+1) \) is the probability that there are \( \kappa \)
customers in the M/G/1/F+1 queue. The arrival rate to the queue is the effective traffic
received at each physical channel and is given by equation (4.17). Likewise, the service rate
of the queue is the holding time of the next channel (this is because the input buffer is in the
next router) and is given by equation (4.28).

The calculation of the probability of the number of customers in an M/G/1/F+1 queuing
system, \( \rho_{\kappa}^{M/G/1/F+1} \), has been reported in [77, 141] and we refer interested readers to these
references for a detailed explanation. Nevertheless, it should be mentioned that the capacity
of the M/G/1/F+1 queue is expressed in terms of flits, namely the capacity is \( F+1 \) flits.
However, the arrival rate (equation 4.17) and the service rate (equation 4.28) are expressed
in terms of messages. That is, \( \lambda_c \) messages arrive during one network cycle and it takes \( T_{h,i}^j \)
network cycles to service a message. For the above approximation to work properly, the
arrival rate and the service time should be expressed in terms of flits not messages. Since the
message size is fixed, the flit arrival rate, \( \hat{\lambda}_c \), and flit service rate, \( \hat{T}_{h,i}^j \), that should be used
in calculating \( \pi_{\kappa}^{M/G/1/F+1} \) can be expressed in terms of \( \lambda_c \) and \( T_{h,i}^j \) as

\[
\hat{\lambda}_c = \lambda_c M 
\]

(4.31)
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\[ \hat{T}_{h,j} = \frac{T_{h,j}}{M} \quad (4.32) \]

### 4.4.3 Waiting time at the source (\( \bar{W}_s \))

The mean waiting time at the source node, \( \bar{W}_s \), is calculated by modelling the local queue at the source node as an \( M/G/1 \) queue. Each PE generates \( \lambda_g \) messages per cycle which can be injected into the network through any of the \( V \) virtual channels of the injection channel. Hence, the mean arrival rate at the source is given by

\[ \lambda_s = \frac{\lambda_g}{V} \quad (4.33) \]

Previous analytical models (i.e. models that assume single-flit buffers) have used the mean network latency, \( S_h \), as an approximation for the service rate of the queue at the source. However, when finite buffers are deployed, this approximation is not applicable. This is because the service time of the ejection channels (also all other channels as have been detailed above) is affected only by a given number of channels as the message does not necessarily span over all channels between the source and destination nodes. Therefore, the service rate is equal to the channel holding time of the injection channel, \( T_{h,0}^j \), as illustrated in Figure 4.3, and is given by equation (4.28). The variance of the service time distribution can be approximated as \( (T_{h,0}^j - M)^2 \) \[45\], and, hence, the mean waiting time at the source node of an \( h \)-hop message, \( W_s^h \), is given by

\[ W_s^h = \frac{\lambda_s (T_{h,0}^j)^2}{2(1 - \lambda_s T_{h,0}^j)} \left( 1 + \frac{(T_{h,0}^j - M)^2}{(T_{h,0}^j)^2} \right) \quad (4.34) \]

Averaging over all possible hops gives the mean waiting time at the source node as

\[ \bar{W}_s = \sum_{h=1}^{H} P_h^{\text{hop}} \cdot W_s^h \quad (4.35) \]
4.4.4 Virtual channel multiplexing ($\bar{v}$)

When multiple virtual channels are used per physical channel, they share the bandwidth in a time-multiplexed manner [36, 42]. The average degree of virtual channel multiplexing of an $h$-hop message that takes place at a given physical channel is given by [36]

$$V_h = \frac{\sum_{v=1}^{V} v^2 P_v S_h}{\sum_{v=1}^{V} v P_v S_h}$$

(4.36)

Averaging over all hops, the average degree of virtual channel multiplexing in the network is written as

$$\bar{V} = \sum_{h=1}^{H} P_h^{\text{hop}} V_h$$

(4.37)

4.4.5 Model Implementation

The model can be translated easily to a computer program using any programming language that permits double precision declarations like C++. However, it can be seen that there are several interdependencies between different variables of the model. For example, equation (4.28) reveals that the channel holding time, $T_{m,l}^j$, is a function of the blocking delay $B_{m,l}^j$, which is a function of the mean waiting time, $W_{m,l}^j$. The mean waiting time, on the other hand, is expressed in terms of the channel holding time in equation (4.19). Therefore, iterative techniques are used to evaluate different model variables as a closed-form solution is not feasible due to the interdependencies between the model equations [66, 77]. The following procedure is used to compute the mean message latency using the proposed model.

**Step 1:** Read $M$, $F$, $\lambda_g$, $k$ and $n$.

**Step 2:** Calculate the probabilities of generating $h$-hop messages $P_h^{\text{hop}}$ ($1 \leq h \leq H$) using equations (4.5) and (4.6)

**Step 3:** Compute $\lambda_c$ using equation (4.17)

**Step 4:** For every possible combination, $C_c^h = (d_0^c, d_1^c, \ldots, d_{n-1}^c)$, do the following
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Step 4.1: Initialise $T_{h,i}^j = M + A_{h,i}^j$

Step 4.2: Calculate $B_{h,i}^j$ using equation (4.15)

Step 4.3: Compute the new $T_{h,i}^j$ using equation (4.28)

Step 4.4: Repeat Steps 4.2 and 4.3 until the difference between the new and the previous $T_{h,i}^j$ is less than a given error bound, $\varepsilon$

Step 5: Compute $S_h$, $W_s$ and $V_h$ using equations (4.11), (4.34) and (4.36)

Step 6: Repeat steps 2, 3, 4 and 5 for every possible value of $h$

Step 7: Calculate $\bar{S}$, $\bar{W}_s$ and $\bar{V}$ using equations (4.4), (4.35) and (4.37)

Step 8: Compute the mean message latency using equation (4.1)

Running the above iterative procedure in any conventional computer takes only a few seconds to produce entire curves representing the model predictions in Figures 4.4 - 4.9. That time is far less than the time required to produce a single simulated point in the same graphs.

4.5 Model validation

To investigate the accuracy of the proposed analytical model, the discrete-event simulator that mimics the behaviour of dimension-order routing at the flit level in the wormhole-switched $k$-ary $n$-cube has been used. The network cycle time is defined as the transmission time of a single flit from one router to the next. Nodes generate fixed size messages ($M$ flits each) randomly with exponentially distributed inter-arrival times. The destination node of an $h$-hop message is determined using a uniform random number generator. The mean message latency is defined as the mean amount of time from the generation of a message until the last data flit reaches the local PE at the destination node. The other measures include the mean time to cross the network and the mean time spent in the local queue of the source node.

The Batch mean method [42, 95] has been used to collect simulation output where in each simulation experiment, a total number of 150000 messages (divided into 30 batches) are delivered to their destinations. In order to avoid the distortions due to start-up conditions, the
first 10000 messages were ignored. Along with the mean message latency, 95% confidence intervals have also been obtained from the simulations. However, due to the commonly small confidence interval half-widths especially in low and moderate traffic regions, and for clarity of presentation, the figures presented, like previous studies (for example [2, 4, 5, 29, 30, 45, 62, 73, 125]), depict only the mean message latency.

Numerous validation experiments have been conducted, for several combinations of network sizes, message sizes, virtual channels and buffer sizes, to assess the accuracy of the proposed analytical model. However, validation results are presented for the following cases

- Network size is 8-ary 2-cube, 16-ary 2-cube and 8-ary 3-cube;
- Message length $M=16, 32$ and 64 flits;
- Number of virtual channels $V=3$ and 5;
- Buffer size $F=2, 4, 8, 16$ flits.

Figures 4.4-4.9 depict latency results predicted by the analytical model (labelled as Model) plotted against those obtained from the simulator (labelled as Sim). The horizontal axis in all the figures shows the traffic generation rate at each node per network cycle (i.e. $\lambda_g$) while the vertical axis shows the mean message latency. The figures indicate that in all cases the simulation measurements and the values predicted by the analytical model are in close agreement for various network operating environments. Moreover, the model predictions are still good even when the network operates in the heavy traffic region, and when it starts to approach the saturation point (when the network is no longer able to deliver any message to its destination). From the modelling point of view, the saturation point occurs when the server utilisation reaches one, that is $\lambda_c T_{s,v}^I \geq 1$. 
Figure 4.4: Mean message latency predicted by the model and simulator against the traffic generation rate in the 8-ary 2-cube. Message length $M=16$ and 32 flits; number of virtual channels per physical channel $V=3$. Buffer size (a) $F=2$ flits, (b) $F=4$ flits, and (c) $F=8$ flits.
Figure 4.5: Mean message latency predicted by the model and simulator against the traffic generation rate in the 8-ary 2-cube. Message length $M=16$ and 32 flits, number of virtual channels per physical channel $V=5$. Buffer size (a) $F=2$ flits, (b) $F=4$ flits, and (c) $F=8$ flits.
Figure 4.6: Mean message latency predicted by the model and simulator against the traffic generation rate in the 16-ary 2-cube. Message length $M=32$ and 64 flits, number of virtual channels per physical channel $V=3$. Buffer size (a) $F=4$ flits, (b) $F=8$ flits, and (c) $F=16$ flits.
Figure 4.7: Mean message latency predicted by the model and simulator against the traffic generation rate in the 16-ary 2-cube. Message length $M=32$ and 64 flits, number of virtual channels per physical channel $V=5$. Buffer size (a) $F=4$ flits, (b) $F=8$ flits, and (c) $F=16$ flits.
Figure 4.8: Mean message latency predicted by the model and simulator against the traffic generation rate in the 8-ary 3-cube. Message length $M=16$ and 32 flits, number of virtual channels per physical channel $V=3$. Buffer size (a) $F=2$ flits, (b) $F=4$ flits, and (c) $F=8$ flits.
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Figure 4.9: Mean message latency predicted by the model and simulator against the traffic generation rate in the 8-ary 3-cube. Message length $M=16$ and 32 flits, number of virtual channels per physical channel $V=5$. Buffer size (a) $F=2$ flits, (b) $F=4$ flits, and (c) $F=8$ flits.
However, in some cases, some discrepancies around the saturation point are apparent. These can be accounted for, for instance, by the approximation made to estimate the variance of the message service time distribution. As mentioned above, this approximation simplifies greatly the model, as it allows us to avoid computing the exact distribution of the message service time; which is not a straightforward task due to the inter-dependencies between service times at successive channels as wormhole switching relies on a blocking mechanism for flow control. However, the main advantage of the proposed model is its simplicity, which makes it a practical evaluation tool for assessing the performance of $k$-ary $n$-cubes.

4.6 Extension of the model

This section outlines briefly the modifications that have to be made to the model in order to adapt it to the unidirectional torus and hypercube.

4.6.1 The unidirectional torus

In the unidirectional torus, an $h$-hop message can make at most $k-1$ hops per dimension. Similarly, the minimum number of hops at any dimension is zero if $h$ is less than $k-1$. Otherwise, the minimum number of hops at any dimension is equal to the number of hops that are left after making the maximum number of hops in $(n-1)$ dimensions. Therefore, $H^+$ and $H^-$ for the unidirectional torus are respectively given by

$$
H^+ = \begin{cases} 
  k-1 & h > k-1 \\
  h & h \leq k-1 
\end{cases} 
$$

$$
H^- = \begin{cases} 
  h-(k-1)(n-1) & h > (k-1)(n-1) \\
  0 & h \leq (k-1)(n-1) 
\end{cases} 
$$

Therefore, the maximum number of hops between any given pair of nodes in the network is given by

$$
H = n(k-1) 
$$

(4.38)
Since the router in the unidirectional torus has \( n \) output channels (as opposed to \( 2n \) output channels in the bidirectional torus), then the mean traffic rate received by each channel is obtained by modifying equation (4.17) to reflect the above changes. Hence, \( \lambda_c \) of the unidirectional torus can be written as

\[
\lambda_c = \sum_{h=1}^{H} \left( \frac{n \lambda^g}{n N} \right)^h P^{\text{hop}}_n \frac{2^n - 1}{2^n - 1}
\]

(4.41)

Finally, the number of nodes that are \( h \)-hops away from a given node, \( n_h \), in the unidirectional torus is given by [131]

\[
n_h = \sum_{i=0}^{n} (-1)^i \binom{n}{i} \frac{h-ik+n-1}{n-1} = \sum_{i=0}^{n} (-1)^i \binom{n}{i} \frac{h-ik+n-1}{n-1}
\]

(4.42)

### 4.6.2 The hypercube

When the number of nodes per dimension is 2, the \( k \)-ary \( n \)-cube collapses to the well known hypercube topology [49]. To model the hypercube, some equations derived above can be further simplified due to the fact that the maximum number of hops per dimension is 1 (i.e. each dimension contains only two nodes). The probability of generating an \( h \)-hop message in hypercubes is given by [1]

\[
P^{\text{hop}}_h = \frac{n \choose h}{N-1}
\]

(4.43)

Making one hop in the hypercube means crossing one dimension. Therefore, the maximum number of hops that a message needs to reach to any destination is \( n \). This simplifies the calculation of the network latency and the channel holding time. The network latency can now be written as [8]

\[
S_h = M + h + \sum_{i=1}^{h} B_{h,i}
\]

(4.44)
Similarly, the channel holding time of an \( h \)-hop message at its \( i^{th} \) step (i.e. \( i^{th} \) dimension) is given by [8]

\[
T_{h,i}^i = M + A_{h,i}^i + \sum_{l=i}^{i+A_{h,i}^{-1}} B_{h,l}^i
\]  

(4.45)

Also, the mean waiting time at the source of an \( h \)-hop message is given by

\[
W_s^h = \frac{\lambda_s (T_{h,0}^0)^2}{2(1 - \lambda_s T_{h,0}^0)} \left( \frac{1 + \left( \frac{T_{h,0}^0 - M}{T_{h,0}^0} \right)^2}{T_{h,0}^0} \right)
\]  

(4.46)

Because dimension-order routing in the hypercube is deadlock-free, the virtual channels (\( V \geq 1 \)) are not partitioned into two sets like the torus (i.e. there is no need to dedicate any virtual channels for deadlock-prevention) [49]. Hence, the probability of blocking due to the contention for virtual channels is equal to the probability that all virtual channels are busy (i.e. \( P_{vh}^h \)). Therefore, the mean blocking delay becomes

\[
B_{h,i}^i = P_{vh}^h \cdot Y_{h,i}^i \cdot W_{h,i}^i
\]  

(4.47)

### 4.7 Conclusions

This chapter proposed a new analytical model that captures the effects of finite buffers on the performance of wormhole-switched \( k \)-ary \( n \)-cubes when deterministic routing is used. This is the first model to be reported in the literature that considers the use of multiple virtual channels per physical channel. The derivation of the model has been described in detail for the bidirectional torus. However, modifications to the model in order to extend it to the unidirectional torus and hypercube have also been outlined. The model has been validated via simulation experiments and the results have demonstrated its reasonable accuracy under various network operating conditions. The simplicity and the accuracy of the proposed model make it a practical and cost-effective evaluation tool that can be used to study the performance impacts of introducing finite buffers in wormhole-switched \( k \)-ary \( n \)-cubes.
Next chapter presents an analytical model that can capture the effects of finite buffers when adaptive routing is used in wormhole switched networks. More precisely, a new model is proposed for Duato’s adaptive routing algorithm [46], which has been widely studied and deployed in practical multicomputers [3, 22, 38, 49, 103, 111, 127, 133].
Chapter 5

Modelling Adaptive Routing with Finite Buffers

5.1 Introduction

A number of researchers have proposed analytical models to assess the performance of adaptive routing in $k$-ary $n$-cubes over the past few years [22, 71, 93, 102, 111, 126, 127, 128, 129]. However, like the models proposed for deterministic routing, these models have also constrained the buffer depth to a single flit. Consequently, most studies have resorted to simulations to capture the effects of finite buffers on the performance of adaptive routing in $k$-ary $n$-cubes [14, 26, 48, 101].

The present chapter suggests a new model to capture the effects of finite size buffers on network performance when adaptive routing is used in $k$-ary $n$-cubes with virtual channels. The routing algorithm that has been used in the development of the new model is Duato’s adaptive routing algorithm [46] but the modelling approach can be applied to other adaptive routing algorithms in a straightforward manner [93, 111, 126].

The previous chapter, and also some existing studies [66, 81, 82], described analytical models for deterministic routing with finite buffers. However, the modelling approach adopted for deterministic routing cannot be applied directly to adaptive routing. This stems from the inherently different operations of these two types of routing algorithms. Moreover, developing such a model for adaptive routing is a more difficult undertaking. In adaptive routing, when a message reaches a given router, it is not clear how many
dimensions it still needs to traverse; as the message path is not predefined as in the
deterministic routing. The problem is further exacerbated as the number of network
dimensions increases. As a result, a different approach is required for computing the
blocking probabilities in adaptive routing. The presence of the finite buffers complicates the
derivation further as the statistical characteristics of each channel, even in the same
dimension, could vary depending on the number of buffers that are necessary to
accommodate an entire message.

It is shown below that the proposed model exhibits good accuracy under light, moderate and
heavy traffic conditions. It achieves this because, on the one hand, it takes account of the two
types of blocking that may affect the message transmission; one is due to the contention for
virtual channels and the other is due to the existence of the finite buffers. On the other hand,
the model determines different components that make up the average message latency
including routing delay, blocking delay and source delay as a function of the number of
effective channels. This is to account for the reduction in the number of channels that are
occupied by a message due to the available buffer space.

The remainder of this chapter is organised as follows. Section 5.2 lists the assumptions and
notation used in the analysis. Section 5.3 presents the analytical model for the bidirectional
torus. Section 5.4 validates the model through simulation experiments while Section 5.5
shows how the model can be adapted to model the unidirectional torus and hypercube.
Finally, Section 5.6 concludes this chapter.

5.2 Assumptions and notation

The notation used to describe different variables and quantities of the model are listed in
Table 5.1. Moreover, the model presented in this chapter relies on the following assumptions
that are commonly accepted in the literature [22, 66, 71, 81, 82, 93, 102, 111, 126].
a) The message length is $M$ flits, each of which requires one network cycle to advance from one router to the next using wormhole switching. Moreover, message destinations are distributed uniformly across the network nodes.

b) Each node generates traffic independently of all other nodes according to a Poisson process with a mean generation rate of $\lambda_g$ messages per cycle.

c) The arrival process at a given channel is approximated by an independent Poisson process with a mean arrival rate of $\lambda_c$ messages per cycle.

d) Each physical channel is organised into $V$ ($V>2$) virtual channels each of which is equipped with a finite buffer of size $F$ ($1 < F \leq M$) flits.

e) Messages are routed according to Duato’s adaptive routing algorithm [46], where the virtual channels are divided into two sets: $VC_1$ and $VC_2$. The set $VC_1$ contains ($V$-2) virtual channels that are crossed adaptively. When there is more than one virtual channel available, then a message chooses one at random. Meanwhile, the set $VC_2$ contains two virtual channels that are crossed deterministically. Only one of these two channels can be used in an increasing (or decreasing) order of dimension. Duato’s adaptive routing is explained in more detail in Chapter 2.

f) The local queue of the injection channel in the source node has infinite capacity. Moreover, messages are transferred, through the ejection channel, to the local PE as soon as they arrive at their destinations.

Table 5.1: Notation used in the model for adaptive routing with finite buffers

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s$</td>
<td>Source node</td>
</tr>
<tr>
<td>$d$</td>
<td>Destination node</td>
</tr>
<tr>
<td>$M$</td>
<td>Message size in flits</td>
</tr>
<tr>
<td>$F$</td>
<td>Buffer size in flits</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of dimensions of the network</td>
</tr>
<tr>
<td>$k$</td>
<td>Number of nodes per dimension</td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>--------</td>
<td>-------------</td>
</tr>
<tr>
<td>$\bar{k}$</td>
<td>Average number of hops to cross one dimension</td>
</tr>
<tr>
<td>$\bar{d}$</td>
<td>Average number of hops to across the entire network</td>
</tr>
<tr>
<td>$\lambda_g$</td>
<td>Message generation rate at each node of the network</td>
</tr>
<tr>
<td>$\lambda_c$</td>
<td>Rate of messages received at each physical channel</td>
</tr>
<tr>
<td>$T_i^{&lt;s,d&gt;}$</td>
<td>Channel holding time at the $i^{th}$ hop of a message travelling from $s$ to $d$</td>
</tr>
<tr>
<td>$A_i^{&lt;s,d&gt;}$</td>
<td>Number of effective channels at the $i^{th}$ hop of a message travelling from $s$ to $d$</td>
</tr>
<tr>
<td>$\mathcal{H}_{&lt;s,d&gt;}$</td>
<td>A set where each element represents the number of hops that a message makes at each dimension when travelling from $s$ to $d$</td>
</tr>
<tr>
<td>$</td>
<td>\mathcal{H}_{&lt;s,d&gt;}</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Number of elements in the set $\mathcal{H}_{&lt;s,d&gt;}$</td>
</tr>
<tr>
<td>$\Omega(0,\mathcal{H}_{&lt;s,d&gt;},i)$</td>
<td>Number of ways to distribute $i$ hops over $\delta$ dimensions with at least zero and at most $h_j \in \mathcal{H}_{&lt;s,d&gt;}$ hops in the $j^{th}$ dimension</td>
</tr>
<tr>
<td>$\hat{\mathcal{H}}_{&lt;s,d&gt;}$</td>
<td>Temporary set used to calculate $\Omega(0,\mathcal{H}_{&lt;s,d&gt;},i)$</td>
</tr>
<tr>
<td>$W_i^{&lt;s,d&gt;}$</td>
<td>Source delay seen by a message travelling from $s$ to $d$</td>
</tr>
<tr>
<td>$B^{&lt;s,d&gt;}$</td>
<td>Blocking delay seen by a message travelling from $s$ to $d$</td>
</tr>
<tr>
<td>$V^{&lt;s,d&gt;}$</td>
<td>Multiplexing degree seen by a message travelling from $s$ to $d$</td>
</tr>
<tr>
<td>$\bar{W}_s$</td>
<td>Mean source delay</td>
</tr>
<tr>
<td>$R$</td>
<td>Mean routing delay</td>
</tr>
<tr>
<td>$B$</td>
<td>Mean blocking delay</td>
</tr>
<tr>
<td>$\bar{V}$</td>
<td>Average degree of multiplexing</td>
</tr>
<tr>
<td>$\bar{S}$</td>
<td>Mean network latency</td>
</tr>
<tr>
<td>$S^{&lt;s,d&gt;}$</td>
<td>Average network latency of a message crossing from $s$ to $d$</td>
</tr>
<tr>
<td>$W_i^{&lt;s,d&gt;}$</td>
<td>Mean waiting time for a message crossing from $s$ to $d$</td>
</tr>
<tr>
<td>$\theta_i^{&lt;s,d&gt;}$</td>
<td>Probability of blocking due to contention at the $i^{th}$ hop of a message travelling from $s$ to $d$</td>
</tr>
<tr>
<td>$\gamma_i^{&lt;s,d&gt;}$</td>
<td>Probability of blocking due to insufficient buffer space at the $i^{th}$ hop of a message travelling from $s$ to $d$</td>
</tr>
<tr>
<td>$p_i^{&lt;s,d&gt;}$</td>
<td>Probability that all adaptive virtual channels at the physical channel of the $i^{th}$ hop of a message crossing from $s$ to $d$ are busy</td>
</tr>
<tr>
<td>$p_i^{&lt;s,d&gt;}$</td>
<td>Probability that all adaptive virtual channels and the deterministic virtual channel to be used at the physical channel of the $i^{th}$ hop of a message crossing from $s$ to $d$ are busy</td>
</tr>
<tr>
<td>$Pass_i^{&lt;s,d&gt;}$</td>
<td>Probability that a message crossing from $s$ to $d$ has passed $z$ dimensions on its $i^{th}$ hop.</td>
</tr>
<tr>
<td>$\pi_M^{M/G/1/F+1}$</td>
<td>Probability that there are $\kappa$ customers in the $M/G/1/F+1$ queue</td>
</tr>
<tr>
<td>$p_i^{&lt;s,d&gt;}^{&lt;s,d&gt;}$</td>
<td>Probability that there are $v$ busy virtual channels when the channel holding time is $T_i^{&lt;s,d&gt;}$ at the $i^{th}$ hop of a message crossing from $s$ to $d$</td>
</tr>
</tbody>
</table>
5.3 Derivation of the model

It has been highlighted in Section 4.3 how introducing finite buffers complicates the derivation of the analytical model. These complications arise because finite buffers reduce the number of channels that a message occupies, and hence blocking delays inside the buffer and at the head of the buffer should both be considered and expressed as a function of the number of effective channels.

The time to transmit a message from a source node to a destination node can be broken into four main components. The first component is the time that the message spends waiting at the local queue of the injection channel before it traverses the first network channel. The second component is the actual message transmission time and is simply equal to the message size as we have assumed that each flit of the message takes one cycle to be transmitted across a physical channel from one node to the next. Upon arriving at an intermediate node, the header flit is decoded and the router decides which output channel it shall forward the message to. This routing decision at each hop constitutes the third component that contributes to the overall message latency. Finally, the fourth component of the message latency is the blocking delay that the message may encounter at each hop.

The proposed analytical model calculates the mean message latency as the summation of the above four components (i.e. the source delay $\bar{W}_s$, the transmission time $M$, the routing delay $R$, and the blocking delay $B$). However, the latency has to be scaled by a factor, $\bar{V}$, to capture the effects of multiplexing multiple virtual channels over a physical channel [36, 114, 126]. The mean message latency can therefore be expressed as

$$\text{Mean Message Latency} = (\bar{S} + \bar{W}_s) \bar{V} \quad \text{(5.1)}$$

In the above equation, and in what follows, we will denote by $\bar{S}$ the mean network latency (i.e. the time to cross the network) which is the summation of the transmission time, routing delay and blocking delay. That is
\[ \bar{S} = M + R + B \] (5.2)

Since the torus is symmetric, \( \bar{S} \) and \( \bar{W}_s \) can be calculated by averaging the latencies seen by a message generated at one source node and destined to all other nodes in the network. Hence without any lose of generality, and to simplify the analysis, we can assume that the source node is \( s = (s_0, s_1, \ldots, s_{n-1}) \) where \( s_j = 0 (0 \leq j \leq n-1) \). Let the destination node be denoted by \( d = (d_0, d_1, \ldots, d_{n-1}) \) such that \( d \in G - \{s\} \), where \( G \) is the set of all nodes in the network. Let us also define the set \( \mathcal{A}_{<s,d>} = \{h_0, h_1, \ldots, h_{n-1}\} \), where each element, \( h_j \), represents the number of hops that a message makes in each dimension, \( j \), along its path from the source node \( s \) to the destination node \( d \). Hence the total number of hops is given by

\[ |\mathcal{A}_{<s,d>}| = \sum_{j=0}^{n-1} h_j \] (5.3)

In bidirectional networks, messages can be routed in both the positive and negative directions of any dimension. Given that the maximum number of hops a message can make to cross any dimension is \( k/2 \) (this is due to the wrap-around connections), and since \( s_j = 0 (0 \leq j \leq n-1) \), the set \( \mathcal{A}_{<s,d>} \) can be constructed as

\[ h_j = \begin{cases} d_j & d_j \leq \lceil k/2 \rceil \\ k - d_j & \text{otherwise} \end{cases} ; j = 0, 1, \ldots, n-1 \] (5.4)

Let us further denote the source delay and the blocking delay between a given source node \( s \) and a given destination node \( d \) as \( W_{s<^s,d>} \) and \( B_{s<^s,d>} \), respectively. Averaging over all \( N-1 \) possible destinations, \( \bar{W}_s \) and \( B \) can be written as follows

\[ \bar{W}_s = \frac{\sum_{d \in G - \{s\}} W_{s<^s,d>}}{N-1} \] (5.5)

\[ B = \frac{\sum_{d \in G - \{s\}} B_{s<^s,d>}}{N-1} \] (5.6)
However, the routing delay, $R$, of a message originated at node $s$ and destined to node $d$ is simply equal to the length of the route, $|\mathcal{S}_{s,d}|$ (i.e. the number of hops that a message needs to make to reach its destination). This is because when wormhole switching is used, the routing decision is taken only for the header flit while all remaining data flits follow the header in a pipelined fashion. By assuming that each routing decision takes one network cycle, $R$ can be written as

$$R = \frac{\sum_{d \in G - \{s\}} |\mathcal{S}_{s,d}|}{N - 1}$$  \hspace{1cm} (5.7)

### 5.3.1 The blocking delay ($B_{s,d}$)

Because the destination nodes are distributed uniformly in the network (assumption a), the average number of hops that a message makes along one dimension, $\bar{k}$, and across the network, $\bar{d}$, in bidirectional $k$-ary $n$-cubes is given by [5]

$$\bar{k} = \begin{cases} 
  \frac{k}{4} & k \mod 2 = 0 \\
  \frac{1}{4}(k - (1/k)) & k \mod 2 \neq 0 
\end{cases}$$ \hspace{1cm} (5.8)

$$\bar{d} = n \bar{k}$$ \hspace{1cm} (5.9)

Duato’s adaptive routing allows a message to use any available channel that brings it closer to its destination. This results in an evenly distributed traffic rate over all network channels. As discussed in Chapter 2, the router of the bidirectional $k$-ary $n$-cube has two output channels, corresponding to the positive and negative directions, for every dimension, resulting in a total of $2n$ output channels per router. Given that under uniform traffic each message traverses on average $\bar{d}$ hops to travel from its source to its destination and because each node generates $\lambda_g$ messages per cycle, the average traffic received by each channel in the network, $\lambda_c$, can be written as

$$\lambda_c = (\lambda_g \bar{d}) / 2n$$ \hspace{1cm} (5.10)
At each hop $i \ (1 \leq i \leq |\mathcal{A}_{<s,d>|})$ of its journey from node $s$ to node $d$, a message may suffer from two types of blockings. Firstly, it may get blocked at the head of the buffer with probability $\theta_i^{<s,d>} \, \text{due to the contention for virtual channels.}$ Secondly, a message may be blocked inside the buffer with probability $\gamma_i^{<s,d>}$ due to insufficient buffer space to accommodate the entire message. If a message gets blocked during the $i^{th}$ hop of its path, it then spends a mean waiting time of $W_i^{<s,d>}$. Therefore, the blocking delay of a message consists of the summation of the blocking delays that the message may encounter at each of its $|\mathcal{A}_{<s,d>|}$ hops during its journey from node $s$ to node $d$ and is expressed as

$$B^{<s,d>} = \sum_{i=1}^{|\mathcal{A}_{<s,d>|}} \left( \theta_i^{<s,d>} \cdot \gamma_i^{<s,d>} \cdot W_i^{<s,d>} \right)$$

(5.11)

To determine $W_i^{<s,d>}$, each network channel is treated as an M/G/1 queuing system with a mean waiting time of [77]

$$E[W] = \frac{\lambda_c E[S]^2 \left(1 + \frac{\sigma_S^2}{E[S]^2}\right)}{2(1 - \lambda_c E[S])}$$

(5.12)

In the above equation, $\lambda_c$ is the arrival rate, $E[S]$ is the mean service time and $\sigma_S^2$ is the variance of the service time distribution. While the arrival rate is given by equation (5.10), the mean and the variance of the service time are still to be evaluated. The mean service time of the queue is exactly the channel holding time of the $i^{th}$ hop, denoted as $T_i^{<s,d>}$, and will be calculated in the following subsection.

However, calculating the variance of the service time requires explicate knowledge of the service time distribution which is hard to obtain due to the inherited blocking nature of wormhole switching. Following a suggestion proposed in [45], and because the minimum service time of any message is equal to its length, $M$, the variance of the service time
distribution can be approximated as \((T_i^{<s,d>^2} - M)^2\). Substituting \(T_i^{<s,d>}\) for the mean service time and \((T_i^{<s,d>^2} - M)^2\) for the variance of the service time into equation (5.12) yields an expression for the mean waiting time

\[
W_i^{<s,d>} = \frac{\lambda_c (T_i^{<s,d>})^2 + \lambda_c (T_i^{<s,d>^2} - M)^2}{2(1 - \lambda_c T_i^{<s,d>})}
\]

(5.13)

5.3.1.1 The channel holding time \((T_i^{<s,d>})\)

Due to the available buffering space, the different components that make up the mean message latency are affected by only a limited number of channels (i.e. the number of effective channels). Using the definition given in Chapter 4, the number of effective channels can be calculated as

\[
A_i^{<s,d>} = \begin{cases} 
\lceil M/F \rceil & \text{if } \sum_{j=0}^{i} A_j^{<s,d>} - i + 1 \geq \lceil M/F \rceil \\
\sum_{j=0}^{i} A_j^{<s,d>} - i + 1 & \text{otherwise}
\end{cases}
\]

(5.14)

In the above equation, \(\lceil M/F \rceil\) denote the number of buffers that are necessary to accommodate the entire message. The ceiling operator is required because the message size may not be exact multiples of the buffer size.

When adaptive routing is used in a uniform traffic model, we can assume safely that the service time (i.e. the channel holding time) is the same for all network channels, as adaptive routing distributes traffic evenly among all channels. However, when finite size buffers are introduced, channels (regardless of their dimension) will see different holding times because the numbers of effective channels vary from one hop to the next. As a result, we need to consider different channel holding times for every hop a message makes along its path from the source to the destination. Taking into consideration the effective number of channels, the channel holding time of the \(i^{th}\) hop consists of the actual message transmission time, \(M\), the routing delay that occurs along the effective channels (we have assumed that routing
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decision takes one cycle), and the blocking delays encountered along the subsequent
effective channels. Hence, the channel holding time can be written as

\[ T_i^{<s,d>} = M + A_i^{<s,d>} + \sum_{l=i}^{l+d^{<s,d>}-1} \left( \theta_i^{<s,d>} : \gamma_i^{<s,d>} : W_i^{<s,d>} \right) \]  

(5.15)

5.3.1.2 Probability of blocking due to contention (\( \theta_i^{<s,d>} \))

The calculation of the probability of blocking due to contention for virtual channels, \( \theta_i^{<s,d>} \),
has been reported widely in the literature (see for example [22, 71, 93, 102, 106, 111, 126]).
The method proposed in [126] is based on some topological properties of \( k \)-ary \( n \)-cubes
[131] and has been shown to preserve a good degree of accuracy. In the rest of this section,
we adopt a similar approach to compute \( \theta_i^{<s,d>} \).

Let \( d \) denote the number of elements in the set \( S_{<s,d>} \). Also, let \( \Omega(0, S_{<s,d>}, i) \) denote the
number of ways to distribute \( i \) hops over \( d \) dimensions such that the number of hops in
dimension \( j \), is at least zero and is at most the \( j^{th} \) element of the set \( S_{<s,d>} \). \( \Omega(0, S_{<s,d>}, i) \)
can be determined recursively using

\[ \Omega(0, S_{<s,d>}, i) = \begin{cases} 
1 & \text{if } i = 0 \\
0 & \text{if } i < 0 \text{ or } d < 1 \\
\sum_{m=0}^{h_d} \Omega(0, S_{<s,d>} - \{h_d\}, i - m) & \text{otherwise}
\end{cases} \]  

(5.16)

The probability that a message has crossed entirely \( z \) (\( z=1, 2, ..., n-1 \)) dimensions at its \( i^{th} \)
hop is given by [126]

\[ \text{Pass}^{<s,d>}_{i,z} = \sum_{l_z=0}^{n-1} \sum_{l_z=1}^{n-1} ... \sum_{l_z=z}^{n-1} \frac{\Omega(0, S_{<s,d>}, i - \sum_{j=1}^{z} h_{j_z})}{\Omega(0, S_{<s,d>}, i)} \]  

(5.17)

\[ ^{1} \text{A detailed proof is presented in [131]} \]
In the above equation, \( \mathcal{S}_{<s,d>} \) is a temporary set and is constructed as follows [126]

\[
\mathcal{S}_{<s,d>} = \{ \hat{s}_0, \hat{s}_1, \ldots, \hat{s}_{n-1} \}
\]

\[
\hat{s}_i = \begin{cases} 
0 & i = l_1 \text{ or } i = l_2 \text{ or } \ldots \text{ or } i = l_z \\
\hat{s}_i - 1 & \text{otherwise}
\end{cases}
\]

Using the law of total probability [108], the probability that the message still has to visit all dimensions is given by

\[
\text{Pass}_{i,0}^{<s,d>} = 1 - \sum_{z=0}^{n-1} \text{Pass}_{i,z}^{<s,d>}
\]

When a message has crossed entirely \( z \) dimensions, it can select any of the available \( (n-z)(V-2) \) adaptive virtual channels from \( VC_1 \) to make its next hop. If all virtual channels from \( VC_1 \) are busy, the message can use the predefined deterministic virtual channel from \( VC_2 \) to advance to the next router otherwise the message gets blocked. Let \( P_{i,a}^{<s,d>} \) denotes the probability that a message cannot use the virtual channels from \( VC_1 \) (i.e. all adaptive virtual channels are busy) at the \( i^{th} \) hop of its journey from node \( s \) to node \( d \). Similarly, let \( P_{i,d}^{<s,d>} \) denotes the probability that a message cannot use the predefined deterministic virtual channel from \( VC_2 \) (i.e. all adaptive virtual channels and the deterministic virtual channel to be used are busy).

A message is blocked at its \( i^{th} \) hop, if all the adaptive virtual channels of the remaining dimensions are busy and the deterministic virtual channel to be used is busy. Hence, the probability of blocking at the head of the queue due to the contention for virtual channels can be written as [126]

\[
\Theta_i^{<s,d>} = \sum_{z=0}^{n-1} \text{Pass}_{i,z}^{<s,d>} \left( P_{i,a}^{<s,d>} \right)^{n-z-1} P_{i,d}^{<s,d>}
\]

To compute \( P_{i,a}^{<s,d>} \), the following three cases should be considered [111]
a) $V$ virtual channels are busy, which means all adaptive and all deterministic virtual channels are busy.

b) $(V-1)$ virtual channels are busy. There is a total of $V$ combinations where $(V-1)$ out of $V$ virtual channels are busy. Among these combinations only two cases results in all adaptive virtual channels being busy. The first case is when all adaptive virtual channels are busy and the first virtual channel from $VC_2$ is busy. The second case is when all adaptive virtual channels are busy and the second virtual channel from $VC_2$ is busy.

c) $(V-2)$ virtual channels are busy. The number of combinations where $(V-2)$ out of $V$ virtual channels are busy is $\binom{V}{V-2}$ of which only one case results in all virtual channels being busy. This case occurs when all virtual channels are busy, but the two deterministic virtual channels from $VC_2$ are not.

Likewise, to compute the probability that all adaptive virtual channels and the deterministic virtual channel to be used are busy, $P^{c,s,d}_{i,d}$, two cases should be considered [111]

a) $V$ virtual channels are busy which means all adaptive and all deterministic virtual channels are busy.

b) $(V-1)$ virtual channels are busy. In this case only two combinations results in all adaptive virtual channels being busy and the deterministic virtual channel to be used also busy.

The probability of busy virtual channels per physical channel has been discussed extensively in Chapter 3. Equation (3.9) gives the probability of $v$ busy virtual channels, $P^{c,s,d}_{v,i} (v = 0, 1, \ldots, V)$, when the channel holding time is $T^{c,s,d}_{i}$ at the $i^{th}$ hop of a message travelling from $s$ to $d$. Taking into account the cases mentioned above, $P^{c,s,d}_{i,a}$ and $P^{c,s,d}_{i,d}$ are given, in terms of $P^{T^{c,s,d}_{i}}_{v}$, by [111, 126]
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5.3.1.3 Probability of blocking due to finite buffers ($\gamma_{i,d}^{s}$)

The calculation of $\gamma_{i,d}^{s}$ has been explained in Chapter 4 and the same approach is used here. This is because, in both deterministic and adaptive routing algorithms, the routing decision is taken only for the header flit when it reaches the head of the queue. Therefore, the probability of blocking inside the finite buffer, of a message at its $i^{th}$ hop is given by

$$\gamma_{i,d}^{s} = \sum_{\kappa=2}^{F+1} \pi_{\kappa}^{M/G/1/F+1}$$

(5.23)

5.3.2 The source delay ($W_{s}^{A,B}$)

A message that makes $|3_{s,d}^{<s,d>}$ hops to travel between node $s$ and node $d$, may experience queuing delay at the injection channel before it is delivered to the network for transmission. To calculate the mean waiting time at the source node, the injection channel can be modelled as an M/G/1 queuing system with mean arrival rate ($\lambda_{g}/V$) (i.e. a message at the source node may enter the network via any of the $V$ virtual channels). The service time of the queue is the channel holding time of the injection channel, $T_{0}^{s,d}$, which can be calculated using equation (5.15). Approximating the variance of the service time, as suggested in [45], by $(T_{0}^{s,d} - M)^2$, yields the mean waiting time at the source [77]

$$W_{s}^{A,B} = \frac{\lambda_{g}}{V} \frac{(T_{0}^{s,d})^2}{1 + (T_{0}^{s,d} - M)^2 / (T_{0}^{s,d})^2}$$

$$2 \left( 1 - \frac{\lambda_{g}}{V} \frac{T_{0}^{s,d}}{T_{0}^{s,d}} \right)$$

(5.24)
5.3.3 The multiplexing factor ($\bar{V}$)

The network latency, $\overline{S}^{<s,d>}$, (i.e. the time to cross the network) of a message travelling between node $s$ and $d$ consists of the actual message transmission time, the blocking delay and the routing delay. Hence it can be written as

$$\overline{S}^{<s,d>} = M + |\overline{S}^{<s,d>}| + B^{<s,d>} \tag{5.25}$$

When multiple virtual channels are used per physical channel, they share the same bandwidth in a time-multiplexed manner. The average multiplexing degree of virtual channels that takes place at a physical channel in the path between source node $s$ and destination node $d$ can be estimated by [36]

$$V^{<s,d>} = \frac{\sum_{v=1}^{V} v^2 P^{<s,d>}_v}{\sum_{v=1}^{V} v P^{<s,d>}_v} \tag{5.26}$$

In the above equation, $P^{<s,d>}_v$ ($v = 0, 1, \ldots, V$) represents the probability of busy virtual channels, as calculated in Chapter 3, when the mean service time is $\overline{S}^{<s,d>}$. Finally, the average degree of virtual channel multiplexing is computed by averaging the multiplexing degree over all possible source-destination pairs. That is

$$\bar{V} = \sum_{s \in G-(d)} V^{<s,d>} \frac{N-1}{N-1} \tag{5.27}$$

5.3.4 Model implementation

Examining the above equations reveals that there are some interdependencies between the different variables and equations of the analytical model. For instance, equation (5.15) reveals that the channel holding time, $T^{<s,d>}_i$, is a function of the mean waiting time, $W^{<s,d>}_i$, while the waiting time is expressed as a function of the channel holding time in
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Therefore, the model equations are solved iteratively, because a closed-form solution is very difficult to obtain [1, 5, 22, 31, 82, 111, 126]. The following simple iterative procedure is used to compute the mean message latency as described by the above model.

**Step 1:** Read $M, F, \lambda_g, k$ and $n$

**Step 2:** Construct the set $\mathcal{S}_{s,d}$ using equation (5.4)

**Step 3:** For every $i$ ($1 \leq i \leq |\mathcal{S}_{s,d}|$) do the following:

**Step 3.1:** Compute $A_{i}^{s,d}$ using equation (5.14)

**Step 3.2:** Initialize $T_{i}^{s,d} = M + A_{i}^{s,d}$

**Step 3.3:** Compute $W_{i}^{s,d}$, $\Theta_{i}^{s,d}$ and $\Upsilon_{i}^{s,d}$ using equations (5.13), (5.20) and (5.23), respectively

**Step 3.4:** Calculate the new $T_{i}^{s,d}$ using equation (5.15)

**Step 3.5:** Repeat Steps 3.3 and 3.4 until the difference between the new and old $T_{i}^{s,d}$ is less than a given error bound, $\varepsilon$

**Step 4:** Compute $B^{s,d}$, $W_{s}^{s,d}$ and $V^{s,d}$ using equations (5.11), (5.24) and (5.26), respectively

**Step 5:** Repeat steps 2, 3 and 4 for all possible destinations

**Step 6:** Compute $\bar{W}_{s}$, $B$, $R$, $\bar{V}$ and $\bar{S}$ using equations (5.5), (5.6), (5.7), (5.27) and (5.2), respectively

**Step 7:** Calculate the mean message latency using equation (5.1)

It is noteworthy to mention that we may avoid computing $B^{s,d}$, $W_{s}^{s,d}$ and $V^{s,d}$ for some source-destination pairs. This is because adaptive routing tends to balance the traffic over all network dimensions of the naturally symmetric $k$-ary $n$-cube. The following example illustrates this claim. In a 3-ary 3-cube network, if we assume that the source node $s$ is equal to $(0,0,0)$, then the destination node $d$ can take any of the following values: $(0,0,1)$, $(0,0,2)$, $(0,1,0)$, $(0,1,1)$, $(0,1,2)$, $(0,2,0)$, $(0,2,1)$ $(0,2,2)$ $(1,0,0)$ $(1,0,1)$ $(1,0,2)$ $(1,1,0)$ $(1,1,1)$ $(1,1,2)$ $(1,2,0)$ $(1,2,1)$ $(1,2,2)$ $(2,0,0)$ $(2,0,1)$ $(2,0,2)$ $(2,1,0)$ $(2,1,1)$ $(2,1,2)$ $(2,2,0)$ $(2,2,1)$ and $(2,2,2)$. However, due to the adaptive routing and the symmetry of the network, the following destinations will give the same latency results.
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- \((0,0,1) = (0,1,0) = (1,0,0)\),
- \((0,0,2) = (0,2,0) = (2,0,0)\),
- \((0,1,1) = (1,1,0) = (1,0,1)\),
- \((0,2,2) = (2,0,2) = (2,2,0)\),
- \((1,1,2) = (1,2,1) = (2,1,1)\),
- \((1,2,2) = (2,1,2) = (2,2,1)\), and
- \((0,1,2) = (1,2,0) = (2,0,1) = (1,0,2) = (0,2,1) = (2,1,0)\).

Therefore, calculating the latency of only one pair of the above 7 permutations (and also for \((1,1,1)\) and \((2,2,2)\)) will reduce substantially the run time of the model. The computation will be \((26/9)\) times faster since we will consider only 9 permutations, instead of computing \((3^3 - 1)\) permutations corresponding to the 26 possible destination nodes. Such a gain in computation time would improve even more, as the network size increases.

### 5.4 Validating the model

The above analytical model has been validated through the discrete-event simulator that has been used in previous chapters. However, the simulator has been augmented to deal with adaptive routing is used here. The simulator mimics the behaviour of adaptive routing in wormhole-switched bidirectional \(k\)-ary \(n\)-cubes with finite buffers and multiple virtual channels. The mean message latency is defined as the time from the generation of a message until the last flit reaches its destination. For each simulation experiment a total of 30 batches of messages were delivered to their destinations where each batch consisted of 5000 messages. Statistics for the first 2 batches have been discarded to avoid distortions due to warm-up conditions [42, 95]. Extensive experiments have been performed for several combinations of network parameters, in order to validate the proposed model. However, Figures 5.1 through 5.6 present validation results for the 8-ary 2-cube, 16-ary 2-cube and 8-ary 3-cube networks with message length \(M= 24, 48\) and 96 flits. The number of virtual channels is set to \(V=3\) and 5 with different buffer sizes \((F=2, 3, 4, 6, 8, 12\) and 16 flits).
Figure 5.1: Mean message latency predicted by the model and simulator against the traffic generation rate in the 8-ary 2-cube. Message length $M=24$ and 48 flits, number of virtual channels $V=3$ and buffer size (a) $F=2$, (b) $F=6$, and (c) $F=12$ flits.
Figure 5.2: Mean message latency predicted by the model and simulator against the traffic generation rate in the 8-ary 2-cube. Message length $M=24$ and $48$ flits, number of virtual channels $V=5$ and buffer size (a) $F=2$, (b) $F=6$, and (c) $F=12$ flits.
Figure 5.3: Mean message latency predicted by the model and simulator against the traffic generation rate in the 16-ary 2-cube. Message length $M=48$ and 96 flits, number of virtual channels $V=3$ and buffer size (a) $F=4$, (b) $F=8$, and (c) $F=16$ flits.
Figure 5.4: Mean message latency predicted by the model and simulator against the traffic generation rate in the 16-ary 2-cube. Message length $M=48$ and 96 flits, number of virtual channels $V=5$ and buffer size (a) $F=4$, (b) $F=8$, and (c) $F=16$ flits.
Figure 5.5: Mean message latency predicted by the model and simulator against the traffic generation rate in the 8-ary 3-cube. Message length $M=24$ and 48 flits, number of virtual channels $V=3$ and buffer size (a) $F=3$, (b) $F=6$, and (c) $F=12$ flits.
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Figure 5.6: Mean message latency predicted by the model and simulator against the traffic generation rate in the 8-ary 3-cube. Message length $M=24$ and 48 flits, number of virtual channels $V=5$ and buffer size (a) $F=3$, (b) $F=6$, and (c) $F=12$ flits.
The figures reveal that the analytical model predicts latency results with a high degree of accuracy under low, moderate and high traffic conditions. However, the accuracy of the model degrades, in some cases, around the saturation point. This is due mainly to the various approximations that have been made in the analysis; for example those made for calculating the variance of the service time distribution (equations 5.13 and 5.24) and for the assumption of independence between the probability of blocking due to the contention for virtual channels and the probability of blocking due to finite buffers. These assumptions simplify greatly the development of the model. Nevertheless, the high degree of accuracy along with the simplicity of the proposed model make it a practical and cost-effective evaluation tool to gain insights into the behaviour of adaptive routing when finite buffers and multiple virtual channels are used in wormhole-switched $k$-ary $n$-cubes.

5.5 Extension of the model

This section outlines briefly the modifications that have to be made to the model in order to adapt it to the unidirectional torus and hypercube.

5.5.1 The unidirectional torus

In unidirectional networks the maximum number of hops that a message makes to traverse one dimension is equal to $(k-1)$. Hence the number of hops that a message makes at a given dimension, $j$, while crossing from the source node $s=(0, 0, ..., 0)$ to any destination node $d=(d_0, d_1, ..., d_{n-1})$ is simply equal to $d_j$. That is

$$h_j = d_j \quad ; j = 0, 1, ..., n-1 \quad (5.28)$$

The router in unidirectional $k$-ary $n$-cubes has $n$ output channels (i.e. one channel per dimension either to the positive or to the negative direction). The average number of hops that a message makes across one dimension, $\bar{k}$, and also the rate of messages received by each physical channel, $\lambda_c$, for unidirectional networks are respectively given by $[5, 111]$
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\( \bar{d} = \frac{k-1}{2} \) \hspace{1cm} (5.29)

\( \lambda_c = \frac{\lambda \bar{d}}{n} \) \hspace{1cm} (5.30)

5.5.2 The hypercube

When the network is a hypercube (i.e. a k-ary n-cube with k=2), some of the equations that are derived above are modified as follows. In the hypercube, a message makes at most one hop per dimension and therefore, the average number of hops that a message may traverse to cross the entire network can be calculated as [1]

\[
\bar{d} = \sum_{i=1}^{n} \binom{n}{i} \frac{n}{N-1} = \frac{nN}{2N-2}
\] \hspace{1cm} (5.31)

When a message makes one hop in the hypercube, then it consequently has passed one dimension. This simplifies the calculation of the blocking due to contention as there is no need to evaluate equation (5.20) above. Therefore, the probability of blocking due to contention for virtual channels can be written as [12, 124]

\[
\Theta^{c,s,d}_{i} = (p^{c,s,d}_{i} |_{\Theta^{c,s,d}_{i}})^{-1} p^{c,s,d}_{i}
\] \hspace{1cm} (5.32)

Since there are only two nodes per dimension and the routing algorithm is minimal, there are no cyclic dependencies between channels in each dimension. Therefore, to implement Duato’s adaptive routing algorithm in the hypercube with \( V \) virtual channels, the virtual channels are split into two sets: \( VC_1 = \{v_2, v_3, ..., v_V\} \) and \( VC_1 = \{v_1\} \). This is because only one virtual channel is needed to insure deadlock-freedom [49] in the hypercube. During any routing step, a message may select any available virtual channel that brings it closer to its destination. If all adaptive virtual channels are busy, then the message is routed via the deterministic virtual channel (i.e. \( v_1 \)) associated to the highest (lowest) dimension to be visited. Therefore, the probability that all adaptive virtual channels are busy and the probability that the deterministic virtual channel is busy are expressed as [22, 124]
\[ P_{i,a}^{<s,d>} = P_Y^{<s,d>} + \frac{P_{i-1}^{<s,d>}}{V-1} \]  
(5.32)

\[ P_{i,d}^{<s,d>} = P_Y^{<s,d>} \]  
(5.33)

\section*{5.6 Conclusions}

There have been many attempts to model the performance of adaptive routing in wormhole-switched \( k \)-ary \( n \)-cubes. However, most of the studies have assumed unrealistically single flit buffers per network channel. This chapter has presented the first analytical model to capture the effect of finite buffers on the performance of adaptive routing in wormhole-switched \( k \)-ary \( n \)-cubes with multiple virtual channels. Simulation experiments have revealed that the model predictions are in close agreement with results obtained from an event-driven simulator that mimics the behaviour of the studied network. The simplicity and the high accuracy of the model make it a versatile and cost-effective tool to gain insights into the performance metrics of interconnection networks with more relaxed assumptions with respect to the available buffer size at each network channel.

In the next chapter, the models proposed in Chapter 3, 4 and 5 are used to carry out three comparative performance evaluation studies of \( k \)-ary \( n \)-cubes. Namely, the relative performance merits of \( k \)-ary \( n \)-cube topologies will be revisited when their routers are equipped with finite buffer capacity. Next, the impact of different virtual channels arrangements on the performance of wormhole-switched \( k \)-ary \( n \)-cubes will be investigated. Finally, the relative performance merits of adaptive and deterministic routing algorithms will be analysed in the presence of finite buffers and multiple virtual channels.
Chapter 6

Performance Analysis of $k$-ary $n$-cubes with Finite Buffers and Virtual Channels

6.1 Introduction

It has been pointed out in Section 1.1.4 that the topology properties and the implementation technology force some limitations on the channel's bandwidth [5, 42, 49]. Constant bisection width [34, 35] and constant pin-out [2, 5] are two important channel bandwidth constraints that have been used by several researchers to analyse the performance merits of competing network topologies. Without such constraints, one cannot evaluate a topology or perform a fair comparison between the topologies. Comparative performance studies of $k$-ary $n$-cubes under different design constraints and operating conditions have been reported widely in the literature [2, 5, 35, 72, 112, 114, 130, 132].

When systems are implemented on a single VLSI chip, the wiring density of the network determines the overall system cost and performance [143]. Dally [35] has shown that under such constraint (i.e. with constant bisection width), the low-dimensional 2D torus outperforms the higher-dimensional hypercube [35]. This can be accounted for by the wider channels, and thus higher bandwidth, of the 2D torus that compensates for the lower diameter of the hypercube.

Abraham and Padmanabhan [2] and Agarwal [5] have argued that while the wiring density constraint is applicable where the entire network is implemented on a single VLSI chip, this is not the case in the situation where the network has to be partitioned over many chips. In
this scenario, the authors in [2, 5] have identified that the bandwidth constraints is imposed by the chip’s I/O pins through which data must travel. Unlike the study in [35], they have concluded that the hypercube exhibits the best performance under the constant pin-out constraint.

It is worth mentioning that the routing algorithm used in the above studies [2, 5, 35] has been the deterministic dimension-order routing algorithm. Sarbazi-Azad et al [130] however, have compared the performance of adaptive routing in different topologies under both constant bisection width and constant pin-out constraints. They have arrived at the same conclusion as Dally [35] when the constant bisection width constraint is imposed (i.e. the 2D torus outperforms the hypercube). On the other hand, when the pin-out constraint is considered, the authors in [130] have concluded that for small, moderate, and large networks, the topology exhibiting the best relative performance is, respectively, the hypercube, 2D torus, and 3D torus.

All these existing studies [2, 5, 35, 72, 112, 114, 130, 132] have assumed single flit buffers per virtual channel. Deploying finite size buffers, however, may add extra complexity to the router design and consequently influence the network cost and performance [96]. Moreover, introducing finite buffers reduces the number of channels that a message occupies, and hence minimises the probability of blocking which affects considerably the overall network performance. In view of these observations, the first part of this chapter presents the first analytical comparison of the relative performance merits of the 2D torus, 3D torus and hypercube in the presence of finite buffers.

To the best of our knowledge, studying the issue of optimal arrangement of virtual channels (i.e. given a fixed amount of buffer per physical channel, what is the optimal way to arrange it into virtual channels) has so far resorted to simulation experiments [36, 119]. This can chiefly be accounted for by the lack of analytical models that captures the effects of finite size buffers on the performance of wormhole-switched networks.
Dally [36] has concluded that with the total amount of buffer per physical channel held constant, adding virtual channels to a network allows a more effective use of buffer space than adding depth to a single virtual channel. More recently, Rezazad and Sarbazi-Azad [119] have conducted a similar simulation study and arrived at similar conclusions. They have identified that increasing the buffer depth, and therefore decreasing the number of virtual channels, results in good performance for low traffic rates, while the converse (i.e. increasing the number of virtual channels can improve the performance of the network) is true under high traffic conditions. Both studies [36, 119] have suggested that increasing the number of virtual channels beyond a threshold value has adverse effect on network performance. For example, in a 16-ary 2-cube network with constant message size and constant buffer size of 32 flits, the author in [36] has observed that the best performance is achieved when the available buffer space is arranged into 4 virtual channels (each with 8 flits buffers), suggesting an optimal number of virtual channels for performance-cost tradeoffs.

It should be mentioned that the existing studies in [36, 119] have considered deterministic dimension-order routing only. Motivated by the above observations, the second part of this chapter investigates, by means of analytical models, the optimal arrangement of the available buffer space into virtual channels when adaptive routing is used in k-ary n-cubes.

Although it has been shown in several studies [26, 48, 96, 101, 136] that adaptive routing performs better than deterministic routing in most cases, the majority of these studies have assumed single flit buffers. Moreover, existing studies have resorted to simulation and either ignored the inter-router delay (i.e. the blocking and the actual transmission time) [26, 48] or considered different switching methods [101]. Making concrete comparison between adaptive and deterministic routing requires taking into account the finite buffers constraint. This is because increasing the buffer size, increases the router size and complexity which perhaps, reduces the router speed and, consequently, the overall network performance [96]. Therefore, as the cost of adaptivity has been questioned by several researchers [14, 101], the
last part of this chapter compares adaptive and deterministic routing algorithms when finite buffers are employed.

The rest of this chapter is organised as follows. Section 6.2 outlines the assumptions used in the analysis while Section 6.3 investigates how switching and routing delays affect network performance. Section 6.4 compares the relative performance merits of different topologies in the presence of finite size buffers under different implementation constraints. Section 6.5 is devoted to studying the optimal arrangement of virtual channels per physical channel and Section 6.6 sheds some light on the performance of adaptive and deterministic routing algorithms when finite buffers and multiple virtual channels are deployed. Finally, Section 6.7 concludes the chapter by summarising the findings of the conducted studies.

6.2 Assumptions

The present analysis uses the analytical models developed in Chapters 3, 4 and 5 and is further based on the following assumptions which have been used widely in existing studies [2, 5, 26, 35, 36, 48, 72, 96, 101, 112, 119, 130, 136]

a) Message length is fixed and is equal to $M$ flits. Moreover, Message destinations are distributed uniformly across the network nodes.

b) Nodes generate traffic independently of each other and according to a Poisson process with a mean rate of $\lambda_g$ messages per cycle.

c) The channel cycle time (i.e. the time to transmit one flit from one router to the next over a physical channel), the switching delay (i.e. the time to cross from the input port to the output port of the switch) and the routing decision time are assumed to be $t_c$, $t_s$ and $t_r$ cycles, respectively.
d) The local queue at the injection channel in the source node has infinite capacity. Messages are transferred to the local PE immediately after they arrive at their destinations.

e) \( V (V > 1) \) virtual channels are used per physical channel. At a given routing step a message chooses a specific virtual channel according to the routing algorithm (routing algorithms are explained in detail in Chapter 2).

### 6.3 Intra-router delay

The intra-router delay (i.e. the time to cross the router) has been assumed to be a constant when developing the models in Chapters 3, 4 and 5, as the models accuracy depends mainly on predicting message blocking delay. However, to ensure a fair and concrete comparison, the intra router delay must be considered as the complexity of the router affects the performance [26, 130]. This is true especially for wormhole-switched networks, as their performance is sensitive to these delays [42, 49].

Two components contribute to the intra-router delay; routing delay and switching delay [26]. The routing delay involves address decoding, routing decision and updating the message header. According to [26, 48], the routing delay is given by

\[
\tau_r = \frac{4.7 + 1.2 \log_2(R)}{4.9}
\]  

(6.1)

In the above equation, \( R \) is the degree of freedom, or the number of alternative channels that can be used by the routing algorithm to route the message through.

Similarly, the switching delay is composed of the delay involved in the internal flow control, the delay to cross the crossbar switch and the time to set up the output channel. Hence, according to the studies in [26, 48, 101], if \( P \) denotes the number of ports in the crossbar switch, then the switching delay is given by
\[ t_s = \frac{3.4 + 0.6 \log_2(P)}{4.9} \]  

It should be mentioned that the original equations presented in [26, 48, 101] compute these delays in terms of time units (namely nanoseconds) and are not divided by 4.9 as in the above equations. However, because our models measure different delays in network cycles (instead of nanoseconds), the equations have to be normalised over the network cycle time which was found to be 4.9 nanoseconds in [26, 48, 101].

### 6.4 Torus versus hypercube

The 2D torus, 3D torus and hypercube have been used widely in many practical and experimental systems such as Intel Paragon [24] and iWarp [21], Ncube [50, 115], MIT J-Machine [109] and Alewife [6], Cray T3E [133], T3D [68] and XT3 [147], IBM Blue Gene/L [3]. In this study we focus on the unidirectional versions of these networks in order to compare the torus against the hypercube which is topologically a unidirectional 2-ary \(n\)-cube whereas the bidirectional 2-ary \(n\)-cube is a hypercube with redundant links [130]. Previous studies [2, 5, 35, 130] have also taken this option. This section revisits the relative performance merits of these topologies in the presence of finite buffers.

Let the radix (i.e. the number of nodes per dimension) of the 2D torus and 3D torus be denoted by \(k_{2D}\) and \(k_{3D}\), respectively. Let also \(n\) be the number of dimensions in the hypercube. To keep the number of nodes in the network, \(N\), fixed for all three topologies, then \(k_{2D}\), \(k_{3D}\) and \(n\) must be chosen such that

\[ N = (k_{2D})^2 = (k_{3D})^3 = 2^n \]  

To allow for a fair comparison, Section 6.4.1 highlights how different implementation constraints affect the channel cycle time of these topologies. Section 6.4.2 then sheds some light on the intra-router delay of the topologies under investigation. The comparison between the topologies in question are then presented and discussed in Section 6.4.3.
6.4.1 Implementation constraints

In wormhole switching a flit is often composed of one or more phits, each of which is equal to the channel width, $C_w$, and takes one cycle to be transmitted from one router to the next [5,42, 49]. This is because, in practice, different implementation technologies impose a limit on the channel bandwidth. Constant bisection width [34, 35] and constant pin-out [2, 5] have been two important bandwidth constraints that have been used by several researchers to study and compare the performance merits of different network topologies [130].

Let us consider the 2D torus as our base network for the comparison and calculate the desired parameters (e.g. channel bandwidth and intra-router delay) for the 3D torus and hypercube in terms of those in the 2D torus base network (i.e. the networks can for example be implemented in PCB 2D physical medium). We could have focused equally in a 3D physical medium (e.g. cabinets) as our base network by simply changing the equations below. However, as long as the relative performance merits are the goal, a 2D or 3D physical medium constraint make little change to the conclusions.

Let us assume that the flit size is equal to the channel width in the 2D torus. This means that the phit size (i.e. the channel width) is equal to the flit size (i.e. $t_c^{2D} = 1$). However, a flit in the hypercube and 3D torus requires more than one cycle to be transmitted from one router to the next, because the phit size is smaller than the flit size. In other words, the channel width of the 3D torus and hypercube is smaller than that of the 2D torus when bandwidth constraints are imposed [42, 49]. Therefore, when constant bisection width constraint is imposed, the channel cycle time for the 3D torus is given by [130]

$$t_c^{3D} = \sqrt[3]{N}$$  \hspace{1cm} (6.4)

Similarly, the channel cycle time for the hypercube under the same constraint is [130]

$$t_c^{hp} = \frac{N}{8}$$  \hspace{1cm} (6.5)
In other words, if the bisection width is kept constant for the three topologies, one flit takes one cycle to be transmitted from one router to the next in the 2D torus, while it takes \( \sqrt[3]{N} \) cycles in the 3D torus and \( \frac{N}{8} \) cycles in the hypercube. Similarly, when the constant pin-out constraint is imposed, the channel cycle time for the 3D torus and hypercube is given by [130]

\[
\begin{align*}
t_c^{3D} &= 3\sqrt[3]{N} \\
t_c^{hyp} &= n\sqrt[3]{N}
\end{align*}
\]

Equations (6.4 - 6.7) allows us to calculate the channel cycle time for the 3D torus and hypercube with respect to that of the 2D torus. However, to make a fair comparison, the router complexity should also be taken into account. Because this study assumes finite buffers as opposed to single flit buffers, the total buffer size per router will be \( (P \cdot V \cdot F) \), where \( P \) is the number of input channels to the router, \( V \) is the number of virtual channels per physical channel, and \( F \) is the buffer size per virtual channel. Therefore, the total buffer space allocated to each router in the 2D torus, 3D torus and hypercube should satisfy

\[
2FV_{2D} = 3FV_{3D} = nFV_{hyp}
\]

To keep the total buffer per router fixed for all three topologies the number of virtual channels for the 2D torus, 3D torus and hypercube must be normalised. Since the hypercube requires only 2 virtual channels per physical channel to ensure deadlock freedom (according to Duato’s adaptive routing algorithm [46, 49]), the number of virtual channels for the above topologies can be normalised using equation (6.8) as

\[
\begin{align*}
V_{hyp} &= 2 \\
V_{2D} &= n \\
V_{3D} &= \frac{2}{3}n
\end{align*}
\]
It should be mentioned here that one could equally normalise the buffer size instead of the number of virtual channels, to keep the total buffer allocated to each router constant. In such a case, the router's complexity (i.e. the number of ports) of the topologies in question will differ from one topology to another. However, we have chosen to normalise the number of virtual channels for the following reasons. Firstly, this makes the cost of the hardware used inside a router in the 2D torus, 3D torus and hypercube comparable. Secondly, this normalisation makes the switching delay in these networks comparable as it is affected directly by the complexity of the router (i.e. the number of ports in the crossbar switch), which is kept fixed. Thirdly, in networks for parallel computers, there is abundant buffer space that can be utilised and the most important constraint is the wiring complexity (i.e. the number of channels) [41, 42, 49, 116] and so it is more natural to normalise the number of virtual channels instead of normalising the buffers. Finally, this option was selected in order to compare the results of this study with those from previous studies [119, 130].

6.4.2 Routing and switching delays

As can be seen from equation (6.1), to calculate the routing delay, the degree of freedom, $R$, should be found first. When Duato’s adaptive routing algorithm is used [46, 49], a message may be routed to any adaptive virtual channel of the remaining dimensions to be visited or to one of the two deterministic virtual channels (i.e. when all adaptive virtual channels are busy). Moreover, a message may also be routed to the local PE (i.e. when the current node is the destination node). Therefore, for $k$-ary $n$-cubes, the degree of freedom of the adaptive routing algorithm can be written as

$$R = D_{rem} \left| VC_1 \right| + \left| VC_2 \right| + 1$$

(6.12)

In the above equation, $D_{rem}$ is the number of remaining dimensions to be visited, $\left| VC_1 \right|$ and $\left| VC_2 \right|$ are the number of adaptive and deterministic virtual channels, respectively. Substituting this into equation (6.1) gives the routing delay for three topologies is given by
Moreover, the switching delay for the three topologies can be found using equation (6.2) which is only a function of $P$, the number of ports in the crossbar switch. However, we have kept $P$ constant by using a different number of virtual channels per physical channel for the three topologies, as explained in the previous section. This results in an equal switching delay, as calculated by equation (6.2), for the 2D torus, 3D torus and hypercube. Nevertheless, it is worth mentioning that another way of normalising the switching delay is possible by using a same number of virtual channels per physical channel for the three topologies and hence different values of $P$. In such a scenario, equation (6.2) should be used to compute the switching delay for the 2D torus, 3D torus and hypercube.

6.4.3 Results and discussions

In this section, the performance merits of the three topologies under study are examined for the constant bisection width and constant pin-out constraints using the above cost-performance model. Numerous experiments have been conducted for various buffer sizes, message sizes and network sizes. However, for illustration purpose, we present the results for network topologies and sizes listed in Table 6.1.

<table>
<thead>
<tr>
<th>Network</th>
<th>$N$</th>
<th>2D torus</th>
<th>3D torus</th>
<th>Hypercube</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>64</td>
<td>$8 \times 8$</td>
<td>$4 \times 4 \times 4$</td>
<td>6-dimensional</td>
</tr>
<tr>
<td>Medium</td>
<td>256</td>
<td>$16 \times 16$</td>
<td>$6 \times 6 \times 6^*$</td>
<td>8-dimensional</td>
</tr>
<tr>
<td>Moderately Large</td>
<td>1024</td>
<td>$32 \times 32$</td>
<td>$10 \times 10 \times 10^*$</td>
<td>10-dimensional</td>
</tr>
</tbody>
</table>

* Approximated value
Table 6.2: The channel cycle time and the number of virtual channels per physical channel for the 2D torus, 3D torus and hypercube for $N=64$, 256 and 1024 nodes under constant bisection width (BS) and pin-out (PO) constraints

<table>
<thead>
<tr>
<th>Size</th>
<th>$N=64$</th>
<th></th>
<th>$N=256$</th>
<th></th>
<th>$N=1024$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Topology</td>
<td>$V$</td>
<td>$t_r$</td>
<td>$t_c$</td>
<td>$V$</td>
<td>$t_r$</td>
<td>$t_c$</td>
</tr>
<tr>
<td>---------</td>
<td>-----</td>
<td>------</td>
<td>------</td>
<td>-----</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>2D torus</td>
<td>6</td>
<td>1.8</td>
<td>1.1</td>
<td>8</td>
<td>1.9</td>
<td>1.1</td>
</tr>
<tr>
<td>3D torus</td>
<td>4</td>
<td>1.7</td>
<td>4.3</td>
<td>5</td>
<td>1.8</td>
<td>6.3</td>
</tr>
<tr>
<td>Hypercube</td>
<td>2</td>
<td>1.6</td>
<td>8.6</td>
<td>2</td>
<td>1.7</td>
<td>32</td>
</tr>
</tbody>
</table>

The channel cycle time for the 2D torus is set to 1, indicating that the flit size is the same as the channel width. Equations (6.4-6.7) and (6.9-6.11) are used to compute the normalised channel cycle times and the number of virtual channels for the 2D torus, 3D torus and hypercube. Also the routing delay is calculated for all three topologies using equations (6.13-6.15). Table 6.2 summarises the normalised channel cycle times, routing delays and number of virtual channels for the topologies in question. Figures 6.1, 6.2 and 6.3 depict latency results predicted by the analytical models for the above mentioned topologies under the constant bisection width and constant pin-out constraints for messages of size 48 flits and with different buffer sizes (namely $F = 2, 4$ and 10 flits). The horizontal axis represents the message generation rate, $\lambda_g$ (messages/cycle), and the vertical axis represents the average message latency (in cycles) as predicted by the analytical models.

When the constant bisection width constraint is considered, Figures 6.1(a), 6.2(a) and 6.3(a) reveal that the 2D torus is able to exploit its wider channels to provide a lower latency than the 3D torus and hypercube, regardless of the buffer size and network size, when the traffic is low. However, as traffic increases, the relative performance merits of the three topologies vary from one network size to another. Figure 6.1(a) shows that when the network size is small (i.e. 64 nodes), then the performance of the 2D torus degrades substantially due to high message blocking, offsetting any advantage of having wider channels. In this case, and unlike the results that have been reported by other researchers [35, 130], the hypercube

$^V$ Similar performance trends have been obtained when we experimented with $M=24$ and 96 flits.
outperforms the 2D and 3D torus as traffic increases and the network approaches the saturation region. This can be accounted for by the small diameter of the hypercube (i.e. on average, messages make a smaller number of hops to attain to their destinations) and its rich connectivity that provides more alternative physical paths between communicating nodes and thus more adaptivity. Moreover, for small networks, the relative cycle time for the hypercube is not large compared to the 2D torus, as can be seen in Table 6.2.

With moderate and large networks under the same constraint, however, lower dimensional networks outperform their higher dimensional counterparts as can be seen from Figure 6.2(a) and Figure 6.3(a). This, on the one hand, can be accounted for the thinner channels of the hypercube compared to the 2D torus which results in a significantly higher number of cycles required to transmit one flit, as can be seen from Table 6.2. On the other hand, as the network size increases the average number of hops in the 2D torus increases more rapidly compared to the hypercube. For example, in 1024-nodes networks the average number of hops for the 2D torus is 31, while it is only 5 hops for the hypercube. This allows the 2D torus to exploit the available buffer size to reduce the number of channels that a message occupies, thus reducing the blocking delays. Whereas, in the hypercube, due to the smaller average number of hops, messages occupy almost all the channels between the source and destination nodes increasing the probability of blocking, even with large buffer sizes.

Nevertheless, it is worth mentioning that the 2D torus is able to exploit the increase in the buffer size more efficiently compared to the hypercube. We have noticed that, in 64-node systems, increasing the buffer size from 4 flits to 10 flits increases the maximum throughput in the 2D torus by 3.5 % compared to less than 0.25 % increase in the hypercube. This is mainly due to the higher average number of hops a message makes in the 2D torus (in this case 7 hops) compared to the hypercube (in this case 3 hops). Notice that, a 48-flit message requires 5 consecutive channels to be accommodated entirely when the buffer size is 10 flits. As shown in Figure 6.4 (a), this effect becomes more noticeable as the network size grows.
Figure 6.1: The average message latency for three different network topologies (2D torus, 3D torus and hypercube) with $N=64$ nodes, for message length $M=48$ flits and different buffer sizes ($F=2, 4$ and $10$ flits) when (a) constant bisection width constraint and (b) pin-out constraint, is imposed.
Figure 6.2: The average message latency for three different network topologies (2D torus, 3D torus and hypercube) with $N=256$ nodes, for message length $M=48$ flits and different buffer sizes ($F=2, 4$ and $10$ flits) when (a) constant bisection width constraint and (b) pin-out constraint, is imposed.
Figure 6.3: The average message latency for three different network topologies (2D torus, 3D torus and hypercube) with \( N = 1024 \) nodes, for message length \( M = 48 \) flits and different buffer sizes \(( F = 2, 4 \) and \( 10 \) flits) when (a) constant bisection width constraint and (b) pin-out constraint, is imposed.
Let us now consider the case when the constant pin-out constraint is imposed. Figures 6.1(b), 6.2(b) and 6.3(b) show that higher dimensional networks have superior performance over their lower dimensional counterparts under this constraint. This conclusion differs from that reported by Sarbazi-Azad et al in [130], where they claimed that for small, moderate, and large networks, the topology exhibiting the best relative performance is, respectively, the hypercube, 2D torus, and 3D torus. This discrepancy is due to the following two reasons.

First, the effects of intra-router delay have been accounted for in this study (i.e. routing and switching delays). This factor, as can be seen from Table 6.2, favours the hypercube because it exhibits a lower routing delay compared to the 2D torus and 3D torus. Second, under the constant pin-out constraint, the cycle time of the hypercube is relatively small compared to the constant bisection width constraint. This diminishes the advantages that the finite buffers lend to the lower dimensional networks.

Nonetheless, like the constant bisection width constraint, when the constant pin-out constraint is imposed, lower dimensional $k$-ary $n$-cubes tend to exploit the available buffer size more efficiently compared to their higher dimensional counterparts. For instance, when
the network is of size 256 nodes, the increase in the maximum throughput of the 2D torus, 3D torus and hypercube is, respectively, 9.62%, 1.69%, and 0.41% when the buffer is increased from 4 to 10 flits. This can be seen clearly in Figure 6.4(b). To further visualise the effects of the buffer size on the maximum throughput of the 2D torus, 3D torus and hypercube, Figure 6.5 plots the saturation traffic rate versus the buffer size for 256-node networks and 48-flit messages. Two important observations can be deduced from this figure.

First, for both the constant bisection width and constant pin-out constraints, the maximum throughput of the hypercube remains almost unchanged as the buffer size increases. This goes side by side with the observation that was made earlier about the marginal increase in the throughput of the hypercube as the buffer size increases for different network sizes. Again this can be accounted for by the smaller average number of hops that a message needs to make to cross the hypercube, compared to the 2D torus and 3D torus. Second, one can deduce safely that under the constant bisection width constraint (Figure 6.5(a)), the 2D torus achieves the highest maximum throughput. Contrarily, under the constant pin-out constraint (Figure 6.5(b)), the hypercube outperforms the 2D torus and 3D torus regardless of the buffer size.
Figure 6.6: The effect of message size, $M$, on the saturation traffic rate in 256-node 2D torus, 3D torus and hypercube under (a) constant bisection width constraint and (b) pin-out constraint, with buffers of size 4 flits.

Figure 6.7: The effect of message size, $M$, on the average latency when the saturation traffic is applied to 256-nodes 2D torus, 3D torus and hypercube under (a) constant bisection width constraint and (b) pin-out constraint, with buffers of size 4 flits.

Figure 6.6 depicts the saturation traffic rate as a function of the message size for a 256-node 2D torus, 3D torus and hypercube when the buffer size is 4 flits. The figure reveals that increasing the message size diminishes the advantages of one topology over another in terms of the saturation traffic rate. One factor contributing to this behaviour is that as the message size increases the queuing delay at the source node dominates the overall message latency. Moreover, increasing the message size (while holding the buffer size fixed), increases the
number of channels that the message occupies, resulting in higher blocking probabilities and soon offsetting any advantages of wider channels or lower routing delays.

Finally, Figure 6.7 illustrates the message latency versus the message size when the network operates just below its saturation traffic rate for 256-node networks with 4-flit buffers. A near linear performance trend is observed for the hypercube under both the constant bisection width and constant pin-out constraints. As the message size increases, the queuing delay at the source node dominates the overall message latency creating this linear relation between the message size and the latency when the saturation traffic is applied to the (inherently small diameter) hypercube. Furthermore, for a given message size, the hypercube has a higher saturation latency than the 2D torus and 3D torus, and the difference becomes more noticeable as the message size increases. Moreover, the figure reveals that the message size is less influential in the saturation latency of the 2D torus and 3D torus than of the hypercube. For instance, in a 256-node network with 4-flit buffers and under the constant bisection width constraint, increasing the message size from 10 to 128 flits leads to a 4 times increase in the saturation latency of the 2D torus, whereas there is a 14 times increase in the saturation latency of the hypercube.

6.5 Deep versus parallel buffers

In this section, the analytical models described in Chapters 3, 4 and 5 are used to conduct the first performance comparison, by means of analytical models, of deep versus parallel buffers in adaptively routed wormhole-switched $k$-ary $n$-cubes when the total amount of buffer associated with each physical channel is kept constant. The assumption of keeping the physical buffer size constant is necessary to give a fair cost-performance comparison, as it is a limited resource in practical systems.

Since the buffer size allocated to each physical channel has been kept constant, increasing the number of virtual channels results inevitably in a decrease in the buffer size allocated to
each virtual channel. For instance, if a 24-flit buffer, per physical channel, is arranged into 3 virtual channels, then each virtual channel will have 8 flits buffer. This means that a 48-flit message will occupy the buffers of 6 consecutive channels, in the event of blocking. However, if the same amount of buffer (i.e. 24 flits) is arranged into 8 virtual channels, the buffer space allocated to each of them will be only 3 flits. Consequently, in this case, a 48-flit message requires 16 consecutive channels to be fully accommodated, when blocking occurs. The advantage of increasing the number of virtual channels is that the physical bandwidth is utilised more optimally [36]. However, decreasing the buffer depth of the virtual channels causes messages to be distributed over a greater number of routers, resulting in higher blocking probabilities.

Several combinations of experiments have been conducted for different network sizes, message sizes, buffer sizes, and number of virtual channels. For illustration purposes, Figures 6.8 and 6.9 depict latency results in the 2D torus and hypercube, respectively, when the total buffer associated with each physical channel is set to 24, 48 and 96 flits. It should be mentioned that the switching and routing delays have been calculated for all the presented arrangements, using equations (6.1) and (6.2) and (6.11). This is because these delays are expressed as functions of the number of ports in the crossbar switch, which changes from one arrangement of virtual channels to another.

In low dimensional networks (in this case the 2D torus), Figure 6.8 reveals that increasing the buffer size (and therefore decreasing the number of virtual channels) results in a better performance (i.e. a lower latency) for low and moderate traffic rates. This can be observed for almost all cases regardless of the total amount of buffer per physical channel and/or the message size. Similar results have also been reported in [36, 119] when deterministic routing is used. With low traffic loads there are sufficient virtual channels and it is the depth of the virtual channel buffers that have the major impact on performance, as deeper buffers reduce the number of channels occupied by messages and hence reduce the probability of blocking.
Figure 6.8: The average message latency in a 16-ary 2-cube 2D torus ($N=256$) for messages of size (a) $M=48$ flits and (b) $M=96$ flits when different amount (24, 48 and 96 flits) of total buffer space is associated with each physical channel of the network.
Figure 6.9: The average message latency in an 8-dimensional hypercube \((N=256)\) for messages of size (a) \(M=48\) flits and (b) \(M=96\) flits when different amount (24, 48 and 96 flits) of total buffer space is associated with each physical channel of the network.
However, as traffic rate increases, increasing the number of virtual channels cause some enhancement in the network performance (i.e. the network saturates at higher traffic generation rates). Nevertheless, from a certain threshold, the increase in the number of virtual channels (and hence the decrease in the buffer size of each virtual channel) leads to adverse effects on the performance, as can be noticed from Figure 6.8. For example, for messages of size 48 flits, increasing the number of virtual channels beyond 8 (when the total buffer space is 24 flits) or beyond 6 (when the total buffer space is 96 flits) decreases substantially the saturation traffic rate. Two factors contributing to this effect are apparent. First, the increase in the switching and routing delays diminishes the advantages of having a larger number of virtual channels. This is because as the number of virtual channels increases, the complexity of the router increases too and hence the routing and switching delays increase (this can be seen from equations (6.1) and 6.2)). The second factor is that increasing the number of virtual channels, decreases the buffer sizes, which results in messages occupying larger numbers of channels and, therefore, higher blocking delays.

Figure 6.9 shows that the hypercube (as an example of high dimensional networks) favours the increase in the number of virtual channels as opposed to the increase in the buffer size, especially under moderate and high traffic conditions. This behaviour is expected, as we have already shown in Section 6.4.3 that the hypercube is less sensitive to the increase in the buffer size (see Figure 6.5). This is basically because the low diameter (and hence the smaller average number of hops that messages traverse in the hypercube) offsets the role of moderate size buffers in reducing the number of occupied channels, in the event of blocking. This can be noticed clearly in Figure 6.9 (b) due to the relatively larger message size.

Figure 6.9 reveals that even increasing the buffer size to a point where the message can be accommodated entirely in a small number of channels (for example by using only 2 virtual channels) does not give any substantial performance advantage, especially under moderate and high traffic conditions. This is because in high traffic loads the number of virtual
channels (which is minimised here) becomes the important factor in enhancing performance, as a higher number of virtual channels allows for optimal utilisation of the available physical bandwidth. Finally, it should be noticed that even though lower latencies are achieved with larger buffer sizes, this decrease in the average latency is quite marginal as can be observed from the curves in Figure 6.9. For instance, the average latency of 48-flit messages in the 8D hypercube, with 24-flit buffers per virtual channel, is less than that of the same network with, 4-flit buffers per virtual channel, by less than 20%.

6.6 Adaptive versus deterministic routing

This section is devoted to the comparison of adaptive and deterministic routing algorithms when multiple virtual channels and finite size buffers are used in $k$-ary $n$-cubes.

Even though deterministic routing requires fewer virtual channels for deadlock prevention, several studies (see for example [36, 40]) have shown that the use of more virtual channels improves the network performance. Therefore, to conduct a fair comparison it is assumed that both adaptive and deterministic routing algorithms use the same number of virtual channels. This assumption is necessary because it gives both algorithms the same opportunity to utilise an equal number of virtual channels. Moreover, it ensures almost comparable router complexity for both algorithms (i.e. the hardware cost of the routers of both algorithms is kept almost constant).

The switching and routing delays for adaptive routing have already been determined, using equations (6.2) and (6.13 - 6.15). For deterministic routing, however, these delays are different as messages cross the network in a predefined order. This allows the design of simpler deterministic routers by cascading a single crossbar switch for each dimension [26, 48, 101], where each switch either forwards messages in the same dimension or to the next dimension. To compare with the adaptive router design presented in Chapter 2, Figure 6.10 illustrates the cascaded deterministic router proposed in [26, 49].
Taking into account that dimensions are crossed in order, most messages will continue in the same dimension with at most one switch to the next dimension in the case of the 2D torus. Thus the number of crossbar switches traversed will be one most of the time, and hence, the number of ports in the switch will be \( P = (V+1) \). Moreover, because at each routing step the router can forward messages to any virtual channel in the same dimension or to the next dimension, the router has \((V+1)\) alternative channels to choose from (i.e. \( R = V+1 \)). Substituting \( R \) and \( P \) in equations (6.1) and (6.2) gives the switching and the routing delays of the cascaded deterministic router as

\[
\begin{align*}
    t_s &= \frac{3.4 + 0.6 \log_2(V+1)}{4.9} \\
    t_r &= \frac{4.7 + 1.2 \log_2(V+1)}{4.9}
\end{align*}
\]  

(6.15)  

(6.16)

A comparison between the two routing algorithms have been conducted for several combinations of network sizes, message sizes, buffer sizes, number of virtual channels in both the 2D torus (i.e. low dimensional network) and the hypercube (i.e. high dimensional network). For the sake of illustration, Figures 6.11 and 6.12 depict latency results for the following configurations.
- Network size $N=256$ nodes;
- Message size $M=48$ and 96 flits;
- Number of virtual channels $V=3$ and 7
- Buffer size $F=2$, 4 and 10 flits per virtual channel.

Figure 6.11 reveals that under light traffic rates there is no significant difference in the performance of deterministic and adaptive routing in the 2D torus. For instance, the average message latency of the deterministic routing is less than that of the adaptive routing by not more than 35 network cycles (10%) in a 256-node 2D torus with 48-flit messages, 4-flit buffers and 7 virtual channels. This observation is expected as the blocking is minimised under light traffic conditions. However, deterministic routing achieves slightly lower latency results, apparently, due to the relatively lower switching and routing delays of the deterministic router, especially when the number of virtual channels is relatively large.

As traffic rate increases, however, some differences between deterministic and adaptive routing algorithms are noticed, in the 2D torus. When the buffer size per virtual channel is small, adaptive routing performs better than deterministic routing (i.e. adaptive routing saturates at higher traffic rates), especially with small message sizes. This can be seen in Figure 6.11, which also shows that increasing the buffer size, while keeping the message size fixed, gives an advantage to the deterministic routing algorithm, as can be seen when the buffer size is 10 flits.

By investigating closely the figures for different message and buffer sizes, it has been noticed that there is a cut-off point after which deterministic routing outperforms (i.e. achieves higher saturation traffic rates) adaptive routing. This point occurs when the number of channels that are necessary to accommodate a full message (i.e. $M/F$) is less than or equal to the average number of hops that a message needs to make to cross the entire network, $\bar{d}$, (which in the case of 256-node 2D torus is equal to 15 hops). More precisely, when $(M/F) < \bar{d}$, deterministic routing outperforms adaptive routing while adaptive
routing outperforms deterministic routing when \((M/F) > d\). More interestingly, when \((M/F)\) is approximately equal to \(d\), both algorithms achieve comparable performance. From this observation, one can deduce that as the buffer size increases, the number of channels occupied by a message decreases, and hence the probability of blocking decreases too. This diminishes the advantage of adaptive routing of being able to route messages more efficiently when contention is high, and creates a situation similar to that of low traffic conditions. This scenario favours deterministic routing which already has smaller switching and routing delays. It is worth mentioning that previous studies [14, 26, 48, 136] have made little mention of the relationship between buffer size, message size and network size.

For the hypercube, the same observations can be made under light traffic (i.e. the performance of the two algorithms are comparable) as can be seen in Figure 6.12. Under high traffic, however, adaptive routing always has superior performance over deterministic routing, regardless of the number of virtual channels or buffer size, as can be seen in Figure 6.12. This can be chiefly accounted for by the rich connectivity of the hypercube which can be utilised more efficiently by adaptive routing.

It can also be noticed that the buffer size has hardly any effect on the performance of the adaptive and deterministic routing algorithms in the hypercube. This is expected as we have already shown (see Figure 6.5) that the hypercube is less sensitive to the buffer size due to its smaller diameter, and hence smaller average number of hops to traverse the network.

It is important to mention at this point that, unlike the 2D torus, using cascaded routers in the hypercube is not feasible due to scalability problems, i.e. the number of crossbar switches grow linearly as the number of dimensions increase. This is because, in the hypercube, a message makes at most one hop per dimension. Hence, a complete crossbar switch (like the adaptive router) has been assumed when conducting the above comparison which results in an equal switching delay for both routing algorithms.
Figure 6.11: The average message latency in a 2D torus ($N=256$) with 3 and 7 virtual channels per a physical channel for messages of size (a) $M=48$ flits and (b) $M=96$ flits when the buffer size per a virtual channel is $F=2, 4$ and 10 flits.
Figure 6.12: The average message latency in an 8-dimensional hypercube \((N=256)\) with 3 and 7 virtual channels per a physical channel for messages of size (a) \(M=48\) flits and (b) \(M=96\) flits when the buffer size per a virtual channel is \(F=2, 4\) and 10 flits.
Figure 6.13: The average message latency in an 8-dimensional hypercube with different buffer sizes when a dedicated crossbar switch is used per dimension. Message size is (a) \( M=48 \) flits and (b) \( M=96 \) flits, virtual channels \( V=3 \) and 7.
Nevertheless, some experiments have been conducted where cascaded routers are used in the hypercube. In such a case, it has been found that deterministic routing achieves better performance when the number of virtual channels is moderately large, as can be seen in Figure 6.13. The relatively higher switching delay of the adaptive router offsets the advantage of the rich connectivity of the hypercube topology, especially when a large number of virtual channels is deployed. For example, the switching delay in the hypercube with 7 virtual channels is higher by 33% than the switching delay in the deterministic routing, while this difference is only 10% for the 2D torus. Another factor contributing to this behaviour could be the role of virtual channels in reducing message blocking inside the network. Note that increasing the buffer size in the 2D torus and increasing the number of virtual channels in the hypercube reduces blocking in the network, a situation which is ideal for deterministic routing. It can also be noticed from the figure that the difference between adaptive and deterministic routing under light and moderate traffic is more apparent compared to the case of the non-cascaded routers. This is due to a higher switching delay in the hypercube when its router is constructed by cascading dedicated per-dimension crossbar switches like the one illustrated in Figure 6.10.

6.7 Conclusions

Many studies have been conducted in the past to analyse the performance of $k$-ary $n$-cube topologies, such as the torus and the hypercube, under various working conditions and implementation constraints [2, 5, 26, 35, 36, 48, 72, 96, 101, 112, 119, 130, 136]. However, these studies have resorted mostly to simulation experiments and have either been restricted to deterministic routing or have not considered the effects of finite size buffers. The analysis, presented in this chapter, has relied on the analytical models proposed in Chapters 3, 4 and 5 to assess the performance merits of $k$-ary $n$-cubes under different working conditions and implementation constraints when finite size buffers are deployed. Different intra-router delays have been accounted for, in an attempt to make a concrete and fair comparison.
The first part of this chapter has revisited the relative performance merits of the 2D torus, 3D torus and hypercube in the presence of finite size buffers. The analyses demonstrated that under light traffic conditions, the 2D torus is able to exploit its wider channels to provide a lower latency than the 3D torus and hypercube, regardless of the buffer size, network size, and any implementation constraint imposed. This conclusion is in agreement with those reported in previous studies of [2, 5, 35, 130]. However, as traffic increases, the topology exhibiting the best performance depends on the network size and the imposed implementation constraint. When moderate and large size networks are subject to the constant bisection width constraint, lower dimensional networks have been found to exhibit superior performance over their higher dimensional counterparts. However, for small networks, under the same constraint, the hypercube outperforms the 2D and 3D torus. This conclusion is different from those of previous studies [35, 130] which have claimed that lower dimensional networks always outperforms their higher dimensional counterparts under constant bisection width constraint irrespective of network size.

Under the constant pin-out constraint, the hypercube has been found to achieve a better performance than the 2D and 3D torus for all examined network sizes. This conclusion is different from that obtained by the authors in [130], where they have identified that the network exhibiting the best performance depends on the network size. They, however, unlike the present study, have assumed single-flit buffers per virtual channel.

Although it has been noticed that the message size has less influence in the saturation latency of the 2D and 3D than that of the hypercube, it also has been equally observed that for a given message size, the hypercube has higher saturation latency than the 2D and 3D torus. Furthermore, it has been shown the lower dimensional torus is able to exploit the buffer size more efficiently, compared to the higher dimensional hypercube. A near linear performance trend between the message size and the saturation latency has been observed for the hypercube under both constant bisection width and constant pin-out constraints.
The second part of this chapter has investigated the performance of different arrangements of the available buffer space into multiple virtual channels. In low dimensional networks, the results have revealed that increasing the buffer size (and hence decreasing the number of virtual channels) results in better performance under low traffic rates. However, as traffic rates increases, the analysis shows that increasing the number of virtual channels leads to performance enhancement. Nevertheless, these findings agree with previous studies [36, 119] that from a certain threshold, the increase in the number of virtual channels causes performance degradation. Higher dimensional networks, however, tend to favour the increase in the virtual channels as opposed to the increase in the buffer size, in all cases.

The final part of this chapter has compared the performance of adaptive and deterministic routing when finite size buffers are deployed in wormhole-switched k-ary n-cubes. The results have revealed that under light traffic there is no significant difference in the performance of the deterministic and adaptive routing algorithms. As traffic rate increases, however, it has been found that the routing algorithm exhibiting the best performance in the 2D torus depends on the network size, message size and buffer size. When the number of channels required to accommodate an entire message is less than the average number of hops, deterministic routing outperforms adaptive routing while the converse is true when the number of channels required to accommodate an entire message is larger than the average number of hops. In other words, if the buffer size is kept fixed then parallel applications that generate large messages will perform better under adaptive routing. Similarly applications that create small messages will achieve better performance when deterministic routing is used. This is true because small messages require a small number of routers to be fully accommodated which minimises blocking and gives advantage to deterministic routing.

Nonetheless, the rich connectivity of the high dimensional hypercube gives advantage to adaptive routing over deterministic routing. Moreover, it has been noticed that the buffer size has little influence on the performance of both adaptive and deterministic routing algorithms in the hypercube, due to its small diameter.
Chapter 7

Conclusions and Future Directions

7.1 Introduction

Parallel computers are generally considered to be the most promising way of achieving the ever-growing computational and storage requirements of many applications, especially in the fields of science and engineering [33, 49, 56, 57, 58, 61, 107]. Today, the performance of parallel computers is limited by their underlying interconnection, not by their logic or memory [42, 49]. A powerful interconnection network offers an attractive solution to this communication bottleneck and is the key to harness fully the computational power offered by parallel computers.

Although many network topologies have been studied extensively, and in some cases even deployed, none has proved clearly superior under all circumstances [42, 49]. This is due mainly to the wide variety of communication requirements exhibited by real-life parallel applications. Nonetheless, $k$-ary $n$-cubes have proven to be the most popular interconnection network in experimental and practical multicomputers [3, 6, 53, 68, 84, 89, 105, 109, 110, 133, 140, 147]. They have also emerged as the preferred topology for system-on-chip interconnects [86, 87, 116, 142] due to their desirable properties, including low diameter, ease of implementation, scalability, regularity and recursive structure [42, 49].

Analytical and simulation performance studies of $k$-ary $n$-cubes have been reported widely in the literature. This dissertation has extended earlier work in the area by developing new
analytical models to assess the performance behaviour of $k$-ary $n$-cubes under different working conditions and system sizes. New performance models have been developed for $k$-ary $n$-cubes combining wormhole switching, multiple virtual channels, and finite size buffers. These new models have been validated extensively via simulation experiments.

Even though many analytical models have been reported in the literature (for example, [4, 22, 28, 35, 45, 60, 62, 66, 69, 70, 71, 73, 81, 82, 93, 102, 111, 126, 127, 129]), the models developed in this research have relaxed some of the restrictive assumptions that have been used in the past. Specifically, the commonly used exponential message service time has been relaxed by allowing a general distribution. Furthermore, while most previous models have assumed unrealistically single flit buffers per channel, the models proposed in this dissertation released this constraint and are able to capture the effects of arbitrary buffer size on the performance of $k$-ary $n$-cubes.

Previous performance evaluation studies which have considered finite size buffers have been based on simulation experiments [36, 48, 96, 101, 119]. However, to simulate large network sizes requires enormous computational resources in order to model the interaction between various network parameters and their effects on performance. Analytical models are powerful alternatives to such a compute-intensive task and can indeed save considerable time and expense for network designers. In view of these observations, this research has shown that cost-effective analytical models can be constructed with a sufficient level of detail and accuracy to be a practical evaluation tool for wormhole switched $k$-ary $n$-cubes with virtual channels and finite size buffers.

Building on the analytical models developed in this research, an extensive comparative study of $k$-ary $n$-cubes under different working conditions and implementation constraints have been performed. The relative performance merits of the 2D torus, 3D torus and hypercube when equipped with finite buffering capacity have been revisited. Then, the performance impact of arranging the buffers allocated to a physical channel into multiple virtual channels
has been investigated. Finally, the performance of adaptive routing has been compared to that of deterministic routing in the presence of finite buffers and multiple virtual channels. The analysis has considered router complexity as well as network implementation cost. This study has revealed that capturing the buffering capacity in network routers can lead to significantly different conclusions from those reported by previous research studies. This illustrates the sensitivity of such studies to the level of detail, degree of accuracy, and the realism of the assumptions adopted.

7.2 Summary of the results

The main goal of this dissertation has been to develop new analytical models for wormhole switched $k$-ary $n$-cubes with finite size buffers. The major achievements made during this research are summarised below.

- A new general method to determine the virtual channel occupancy probabilities in wormhole-switched $k$-ary $n$-cubes has been developed. Existing analytical models have relied on a method proposed by Dally [36], based on Markov chains, to calculate these probabilities. The new general method is based on inverting the $z$-transform of the number of customers in an M/G/1 queuing system. Dally's method can be derived as a special case of the new method when the service time is assumed to be distributed exponentially. Furthermore, a two-moment matching method has been adopted to approximate the service time distribution when only the first two moments of the service time are available. Together with its accuracy under different traffic conditions, the new method is general enough that it can be integrated easily into almost any analytical model that needs to model virtual channel multiplexing.

- A new analytical model that can capture the effects of finite buffers on the performance of wormhole-switched $k$-ary $n$-cubes with deterministic routing has been presented. This is the first model to be reported in the literature that considers
the use of multiple virtual channels per physical channel. Capturing the effects of finite buffers complicates the derivation of the analytical model due to the fact that messages no longer necessarily span the entire path between the source and destination nodes. Moreover, messages may get blocked not only at the head of a given buffer when contending for virtual channels but also inside the buffer.

The derivation of the model has been described in detail for the bidirectional torus. However, modifications to the model, in order to extend it to the unidirectional torus and hypercube, have also been outlined. The model has been validated via simulation experiments and the results have demonstrated its reasonable accuracy under various network operating conditions.

• The first analytical model for computing message latency of adaptive routing in wormhole-switched \(k\)-ary \(n\)-cubes with finite buffers and multiple virtual channels has been developed. The routing algorithm used in the development of the model is Duato's adaptive routing algorithm [46], which has been studied widely and deployed in experimental and commercial multicomputers [3, 22, 38, 49, 103, 111, 127, 133]. However, the proposed modelling approach can be applied to other routing algorithms in a straightforward manner. The model exhibits good accuracy because, firstly, it takes account of the two types of blocking that contribute to message latency; one due to contention for virtual channels and the other due to lack of sufficient buffer space. Secondly, the model computes different components that make up the average message latency, including routing delay, blocking delay and source delay, as a function of the number of effective channels. This is because only a limited number of channels are affected by message blocking.

The results predicted by the model have been found to be in close agreement with those obtained from an event-driven simulator. The simplicity and the accuracy of
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The model make it a practical evaluation tool for studying the performance of adaptive routing in wormhole-switched k-ary n-cubes with finite buffering.

- The analytical models developed have been used to conduct an extensive investigation of the relative performance merits of k-ary n-cubes under different working conditions and implementation constraints when finite size buffers are used. Unlike previous studies, different intra-router delays (i.e. switching delay and routing delay) have been taken into consideration in an attempt to make a concrete and fair comparison. The relative performance merits of different k-ary n-cube topologies (2D torus, 3D torus and hypercube) with different sizes were compared under the constant bisection width and constant pin-out constraints.

The analysis demonstrated that under light traffic conditions the 2D torus is able to exploit its wider channels to provide a lower latency than the 3D torus and hypercube, regardless of the buffer size, network size and any implementation constraint imposed. This conclusion is in agreement with those reached previously in [2, 5, 35] for deterministic routing and in [130] for adaptive routing. However, as traffic increases, the topology exhibiting the best performance depends on the network size and implementation constraint. When moderate and large size networks are subject to the constant bisection width constraint, lower dimensional networks have been found to exhibit superior performance over their higher dimensional counterparts. However, for small networks, under the same constraint, the hypercube outperforms the 2D and 3D torus. This conclusion is different from that of previous studies [35, 130] which have claimed that lower dimensional networks always outperform their higher dimensional counterparts under constant bisection width constraint irrespective of the network size. This demonstrates clearly that the presence of finite buffers can alter the outcome of investigating the relative performance merits of competing network topologies.
• Under the constant pin-out constraint, the hypercube has been found to achieve better performance than the 2D torus and 3D torus for all examined network sizes. This result differs from that obtained by the authors of [130] who, by assuming single-flit buffers, have concluded that the topology exhibiting the best performance depends on network size. This discrepancy again shows the importance of properly modelling the effect of node buffering.

• Although it has been noticed that the message size has less influence on the saturation latency of the 2D and 3D torus than on that of the hypercube, it has also observed equally that, for a given message size, the hypercube has higher saturation latency than the 2D and 3D torus. A near linear performance trend between the message size and the saturation latency has been observed for the hypercube. Similar results have also been noticed when the constant pin-out constraint is imposed. The analysis has also identified that the lower dimensional $k$-ary $n$-cubes are able to exploit buffer size more efficiently compared to their higher dimensional counterparts. Such conclusions have not been reported in previous similar studies [2, 5, 35, 130] of $k$-ary $n$-cubes because chiefly they have constrained the buffer depth to a single flit.

• The analysis has been extended to investigate the optimal arrangement of the total buffer space allocated to each physical channel when multiple virtual channels are used. In low dimensional networks (2D and 3D torus) the results have revealed that increasing the buffer size (and hence decreasing the number of virtual channels) results in better performance under low and moderate traffic rates. In such cases, there are sufficient virtual channels and it is the depth of the virtual channel buffers that have the major impact on the performance, as deeper buffers reduces the number of channels occupied by messages and hence reduces the probability of blocking. However, as traffic rates increase, it has been observed that increasing the number of
virtual channels leads to performance enhancement. Nevertheless, the present analyses agree with previous studies [36, 119] that from a certain threshold, the increase in the number of virtual channels causes adverse effects on performance.

- On the other hand, higher dimensional networks (e.g. the hypercube) favour the increase in the number of virtual channels as opposed to the increase in the buffer size. This is because the low diameter (and hence the smaller average number of hops that messages traverse in the hypercube) offsets the role of moderate size buffers in reducing the number of occupied channels between the source and destination nodes. It should be mentioned that although adaptive routing was considered, the results, obtained using the new analytical models, are in line with previous results [36, 119], obtained via simulation for the dimension-order routing. This conclusion demonstrates that even though adaptive routing requires a higher number of virtual channels for deadlock prevention, as in deterministic routing, virtual channels should not exceed a specific threshold due to increased implementation cost with minor performance returns.

- The performance of adaptive routing has been compared against that of deterministic routing when an equal number of virtual channels and finite size buffers are employed in $k$-ary $n$-cubes. For lower dimensional networks, under light traffic there is no significant difference between the performances of deterministic and adaptive routing with deterministic routing achieving marginally lower latency results. As the traffic rate increases, however, the routing algorithm exhibiting the best performance depends on the number of consecutive channels required to accommodate an entire message and on the average number of hops to cross the network (i.e., it depends on the buffer size, message size, and network size). When the number of channels required to accommodate an entire message is less than the average number of hops to cross the network, deterministic routing outperforms adaptive routing and the
Converse is true when the number of channels required to accommodate a full message is larger than the average number of hops to cross the network. It is worth mentioning here that previous network performance studies [14, 26, 48] have made little mention of the relationship between buffer size, message size and network size.

- Finally, the results have shown that the buffer size has little effect on the performance of either adaptive or deterministic routing in higher dimensional networks (e.g. the hypercube). It has also been identified that the rich connectivity of the hypercube gives an advantage to adaptive over deterministic routing as the former outperforms the latter regardless of the buffer size and the number of virtual channels.

These conclusions are different from those reported in the past [14, 26, 48] where a higher number of virtual channels has been allocated in the case of adaptive routing, giving it the advantage in network resource utilisation over deterministic routing (a bias which gives the former superior performance in all cases). In this study, however, it has been assumed that both approaches organise the available buffer space into the same number of virtual channels to ensure a fair comparison.

### 7.3 Directions for future work

As a result of this research, a number of interesting issues and open problems have been identified that could be pursued in future investigations. These can be grouped into two broad categories: (1) those which make the proposed models more realistic, and (2) those which tackle other general issues in interconnection networks.

#### 7.3.1 Developing more realistic models

There are a number of suggestions as how the proposed models might be modified to capture more realistic situations. Some of these are outlined below.
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- The analytical models presented in this dissertation have assumed a uniform traffic pattern (i.e. all nodes receive messages with equal probability). This is due mainly to the added complexity of considering finite buffers and also due to time limitations. However, there are real parallel applications that exhibit non-uniform traffic patterns (i.e. some nodes are likely to receive more messages than others). Typical examples of non-uniform traffic are generated by the presence of hotspots in the network, but also naturally by certain scientific computations such as matrix transpose and digit traversal [59, 118]. Although there have been a number of studies [113, 127, 128, 129] that have attempted to address this issue, they have assumed single flit buffers. A possible line of research would be to extend the proposed analytical modelling approaches to deal with common non-uniform traffic patterns.

- A number of research studies have revealed that the Poisson model cannot properly emulate the traffic characteristics of some practical applications, especially those involving multimedia data such video and audio. Self-similar and pseudo self-similar traffic models have been shown to be a more realistic alternative [32, 54, 78, 123]. A useful extension to this work would be to devise new analytical models that can capture the effects of finite size buffers in the presence of self-similar traffic.

- Incorporating fault-tolerant techniques is of great importance to many parallel machines [49, 63, 91]. Apart from a few attempts [121, 122], most existing analytical models have been discussed in the context of fault-free networks. Another direction of research along the broad lines of this thesis would be to develop analytical models to investigate the effects of using finite size buffers in fault-tolerant routing.

- Several recent studies have revealed that deadlocks occur very infrequently in the network, and this has motivated researches to devise deadlock recovery routing algorithms (e.g. compression-less [74], software-based [97] and Dish [11] routing algorithms). There have been attempts to develop analytical models for some of these
deadlock recovery routing algorithms [69, 70, 71] but these studies have assumed single flit buffers. Modelling finite buffers in deadlock recovery routing algorithms may lead to substantially different insights. Another research direction would be to devise new analytical models for deadlock recovery routing algorithms with finite size buffers.

- In this research a FIFO allocation strategy has been assumed when modelling the effects of virtual channels multiplexing. However, several other strategies can be used to allocate the channel bandwidth to multiple virtual channels including round-robin, random, priority, or deadline scheduling [36]. Another research direction would be to extend the proposed models to capture the effects of some of these allocation strategies.

### 7.3.2 Future research in interconnection networks

Moving beyond the core of the present work, there remain many interesting issues in the field which would benefit from the same analytical approach adopted in this research. A selection of such issues is listed below as an illustration of the potential of this line of research.

- In this work, the focus has been on modelling the performance of interconnection networks for parallel computers. However, interconnection networks have been suggested as an alternative to buses in system-level interconnection [42]. In this role they would replace dedicated wiring in special-purpose systems, exploiting the fact that routing messages via an interconnection network is faster and more economic than dedicated wiring [41, 99]. $K$-ary $n$-cubes are emerging as the preferred topology in such network-interconnected system-on-chip architectures [86, 87, 116, 142]. An interesting research avenue would be to devise new analytical models for these architectures and assess their performance behaviour.
• Virtual cut-through switching [67] has been introduced as an enhancement to packet switching in order to reduce the transmission time. Communication latency, especially under low and moderate traffic loads, is reduced noticeably in virtual cut-through. This is due to the fact the blocked messages are accommodated entirely at the point of blocking, freeing the channels to be utilised by other non-blocked messages [49, 103]. A natural extension to this research work would be to devise new analytical models to assess the performance of virtual cut-through switching, which differs substantially from wormhole switching in terms of buffer requirements.

• Unlike point-to-point communications (i.e. single sender and single receiver), in collective communications, such as multicast (one-to-many) and broadcast (one-to-all), a group of nodes is involved in exchanging messages. The importance of this class of traffic patterns is derived from the fact that many parallel applications such as sorting, process control, data migration, searching and matrix applications require collective communication operations [25, 44, 100, 135]. It would be interesting to develop analytical models for multicast and broadcast routing algorithms in wormhole-switched networks with finite buffers and virtual channels.
Appendix A1

A Latency Model for Adaptive Routing in k-Ary n-Cubes

In [111] Ould-Khaoua developed an analytical model to compute the average message latency in wormhole-switched k-ary n-cubes with adaptive routing, based on Duato’s adaptive routing algorithm [46]. As discussed in Chapter 3, any latency model should adopt a method to model virtual channels, if it needs to consider their effects on network performance. The model in [111] has relied on a method proposed by Dally [36] to model virtual channels. Chapter 3 described a new model for virtual channels and argued that the predictions of the latency model could be enhanced by using the new virtual channels model. For this dissertation to be self-contained, this appendix summarises the main equations of the latency model presented in [111]. The interested reader is referred to [111] for a detailed derivation of the model equations.

The model starts by calculating the average number of hops that a message makes to cross one dimension, $\bar{k}$, and to cross the entire network, $\bar{d}$, as

$$\bar{k} = (k - 1)/2$$  \hspace{1cm} (A1.1)

$$\bar{d} = nk$$  \hspace{1cm} (A1.2)

The mean network latency (i.e. time to cross the network) is then computed as

$$S = M + \bar{d} + \sum_{i=1}^{d} (P_i W_i)$$  \hspace{1cm} (A1.3)
In the above equation, \( P_{bi} \) is the probability of blocking at the \( i^{th} \) hop and \( W_b \) is the mean waiting time. The probability of blocking at the \( i^{th} \) hop is given by

\[
P_{bi} = \begin{cases} 
P_a (P_a)^{n-1} & 1 \leq i \leq k \\
\sum_{l=0}^{j} P_i P_a (P_a)^{n-1} & jk + 1 \leq i \leq (j+1)k, \ 1 \leq j \leq n-1
\end{cases}
\] (A1.4)

\( P_a \), in the above equation, is the probability that all adaptive virtual channels (according to Duato’s routing algorithm) are busy and is given by

\[
P_a = P_r + \frac{(2P_{r-1})}{V} \left( \frac{V}{V-1} \right) + \frac{(P_{r-2})}{V} \left( \frac{V}{V-2} \right)
\] (A1.5)

Likewise, \( P_d \) is the probability that all adaptive and the usable deterministic virtual channel are busy and is given by

\[
P_d = P_r + \frac{(2P_{r-1})}{V} \left( \frac{V}{V-1} \right)
\] (A1.6)

The probability that a message has crossed \( j \) dimensions at its \( i^{th} \) hop is given by

\[
P_i^j = \begin{cases} 
\frac{n}{j} N_0^{k-1}(i-1-jk,n-j) & 1 \leq j \leq n-1 \\
1 - \sum_{l=1}^{n-1} P_i^l & j = 0
\end{cases}
\] (A1.7)

The number of ways to distribute \( r \) hops over \( m \) dimensions such that the number of hops in each dimension is at least \( p \) and is at most \( p+q-1 \), \( N_p^{p+q-1}(r,m) \), is given by

\[
N_p^{p+q-1}(r,m) = \sum_{l=0}^{m} (-1)^l \binom{m}{l} \binom{r - mp - lq + m - 1}{m-1}
\] (A1.8)

The mean waiting time when a message is blocked is given by
\[ W_b = \frac{\lambda_c S^2 \left(1 + (S - M)^2 / S^2\right)}{2(1 - \lambda_c S)} \]  \hspace{1cm} (A1.9)

where the rate of messages received by each channel, \( \lambda_c \), is given by

\[ \lambda_c = \frac{\lambda_g d}{n} \]  \hspace{1cm} (A1.10)

The mean waiting time at the source is approximated as

\[ W_s = \frac{\left(\frac{\lambda_g}{V}\right) S^2 \left(1 + (S - M)^2 / S^2\right)}{2(1 - \left(\frac{\lambda_g}{V}\right) S)} \]  \hspace{1cm} (A1.11)

The average degree of virtual channel multiplexing is computed as

\[ \bar{V} = \frac{\sum_{i=0}^{V} i^2 P_i}{\sum_{i=0}^{V} i P_i} \]  \hspace{1cm} (A1.12)

Notice again that, \( P_i \), in equations (A1.6), (A1.7) and (A1.12), represents the probability of \( i \) busy virtual channels. These probabilities are calculated in [111] using the method proposed by Dally [36] whereas this work proposes to compute them using the new method proposed in Chapter 3.

Finally, the summation of the mean network latency and the mean waiting time at the source node, is scaled by the average degree of virtual channel multiplexing to give the average message latency

\[ \text{Latency} = (S + W_s) \bar{V} \]  \hspace{1cm} (A1.13)
Appendix A2

Inverting the z-Transform

Different methods of inverting the z-transform in equation (3.8, Chapter 3) are available in the literature [19]. For example, Partial fractions and power series expansion methods are used in [108] to invert the transform when various service time distributions are assumed. However, sometimes it is hard or even impossible to invert the resulting z-transform using these methods. This appendix outlines a simple algorithmic approach to invert the z-transform of the number of customers in the M/G/1 queuing system.

A2.1 The embedded chain

Consider the embedded Markov chain, $N_k$ (i.e. the queue length immediately after the departure epochs). The number of customers left in the queue immediately after the departure of the $m^{th}$ customer from the system is given by [77]

$$N_{m+1} = \begin{cases} L & N_m = 0 \\ L + N_m - 1 & N_m \geq 1 \end{cases} \quad (A2.1)$$

In the above equation, $L$ represents the number of new arrivals during the service time of customer $m+1$. Let $\alpha_i$ be the probability that there are $i (0 \leq i < \infty)$ new service requests during the service time of a customer and $f_s(x)$ be the probability density function of this service time. According to the law of total probability, we can write [77]
Figure A2.1: The state diagram of the number of requested virtual channel

\[ \alpha_i = \Pr[L = i] = \int_0^\infty \Pr[L = i \mid S = x] f_s(x) \, dx \]
\[ = \int_0^\infty (\lambda_c x)^i \frac{e^{-\lambda_c x}}{i!} f_s(x) \, dx \]  \hspace{1cm} (A2.2)

**A2.2 Transition probabilities**

Figure A2.1 shows the state diagram of the number of busy virtual channels at a given physical channel where \( \mathcal{R}_v \) correspond to \( v (0 \leq v \leq V) \) busy virtual channels. The transition probability from state \( \mathcal{R}_i \) (\( i \) customers in the system) to state \( \mathcal{R}_j \) (\( j \) customers in the system) is defined as the probability that there are \( j \) customers in the system after the departure of the \((m+1)^{th}\) customer, given that the number of customers in the system after the departure of the \(m^{th}\) customer was \( i \). Using the evolution equation of the chain, \( N_k \), (equation A2.1), one can identify the transition probabilities as [77]

\[ P_{i,j} = \Pr[N_{m+1} = j \mid N_m = i] = \begin{cases} \Pr[L = j - i + 1] = \alpha_{j-i+1} & i \geq 1, j \geq 0 \\ \Pr[L = j - i] = \alpha_{j-i} & i = 0, j \geq 0 \end{cases} \]  \hspace{1cm} (A2.3)

Hence the transition matrix for all values of \( i \) and \( j \) can be written as
The global balance equations (when the system is in the steady state) yield the following recursive equations [77]

\[
\alpha_0 \pi_1 = (\alpha_1 + \alpha_2 + \cdots) \pi_0 \\
\alpha_0 \pi_2 = (\alpha_2 + \alpha_3 + \cdots) \pi_0 + (\alpha_2 + \alpha_3 + \cdots) \pi_1 \\
\alpha_0 \pi_3 = (\alpha_3 + \alpha_4 + \cdots) \pi_0 + (\alpha_3 + \alpha_4 + \cdots) \pi_1 + (\alpha_2 + \alpha_3 + \cdots) \pi_2 \\
\vdots \\
\alpha_0 \pi_i = (\alpha_i + \alpha_{i+1} + \cdots) \pi_0 + (\alpha_i + \alpha_{i+1} + \cdots) \pi_1 + \cdots + (\alpha_2 + \alpha_3 + \cdots) \pi_{i-1} \tag{A2.5}
\]

### A2.3 Recursion

Now equation (A2.5) can be solved recursively for \( \pi_i \) \((0 \leq i \leq V)\) starting from the known value \( \pi_0 = 1 - \rho \), where \( \rho \) is the server utilisation. Let \( a_i \) be the probability that the number of new service requests is greater than \( i \). Then \( a_i \) is determined by

\[
a_i = \Pr[L > i] \\
= \sum_{j=i+1}^{\infty} a_j \tag{A2.6}
\]

Since \( \alpha_0 + \alpha_1 + \alpha_3 + \cdots = 1 \), we have

\[
\alpha_0 = 1 - (\alpha_1 + \alpha_2 + \alpha_3 + \cdots) \\
= 1 - \alpha_0 \tag{A2.7}
\]

Hence, the probability of the number of customers in the M/G/1 queue can be computed recursively. The recursion begins from \( \pi_0 = 1 - \rho \) and the general recursion step is given by

\[
\pi_i = \frac{1}{1 - \rho} \left( a_{i-1}(1 - \rho) + \sum_{j=1}^{i-1} a_{i-j} \pi_j \right) \tag{A2.8}
\]
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