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Summary

The North of Scotland Hydro Electric Board (NSHEB) are
currently upgrading the control equipment for hydro generating
plant. An important part of this modernisation is the
introduction of optimisation methods to the control system.
Highly constrained plant poses an unique optimisation problem.
This project reports the application of optimisation techniques to
one such highly constrained group, namely, the Tummel Valley

Scheme.

The Tummel Valley scheme consists of nine main reservoirs,
coupled to each other by the flow through eight hydro power
stations. Each individual station of the scheme has a Anumber of

unique constraints which must be placed upon its operation.

The problem of optimising the scheme has been simplified by
decomposing the problem in time. The operation of the group was
studied in three time scales : long term, or strategic,
operational planning of the large reservoirs, daily decoupling of
the interactions between the valley's reservoirs, and, the hourly

scheduling of the available water.

The method used in the long term planning of the large
reservoir, Loch Ericht, was a two stage process based upon
stochastic dynamic programming. The method was fast, and enabled
annual planning of a reservoir’s water resources. The
optimisation results were compared to the actual annual strategy
used by the NSHEB for Loch Ericht.

For smaller hydro stationms, the water available for
generation from day to day is much more dependent upon the natural
inflow from the catchment area. The prediction of this natural
inflow allows optimal use to be made of the water available in
small stations. Methods have been applied to the catchment at
Gaur power station which allow a prediction of the inflow to be
made from limited data which can be easily collected on site.

The daily decoupling procedure reconciles the daily demand

ii



for power with the optimal water available for generation from
each station. The coupling constraints between the reservoirs and
other operational constraints are considered. The procedure uses
non-linear programming to produce daily outflows from each
station, which effectively decouple the reservoirs of the Tummel

Valley scheme.

The daily outflow from each station is allocated hourly
according to a hourly demand curve to give an hourly schedule for
each station. The method of dynamic programming with successive
approximations is used to find a solution to the close coupling
between Clunie and Pitlochry stations.

A set point controller has been tested for dispatching the
hourly schedule produced by the optimisation. Models have been
developed of existing Temporary Droop governed hydro turbines.
The set point controller has been fully tested against this
simulation and real plant for both fast and controlled loading.
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1. IRTRODUCTION

The North of Scotland Hydro Electric Board (NSHEB) are
currently undertaking a program of modernisation and
centralisation of their control and monitoring equipment for hydro
generating plant. The modernisation must make use of the most
up to date digital and computer equipment, for maximum
flexibility. The development of computer hardware, particularly
‘ in the last few years, results in computers being capable of much
more than a simple communication and control role in power
systems. The computing power available makes it possible to
consider not only how to control plant in real time, but also how
best to operate and optimise systems in real time. The
optimisation of the power plants must consider all constraints
which are placed on the system. In a centralised optimal control
scheme, highly constrained sub-systems have a high computational
overhead and tend to monopolise the CPU time. One possible
solution is to use hierarchical control and distribute the
optimisation of the highly constrained sub-systems to lower

levels.

1.1. Aims of the project

One such highly constrained sub-system is the Tummel Valley
scheme, situated to the west of Pitlochry in Perthshire, Scotland.
The scheme has nine main reservoirs, coupled to each other by the
flow via eight hydro power stations. The scheme is, at present,
controlled manually by Generation Engineers at Errochty Group

Control Centre near Tummel Bridge.

The aim of the project was to develop a real time control



system for the Tummel Valley scheme. The control system would
optimally schedule the power output of the scheme throughout the
day, taking account of the many operating constraints placed on
the valley. Under normal operating conditions, the results
produced by ﬁhe optimal control system will follow the same
sheduling philosophy as the Generation Engineers. However, the
major advantages of an automated system are in its ability to
reschedule quickly and accurately on request. The computer system
is capable of considering all possible options in deriving the
optimum in a very short time. The use of an optimal control
system would give rise to better overall control of the Tummel
Valley scheme in terms of flexibility and frequency control at
both, crisis periods for the national grid, and unique flow

patterns within the scheme.

It was envisaged that such a control system would operate as
part of a hierarchical system of control for the national grid.
At the upper level, an expected power demand for the day is
specified. The optimiser then attempts to use the available water
to generate power according to this projected demand. The
decision on the amount of available water is a complex one which
varies from reservoir to reservoir. 1In large reservoirs, which
may be considered to be seasonal storage reservoirs, the available
water is decided as a compromise between the strategic plan for
the reservoir’s storage and the projected need for power. The
available water from smaller reservoirs is decided more on the
basis of the immediate runoff from the catchment area. When
reservoirs of both types are coupled the decisions on available

water are made vastly more complicated.

The resulting scheduled use of the water as generated power



was to be implemented by a lower level of the hierarchy. Set
point controllers control the power output of each turbine,

dispatching the decisions of the main optimising program.

1.2. The Representation of Data and Results.

The complex interactions between the Tummel Valley scheme and
the national gr-id system in meeting consumer demand make an exact
objective evaluation of the optimality of the control system
impossible in analytic terms. The results of the computer
optimisations were, therefore, given to the Generation Engineers

for critical assessment.

The whole process of developing and testing the control
system was done in close collaboration with the Generation
Engineers at Errochty Group Control Centre. The engineers
traditionally work in imperial units, therefore all work was
carried out in imperial units. A table of conversion to transfer
these units to the normal S.I. representation is listed in Table

1-1.



Imperial S.I.

1 foot = 0.305 metres
(ft) (m)

1 mile = 1.609 kilometres
(mi) (km)

1 square mile = 2.588 square kilometre
(miz) (km2)

1 cubic foot / sec = 28.288 1litres per second
(Cusec) (1/8)

1 million cubic feet = 28.288 million litres
{Mcf) (M1)

1 Mcf/ft = 0.093 km?

Table 1-1: Conversion of Imperial units to S.I. units

1.3. Overview of Thesis

The thesis describes the problems involved in controlling the
Tummel Valley scheme. In subsequent chapters, particular problems

are highlighted and methods of solution given.

The physical disposition of the Tummel Valley scheme is
discussed in Chapter 2. 1Its operational constraints and the
existing operational policies are presented in detail , as learned

from the Generation Engineers.

The mathematical equations, which are used to model the
scheme, are derived in Chapter 3. The chapter then goes on to
discuss the current method of costing the generation from hydro
power and reviews the optimisation techniques already applied to
power system and how they can be applied to this particular

problem.

One possible method for long term planning of the storage in



a reservolir is discussed in Chapter 4. The results of which are

compared to existing operating policies.

As part of deciding how much water is available for
generation it is important to know the amount of run off from the
catchment which will result from rainfall events. Chapter 5 looks
at several approaches to predicting run off from rainfall data for

one particular station of the valley.

Chapter 6 looks at techniques which allow the problem of
optimisation to be simplified by decoupling the interactions
within the Tummel Valley scheme. This is taken to be an essential
prerequisite of the hourly scheduling of plant. The methods used
to schedule the power stations hour by hour are discussed in
chapter 7. The results of which were reviewed critically by the

engineers at Errochty Group Control Centre.

The ultimate dispatch of the optimisation decisions require
that an automated set point controller be used. Chapter 8
develops models of Temporary Droop governed hydro turbines and
evaluates these models in conjunction with a set point controller

developed within the department.

Chapter 9 summarises the progress of the project and suggests

areas of further work.



2. THE TUMMEL VALLEY

2.1. Introduction

The Tummel Valley scheme comprises of eight hydro power
stations and twelve reservoirs. The cascaded nature of the plant
implies complex interactive operational constraints. Additional
constraints arise from statutory obligations to environmental
groups such as fispery boards. In order to model the scheme it is
necessary to document and understand these constraints. This
chapter details the plant, the physical, operational and statutory

constraints of the scheme (1X

2.2. Plant and Operation

The Tummel Valley catchment area extends over a large part of
the southern Grampian Mountains and contains some of the most
rugged and desolate areas in Britain. The higher summits and
plateau areas have snow cover for many months of the year and they

form some of the wettest areas ir Scotland.

The Tummel Valley group consists of eight power stations,
which use the water from the River Tummel and its tributaries.
Fifteen small diversion weirs, eleven large reservoirs, twenty-
eight miles of tunnelling, and seventeen miles of aqueducting make
up the civil works of the scheme. The oldest two power stations,
Rannoch and Tummel, were built by Grampian Electricity Supply
Company in the 1930s. The others were built in the 1950s by the
North of Scotland Hydro-Electric Board (NSHEB). As an aid to the
following sections, which describe the operation of the valley and

constraints in detail, a fold out map of the valley and the Tummel



Scheme 1s shown in Figure 2-1 on page 18.

2.2.1. The Catchments

The logical starting point to describe the scheme is to
consider the water available for generation. Nine reservoirs in
the scheme have their levels tele-metered to the Errochty Group
Control Room at Tummel Bridge. Table 2-1 shows the operational
levels for each of these reservoirs, along with their area and

maximum storage.

Loch Absolute Minimum Maximum Loch Maximum
Minimum Operate. Operate. Area Storage
Level Level Level
(feet ) (feet ) (feet ) (Mcf/ft) (Mef)

Loch An-T-Seilich 1386.0  1392.0 1400.0 11.1 95.0
Loch Cuaich 1303.0  1303.3  1305.0 5.0 10.0
Loch Garry 1330.0  1340.0 1360.0 14.0 299.0
Loch Ericht 1152.0 (11%0 <1179  226.1  5710.0
Loch Eigheach 840.0  842.0  850.0 15.0 124.0
Loch Rannoch 664.0 665.0  672.0  204.6  1435.0
Loch Errochty 1040.0  1050.0 1080.0 24.4 795.0
Loch Tummel 465.0 468.0  472.0 63.1 320.0
Loch Faskally 290.0 294.0  300.0 6.9 42.0

Table 2-1: Loch Levels in feet (A.S.M.L), Areas and Storages.

The water taken from the reservoirs for generation is
replenished by runoff from the catchment. This natural inflow is
dependent on two main factors : catchment size and average
precipitation. Both are tabulated in Table 2-2 for each station.

Typical inflows are shown in Table 2-3. These are given only as



an indication of what is normal during each season.

Loch Catchment Average
Area Annual

Rainfall

(Sq. mile) (mm/yr.)
Loch An-T-Seilich 55.17 1524
Loch Cuaich 2.3 —
Loch Garry 34.5 1778
Loch Ericht 90.5 1676
Loch Eigheach 92.3 1735
Loch Rannoch 106.4 1600
Loch Errochty 90.6 1422
Loch Tummel 41.3 1524
Loch Faskally 198.7 1422

Table 2-2: Area of Catchments and Average Rainfalls for each
Reservoir.

Loch Summer Summer Winter Winter
Average ‘Peak .Average Peak
Inflow Inflow Inflow Inflow
(Mcf/Day) (Mcf/Day) (Mcf/Day) (Mcf/Day)

Loch An-T-Seilich 8 40 30 80
Loch Cuaich — - — —
Loch Garry 8 40 20 50
Loch Ericht 40 120 70 140
Loch Eigheach 20 100 70 160
Loch Rannoch 30 90 70 140
Loch Errochty 30 80 50 120
Loch Tummel 8 20 20 70
Loch Faskally 8 30 60 140

Table 2-3: Typiecal Average Inflow to each Reservoir.



2.2.2. Stations

The water from the reservoirs is used by one of the eight
power stations of the scheme. The generation equipment in each
station depends on the amount of water available and the head.
Table 2-4 gives the data on the flows, heads and power ratings for

each station.

Station No. Of Power per Set Head Flow per Max Station
Sets Optimum Maximum Unit Daily Flow
(Mw) (Mw) (ft) (Cuft/U) (Mcf/Day)

Cuaich 1 2.2 2.5 87 640 38.4
Loch Ericht 1 2.2 2.2 180 370 19.5
Rannoch 3 14.0 14.0 512 105 105.8
- Gaur 1 5.3 6.4 90 550 84.5
Tummel 2 16.0 17.0 173 300 244.8
Errochty 3 22.0 25.0 610 91 163.8
Clunie 3 17.0  20.4 165 305 455.3
Pitlochry 2 — 7.5 50 1100 3%6.0

Table 2-4: Station Data for Stations
Rated Power, Number of Generators, Working Head and Water Flow
Rates for each of the Stations of the Tummel Valley Scheme.

Table 2-5 shows the type and manufacturer of the equipment

installed in each of the stations.



Station Turbine Generator Speed Governor

Type Type (Revs/ Type
Min )

Cuaich Francis 4-Pole Sync 750 Worm Drive
Loch Ericht Francis Induction 3000 Worm Drive
Rannoch Francis 6-Pole Sync 500 Woodward TD
Gaur Francis 14-Pole Sync 214 E. Elec. TD
Tummel Francis 10-Pole Sync 300 Boving TD
Errochty Francis 7-Pole Synec 428 Boving TD
Clunie Franeis 14-Pole Sync 214 Boving TD
Pitlochry Kaplan 18-Pole Sync 170 Boving TD

—Pole = number of pole pairs in alternator

Sync = Synchronous generator

TD = Temporary Droop

E. Elec. = English Electric Company

Table 2-5: Station Set Descriptions.

2.2.3. Overview Of The Tummel Valley Scheme

The main long term, or strategic, storage of the Tummel
Valley scheme is Loch Ericht, which can store a maximum of 5710.0
Mef to compensate for seasonal variations in weather. The three
small stations, Cuaich, Loch Ericht and Gaur, while not
contributing much to the generation of the group, are important in
terms of flow control. Rannoch station is the main generating
station of the group, with a 75% load factor, that is, the station
is expected to generate for 75% of the day. The other two main
stations, with a 50% load factor, are Tummel and Clunie. Errochty
station is used primarily for peak demand and as such has a low

load factor of about 25-30%. Pitlochry station is a run-of-river
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station which is used to smooth irregularities in the river flow

before it leaves the valley.

2.3. Operational Constraints

The physical shape of the civil works dictates certain
operating procedures. A special problem is the social use of the
reservoirs by the public, which adds further constraints. The
following sections detail these operating procedures and

constraints for each station in the Tummel Valley scheme.
2.3.1. Cuaich Power Station and Loch An-T-Seilich

Cuaich hydro-power station is located at the northern edge of
the Tummel Valley. ’Water reaches Cuaich via an aqueduct 1 mile
long from its small head pond, Loch Cuaich. It, in turn, is fed
via a 4 mile tunnel from the main catchment, whose storage
reservoir is Loch An-T-Seilich. The outflow from the power
station runs into the northern end of Loch Ericht through an

aqueduct 3 miles in length.

The station, when generating, passes 1.6 Mcf/hour into Loch
Ericht. A minimum operational level of 1392.0 ft must be
mailntained in Loch An-T-Seilich to ensure an adequate flow along
the tunnel to Loch Cuaich. During the period from approximately
early March to late August smolt screens must be placed at the
tunnel entrance from Loch An-T-Seilich to protect young fish.
These screens are easily damaged by eieessive flows, therefore the
flow through the tunnel must be restricted to 0.8 Mcf/hour. This
restricts the possible number of hours for which the station will
be available for generation otherwise the small headpond (Loch

Cuaich) will be emptied.
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Compensation water of 3.4 Mcf/day must flow from Loch An-T-
Seilich down the River Tromie and out of the valley, which is also
the route taken by water spilled from the reservoir. The spillage
from this reservoir is thus costly as the water spilled is taken

out of the valley and lost to the scheme.

Cuaich station is situated high on the plateau of the
Grampian mountains and as such most of the winter precipitation
falls as snow and is stored in the winter snow pack. In order to
ensure that the aqueducts are kept clear of snow and ice during
the winter, the station must run for at least 4-6 hours per day.
The station and the tunnel intake gate are controlled remotely
from Errochty Group Control Room at Tummel Bridge. The station
can, therefore, be activated remotely to and from a set power
operating point. The control does not, however, allow the power
output of the station to be adjusted. This must be done ménually
at the power station which is near-inaccessible during the winter

months.

2.3.2. Loch Ericht Power Station and Loch Garry

Loch Ericht hydro-power station lies on the west bank of Loch
Ericht and its isolation makes access difficult in summer and
impossible in winter. The station is supplied with water by a
4 mile tunnel/pipe from Loch Garry and its outflow flows directly
into the centre section of Loch Ericht. Spillage from Loch Garry
flows into the River Garry, to be later re-directed into Loch

Errochty.

This station is noted for its unreliablility and its

isolation which combine to make repairs both difficult and
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expensive.

2.3.3. Rannoch Power Station and Loch Ericht

Rannoch hydro-power station located at the west end of Loch
Rannoch was originally built by the Grampian Electricity Supply
Company in 1930 as a base load station for local demand. The
water from Loch Ericht is taken along a 3 mile combination of
tunnel and pipe, then combined with some additional local inflow
before flowing through Rannoch station and thence directly into
Loch Rannoch. Loch Ericht, being the main storage in the valley
is used as long term seasonal storage which allows the valley to
generate during periods of drought. 2 Mcf/day is released from

Loch Ericht down the River Ericht as compensation water.

Despite refurbishment, age has resulted in some deterioration
in the civil works upon which Rannoch Station depends. Although
originally designed to generate 16 Mw per set, it has now been
limited to 14 Mw in order to reduce the pressure loading on the
ageing pipework. Spillage from Loch Ericht erodes the banks of
the River Ericht. Further erosion may undermine the foundations

of the pipework so spillage must be avoided.

2.3.4. Gaur Power Station and Loch Eigheach

At the west end of the valley, the inflow to Gaur hydro-power
station comes from the large catchment of Rannoch Moor. This
catchment consists primarily of peat bogs which gives the runoff a
highly non-linear response to precipitation. The station,
completed in 1953, was the NSHEB'’s first station designed to be

fully automatic. The power operating point must be set manually
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at the station. Automation is limited to simply an on/off
control. The head pond of the station, Loch Eigheach, is small
for the catchment area, as it was originally designed to operate
in conjunction with another station at Loch Laidon, which was
never built. The reservoir level is, therefore,‘particularly
sensitive to runoff. The outflow from the station, and spill over
the dam at Loch Eigheach, flows down the River Gaur to Loch

Rannoch.

In addition to the main set, the station also contains a
compensation turbine which releases 2.2 Mcf/day as compensation
water down the River Gaur. An additional 1.6 Mcf/day is lost
through the fish ladder, which, with 70 pools, is the longest in

the valley.

2.3.5. Tummel Power Station and Loch Rannoch

Tummel hydro-power station, like Rannoch, was originally
built by the Grampian Electricity Supply Company in 1933. It is
situated on the River Tummel as it flows into the western end of
Loch Tummel. The water for the station is released from Loch
Rannoch by remotely controlled gates at Kinlochrannoch. The water
then flows through Dunalastair Water to gates just before the
Falls of Tummel. The Dunalastair gates feed the water through
3 miles of aqueduct to maintain head by routing the water around
the Falls of Tummel. The water takes approximately 1-2 hours to
flow from Kinlochrannoch gates to the station. Thus, the gates
must be moved 1-2 hours before any changes in the operation of the

station, otherwise, Dunalastair Water will spill or empty.

The Falls of Tummel are a local tourist attraction. To
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maintain them a compensation of 7.2 Mcf/day is released at
Dunalastair Gates and the associated fish ladder. Spillage from
the gates is also routed down the River Tummel and into Loch

Tummel.

2.3.6. Errochty Power Station and Loch Errochty

At the west end of Loch Tummel, Errochty hydro-power station
is fed by a 6 mile tunnel from Loch Errochty. The catchment area
of Loch Errochty has been artificially increased by the
construction of four diversion weirs and 10 miles of tunnel.
This tunnel channels water from the River Bruar, into the River
Garry. The intake to Loch Errochty from the River Garry is
controlled remotely from Errochty Group Control Room. A
compensation water of 2.3 Mcf/day is passed through a compensation
turbine, which is situated in its own power house below the dam,
at Trinafour. This water and the water spilled over the dam flows
down the River Errochty and into the River Garry. The foundations
of this small station at Trinafour could easily be weakened if the
dam spilled. Therefore, this dam is not allowed to spill. At

times of high runoff the River Garry intake tunnel is closed.

Errochty power station is primarily used for peak loads.
The operation of this station, although physically controlled from
Errochty Group Control Room, is planned by Central Control Room

(CCR) in Pitlochry.

2.3.7. Clunie Power Station and Loch Tummel

Clunie hydro-power station is fed by a 1 mile tunnel from

Loch Tummel. The water level in Loch Tummel must not fall below
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468 ft due to an environmental constraint placed on the reservoir.
A compensation turbine at the base of Clunie Dam releases 3.6
Mcf/day down the River Tummel to Loch Faskally. The fish pass of
43 pools releases 2.1 Mcf/day down the same route. Spillage from

the reservoir also flows down the Rivér Tummel.

2.3.8. Pitlochry Power Station and Loch Faskally

Loch Faskally is an artifically created reservoir which
supplies Pitlochry hydro-power station. The prime function of the
reservoir is to smooth the irregularities of flow in the River
Tummel caused by Clunie Station. The dam is by-passed by a fish
ladder of 35 pools which releases 4.2 Mcf/day down the River
Tummel into the River Tay. A compensation set at the base of the
dam also releases 1.7 Mcf/day down the river. In order to reduce
erosion of the banks of Loch Faskally, when the level of the
reservoir rises to 300 ft (A.S.M.L) the drum gates drop a foot

which quickly release the excess water down the River Tummel.

The reservoir, since it was created, has become a centre for
water sport and angling. This restricts the operational level of
‘the reservoir to greater than 294 ft (A.S.M.L). Downstream of the
station has become very popular with salmon fishermen who
regularly wade into the middle of the river. Thus, during the
fishing season, the turbine output must be held near constant
otherwise the changes in flow could easily constitute a danger to

these fishermen.

Pitlochry is the last station of the scheme that water flows
through before entering the River Tummel, and, later, the River

Tay.
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2.4. Existing Operation of the Tummel Valley Scheme

The Tummel Valley Scheme is, at present, planned and operated
from Errochty Group Control Centre in Tummel Bridge. The
Generation Engineers plan the operation of the scheme using their

experienced knowledge of expected inflow and target levels.

The daily planning is done by dividing the day into known
peaks and troughs in consumer demand. The day is divided into six

periods as shown in Table 2-7.

Period Times

Overnight 23:30 - 07:30
Morning peak 07:30 — 13:30
Afternoon slack 13:30 - 16:30
Tea peak 16:30 - 20:30
Evening slack 20:30 - 22:30
Evening peak 22:30 - 23:30

Table 2—6: Daily Planning Periods.

The Engineers schedule the available power from each station into
the six planning periods, taking into account the complex
operating constraints of each plant. A different planning
schedule is produced for weekends and week days. The variety of
plant within the scheme gives rise to individual planning methods

for each plant.
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2.4.1, Cuaich, Loch Ericht and Gaur Power Stations

The small size of the storages of Cuaich, Loch Ericht and
Gaur station dictates that they be operated as Run-Of-River plant.
Any inflow reaching the storage is taken out through the turbines.
If the inflow is in excess of the maximum that the station can
take out then the station is run until the level can be brought

back down to the target level.

Loch An-T-Seilich is kept full in winter to ensure a minimum
flow is available to keep the aqueduct clear of snow. In summer
the storage is emptied due to the restricted flow through the

station.

Loch Ericht station starts generating if the level of Loch
Garry rises above 1344 ft and continues to generate until the

level falls below 1342 ft,

At times of low flow Gaur is run for 2-4 hours each day.
However, if there is a large inflow, or if the level of Loch
Eigheach rises sharply then station will run until the level is

brought down to below 844 ft. .

2.4.2. Rannoch Power Station

Loch Ericht is the main storage of the Tummel Valley scheme.
As such, its level is carefully planned to ensure flow within the
valley during times of drought. The strategy requires that the
level be at 1172.9 ft on the 1st of January and for it to be
reduced linearly to 1166.0 ft by the 30th of September.
Thereafter, it is linearly increased back to 1172.9 ft by the 1st

of January. By this strategy the station would normally be
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running all three sets for between 13-18 hours a day.

2.4.3. Tummel Power Station

Tummel Power Station is planned so as to throughput all the
water released by Rannoch and Gaur stations down the valley. The
level of Loch Rannoch is adjusted for planned maintenance over
long periods by slight variations in the number of hours which

Tummel runs per day.

2.4.4. Errochty Power Station

The operation of Errochty is dictated by Central Control Room
(CCR) in Pitlochry, thus no firm control policy is implemented for
this dam. CCR specify in the morning the operation which is

required from this station.

2.4.5. Clunie Power Station

In order to allow a margin for flexibility the level of Loch
Tummel is always targeted to be 670.0 ft. This allows any plan for
Errochty and Clunie to be varied withoﬁt concern for Loch Tummel.
Clunie Power Station is planned to take the flows from Errochty

and Tummel down to Loch Faskally.

2.4.6. Pitlochry Power Station

The storage size 6f Loch Faskally is such that the reservoir
varies between its maximum and minimum storages in the course of
one day. It is generally planned to have the reservoir at its
minimum storage first thing in the morning before Clunie station

comes on. This ensures maximum flexibility in the operation of

20



Clunie station.

Only two changes per day in the output power from Pitlochry
are planned. The power is increased to its day-time loading at
6:00 and returns to its night loading at 23:30. The loadings are
planned to take the flow from Clunie, plus the additional natural

inflow from the River Garry, out of the valley.

2.5. Control from the Central Control Room

The program of operation once formulated at Errochty Group
Control Room is passed for approval to the Central Control Room
(CCR) in Pitlochry, which controls the whole system for the NSHEB
area., CCR will then either accept the total power outputs as
sent, or, request a different plan. The program will then be
implemented by the engineers from Errochty Group Control Room.
CCR in Pitlochry is consulted at each change in operation of any
turbine and may request that a set be held on or off longer. A
crisis in another part of the system may force CCR in Pitlochry
to request some change in the planned operation of the scheme,

even if a previous program has already been implemented.

In response to such a request, the engineers at Errochty
Group Control Room will attempt first to re—-plan Errochty station
without changing the operation of any other station. The change
in discharge from Errochty will effect the storage of Loch
Errochty. The storage will be adjusted in the following day’s

program of operation.

In the event that the crisis requires further change within
the valley, the engineers will then attempt to re-schedule Rannoch

Station., Tummel station's operation cannot easily be changed due

21



to the flow of water from Kinlochrannoch gates, and Clunie
station’s discharge is very closely tied to the operation of
Pitlochry. If, however, the crisis is severe their operation

could be temporarily varied and compensated for later in the day.

The relationship between Errochty Group Control Room and the
Central Control Room (CCR) in Pitlochry is one of inter-action,
trading off the benefit to the group against the benefit to the
system. It is, however, CCR which controls the system and as such

has the final say in the operation of the Tummel Valley scheme.
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3. MODELLING, COSTING AND OPTIMISATION

3.1, Introduction

The object of applying an optimisation method to a problem is
to make decisions on the best method of operating the problem
system. To ensure that the results of the optimisation are
realistically optimum, all optimisation methods must be able to
assess the relative benefits from each of the possible decisions.
A pre-requisite of optimisation is, therefore, the development of
both an accurate mathematical model of the problem system and a

realistic penalty function to define the optimum.

3.2, Modelling the Tummel Valley Scheme

The application of optimisation techniques to the Tummel
Valley scheme requires that the scheme be described by
mathematical equations and variables. This section develops these

equations which will be used in later chapters.

3.2.1. Reservoir Models

The most significant variable which can be used to describe
any system of reservoirs is their contents. For a reservoir in a
cascaded system, the rate of change of its contents is easily

obtained by considering the following water balance equation (2),
Efi(t) n
o= 1n8) + ) Cegiop(t) + £y spy(t) )
m=1 —Eq. 3.1.1
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where xj(t) is the storage in the jth reservoir at time t,
inj(t) is the natural inflow into the reservoir,
spm(t) is the spillage from the mth reservoir,
o,(t) is the outflow from the mth reservoir, and
ejm’fjm are constants which define the reservoir

configuration of the cascaded hydro system.

The constants ejm and fjm are derived from the links between each
reservoir, and may only take one of the three possible values,
[ -1, 0, 1 ]. The values are obtained using the convention of

Teneketzis et al.(z), which states that

if o flows into reservoir 'j’ from reservoir 'm' then ejm=1
ir °n flows from reservoir 'j' into reservoir 'm’ then ejm=—1
if there is no flow between reservoirs 'j’ and 'm’ then ejm=0

fjm is similarly defined for the spillage sp

The outflow from each station is limited by the designed maximum
flow rate through the turbine. For some stations, the physical
construction of the turbine and alternator have resulted in the
station having limited operating regions. This can be represented

by stating that °j must be a member of a set of possible outflows.

oj(t) € { Bl;Bz;o.o;Bn } —Eq- 3.1‘2

where Bl"Bn are a set of mutually exclusive sub-ranges of outflow.

The eight reservoirs of the Tummel Valley can be more
conveniently represented as a group using a modified form of
Equation 3.1.1 such as Equation 3.1.3 . The equation is first
converted to a matrix form, and the derivative term represented
discretely. The flows then represent the total flows within the

period T. By considering moving downstream in the valley the
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stations can be ordered as in Table 2-5, making the 1st station

Cuaich and the 8th Pitlochry.

Let the reservoir storages be represented by the vector
X(t) = [xjﬁﬂ, J=1..8] and similarly the natural inflow, the

outflow and the spillage be denoted by the vectors

IN(t) = [ing(t), j=1..8], o(t) = [oj(t). j=1..8] and
SP(t) = [Spj(t), J=1..8], respectively. This gives, for the kth
period,

X(kT) = X((k-1)T) + IN(KT) + E.O(kT) + F.SP(KT)

—Eq. 3.1.3
where, for the Tummel Valley scheme,
I 1
E = -1 0 0o 0 0 0 0 O
0 -1 0 0 0 0 0 o
i 1 -1 0 o0 o0 o0 O
0 0 o0 -1 0 0 o o0
0 0 1 1 -1 0 0 0
0o 0 0 0 o0 -1 o0 O
0O 0 o0 o0 1 1 -1 0
0o 0 0 o0 0 o0 1 -1
L |

and,
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The storage, X, has been tabulated by the NSHEB as a function
of the levels in the reservoirs, L. It was found from these

tables that the relationship between X and L was linear.
X(t) = AR.L(t) —Eq. 3.1.4

where arj is the area of the jth reservoir and,

AR is the vector of reservoir areas.

The spillage from each reservoir can be calculated using the

broad-crested weir formula (3%
spy(t) = a5 & b (t)} —Eq. 3.1.5

where 33 is the reservoir constant of discharge, which is a

function primarily of the dam geometry,

h"(t) is the height of the water over the top of the dam,

and is defined by,
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hw(t) =90 ir xj(t) <= {xj]max
and,
hw(t) = (XJ(t) - {lemax)/arj if XJ(t) > {xd}max

—Eq. 3.1.6
where {xj}max is the maximum storage of the jth reservoir.

If the period, T, is of the order of hours then all water in
excess of the maximum storage will be spilled within one period.

Therefore equation 3.1.6 can be approximated by,

Spj(t) =0 ir XJ(t) {= {XJ}max
and,
st(t) = (Xj(t) - {xi}max) if xd(t) > {xJ}max

—Eq. 3.1.7

3.2.2. Generator Models

The relationship between the water flowing through a turbine
and the power produced from the alternator is a complex one ‘4X
For the purpose of the optimisation work a simpler relationship
may be used as power is required only for comparison of costs.
The power supplied from each power station can be calculated by

considering the potential energy lost by the water as it flows

through the station and is given by the equation,

Poj(t) = p.g.he(t).oj(t) - losses —Eq. 3.1.8

where poj(t) is the power out of the alternator at time t,
p is the density of water,
g is the acceleration due to gravity,
he(t) is the effective head between the head pond and the

tail race, and,
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losses are the power losses in the turbine and alternator
and is dependent on the number of sets in operation

and the type of set.

The form that the equation 3.1.8 takes as a function of head and
flow can be found from plant capability curves (5). An example of
which is given for Errochty station in figure 3-1 .

Turbine Output from Discharge Curve

Errochty Station (3 sets)
Power Output in MegaWatts

80 .00 r— 570 Ft Net Head

70.00 — 535 Ft Net Head

60.00 r— :
504 Ft Net Head

50.00 » three machines

40.00 —

30.00 +— two machines

20.00 +—

10.00 ) :

one machine
0.00 1 N 1 N i 1 1 1 | 1 1

0.00 400.00  800.00 4200.00 1600.00 2000.00
Discharge in Cubic Feet per Second

Fig. 3-1: Flow to Power Curve as a Function of Effective Head for
Errochty Station with up to three Sets Generating.

The NSHEB use a linear relationship between the water used
and the power generated in Units (kilowatt-hour). Average
consumption figures are used to produce a Water Conversion Factor
(WCF). This allows a simpler relationship than 3.1.8 to be used,

Total Flow (Cuft)

No. Of Units = — Eq. 3.1.9
WCF (Cuft/Unit)

or,

28



The WCFJ is tabulated in table 2-4 as flow per unit. The figures

are obtained by averaging the performance of the stations over a

number of years.

3.3. Costing The Power Output Of Hydro Stations

The purpose of a costing system is to produce a performance
index which reflects the rational of operating decisions. The
index allows the performance of the plant to be compared from year
to year, and aids in the formulation of new or radical planning
policies.

In the case of the power generation industry this performance
index is purely financial. The industry must meet the consumer
demand for power, but receives a price for each unit which is
fixed by an outside body. The task of minimising the cost of

producing each unit falls to the generation industry.

The actual cost of generating power from hydro plants
comprises of two main factors : the repayment of the capital cost
of the plant and the cost of operating and maintaining the plant.
Hydro plant, however, only contributes less than 25% of the
total generation in Scotland (6) and less than 10% of the power
requirements of the national grid (7). The remainder is supplied

by plant which has a more significant running cost, fuel.

The representation of hydro in a costing system by its actual
production cost does not result in a viable performance index.

The actual production cost does not reflect that the major benefit
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from hydro is derived from the saving made by not having to use
other plant. For example, if hydro produces power overnight, when
demand is least, then a base load (or cheap) plant may have to be
moved to a less efficient output or turned off completely.
Compare this to the situation where the hydro generates only at
peak demand times. At these times the hydro plants generation may

save expensive plant being used.

The power generation industry has developed a method of
artificially pricing the units produced by hydro. The method is
used both for scheduling plant and as a performance index, and is

known as the Merit Order Scheduling System.

3.3.1. Merit Order Scheduling System

As demand varies throughout the day, plant must be dispatched
to match it. Obviously, it is better to allocate the cheapest
plant first. A cost per Unit generated can be calculated for each
power station which takes account of capital cost, operation and
fuel. The stations can then be sorted into ascending order of
price to give a merit order. A hypothetical example merit order

is shown in Table 3-1.
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Station Price/Unit Generation

capacity
(Pounds) (Mw)

Station A (nuclear) 0.011 450-550
Station B (nuclear) 0.012 900-1100
Station C (o0il) 0.021 300-500
Station D (0il) 0.024 500-700
Station E (coal) 0.035 1200-1300
Station F (o0il) 0.036 700-850
Station G (coal) 0.037 400-600
Station H (coal) 0.041 600—-800
Station I (diesel) 0.050 400-800
Station J (gas) 0.058 400-1000

Table 3-1: Sample Merit Order Table showing Cost per Unit and
Generation Capacity
It is a simple matter to use the table to find the next to be

allocated or shut down as demand changes.

In practice, the table is much larger and much more complex.
Additional tables are used in allocating reserve stations. These
reserve stations, or spinning spare, have their generators
spinning but not actually generating in order that they can be
brought on line quickly to cover sudden surges in power demand.
Consideration must also be given to the power flow constraints of

the overhead lines.

If hydro generation is available then it can replace other
plant. The maximum cost saving will be achieved if the plant it
replaces is the most expensive, that is, the lowest on the merit

order. The units produced by the hydro may then be priced at the
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same cost as those of the plant it displaces. This artificial
pricing system results in a true performance index for hydro

plant.

3.4. Previous Work : Methods of Power System Optimisaition

The flexibility in meeting demand and the substantial running.
costs of a power system combine to make it an ideal application
for optimisation. Any improvement in performance can result in
significant financial savings(s). The complexity of even small
power systems leads to high dimensionality problems for all
optimisation methods(g’lo). Dimensionality may be thought of as
the number of variables and constraints which need to be
considered. A high dimensionality gives rise to heavy
computational requirements, even on large coﬁputers. This is
reflected in the computation times which have been
reported(9'11'12’13’14). Optimisation methods fall into two main
categories : enumeration methods, such as dynamic

programming(ls’16'17’18’19), and search methods, such as

(20,21,22,23,24) (25,26).

linear and non-linear programming

3.4.1. Search Methods

Search methods evaluate a performance index for a particular
solution of the problem and use this to adjust the solution so as
to improve the index while remaining within the feasible solution
space. The most widely used of the search methods are linear and
non-linear programming. These methods require that each variable
be considered explicitly, for example, storage at time kT must be
represented as a separate variable from the storage at time

(k+1)T. This leads to a large number of variables and
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constraints. In order to optimise the Tummel Valley scheme, with
its eight stations, hourly over 24 hours requires 192

interdependent variables, and in excess of 768 constraints.

In their linear programming formulationé, Maurras et al(27)

and Arvanitidis et al(28) attempted to overcome the problem by
using a lumped model for reservoirs. The diversity of the
physical characteristics of the reservoirs within the Tummel
Valley scheme make this approach unrealistic. Other linear
programming formulations, such as those of Tyrel(29) and
Habibollahzadeh(39), nhighlight the difficulty of representing
inherently non-linear functions as piece wise linear functions.
The constraints on outflow, the calculation of spillage, and the
representation of power demand can not realistically be

approximated by a linearised function.

Non-linear programming relies heavily upon the use of costing
function gradients to find the solution. Saha et al(31), Iiura et
al(g), and Gagnon et al(ll) all suggested formulations using
gradient searches. Constraints are incorporated at part of the
costing function using lagrangian multipliers(32), as in the
methods suggested by Merlin et al(33) and Bertsekas et al(34).
The large number of variables and the use of lagrangian
multipliers result in a complex costing function which is
difficult to evaluate. The gradients of this complex costing
function are difficult to calculate and are normally
approximated(ZS). These methods are all iterative and lead to
long computation times on large eomputers(lzh even for relatively

small power systems.
The dependence upon gradients, or linearisation, is a major
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drawback of all these methods. If a constraint is discontinuous,
or a variable may only hold one of a set of values, (such as
outflow Eq 3.4.5) then it is impossible to represent that
constraint using linear or non-linear programming. Integer

(35'36), which optimises with the constraint that some

programming
variables may only hold integer values relies heavily upon
rounding an unconstrained problem. The branch and bound
method(35'37’13? can represent discontinuous constraints. The
method successively reduces the solution space by placing upper
and lower bounds and branches within the bound region in search of
an optimum. The Tummel Valley scheme has 16 turbines. Thus, at

16 or 65536 possible combinations

any instant in time, there is 2
of turbines just by considering sets to be either on or off. So
over a 24 hour period there is (216)24 or 2384 possible unique
solutions. Here the solutioﬁ space is so large that even the

branch and bound method which sub-divides the solution space can

not quickly find an optimum.
3.4.2. Enumeration Methods

Enumeration methods calculate the cost of a number of
possible solutions, (effectively enumerating them), and selects
the optimum. A large number of possible solutions has to be

enumerated unless the problem is simplified.

One such adaption of this type of method is that of the
linear network approach of Wakamori et a1(38). A number of small
packets of flow are scheduled to pass through a network which
represents the actual system. Thus flows are built up to an
optimum from an assembly of small packets. The resolution

required by the solution of the smallest station determines the
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size of the packets. The calculations are, therefore, inefficient
for the larger stations which do not require such resolution. The
method also suffers from the same drawback as non-linear
programming in that it cannot realistically represent

discontinuous constraints.

The maximum flexibility in terms of representing constraints
has been demonstrated by dynamic progr’amming(39’40). Although
suffering from the 'curse of dimensionality’, the method has been
applied to a variety of power system problems(41'42’43'10‘14).
The method considers how the decisions, or the control variable,
effects the system, or the state variable, and finds the optimum
sequence of decisions which take the system to some desired state.
Various attempts have been made to reduce dimensionality while
still retaining the flexibility in representing constraints. The
methods of reducing grid“o), progressive optimality(44'45), and
successive approximations(46'47'48) all attempt to reduce the
dimensionality by iterating within the solution space. The
difficulty with these methods is one of conversion. The problem
and its constraints must be carefully formulated to ensure that

there is a consistent convergence at an optimum solution,

The application of optimisation methods to real systems has
shown the greatest success when the approach taken by Pereira et
al(49), Le et al(SO), Soares et al(52), and Happ et al(51) is
used. These methods may be termed heuristic or knowledge based
methods. The complexity is reduced by applying simplifications
which are derived from an expert knowledge of the problem system.
For example, although turbines may generate at a variety of
operating points, they are generally only used on, or near, their

most efficient power output. Thus, it is possible to say that a
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turbine will either be shut down or will generate at its most
efficient setting. The simplified system may then be optimised

using one of the conventional optimisation methods.

3.5. The Optimisation Procedures used for the Tummel Valley Scheme

By decomposing the system in time, many authors have found
that the optimisation problem can be reduced to manageable
dimensions(53’54). It is common to consider two main time scales
: long term, or strategic, operation and short term, or tactical,
scheduling. The two are nominally linked by the specification of

a target storage for each reservoir.

In the case of the Tummel Valley scheme, the problem was
decomposed in time to give three separate problems : Strategic
reservoir operation, daily decoupling and hourly scheduling. The
decomposition of the problem in this way allows additional

simplifications to be made about the coupling of the reservoirs.

3.5.1. Strategic Reservoir Operation

The planning of the long term operation of a reservoir is
made complex by the uncertainty associated with rainfall events
and thus in the the amount of water which will be available for
generation. Formulations, such as those of Dondi et 31(55) and
Agarwar et al(56), which require deterministic inflow data, result
in solutions which do not respond optimally to novel inflow
sequences, Stochastic Dynamic Programming (SDP) has shown maximum
flexibility in solving this planning problem(57:58,59)  qp,
dimensionality of SDP formulations are large, resulting in heavy

computational requirements. The further decomposition of the
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problem, as described in Chapter 4, reduces the dimensionality
substantially and allows SDP to obtain a solution in a relatively

short time.

3.5.2. Daily Decoupling Procedure

The object of the daily decoupling procedure is to find the
optimum outflow from each reservoir while taking into account the
target levels from strategic planning. In this problem, although
the number of variables is small, the coupling between them would
lead to a high dimensionality problem if dynamic programming were
used. The nature of the penalty function, which for the Tummel
Valley scheme may be made to be continuous and differentiable,
make non-linear programming a more suitable technique. The
application of non-linear programming to this problem is discussed

in Chapter 6.

3.5.3. Hourly Scheduling

The daily decoupling allows each station to be scheduled
independently. The complexity of the hourly scheduling is thus
greatly reduced. The problem may be further simplified by noting
that generally when a turbine is generating it will be operating
at its most efficient power output. Thus it is only necessary to
consider if a station is either on-line or off. Larson’s (40)

methods are applicable and give good results. An Assessment of

these results is given in Chapter 7.
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4. STRATEGIC WATER MANAGEMENT

4.1. Introduction

The major economic burden on the operation of any power
system is the cost of fuel. 1In meeting consumer demand, the
replacement of expensive fossil-fired plant with low cost hydro
will produce substantial economic savings. The random nature of
water available for hydro generation means, however, that careful
long term planning of available water is required in order to take
advantage of the cost differential. The problem of realising the
potential savings of strategic water management has received

considerable attention (GOX

This chapter studies the application of optimisation ideas
and methods as applied to Loch Ericht, the main storage of the
Tummel Valley scheme. The random nature of inflow is simulated
using probalistic methods, and the chapter goes on to compare the
performance of optimal level strategies with the actual target

levels used by the NSHEB.

4.2. Planning Period

In planning the annual operation of a reservoir, the year
must be divided into a number of planning periods. The duration
of these planning periods is determined by the size of the
reservoir in relation to the expected inflow. The period must be
such that the reservoir level can be visibly varied from one
period to the next, and, that the solution produced has sufficient
resolution to enable further planning. For Loch Ericht, the use

of a period of one week satisfied these criteria.
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4.3. The Probability Distribution of the Weekly Inflow

The NSHEB have recorded, manually, the inflow to each of the
reservoirs of the Tummel Valley scheme. This data was copied at
Errochty Group Control room and entered into a éomputer in the
laboratory. The data consisted of weekly inflows for the 25 years
for which data has been recorded. The data was then used to
derive a probability distribution of inflow for each week of the

year.

Halliburton et a1(61) assumed that the inflows could be
approximated by a gaussian distribution, but Wood et al.(62) has
shown this only to be valid for periods of a year or more. The
distribution is positively skewed for smaller periods. Therefore,
non-gaussian distributions were fitted to the inflow data until
one was found which was acceptable in terms of a ’'goodness of fit'
criterion (63). The 'goodness of fit’ criterion may simply be
thought of as the mean square error between the distribqtion of
the weekly inflow sample and some proposed theoretical
distribution. Consider the testing of some proposed distribution
P(x) as a theoretical fit to 25 years of weekly inflow data,
11,.,,125. If the region of possible inflows is divided into k

mutually exclusive intervals, Al""Ak’ then n; may be used to

represent the number of samples from 11’--'125 in the interval Aj‘

Similarity, from the proposed distribution P(i), the theoretical
number of samples, npj, which should fall within the region Aj»
may be found. If pjo =pl{i, € AJ-} is defined as the probability
of a sample x, falling within a region Aj, then for 25 years of

inflow data np; may defined as,
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npj = 25 % pJO

It is then possible to compute the normalised mean square error

between ny and np 4 given by

k (nj - npj)’ :
Dz = } —Eq. 4.4.1

If the size of the sample set is large, it has been shown that D32
has a Chi-square distribution with (k-1) degrees of freedom(63),

Thus the fit of any model distribution can be assessed.

It was found that the gamma distribution given by,

a r3
(ai)f™1 ¢7al — Eq. 4.4.2

P(i) =
(r-1)!

had a 43% chance of being correct, (D2 = 5.5), when r equals 2.
Compare this to a less than 1% chance, (D2 = 32.4) for a normal
distribution. These figures represent average D5 over all 52
weeks, For r equal to 2, the probability distribution

function (PDF) becomes,
P(i) = a2 1 e @1 — Eq. 4.4.3
where a is known as the distribution parameter and a)O0,

and the cumulative distribution function (CDF) or integral of P(x)

becomes,
C(i) =1-e . (1 + ai) — Eq. 4.4.4

The parameter a of the distribution ecan be estimated by the

maximum likelihood method, which gives
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2 * 25
a = ——————ee - Eq- 4-4-5

25
| } Iy
§=1

The parameter a was estimated using equation 4.4.5 for all the

stations in the valley, over each of the weeks of the year.

4.3.1. Additional Inflows

In addition to natural inflow to Loch Ericht, two other
stations, Cuaich and Loch Ericht stations, discharge into the
reservoir. The size of the storages behind Cuaich and Loch Ericht
Station are small. Thus, in a period of one week all the
available inflow must be taken through the stations. The PDF of
the dischargg into Loch Ericht can, therefore, be approximated by
the PDF of the natural inflows to the storages behind these
stations. However, the discharge must be limited by the maximum
throughput of the turbines which significantly changes the form of
the PDF. The additional inflow must be represented by a modified

form of equation 4.4.3 .

P(i) = a2z i e ( i < Maximum Outflow )
P(i) = probability of inflow >= maximum outflow

P(i >= Maximum Outflow) ( i = Maximum Outflow )
P(i) = 0.0 ( i > Maximum Outflow )

The inflows represented by this type of non-linear PDF contribute
a significant part of the inflow to Loch Ericht. The actual
inflow to Loch Ericht must therefore be given by the sum of three

random variables : the natural inflow, the outflow from Loch
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Ericht station, and the outflow from Cuaich station. The PDF of
the total inflow is calculated by the eonvolution(Gs) of the PDF
of each of the three random variables which have to be summed.
The convolution is more easily calculated using discrete PDFs, and

is given by,

i

P, (1) = } PO, (k) .PO_(1-k) — Eq. 4.4.6
k=0
i

P(i) = 2 P, (k).PI_(i-k) — Eq. 4.4.7
k=0

where, POc is the PDF of the outflow from Cuaich station,
Poe is the PDF of the outflow from Loch Ericht station,

PIe is the PDF of the natural inflow to Loch Ericht,

Pt is an intermediate PDF used for calculation,

and P is the PDF of the total inflow to Loch Ericht.

Examples of the PDF P, for a summer and a winter week are given by
figure 4-1 and 4-2 . The PDFs were used to formulate expected

values in the optimisation procedure.
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Example PDF for Winter Weekly Inflow
Combined Inflow to Loch Ericht

Probability p )

0.15 —

0.09 —

0.06 —

0.03 —

0.00 |
0.00

400. 00

* 800. 00 1200. 00
Inflow (MCF)

1600. 00

2000. 00

Fig. 4-1: Example PDF of Weekly Inflow for a Winter Week

Exomple PDF for Summer Weekly Inflow
Combined Inflow to Loch Ericht
Probability [21¢9)
0.15 — -
0.12 (—
0.09 —
0.06 —
0.03
0. 00 Hﬂﬂnnn,.- | l L |
0. 00 400. 00 800. 00 1200. 00 1600.00  2000.00

Inflow (Mcf)

Fig. 4-2: Example PDF of Weekly Inflow for a Summer Week
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4.4. Stochastic Dynamic Programming Formulation

In order to optimise any given process a costing function
must be defined which defines the penalties and benefits which
occur under various operating conditions. The costing function
used was based upon that used by Bradley—Russell(57), modified by
a feasibility penalty described by Askew(ss). and Neto et a1(59)
as a reliability penalty. The optimisation problem may then be
stated as : find the series of states xl,u,xsz, which maximise

the benefit function,

52
Benefit = } BPk - PSk - PFk ~—Eq. 4.5.1
k=1

where, BPk is the value of the power produced in week k,
Psk is the penalty due to storage in week k, and,

PF, is the feasibility penalty in week k.

The sub-costings of the main benefit function are defined in the

following sections.
4.4.1. Assessing the Benefit Return from Generation

The benefits to be gained from producing power may be
assessed by considering the hydro plant as a separate economic
system. Any power which is produced is sold to some larger power
system. The price of which is dictated by the demand. The larger
system must match the total power generation to the expected
consumer demand. To achieve this the larger system will specify a
generation target to each of its sub-systems for each time period.
Suppose that in the kth period the generation target for the hydro
plant is Zy units, and the hydro plant% generation is uy units.

If the hydro plant meets target by generating u, = z, units, then
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the power will be bought by the main system at a cost of uktcb.
If, however, the hydro plant fails to reach the target then the
main system must make up the deficit. Under this condition the
hydro plant is penalised by the system only buying the power
generated at a reduced rate of uktcu' The hydro plant may supply
generation in excess of the target. In which case the main system
may be forced to run other plant at a loading with a reduced
efficiency and again will penalise the hydro plant by buying the
generation at a reduced rate of uktco, Thus BPk can be defined

as,

BPk = uk * cb if uk=Zk
BPk = uk * Cu if Uk<zk
BPk =u, * co if uk)zk. —Eq. 4.5.2

In general, it is found that,
eu<00<0b

which gives that the benefits from supplying the target power are
the greatest. While exceeding the target is more beneficial than
not meeting the target. It should be noted that by setting
e = ¢, = 06 = 0, it is possible to optimise with respect to no
target generations and thus, find optimum generation targets for

a sub-system independent of the main system requirements.

4.4.2, Storage Costs

The storage in any period has a cost related to it due to two
factors. The water lost to the hydro plant due to spillage must

be costed at ¢, for the generation it could have produced. Since

the power produced is directly proportional to head, the power
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lost by not having the maximum head must also be costed at cb,

Therefore, PS, is defined as,

*nax**base
PS, = o, * (sp, * WCF + u * ( =222 _ 1)

X, +
k "*pase

-—Eq. 4.5.3
where SPy is the spillage (eq. 3.1.7),
WCF is the water conversion factor (eq. 3.1.9),

Xpax is the maximum storage, and,

xbase is the storage corresponding to the base head.

The inclusion of this costing function allows power lost to spill

to be traded off against the power lost due to a reduced head.

4.4.3. Feasibility Penalties

In the previous two sections the costing functions were
defined in terms of up s the power produced in the kth period. In
obtaining a fixed change in storage over one period, u, becomes a
random variable due to its dependence on the random inflow (eq.
3.1.1). The restrictions on the outflow (eq. 3.1.2) result in a
situation where it may not be possible to achieve the desired
fixed change in storage. In these circumstances the fixed change
in storage may be said to be non—feasible. A feasibility penalty
may be introduced into the‘optimisation process(ss) to reflect the

probability of a strategy being realistically achieved.

PFk = cp

* P(y <0 ORu > Maximum ) —Eq 4.5.4
where Cp is a constant.
The introduction of a feasibility penalty forces the optimal

solution to make use of the most probable value of inflow.
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4.5. Computation of the Optimal Strategy

The costing function is used in the optimisation procedure to
define and compare the relative benefits of various strategies.
This section describes the computation of the optimal strategy

using stochastic dynamic programmihg (SDP) .

4.5.1. Solution by Enumeration

The basic method of finding the optimal strategy is described
by Larson (40) 1t considers that the storage, x, is the state
variable, and the outflow (or the desired change in storage) is
the control variable. The method of enumeration simply calculates
the benefits of all possible strategies and selects the most
beneficial. The target computer for the program was chosen to be
an IBM PC-AT with an 80287 maths coprocessor, due to the high
availability of this machine at the university and within the
NSHEB. The storage was discretised into 200 states and the
outflow was discretised into 24 states. The comnstants c;.c.,. and
cb were set to zero to give an optimum individual solution for the
reservoir. The optimisation run took approximately 63.5 hours to

complete. This computation time is obviously unacceptable.

The results of SDP by enumeration are shown in Figure 4-3.
The optimum solution and 4 sub-optimum so;ution&are shown. The
basic form of all the solutions are the same. The optimum
solution does not converge to same final value of storage that it
specifies as the starting value. Harboe et al(39) has reported
that by extending the optimisation to over a number of years, the
initial and final value will converge. This would increase the

computation time even further.
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Optimum Solution by Dynamic Programming
usi ng enhumaration
Storage (MCF)

5000. 00

4000. G0

3000. 00

2000. 00
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1 11 21 31 a 51
Yeeks

Fig. 4-3: Result of Dynamic Programming using Enumeration

The reduced grid method (40) sprinks the dimensionality of
the system, allowing swifter eémputation."The method lost vital
detail as it made use an aggregation of the PDF of the inflow.
The reduced resolution of the lumped distribution led to unstable
operation of the dynamic programming procedure and resulted in

obviously wrong results.

4.5.2. Accelerated Optimal Solution with Adequate Resolution

It was noted from the results shown in Figure 4-3 that the
optimum strategy has the same basic form when spillage and the

reservoir emptying are not considered. The problem can therefore

be separated into a two stage process.

The first stage considers the feasibility penalty and the
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generation benefits. These are independent of current storage and
need only be calculated once for each different inflow PDF. The
optimisation can be performed by using Axk as a control variable

and Sx), as a state variable,where SXy is defined as,
k
Sxy = Eij
j=1

By using the addition constraint st2 = 0 then all strategies must
finish af the same storage that they started at, ensuring that the
solution is stable from one year to the next. This is not the
case with the basic enumerated solution of 4.5.1 which must be run
over a number of years to ensure annual stability. The constraint
Sx.. = 0 also allows a reduction of the solution search space by a

52
factor of 2.

The reduced search space, in conjunction with the reduced
computation required at each node, will vastly redgee the
total computation time of the optimisation. The program executed
in approximately 9 minutes and resulted in a series of target

changes in storage, Ax.

Due to the fact that this optimisation is performed
independent of actual storage, the results obtained were a series
of relative changes in storage and are not fixed to the actual
storage of the reservoir. The second stage of the process is to
fix one point of the Ax strategy to the actual storage. All
remaining points of the strategy will then also relate to actual
storages. The fixed point was obtained by linear search methods
which minimised the penalties of equation 4.5.3. These methods
resulted in the highest point of the Ax strategy being fixed very

close to the maximum storage of the reservoir. The highest point
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normally occurred during the summer so this outcome was to be
expected. The results for this accelerated solution method are

given in section 4.7.

4.6, Strategic to Tactical Conversion

The optimisation so far has generated only weekly targets.
The weekly optimum storage can be interpolated to give target
storagés for each day. However, this would take no account of the
reduced demand for power during the weekend. The use of pre-
calculated daily target 1levels are not practical since the
required changes in level over a day are close to the measuring
accuracy of the gauges. For example, in the case of Loch Ericht
the maximum possible change in the reservoir level per day is 0.2

ft, and the reading error from the level gauge is 0.1 ft.

A more practical method of using the weekly strategic storage
plan would be to consider projected target levels nominally to be
achieved over one week. If the desired target level and the
expected inflow for that period of the year are available, then it
is possible to obtain a expected outflow for the week ahead. The
projected outflow can then be allocated to the days of the week by
assuming that the demand for power at the weekend is 70% of the
demand during week days. The daily outflow can easily be
calculated by simply dividing up the weekly outflow. This outflow
can then be used directly to give the hours for which the turbine
should be on or, as discussed in the next chapter, it can be used
to calculated the expected storage at the end of the day, which is
used as input to the program which optimises operation from day to

" day.
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4.7. Results of the Accelerated Optimisation Procedure

In order to compare the optimisation results to the current
strategies, a theoretical model of Loch Ericht reservoir was used.
The model used the actual daily inflow data obtained from the
NSHEB for the year 1981. Using the method discussed in section
4.6 and the model equations of chapter 3, the operation of Rannoch
Station was simulated for one year. The results consisted of the
units generated, the water used tc generate these units, the
spillage from the dam and the financial benefit of the strategy.
The financial benefit of the units which were generated was based
upon an approximate thermal cost taken from the éverage demand for

power in Scotland during the period 1974-1975.

Three storage strategies were compared. They were :
(i) The actual strategy employed by the NSHEB.
(see section 4.7.1)
(ii) The most likely strategy in 1light of the most probable
inflows.
(see section 4.7.2)
(iii) The strategy attempted to achieve a target demand.

(see section 4.7.3)

4.7.1. The NSHEB Strategy

The NSHEB strategy was simple. It requires that the level of
Loch Ericht be at 1172.9 ft on the 1st of January, and for it to
be reduced linearly to 1166.0 ft by the 30th of September.
Thereafter it is to rise linearly back to 1172.9 ft by the 1st of

January.
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4.7.2. Most Likely Strategy

In the second strategy, the values of cb, e,» Co Were set to
0.0 in equation 4.5.2 . Therefore the optimisation procedure was
only concerned with the feasibility penalty, which results in a
strategy which supplies its own géneration targets and achieves

them in the most likely way.

4.7.3. Meeting a Generation Target

The final strategy tried to achieve the generation targets
given by the curve of figure 4-4. The feasibility penalty forced
a strategy which was the most likely to be achieved in practice.

Weekly Target Outflow Curve
. sed as X of maximum outflow
. Paercentoge of Maximum Dutflow
100.00 —

80.00 +—

80.00 =
70.00 +—
60.00 —
S0.00 —
40.00 —
30.00 +—

20.00

10.00 +—

0.00 1 ] | | 1 |
1 g .17 25 33 43 49

Veok Number

Fig. 4-4: Weekly Generation or Outflow Targets
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4.8. Discussion of the Results of Strategy Tests

The results of each of these strategies can be seen by the
plots of power output and actual storage which is shown in figures
4-5 to 4-7 for the actual inflow of 1983. The numeric data
derived from the simulation is given in Tables 4-1 to 4-3 for the

actual inflow for the years 1981 - 1983 .

Spillag Generation Water Used

Mcf . Munits Mef
Strategy i 0.00 214.8 19932.1
Strategy ii 0.00 213.6 19846.9

Strategy iii 0.00 216.8 19878.3

Table 4-1: Simulation Results for Actual 1981 Inflow

Spillage Generation Water Used

Mef Munits Mcf
Strategy i 0.00 239.7 22246.8
Strategy ii 0.00 238.8 22161.5
Strategy iii 0.00 241.9 22192.7

Table 4-2: Simulation Results for Actual 1982 Inflow

Spillage Generation Water Used

‘Mef Munits Mcf
Strategy i 0.00 220.3 20468.3
Strategy ii 0.00 219.7 20383.1
Strategy iii 0.00 222.2 20414.2

 Table 4-3: Simulation Results for Actual 1983 Inflow
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Strategy i (NSHEB) Simulated using 1983 Inflow
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Fig. 4-5: Simulation Results showing Actual Level, Target Level
Achieved, Inflow and Outflow- for Strategy i using 1983 Inflow

Data.
Strategy ii (Independent) Simulated using 13983 Inflow
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Fig. 4-6: Simulation Results showing Actual Level, Target Level
Achieved, Inflow and Outflow for Strategy i1 using 1983 Inflow

Data.
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Strategy 1ii (Target) Simulated using 1983 Inflow
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Fig. 4-7: Simulation Results showing Actual Level, Target Level
Achieved, Inflow and Outflow for Strategy iii using 1983 Inflow
Data.

4.8.1. Conclusion

From Tables 4-1 to 4-3, it can be seen that the predominant
factor on the amount of generation produced from year to year is
the amount of water available from inflow. The strategies which

maintain the highest average head generate the most power within

each year.

Strategy iii, meeting a generation target, produces on
average about 1% more power that the normal NSHEB strategy.
Although this could, in theory, be extremely valuable in terms of
the revenue it could raise for the hydro plant, the benefits may
not be reflected in the main system. Firstly, the figures take no

account of transmission losses. Secondly, as can be seen in

Figure 4-7, the/ __
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outflow, or generation, tend to follow the pattern of the inflow.

Since the inflow may be considered to be a random variable then
the generation would also be random. The long term planning of
other thermal plant could not be done optimally in light of this

random generation.

Strategy ii, the most feasible strategy, results in
approximately 0.5% less power being generated than the NSHEB
strategy. However, as can be seen from Figure 4-6, the power
output is more consistent and less dependent on the inflow than

either of the other strategies.

The strategies are basically a trade-off between high head
and inflow dependence. The NSHEB strategy is a compromise between
the two. The speed and flexibility of this program will allow
other strategies to be evaluated which could include additional

constraints for planning maintaince.

The methods discussed in this chapter could easily be applied

to any major reservoir, including the other reservoirs of the

Tummel Valley Scheme.
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5. INFLOW PREDICTION

5.1, Introduction

As can be seen from the work of Chapter 4, large storage
reservoirs, such as Loch Ericht, éan compensate for unexpected
natural inflows over periods of a week or more. The amount of
water available for generation from these stations is primarily a
function of power demand. The Tummel Valley scheme has a number
of smaller reservoirs which must respond more rapidly to natural
inflow just to avoid spillage. The natural inflow to these
stations provides a major contribution to the water available for
generation from day to day. One method of improving the operation
of such stations is to predict the natural inflow to the reservoir
due to rainfall and thus enable optimum use to be made of the

water which will be available.

This Chapter describes attempts to model adéptively the water
catchment of a hydro power station with a view to providing on-
line predictions of water inflow into the headpond. Using limited
data which can be conveniently recorded on-site, various adaptive
modelling techniques have been applied, with their resultant
inflow predictions being compared to the recorded events.
Currently, a technique based on the selection of a low order

linear model from a set of models shows the most promise.

5.2. Gaur Catchment

A number of adaptive modelling techniques were applied to the
catchment of Gaur hydro power station with a view to providing on-

line prediction of water inflow into its headpond — Loch Eigheach.
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Modelling inflow is particularly relevant at Gaur. Extended
periods of wet weather can lead to peaks of inflow which can
exceed the generator throughput. Hence a forecast of inflow could
be used to select an optimum generation strategy which would
minimise water loss due to spillage and still avoid the

alternative vice of maintaining a low level in the headpond.

The mismatch of catchment (92.3 sq. miles) and pondage
(124.0 Mcf) at Gaur lead to marked changes in water level at the
dam over short periods (several hours). The problem of avoiding
spillage is further complicated by the maximum throughput of the
turbine being less than the peak inflow. This apparent anomaly in
design is due to the station having been planned to operate in
series with other stations upstream which were proposed but never

constructed.

At present, the control strategy of the station is to operate
Loch Eigheach at a sufficiently low level to accommodgfe peak
inflow without substantial spillage. Selection of the appropriate
level being based on operator experience and seasonal trends in
the weather. Unfortunately, a drop in head of 3 ft in 90 ft
reduces the power output from the turbine by approximately 3%. So,
operation at unnecessarily low levels may cause loss of energy in

excess of any saving from decreased spillage.

The daily statistics for one year’s operation of Gaur were
used to establish the energy generated and spill created by the
operator. This was then compared with other operating strategies
}msed on a forward knowledge of inflow. Not surprisingly

substantial increases in generation and decreases in spillage

could be achieved in such ideal circumstances.
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Consequently it seemed desirable to predict inflow into Loch
Eigheach, and hence permit an optimum Loch level to be computed
which would balance the probability of spillage against head

1oss(64)

. It was hoped that this could be achieved by modelling
the catchment area. Measured and forecast rainfall would be
supplied as inputs to this model, the output being the desired

inflow predictions.

5.3. The Catchment Area

The catchment area of Gaur Power Station comprises mainly of
the peat bogs of Rannoch Moor, which leads to a markedly time
varying response to rain. During periods of dfought, the moor
stores any rainfall, only releasing it slowly, whereas after an
extended peri&d of wet weather any additional precipitation
quickly finds its way into Loch Eigheach. It is during such wet
periods that the peak inflow can exceed the maximum throughput of
the turbine. In winter, snow, the forming of snow fields, and
snow melting complicate the mechanisms even further(ss). The
transient response to a rain pulse is of the order of 1-8 hours,

but during periods of drought such rain pulses may never appear as

inflow pulses.

Clearly an adaptive model is required to follow the changing
characteristics of the moor, and inflow predictions will require
to be updated at least on an hourly basis. It is also important
that an attempt is made to model the catchment and predict the

inflow using the limited data which can be conveniently monitored

on-site.
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5.4, Data Collection

Gaur Power Station is normally unmanned and is operated
remotely from Group Control, Tummel Bridge. Loch level and
generated power are telemetered back to the control room but
rainfall is only measured manuall& - normally once per weekday.
Hence to provide adequate data for the. study an automatic tipping
bucket rain gauge and a microcomputer based data logger were

installed at Gaur in Spring 1985.

5.4.1. Data Logging Equipment

The data logging requirements at Gaur meant that custom
equipment had to be built, based around a micro-computer. A
schematic diagram of the data logging equipment is shown in Figure

5-1 on the next page.

A pressure sensor placed in Loch Eigheach, below the inlet
pipe for the power station, supplies the station communication
equipment with a current which represents the reservoir level.
Similarly, voltage and current transformers supply a current which
represents the‘turbine output power. These currents were passed
through a resistance to give voltages which could be logged.
These voltages, representing the reservoir levél and turbine power
output, were taken from the stations communication equipment via
opto-isolatioh amplifiers in order that the logging equipment
could in no way interfere with the stations operation. 4 12-bit

analogue to digital converter (ADC) allowed the computer to log

these signals.
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THE DATA LOGGING EQUIPMENT

Gaur Station
Communication Temperature Rain
Equipment Probe Gauge

12bit Analogue to Bbit digital

Digital Converter | Counter

North Star Micro Computer
Data Logger
As 232
64k Non
RAM Disk

Fig. 5-1: Data Logging Equipment Installed At Gaur

A tipping bucket type rain gauge was installed near ghe
station. The tipping bucket causes two contacts to close for each
0.2mm of rain which falls. This pulse was then passed through an
opto—isolation amplifier to isolate this outdoor installatiom and
protect the logging computer. A 8-bit counter summed the pulses

and the count was read into the computer via a parallel port.

61



A temperature probe with a calibration amplifier were
installed before the onset of winter in 1985. The ADC was again

used to give the main computer access to this data.

The data logging computer was a standard North Star micro
computer which logged the data to its floppy disks. A remote
power station is a harsh environment for any computing system to
operate reliably. For example, the station's power supplies are
electrically very noisy, the station itself is very dirty
(compared to a laboratory), and the temperature within the station
varies greatly depending if the turbine is generating. The most
vulnerable part of the logging equipment to the environment was
the floppy disks and drives. Therefore, as a back-ﬁp storage
media, a box was designed and built which contained 64k of non-
volatile RAM (NVR). A single chip micro-processor was programmed
to supervise the NVR and communicate with the host logging
computer through a RS232 serial interface. The data was
transferred between the NVR and the logging computer in blocks and
a checksum was used to ensure the validity of the data. By
communicating with the NVR serially, the NVR was compatable with

most computer system, which allowed easy transfer of logged data.

The logging equipment has proved itself very robust. The
equipment has at present been logging at Gaur for over 18 months

without failure.

5.4.2. Data Processing

The signal representing the reservoir level could be measured
to such an accuracy that the effects of surface waves could be

seen. The positioning of the pressure sensor was such that the
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level reading was artificially reduced if the turbine was on and
fluctuated wildly when the turbine was turned on or off. The
logging equipment stored the reservoir level to disk every half
.hour. However, in order to reduce the effects of the surface
waves and turbine noise, the level was logged every second and an

average value stored.

The power out of the turbine is logged every half hour to
floppy disk. The flows through the turbine, when generating, are
such that a significant amount of water can be released in a few
minutes. The logging computer, therefore, reads the power out
each minute and stores the minute that the turbine changed state
between generating and off. Thus allowing the flow through the

turbine to be calculated to the nearest minute of operation.

The rain pulse count is read via a parallel port and logged
each half hour, along with the temperature reading. The storage
capacity of the floppy disks was such that the equipment only had

to be visited once every two months to change the disks.

The rainfall measurement at the power station is used as the
input to the model, while the output from the model is the inflow
into Loch Eigheach which can be computed from the measurements of
loch level and the generated power. Clearly the rainfall will vary
over the catchment area, and ideally rainfall measurements should
be taken from a representative sample of points throughout the
catchment area, however it was one of the constraints of this
study that only data which could be conveniently monitored be
used. Remote rain gauges spread over Rannoch moor did not fall

into this category. The introduction of(§§§§5:2§§§§§b, as

installed in England and Wales, would vastly improve the accuracy
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of the measured rainfall over the catchment (66,

Figure 5-2 displays one month of data as logged on-site.
At the start of the period there has been prolonged rainfall and
the resultant inflow pulse can be clearly seen. During the
remainder of the month there are smaller inflow pulses
corresponding to extended rainfall periods, but shorter rainbursts
have 1ittle apparent effect. We can also see that the loch level
has been maintained at a rather low level during most of the
month, probably a conservative operator reaction to the intense

period of rain at the end of the previous month.

One Month Of Logged Data From Gaur
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Fig. 5-2: Source Data Logged From Site

Using this collected data, off-line attempts have been made

to model the catchment using various adaptive techniques, and the
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results evaluated by comparing the predicted inflow with the
measured values. Once a sound predictor has been established, it
could operate on—-line, the computation being carried out in the
computer used to log the data, with rain forecasts also being

entered to improve the prediction. .

5.5. Modelling the Catchment

5.5.1. Physical Models

It has been shown that the land surface processes of a

3(3,67,68,69,70)  These models

catchment can be accurately modelle
try to simulate the physical processes which take place within the
catchment. Precipitation may fall on a catchment in the form of
rain or snow. If it is in the form of snow then it will
accumulate on the snow-pack until the energy balance is such that
the snow starts to melt. All forms of precipitation gill be
intercepted by vegetation. Once the volume of the interception
storage is exceeded, the excess will fall to the ground surface.
If the soil moisture conditions create an infiltration capacity in
excess of this throughfall then all the precipitation falling to
the ground surface will be absorbed by the soil, adding to the
soil moisture storage. Where the infiltration capacity is less
than the incoming precipitation, the excess water will form
surface flow. Evaporation will take place from each of the
possible catchment storages, but will be restricted from the soil
moisture where vegetation will have to draw moisture from the soil
and transpire it into the atmosphere. Water from the surface flow

and the soil moisture storage then flows into the channel network

of the catchment and into the main storage reservoir.
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This type of catchment modelling is very difficult to
estimate parameters for, and requires observations covering an
extended period, from a dense network of stations, in order that
reasonable estimates can be obtained. Such high quality data
could not be practicably obtained’at Gaur, hence full physical
modelling could not be attempted. Therefore, it was decided to
attempt to fit simple empirical models to the limited data set.
These models used adaptive methods to follow the time varying

parameters of the catchment.

5.5.2. Decision Based Models

One adaptive approach investigated used a decieion based
model. This attempted to induce a set of rules which related
output (inflow) to input (rainfall). As each new situation arises,

the rule base is updated.

The inflow to a headpond can be classified into a number of
discrete levels and then for each of the classes there will exist
a number of attributes which will describe the current state of
the catchment area. From the data set of all these attributes

rules can be formulated which will differentiate between the

classes of inflow.

In the present problem the inflow was divided up into twenty
evenly spaced classes of 10 Mcf. Six attributes were attached to
each class. The attributes were: the two previous inflow classes

and, the rainfall averages of the previous 3, 6, 12, and 24 hours.

A computerised induction routine is used to seek out rules

which will successfully pin point inflow classes from their
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attributes. The routine used was based upon that of Quinlan(71).
The induction system was given a training sub-set of 700 half hour
samples. This produced a decision tree of 668 rules with 72
misclassifications. The misclassifications were due to noisy data
which caused similar attributes to produce differing classes.
When the next sub-set of 700 samples was examined with respect to
the existing rules the result was: 362 data samples which were
unclassified and, 223 data samples which were wrongly classified.
The rules of the existing decision tree were then modified and
supplemented using these data samples. This resulted in the
formulation of 623 new or modified rules. As more data sub-sets
were included, the number of rules grew by approximately 85% of
the sample set size. Typically, when used for brediction on
unknown data samples, the model classified over 70% of the data

samples wrongly.

Thus, it can be seen that although the decision model worked
very well on the data from which the rules were formed, each new
data set needed more. The failure is due, primarily, to noise
corrupting the classes and attributes and, secondly,to the
processes in the catchment being so complex to define that no

simple set of rules could be found to describe it.

5.5.3. On-Line Parameter Estimation

Keise1(72) suggested that hydrological data can be represented
by a time series model. Loucks et a1(73) were satisfied with the
performance of auto-regressive moving average (ARMA) models(74)
for seasonal or annual average inflows but showed that, on shorter

timescales the ARMA parameters were‘not stationary. To cope with

these cases we proposed to implement a simple linear model and
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allow its parameters to adapt by using the on-line estimation

technique of Peterka(75). The estimator uses a model of the form:
n m
i=1 j=1

Where It is the inflow at time t,
ay are the AR parameters,
Rat is the rainfall at time t,

d is the delay factor for the rainfall, and,

et is the error between the model and the actual inflow.

Parameters a and b are re-estimated each time a new sample of data
becomes available. A technique of multivariate regression
minimises the error } e2? over the sample set. The error is
weighted to make the most recent sample more important. The
weighting factor is exponential which results in only the last, k

say, samples being considered by the estimator.

It was hoped that the self tuning would allow the model to
track the variations of the parameters with rainfall. The self
tuning was not a success, the model appears to be ill-conditioned.
A major failure is the model's inability to cope with periods of
no rainfall. The estimator becomes unstable in situations of low
excitation. The ill-conditioning was confirmed by calculating the
condition number of the estimating matrix. The value of this
pumber must be less than 100 for meaningful results. In the
present case the condition number had a value of 107. The self

tuning technique seems to be inapplicable to the present system.
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5.5.4. Selection From Fixed Linear Models

The two sophisticated techniques have both failed for the same
reasons viz: The catchment changes so dramatically from rain event
to rain event that short data sets do not contain enough defining
information about the system for the 'automatic’ techniques to
intercept. It becomes clear therefore, that as much of the model

as is possible must be specified in advance.

A selection system was constructed which chooses za predefined
sub model using some ‘expert’ like decision based on the current
data. For simplicity, the sub models were limited to 18t and 2nd
order linear types with transport delay. The forms of the sub

models are shown below:

6. EBa(sle ™
First Order I(s)s ———— —Eg. 5.5.2
(1+sT_ )
r
€, BRa(ste ™
Second Order I(s)= — —Eg. 5.5.3
' (1+s1)

where Gr and rr are the gain and time constant of the model.
In order to facilitate the adaption between models, they were
expressed as z-transform eguzatiomns:

Second Order I,=z,%1¢ 5+8,%1y 2*2s"Rar g4
—%g 5.5.5

The system of prediction used three sud models, ezach sub motdel

fitting a particular rainfall/inflow pattern. The sub models were
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set up by fitting them to an ensemble of similar patterns of
rainfall collected from the data. In operation,the decision tree
picks a sub model which begins the prediction. The system is given
the rainfall data 24 hours in advance to mimic a weather forecast.
The decision tree can change sub models during the prediction if
conditions change sufficiently. The data set shown in Figure 5-3

was used in the evaluation of the model.

Example Data Used For Modelling

g 40
Rain - 5
(mm/Hr) |
Inflow
(Mc f/Hr)
- 0

Time (Days)
Fig. 5-3: Data Used To Evaluate the Models

The system was evaluated using plots of the errors accumulated
after 6,12,and 24 hours. As a comparison, the errors were also
compared with those from the simplest method of prediction, i.e.,
assuming the current value persists. The error between the actual
inflow and that predicted at 24 hours using a persistence model is

shown in figure 5-4.
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Accumulated 24 Hour Persistence Error
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Fig. 5-4: Persistence Error Accumulated Over 24 Hours

The fitting of fhe sub models to individual events was very
'successful. Periods of little or no rain and the recession of
inflow at the end of a rain event were best fitted by first order
models. Second order models, with short time constants, were able
to model storm events and periods'of steady rainfall. However,
the second order models were very sensitive to initial conditions,
in particular to the rate of change of inflow. Thus they tended to
magnify any errbr in the rate of change of inflow introduced by
the p;evious model. First order models, on the other hand, do not
have this sensitivity. Thus the final system contained only first
order models. Some results from this final system are presented
in figure 5-5 to 5-7. which shows the error between the actual

inflow and that predicted at 6,12 and 24 hours. The errors
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increase rapidly over the second 12 hour period. But even in the
worst 24 hour prediction with an error of nearly 45 Mcf the error
in level at the reservoir is approximately 3 ft. The model after
24 hours is also visibly better than persistence showing that it

is indeed tracking some of the variations of the catchment.

Accumulated 6 Hour Prediction Error
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Fig. 5-5: Selectivé Model Error Accumulated Over 6 Hours
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Accumulated 12 Hour Prediction Error
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Fig. 5-6: Selective Model Error Accumulated Over 12 Hours

Accumulated 24 Hour Prediction Error
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Fig. 5-7: Selective Model Error Accumulated Over 24 Hours
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5.6. Results

In our case, with restricted data, the mechanism of the
catchment appears to be unsuited to 'expert’ or 'automatic’ model
finding methods. Both the induction of rules in an expert system
and the adaption of parameters by self tuning fail when trying to
forecast runoff : either because, the data collected from Gaur is
too restricted in quantity and quality or, because the catchment

itself varies its response too much in time.

The simplified empirical system worked well. The selection
mechanism allowing the simple sub models to follow the changes in
the state of the catchment. Typically, the errors after 24 hours
amount to approximately 1 ft in water level at the dam. Such a

margin is better than can be maintained at present.

The system of prediction outlined above need not be regarded as
unique to the catchment at Gaur. The method can be applied to any
station within the Tummel Valley scheme and may be particularly

useful in the case of the run—of-river station at Pitlochry.
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6. DECOUPLING THE VALLEY BY OPTIMISING THE DAILY OUTFLOW

6.1. Introduction

Operating constraints in the Tummel Valley scheme arise from
the coupling of each reservoir to its neighbour. The magnitude of
the flows between the major reservoirs of the valley result in an
unmeasureable coupling effect from hour to hour. However, the
accumulation of the flows over a day or more produces a highly
significant coupling constraint on the operation of the scheme.
In this chapter a method will be presented for effectively
decoupling the interactions between the reservoirs. Optimum daily
outflows are calculated for each station. This‘takes account of
the coupling effects between reservoirs leaving a simpler problem

for hourly scheduling (Chapter 7).

6.2. Data Input to the Daily Decoupling Problem

The object of the optimisation is to obtain daily outflows
which will take the current system state to some target system
state. The system state may be defined by the levels, or
storages, of each reservoir and the outflows of each station

within the Tummel Valley scheme.

The most important input to the daily decoupling problem is
the current system state. Data from each reservoir and station is
tele-metered to Errochty Group Control Room. Readings can then be
taken from the instrumentation and entered into the optimisation

system. Any future system could easily automatically log this

data.

The relative benefits of any set of daily outflows are
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obtained by comparing the expected system state at the end of the
next 24 hour period to some target state. This is only possible
if some prediction of the total inflow over the next 24 hour
period is available. Chapter 5 describes methods of producing an
hour by hour prediction of infloﬁ, which can be integrated to

give a 24 hour prediction.

Chapter 4 discusses the long term, or strategic, operating
policy for the operation of the reservoirs within the valley. It
is from this strategic plan that the daily target state is

obtained.

The daily decoupling problem cannot ignore the needs of the
national grid for power. The national grid can present its power
requirement in the form of an hourly demand curve. The curvé must
then be translated from an hourly demand to a representation of

the daily requirement for power.

6.3. Converting Hourly Power Demands to Daily Power Demands

In a system which uses merit order scheduling, the hourly
power demand can be represented by a merit order cost. The most
expensive plant used in any hour has the highest merit order cost.
It is this cost per unit which is represented in the hourly demand
curve, Dk' A typical demand curve is shown in figure 6-1 . At
night, the cost per unit is low, as large nuclear stations can
easily cope with the load. However, compare this to 16:30 hrs

when the tea-time peak might require inefficient small gas

turbines to be started for a few hours.

76



| Hourly Unit Cost Demand Curve
gozg per Unit (pence)
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Fig. 6-1: Hourly Demand Curve of Merit Order Costs per unit

The benefits of power generation must, therefore, be
calculated based upon the cost per unit of the hour at which the
geheration is produced. In considering lumped daily outflows the
distribution of generation over the day is not known. The daily
decoupling problem must, therefore, assume that the hourly
scheduling procedure will distribute the daily outflow in such a
way as to allocate generation to the highest cost per unit first.
For example, if water iskavailable for one hour'’s generation then
it will be allocated to the hour with the highest cost per unit.
If water is available for a second hour’s generation then it will
be allocated to the hour with the second highest cost per unit,
and so on. By sorting the hourly demand curve, D, (Figure 6-1),
into descending order, a sorted demand curve, DSk, is obtained

which represents the expected price of each successive hours

generation.
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This sorted demand curve, DS. is shown in Figure 6-2.

Sorted Hourly Unit Cost Demand Curve

Cost per Unit (pence)
5.00 —

4.00 —

3.00

2.00

1.00 +— L.
0.00 _ ] I | | 1
1.00°  5.00 g9.00 13.00 17.00 21.00
Hour i

Fig. 6-2: Sorted Demand Curve of Merit Order Costs Per Unit

The daily decoupling problem can then easily assess the
potential benefits of daily outflow by integrating the DSk curve
of‘sorted generation prices. The integration is performed from
zero hours to the number of hours of generation that the daily

outflow will allow the plant to operate.

6.4. Daily Decoupling Problem Formulation

In the calculation of the optimum daily outflow, although the
number of variables is small, the complex coupling of the
reservoirs would lead to a high dimensionality if enumeration
methods were used. The nature of the benefit function, which for
the Tummel Valley scheme is continuous and differentiable, makes

the problem ideal for search methods. Thus, all the work reported

here has used non-linear programming.
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The aim of the optimisation is to maximise the benefits from
the system. Benefits are assessed by summing various returns and
penalties. The generation of power brings positive returns. Other
penalties must be introduced to represent losses due to épillage,
and the more abstract cost of failing to meet a target storage.
For this study, the cost is expressed as,

8

Benefit = - . - . -
2 BP, - PLj - PX; Eq. 6.4.1
J=1

where BPj is the financial return from the power generated by the
jth station,
PLj is the penalty incurred by the jth reservoir in failing
to meet its target storage, and,

PXj is the penalty attached to the current storage level

which penalises spillage and forces the reservoir not

to run empty.

The limitations placed upon the instantaneous outflow of a turbine
(Eq. 3.1.2) do not apply to daily outflow. The set of possible
instantaneous outflows combine to give a continuous region for the

daily outflow. The limitations placed on the daily outflow are

simply,

0.0 < Odj < Maximum Daily Flow

od must be such that x; > 0.0 —Eq. 6.4.2

6.4.1. Derivation Of Returns and Penalties

In all optimisation methods costings are relative. The

costing value, therefore, need not be defined in absolute terms
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but merely in relation to other costs. However, to be useful, any
results must be understandable by an operator. It is important,
especially during the initial testing of an optimisation system,
that the operator can follow the method with which the
optimisation system produces its results and compare this to his
own decision processes. The most important cost in any power
system is the cost of one Unit of generation. Here, the costing

functions are all related to the price of the units generated.

6.4.2. Return from Power Generated

It has been shown in section 6.3. that the hourly demand
price curve can be represented by a sorted curie to give a daily
demand curve. The benefit from the units generated may then be

calculated by,

Nh
J

BP, = Nu; * ) DS, | —Eq. 6.4.5
k=1

where Nhj is the number of hours that the jth station will
generate for during that day,

Nu. is the number of unit that the jth station can generate
in one hour from one set, and,

DSk is the sorted demand price curve.

The number of hours of generation from a station is given by,

od.
Nh _ _____\]__— —"Eq. 6.4.3

I pp, s
Fhy % Ns,

where Fh, is the hourly flow through one set (at optimum power)

J
for station J,
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st is the number of sets available in station j, and,

°dj is the daily flow through the jth station.

The number of units produced by one set of a station in one hour

is given by,

Nuj = _d - Popt ; * 1000 —Eq. 6.4.4

where Nuj is the number of units produced by one set,

wcpj is the water conversion factor, and,

POPtj is the optimum power of the jth station in Mw.

Table 2-4 tabulates the values of Poptj for each of the stations

of the seheme.

6.4.3. Reservoir Storage Penalties : Spillage or Empty

If a reservoir level falls below its minimum operating level
then that reservoir may be said to be empty. It is possible that
a reservoir may become empty at some point in its operation due to
some unforeseen circumstances. This is represented by a fixed
penalty in the costing function which results in an effective

constraint on the feasible region of the solution.

Spillage is water which is lost. It could have produced
power. Hence, the system is penalised by the value of the lost
power. If the power had not been lost then it is feasible that
the power could have been prcduced at one of the peak times in the
demand. The lost units are, therefore, valued at the maximum
possible demand rate, Dsl' The spillage may be calculated using

Equation 3.1.7 .
The storage penalties are defined as,
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PX

* *
j = Py SCF‘j DS, If x, > {xj}max

c If x, <0.0

PXJ e j

—Eq. 6.4.6

where SCFJ is defined as the sbill conversion factor which
calculates the number of units lost due to spill,
spJ is the spillage calculated from equation 3.1.7,
DS1 is the maximum value of the demand price curve, and,
gy is fixed penalty which constrains reserveir not to

empty. A large value of ¢  was used to force a non-

empty solution.

The spillage from different reservoirs has varying penalties
because the spillage takes different routes by-passing the

station.

The water which spills from Loch Seilich results in a loss of
power from Cuaich, Rannoch, Tummel, Clunie and Pitlochry stations
because the water flows out of the valley. The cost of the spill

is defined as,

1 1 1 1 1
SCF1 = + + + + —Eq. 6.4.7

WCF1 WCF3 WCF5 WCF7 WCF g

This is the most expensive water lost.

The water lost from Loch Garry flows into Loch Errochty. The
power lost by missing Loch Ericht, Rannoch and Tummel stations is

offset by the power gained by the water being available for

Errochty station. Thus,

1 ‘,_, N l R \
F = ~— pf — ? ‘
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The spillage for Loch Ericht, Loch Eigheach, Loch Rannoch,
Loch Tummel and Loch Faskally simply by passes one station and is
defined as,

1
SCF, = —— for j = 3,4,5,7 —Eq. 6.4.9

Due to the physical constraints placed upon spillage from Loch
Ericht (see chapter 2) the penalty is modified to,

1

SCF =4 *

3 ——Eq. 6.4.10

WCF4

Water lost at the intake ffom the River Gafry to Loch
Errochty is considered to be spilled from Loch Errochty and flows
down the River Garry to Loch Faskally. Power is, therefore, lost
from Errochty and Clunie stations. This gives,

1 1

+
WCF 5 WCF4

—Eq. 6.4.11

SCF5 =

Table 6-1 lists the derived cost of spilling.

6.4.4. Penalties Associated with Failing to Achieve a Target
Storage

The penalty associated with not achieving a target level must
be related to two main factors : the current demand for power and
the ability of the reservoir to recover to its long term strategy.

In representing these considerations a level penalty may be

defined as,
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PL. = * R Tx .
j cxj (TxJ xJ) If xJ > xj
= . o* - .
PLJ ch (xj TxJ) If TxJ < xj
—Eq. 6.4.12

where ex is defined as the penalty of failing to achieve the
target storage by one Mef, and,

Tx is the target storage.

The penalty CX; must be such that daily decoupling procedure is

not penalised for using more water at times of high demand. An
initial value of cxj can be taken from the demand cost curve, and
is defined as,

500 * DS1
cxj = — —Eq. 6.4.13

WCFJ

The penalties for failing to achieve a target storage.must be
greater for the smaller reservoirs, as larger reservoirs are able
to compensate for deviations from the target storages in later
periods. The value was modified to compensate for the reservoir
size in the initial laboratory tests, and later during site trials
at Errochty Group Control Room. The final value of ex 5 is listed

in table 6-1.
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Station SCF ex
(kUnits/Mef) (kUnits/Mef)

Cuaich 18.6 5.0
Loch Ericht 4.5 10.0
Rannoch 38.0 0.8
Gaur 1.8 5.0
Tummel 3.3 10.0
Errochty 14.2 0.4
Clunie 3.2 10.0
Pitlochry 0.9 10.0

Table 6-1: Tabulated Value of the Constants vithin the costing
function

6.5. Solution Method of the Daily Decoupling Problem

The method of steepest descent (26) was used to optimise the
system. The method is simple and fast if a good initial solution
is chosen(zs). The previous day forms a good initial solution
since the variations from day to day under normal operating
conditions are small. The method of steepest descent uses the
gradient of the costing function to adjust the solution in order
to get the maximum improvement in the costing function. These
gradients were derived analytically from the cost function. The
form of the penalty functions are such that the costing function
only has one maximum, therefore the search will not stop at a
false peak. The partial derivatives of the benefit function with
respect to the outflow solution were used to specify the size and
direction of the change or step to be made to the outflow

solution. The step size was reduced as the optimisation method
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approached the maximum of the benefit function. The size of the
step was used as the criterion for terminating the optimisation.
The constraints discussed earlier (Eq. 6.4.2) were implemented by
explicitly restricting the values of the solution outflows to 1lie
within the feasible region. The algorithm executed in under 1
minute on an IBM PC AT with an 80287 maths coprocessor fitted.
This normally involved only up sixteen interations in the search

space before terminating at an optimum.

6.6. Results of the Daily Decoupling Procedure

The testing of the program was done in two stages. In the
laboratory, past records of daily operation were used to find
values for each of the constants in the costing function. The
situations represented by the daily operational reports are not
completely realistic as target storages were not available. The
second stage of testing was to use the program at Errochty Group
Control Room on situations set up in consultation with the
generation engineers. The penalties associated with failing to
achieve a target storage were modified in view of these

discussions with the generation engineers.

The object of the tests run on the program were twofold :
firstly, to test the program's response to normal operation and
its response to the demand curve, and, secondly, to ensure that
the program takes account of the daily interactions of ﬁhe scheme.
A number of realistic situations were set as problems for the

program in consultation with the Generation Engineers at Errochty

Control Centre.
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6.6.1. Solution 1 - Normal Operation

The period chosen to illustrate the normal operation of the
Tummel Valley scheme was late spring/early summer. During this
period the main reservoirs of the scheme would be near-full from
winter runoff and snow melt. | The runoff would be dropping off
towards its summer mean. The releases from the reservoirs would
be carefully controlled to ensure that water was available to
maintain flows during the summer months. The demand curve of
Figure 6-1 was used. The complete situation is described by the

data given in Table 6-2.

Station Initial Target Daily " NSHEB - Program
Storage Storage Inflow Solution Sclution
Outflow Outflow
(Mef) (Mcf) (Mcf) (Mef) (Mcef)
Cuaich 50.04 45.00 10.00 16.0 14.8
Loch Ericht 99.96 110.98 20.00 0.0 8.0
Rannoch 4499.59 4488.28 50.00 44.0  65.4
Gaur 75.00 75.00 45.00 45.8 44.6
Tummel 818.48  818.48 25.00 132.6 135.6
Errochty 699.91 640.00 35.00 40.9 89.0
Clunie 189.21  189%.21 12.00 189.7 238.6
Pitlochry 27.60 27.60 70.00 259.7 310.0

Table 6-2: Daily Decoupling Problem :
Results for Solution 1 - Normal Operation

The major differences between the NSHEB solution and the
computer optimisation are in the outflows of two stations, Rannoch
and Errochty. The reduced flow at Rannoch is reflected at all
downstream stations. The difference at Rannoch is caused by the

Generation Engineers using the discrete table of planning periods
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(Table 2-6). A set is on or off for whole blocks of time within
each period, whereas the computer program operates on a continuous
range of outflows. The Generation Engineers plan the operation of
Errochty based upon the operation which was required from the
station by Central Control Room in Pitlochry the previous day. In
this hypothetical situation the previous dayﬁ operation is not
known, thus the operation of Errochty is simply an estimate of the

normal requirements for the time of year.

6.6.2. Solution 2 - Response to Demand

The situation which was used to test the response to an
increased demand was the same as solution 1, An inéreased demand

curve, as shown in Figure 6-3, was used in the optimisation.

Increased Unit Cost Demand Curve

Cost per Unit (pence)
5.00 —

4.00 |— U

3.00 i

2.00 —

1.00 —

0.00 ] i | | |
1.00 5.00 9.00 13.00 17.00 21.00
Hour

Fig. 6-3: Increased Hourly Demand Curve of Merit Order Costs per
unit

The results of the optimisation are listed in Table 6-3.
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Station Initial Target Daily NSHEB Program
Storage Storage Inflow Solution Solution

Outflow Outflow

(Mcf) (Mcf) (Mcf) (Mcf) (Mcf)
Cuaich 50.04 45.00. 10.00 16.0 15.4
Loch Ericht 99.96 110.98 20.00 10.6 9.1
Rannoch 4499.59 4488.28 50.00 70.5 75.6
Gaur 75.00 75.00 45.00 56.3 45.0
Tummel 818.48 818.48 25.00 163.2 146.3
Errochty 699.91 640.00 35.00 109.2 101.4
Clunie 189.21 189.21 12.00 290.6 260.3
Pitlochry 27.60 27.60 70.00 360.6 330.8

Table 6-3: Daily Decoupling Problem
Results for Solution 2 - Response to Demand

The Generation Engineers, to meet an increased demand, would
increase the outflow of firstly, Errochty, and then Rannoch, as
the storages behind these stations can most easily recover to the
target storages. The excess water would be taken out of the
valley, increasing the outflow from most of the other stations.
The computer éptimisation slightly incfeases the output from all

stations, in addition to increases in Rannoch and Errochty.

6.6.3. Solution 3 — Spillage at Rannoch

At the end of winter, the rainfall combines with snow melt to
give large runoff in the high reservoirs. A situation was set up
in which Loch An-T-Seilich and Loch Garry would spill unless
Cuaich and Loch Ericht stations operated for 24 hours. At the
same time, Loch Ericht was set up so that the natgral inflow,

combined with the outflow from Cuaich and Loch Ericht Stations,
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would cause spillage at Loch Ericht dam. The other reservoirs of
the scheme were set up so as not to interact with the complex

Ericht situation. The data for this problem is shown in Table

6-4.

Station Initial Target Daily NSHEB Program
Storage Storage Inflow Solution Solution

Outflow Outflow

(Mcf) (Mcf) (Mcf) (Mcf) (Mcf)

Cuaich 94,98 95.0 35.01 0.0 16.02
Loch Ericht 299.04 299.00 20.01 0.0 0.00
Rannoch 5709.28 5709.28 90.00 105.8 105.84
Gaur 75.00 75.00 40.00 45.8 39.88
Tummel 613.86 613.86 30.00 163.2 175.95
Errochty 243.70 243.70 77.00 54.6 77.00
Clunie 126.14 126.14 0.00 233.7 252.84

Pitlochry 34.50 34.50 70.00 303.5 322.84

Table 6-4: Daily Decoupling Problem :
Results for Solution 3 — Spillage at Rannoch

In both solutions to this problem Rannoch station generates
for 24 hours. Since the spillage from Loch Garry flows to Loch
Errochty and is more acceptable than spillage for Loch Ericht,
Loch Ericht station remains completely off. The Generation
Engineers would keep Cuaich station completely off due to the
uncertainty of the inflow to Loch Ericht and their desire to
reduce the storage in Loch Ericht for the inflow of the following
day. The computer optimisation, however, computes that it is
possible to reduce spillage from Loch An-T-Seilich by passing some

water through Cuaich station and still not spill at Loch Ericht.
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6.6.4. Solution 4 - Spillage at Clunie and Tummel

During the sailing season, Loch Rannoch and Loch Tummel are
held high to facilitate the launch of boats. Thus, at the end of
summer, a sudden heavy rain storm could cause spillage at these
reservoirs. The other reservoirs of the scheme would be nearly
empty and running on reduced flows. This is the situation

depicted by the data of Table 6-5.

Station Initial Target Daily NSHEB Program
Storage Storage Inflow Solution Solution

Outflow Outflow
(Mef) (Mcef) {(Mcf) (Mcf) (Mef)
Cuaich 20.04 20.00 5.00 0.0 5.0
Loch Ericht 29.96 30.00 5.00 0.0 5.1
Rannoch 1198.38 1198.90 100.00 0.0 60.9
Gaur 45.00 45.00 90.00 45.8 43.7
Tummel 1435.00 1435.00 100.00 163.2 207.1
Errochty 400.00 399.91 80.00 - 54.6 61.9
Clunie 320.00 319.76 40.00 303.5 313.7
Pitlochry 27.60 27.60 80.00 383.5 395.1

Table 6-5: Daily Decoupling Problem :
Results for Solution 4 — Spillage at Clunie and Tummel

The NSHEB solution in this case is close to the computer
optimisation solution. Gaur, Rannoch and Efroehty stations are
off completely, whereas the computer attempts to remove some flow
in order to achieve target storages. Tummel, Clunie and Pitlochry
are generating throughout the day. Spillage is avoided at all

stations.
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6.6.5. Solution 5 - Empty at Clunie

At the end of an exceptionally dry summer, the storages of
Loch Rannoch and Loch Tummel may have to be totally depleted in
order to maintain the minimum statutory f‘lo‘ws of the valley. A
reserve for this sort of situétion is normally held in Loch
Ericht. The program must maintain the minimum flows within the

valley. The data and results of the situation are shown in Table

6-6.
Station Initial Target Daily NSHEB Program
Storage Storage Inflow Solution Solution
Outflow Outflow
(Mcf) (Mcf) (Mcf) (Mcf) (Mef)
Cuaich 20.04  20.00 5.00 0.0 4.8
Loch Ericht 29.96 30.00 5.00 0.0 5.1
Rannoch 499.70 500.00 5.00 70.5 20.5
Gaur 10.05 10.00 8.00 14.1 16.8
Tumme1 0.00  0.00  4.00  71.2  40.2
Errochty 9.99 10.00 5.00 0.0 14.7
Clunie 0.00 0.00 2.00 50.6 56.4
Pitlochry 4.97 5.00  20.00 65.0 79.2

Table 6—6: Daily Decoupling Problem :
Results for Solution 5 — Empty at Clunie

The results show that the optimisation does in fact use the
reserve of Loch Ericht, augmented by small additional flows from
other stations to maintain the minimum flows within the valley.
Although not in complete agreement with the Generation Engineers,

the optimisation solution was considered by the engineers to be a

feasible one.
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6.6.6. Discussion and Conclusion

It can be seen from the results of section 6.6. that the
daily decoupling procedure does effectively decouple the
reservoirs of the valley. The results are, in general, in
agreement with the suggested operation of the Generation Engineers
of Errochty Group Control room. The engineers, however, stated
three main criticisms of the computer solution. The computer
assumed that the inflow data, which it was given, was correct and
thus made no allowance for inflow prediction error in its
solution. In the operation of Loch Ericht station, the
optimisation tended to ignore the unreliability of the station by
starting énd stopping the turbine too often. Finally, the
optimisation specified outflows which would result in stations
generating partly through the night in order to meet target
storages. In general, the output from stations is not changed
during the night as this causes problems in meeting thebnormally

steady, low night demand.

The decoupled daily outflows may then be allocated to an

hourly schedule by the method presented in the next chapter.
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7. HOURLY ALLOCATION OF DAILY WATER RESOURCES

7.1. Introduction

The available daily outflow, calculated by the methods
described in the previous chapter, must be allocated in hourly
blocks to the sets of each station. This chapter describes the
methods and assumptions used to schedule the flows according to

the hourly demand price curve described in section 6.3.

The scheduling ignores the backward coupling between the
reservoirs. It is assumed that the daily decoupling procedure
accounts for this type of interaction. The exception is the
interaction between Clunie and Pitlochry stations. The area of
Loch Faskally is very small in comparison to the outflow from
Clunie station. This, combined with the operational constraints
which are placed upon the operation of Pitlochry station, make
the hourly scheduling of Clunie and Pitlochry a highly coupled

problem which can not be simplified.

7.2. Aims of the Hourly Scheduling

The purpose of the scheduling routine is to allocate the
water resources which the daily decoupling program has decided to
make available. The water is used to produce power at the most
financially beneficial time, which is decided by the houfly demand
price curve. The costing function which is used in the

optimisation is similar to the one used for the daily interface,

and for the jth station may be defined as,
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Benefit = BP, - - —_—
3 ~ PXy - PCy. Eq. 7.2.1

where BPJ is the financial benefit received for the power
generated by the jth station,
ij is the penalty associated with the reservoir storage,
and,
PCj is the potential benefit of the power which could have
been produced by the water lost by changing the state

of the set of the jth station.

The system is constrained by the model given for the reservoirs in
Equation 3.1.3. Faster computation can be achieved by considering
that if a set is to be on for a period then it will operate only
at its optimum power. The assumption is valid because at present
all sets within the valley use the load limiter of their governor
to hold their output constant. The flows between reservoirs can,
therefore, be calculated exactly without reference to frequency
via the droop of the governor. The three sets of Errochty station
are allowed to vary their output with frequency, but are closely

monitored by the Generation Engineers at the Errochty Group

Control Centre.

7.2.1. Benefits of the Units Generated

The financial return for the units generated within the

scheme is dependent upon the time of day at which the units are
produced. The series Dy k=1..24, represents the demand price
curve over the day. The number of units produced by one set of a

station operating at optimum power for one hour is given by,
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Nu‘j Poptj * 1000 If set is on
NuJ = 0 If set is off
—Eq. 7.2.2

where N“j is the number of unit produced by one set, and,

Poptj is the optimum power of the jth station in Mw.

Table 2-4 lists the values of Poptj for each station.

If {Dk} is taken to be the maximum return for one unit, then

max

BPj may be defined as,

24

BP, - } Dy * Nuj * (Dl \ —Eq. 7.2.3

=1
where;Dk is the hourly demand price curve.

7.2.2. Penalties on Reservoir Storage

The spillage costing is identical to that used in the

previous chapter (Section 5.4.3).

7.2.3. Penalties Incurred by Changing the State of a Station

Typically, it takes 5-10 minutes to synchronise and load a
set in the Tummel Valley scheme. During this time, water is being
used to generate power at a less than maximum efficiency. It is
the benefit from the extra units, which could have been generated
if the same water was used at maximum efficiency, that is used as

the penalty for starting, or stopping, a turbine.

Within the Tummel Valley scheme, the number of units lost in

this way is of the order of 120-800 units for each set started, or
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stopped. For some stations in the schenme, the number of units
lost have been adjusted to reflect some special operating
constraint. The units lost by starting, or stopping, the set at
Loch Ericht station has been artificially increased to reflect the
unreliability of this station. Similarly the number of units lost
by starting, or stopping, the sets of Errochty station has been
reduced to reflect the peak lopping nature of this station’s
operation. The penalty associated with changing the state of a
station is given by,
24
PC, = Y o * AC, * Dylpay | —Eq. 7.2.4
k=1
where c, is the number of the units lost when starting, or
stopping,
AC is the change in the number of sets in operation, and,

{Dk}max is the maximum cost per unit.

The number of units lost, c, is tabulated in Table 7-1.

Station Units lost
Cuaich 112.5
Loch Ericht 440.0
Rannoch | 700.0
Gaur 262.5
Tummel 800.0
Errochty 100.0
Clunie 800.0
Pitlochry —_—

Table 7-1: The number of units lost by starting, or stopping one .
set for each station.
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This penalty dictates the response of the station to the hourly
demand curve. If c, is low then the station will start and stop
sets often in order to maximise the benefit of the generation.
]Ff‘, however, ¢ is large then optimisation will try to maximise

the benefit from blocks of power.

7.3. Method of solution

The method, which is used to optimise the penalty function of
equation 7.2.1, uses dynamic programming(4°) to find the’optimal
operational policy for each station. The problem is simplified by
the application of some simple rules. Each set when operating
must operate at its optimal power. The station must only release
a given amount of water in a day. The amount is determined by the

daily decoupling procedure described in chapter 6.

An illustration of the method is best done by considering the
case of one reservoir and one station, with two sets. It is
possible to construct a two dimensional matrix of the possible
storages throughout each period of the day. At the start of each
period there are oﬁly three possible actions which casn be taken :
both turbines off, one turbine on, or both turbines on. By
selecting each of these possible actions in turn it is possible to
cost each possible path through the matrix of storages. This is
illustrated in Figure 7-1. The optimal solution is then found by
backtracking from the final action to the initial starting poinmt.
The solution time is obviously dependent upon the size of the
matrix which has to be searched. The maximum time taken to find a

solution was approximately one minute on an IBM PC-AT with 80287

maths coprocessor.
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Storage Grid for Dynamic Programming

Storage

—

Time (hours)

o turbines on
\One turbine on
Two turbines on -

Fig. 7-1: Optimal operation of one station with two sets, using
Dynamic Programming.

7.4. Clunie - Pitlochry Interaction

The purpose of Pitlochry station, the last station of the
scheme, is to smooth any irregularities in the flow of the River
Tummel caused by the outflow from Clunie station. Loch Faskally
is a small storage which forces Pitlochry to operate as a run-of-
river station. The amount of possible flow into and out of Loch
Faskally via Clunie and Pitlochry stations couple the two station
operation from hour to hour. The constraint placed upon the

operation of Pitlochry, namely the it is only allowed to make two
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load changes in 24 hours, further complicates operational planning

for the stations.

Each of the two stations cannot be scheduled in isolation
from the other, but to schedule them together is impossible due to
the dimensionality of the problem. The solution is to use an

iterative method to consider each station in turn.

7.4.1. Successive Approximations

The method of iteratively considering each part of a coupled
problem as an isolated problem is known as successive
approximations(46). Clunie station is scheduled in isolation.
Pitlochry station is then scheduled using the known outflow from
Clunie. The two stations are then scheduled iteratively until a

stable solution is found for both.

The scheduling of Clunie station when Pitlochry station has
been planned is done simply by extending the cost function of
equation 7.2.1 to also consider the storage of Loch Faskally. The

benefit function therefore becomes,
Benefit = BP7 + PXq + PXg + PCqy. . —Eq. 7.4.1

The variables are all defined as previously in section 7.2.

7.4.2. Pitlochry Scheduling

Pitlochry station is constrained to make only two changes in
load per day. At 6:00 am the station changes from its night load
to its day load, and at midnight it changes from its day load to

its night load. It is only possible to deviaté-from these
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statutory constraints if some unforeseen circumstance arises, such
as, a sudden change in Loch Faskally inflow which will result in
the reservoir spilling or emptying if the load is not changed.
The limitation on the number of load changes does not simplify the

problenm.

Three possible situations may arise depending at what time of
day the scheduling routine is called. These are :
(i) Start time is 6:00 or midnight, giving a full day to be
scheduled.
(ii) Start time is between 6:00 and midnight, thus day load
must be held until midnight.
(iii) Start time is between midnight and 6:00, thus night load
must be held until 6:00.
In each of the three cases, only two loads have to be found : Day
load and night 1load. The dynamic programming formulation
described previously may still be used to solve the problem. The
cost functions must be calculated by simulating the response of

the reservoir between possible load change times.

In the case of situations (ii) and (iii) arising the
reservoir must be simulated for its fixed load. The simulation
will indicate if a situation will arise which will allow the load
to be changed. Given that a situation has occurred then the

program must then calculate the minimum change in load which will

correct for the exception.

7.5. Evaluation of the Hourly Scheduling Results

The results of the hourly scheduling procedure were analysed

in three separate areas of performance. The general scheduling
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was compared to three actual days of operation of the Tummel
Valley scheme. The performance of the Pitlochry-Clurnie procedure
was examined under conditions of near spillage from Loch Tummel
and Loch Faskally. Finally, the response of the system to crisis

situations was evaluated.

7.5.1. Comparisor with Actual Operation

Three days of actual operation were chosen from different
times of the year. The actual daily outflcws and a realistic
demand curve were given to the scheduler. The results from tke
scheduler were then compared to the actual operation that was

implemented by the Generation Engineers.

7.5.1.1. Daily Operation for Monday 2nd of July 1984

The operation of Monday 2nd of July was that typical of 2 dry
day in summer. There was minimal natural runoff from the
catchments within the valley and only the minimum flows are bein
passed down the Valley. The actual daily outficws used on this

day are given in Table 7-2.
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Station Daily Outflow

Cuaich 6.0
Loch Ericht 0.0
Rannoch 41.0
Gaur 0.0
Tummel 55.0
Errochty 17.0
Clunie 72.0
Pitlochry 67.0

Table 7-2: Daily Outflow for the 2nd of July 1984

Figure 7-2, on the next page, shows the actual schedule used by
the Generation Engineers on this day. The demand curve and the
total generation for the group are shown on page 105, in Figures
7-3 and 7-4 respectively. The results obtained from the
opiimising procedure are shown on page 106. Figure 7-5 shows the
hourly schedule and Figure 7-6 shows the total generation from the

group for the optimiser results.
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Actual Schedule 2nd July 41984
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Fig. 7-2: The actual power schedule for the Tummel Valley, as used
on 2nd of July 1984.
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Hourly Price Demand Curve
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Fig. 7-3: Demand Curve used for the 2nd July 1984

Actual Total Generation 2nd July 1984
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Fig. 7-4: Total Actual Group Generation on the 2nd July 1984.
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Schedulef Results 2nd July 1984
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Fig. 7-5: Schedule produced by Computer Optimisation for 2nd July
1984.
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Scheduler Total Generation 2nd July 1984

Power (Mw)
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Fig. 7-6: Total Group Power for Optimiser Results for 2nd July
1984 .

By comparing the results shown in Figure 7-2 and 7-5, it can
be seen that the schedule produced by the optimisation is very

similar to that implemented by the Generation Engineers.

The operation of Errochty station is dictated by the Central
Control Room (CCR) in Pitlochry. The program cannét simulate
these requireménts and uses as much of the allocated water of the
station at the time indicated by the demand curve to be the most

costly generation period.
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7.5.1.2. Daily Operation for Tuesday 27th of December 1983

The operation of the Tummel Valley scheme on the 27th of
December corresponded to a cold winter’s day. The majority of the
precipitation within the valley will be falling as snow onto
frozen ground. Thus, the natural runoff from each catchment will
be low. The demand curve for this day is quite unusual. The
majority of the generation was required later in the day, probably
to supply consumer’s heating systems. The daily outflows used by

each station are given in Table 7-3.

Station Daily Outflow

Cuaich 26.0
Loch Ericht | 19.0
Rannoch 40.0
Gaur 59.0
Tumme 1 145.0
Errochty 52.0
Clunie 230.0
Pitlochry 291.0

Table 7-3: Daily Outflow for the 27th of December 1983

Figure 7-7, on the next page, shows the aetual schedule used by
the Generation Engineers on this day. The demand curve and the
total generation for the group are shown on page 110, in Figures
7-8 and 7-9 respectively. The results obtained from the
optimising procedure are shown on page 111. Figure 7-10 shows the

hourly schedule and Figure 7-11 shows the total generation from

the group for the optimiser results.
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Actual Schedule 27th Dec 1983
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Fig. 7-7: The actual power schedule for the Tummel Valley, as used
on the 27th of December 1983.
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Hourly Price Demand Curve

Unit Cost (Penco_)
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Fig. 7-8: Demand Curve used for the 27th of December 1983.

Actual Total Generation 27th Dec 1983
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Fig. 7-9: Total Actual Group Generation on the 27th of December
1983. ,
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Scheduler Results 27th Dec 41983
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Fig. 7-10: Schedule produced by Computer Optimisation for the 27th
of December 1983.
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Scheduler Total Generation 27th Dec 1883
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Fig. 7-11: Total Group Power for Optimiser Results for the 27th of
December 1983.

The schedule produced by the optimiser, Figure 7-10, was
identical to that implemented by the Generation Engineers, Figure
7-11, with the exception of the operation of Clunie and Pitlochry
stations. The optimiser managed to follow the unusual demand

curve very well.

The optimisation made use of a prediction of the inflow to
Loch Faskally. The computer was able, therefore, to plan ahead to
produce a better schedule for both Clunie and Pitlochry stations.
The Generation Engineers ,however, had to adjust theif planning

for both stations in view of some unexpected inflow.

112



7.5.1.3. Daily Operation for Thursday 1st of April 1982

The natural inflow for a typical day in early spring is
artifically increased by snow melt. Thus, the operation on the
ist of April had a number of stations generating for 24 hours.
The daily outflow which was used oﬁ this day is given in Table

7-4.

Station Daily Outflow
Cuaich 0.0
Loch Ericht 19.0
Rannoch 105.0
Gaur . 31.0
Tummel 144.0
Errochty 43.0
Clunie 154.0
Pitlochry 183.0

Table 7-4: Daily Outflow for the 1st of April 1982

Figure 7-12, on the next page, shows the actual schedule used by
the Generation Engineers on this day. The demand curve and the
total generaﬁion for the group are shown on page 115, in Figures
7-13 and 7-14 respectively. The results obtained from the
optimising procedure are shown on page 116. Figure 7-15 shows the
hourly schedule and Figure 7-16 shows ihe total generation from

the group for the optimiser results.
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Actual Schedule 1st April 1982
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Fig. 7-12: The actual power schedule for the Tummel Valley, as
used on the 18t of April 1982,
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Fig. 7-13: Demand Curve used for the 1st April 1982
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Fig. 7-14: Total Actual Group Generation on the 1st April 1982.

115



Scheduler Results ist April 1982
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Fig. 7-15: Schedule produced by Computer Optimisation for the 1st
of April 1982.
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Scheduler Total Generation 1st Apr 1982
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Fig. 7-16: Total Group Power for Optimiser Results for the 1st of
April 1982.

As can seen from Figures 7-12 and 7-15, the two schedules are
near identical. The more controlled scheduling of Clunie and
Pitlochry, as can be seen from Figure 7-15, resulted in a
different operation from the actual implementatiom by the

Generation Engineers.

7.5.2. Study of Clunie-Pitlochry Scheduling Under Adverse
Conditions

As can be seen from the results of the previous seetidn, the
methods used to schedule Clunie and Pitlochry stations worked very
well under normal operating conditions. The uniqug operating
constraints placed upon Pitlochry station require that the

scheduling method be tested under adverse conditionms.
Consider the operational schedule for the 1st of April 1982,
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it is feasible that a sudden thunderstorm could pass over the
valley at around 10:00 hrs. This storm would increase snow melt
and result in a pulse of inflow from each catchment. With its
generation already fixed, Pitlochry station may not be able to
release enough water to stop Loch Faskally spilling due to the
combined inflow from the storm pulse and Clunie station. In an
automatic system, the pulse of inflow would be detected and the
valley rescheduled. The results of this reschedule are shown for

Clunie and Pitlochry stations in Figure 7-17.

Emergency Reschedule For Pitlochry Inflow
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Fig. 7-17: Reschedule Results for Clunie and Pitlochry Stations for
Storm inflow pulse

The computer reschedules ﬁhe operation of Clunie Station so that
the station does not generate until later that day or during the

next day. This is exactly the operational change that the

Generation Engineers would make.

It is possible that Loch Tummel could be near full. If that
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were the case, the combined effect of the inflow pulse and holding
off the station’s generation would result in Loch Tummel spilling.

In this situation, the optimiser results are shown in Figure 7-18.

Emergency Reschedule For Clunie Inflow
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Fig. 7-18: Reschedule with Loch Tummel Near Full

The operation of Clunie station has not been changed. Pitlochry
station violates its constraints a-nd increases its generation by
the’ minimum amount necessary to avoid spillage. This, again, is
the operational change that the Generation Engineers would make.
However, the engineers maintain that if Loch Tummel was full then
Tummel and Errochty stations would not have been used and Clunie

station would have been generating overnight.

7.5.3. Evaluating the Emergency Scheduling of the Optimiser |

Consider the operation of the 27th of December 1983, if at
around 7:00 hrs a large thermal set has, for some reason, to stop
generating, then the national grid would require a large increase

in generation. Hydro is one of the fastest types of plant to
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plant to respond to such an increase in power demand. The demand
curve for the scheme on the 27th of December was modified to be as

shown in Figure 7-19.

Hourly Price Demand Curve
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Fig. 7-19: Emergency Modified Demand Curve

The resulting schedule is shown in Figure 7-20, on the Next page.

120



Emergency Reschedule of 27th Dec 1983
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Fig. 7-20: Resulting Emergency Schedule for Modified Demand
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The optimiser uses all available sets for generation at the time

of the emergency. The effects of these changes are compensated for
later that day or during the next day. The operation of Clunie
station is adjusted as much it possibly can so as not to violate
the constraints of Loch Faskally and Pitlochry station. The
Generation Engineers would also have used all available generation
in this emergency. The Generation Engineers would not have varied
the operation of Clunie station, as the manual calculations

required before varying its operation would have taken too long.

7.6. Discussion of the Hourly Scheduling System

The optimiser performed equally as well as the Generation
Engineers in the normal operation of the scheme. Small
differences between the computer schedules and the actual
schedules are due to the intervention of the Central Control Room
(CCR) in the actual schedules. The computer optimisation did not
interact with CCR to consider the needs of the national grid. The
speed of response of the system and the possibility of automatic
rescheduling when unexpected inflows are detected allows the
optimisation system to produce better operational schedules for
Clunie and Pitlochry statioms. In emergencies, the optimiser
responds faster with more accurate solutions than the Generation

Engineers.

At times when the Tummel Valley scheme must operated under
highly constrained conditions, such as at times of spillage, the
computer program gives better results. The program, by
considering all options, is capable of operating the scheme in
regions which are closer to the boundary of the feasible operating

area, Hhiie operating in this region produces better solutions,
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the dangers of violating constraints due to unexpected events
cannot be ignored. Any error in the inflow prediction could

easily result in spillage.
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8. SET POINT CONTROL FOR TURBINE DISPATCH
8.1. Introduction

The majority of hydro-turbines, at present in operation in
Scotland, are governed by mechanical Temporary Droop (TD)
governors. The TD governor is characterised by a dominant.
time constant of the order of 3 minutes. This long time constant
is necessary to ensure that the turbine remains stable during the
possible frequency variations associated with supplying an
isolated load. Loading the turbine is carried out by varying the
frequency set point of the governor. Hence, any load changes must
be implemented by the governor, resulting in a slow loading time
for the turbine. The loading procedure is further complicéted by
the non-linear response of the governor. For large variations in
frequency set point the governor characteristics may saturate,
dramatically reducing the dominant time constant. The frequency
set point of the governor is supplied by a speeder motor, whose
maximum output is limited. The speeder motor is incremented by a
pulse input which ramps it up or down in response to a Raise or
Lower command. Control, such as this, which requires slow
operator intervention, renders it impossible to achieve a desired

load simultaneously and accurately on a number of machines.

The loading problems associated with the TD governor, and
speeder motor, have been overcome by using modern micro-
proeessor(76) or electronic governors which allow a power loading
'signal to be injected after the governor dynamics. It would not
be cost effective, however, to replace existing TD governors with
modern governors before the end of their planned operational life-

time. The performance of existing machines can be greatly
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enhanced by the addition of a micro-processor based set point
controller which can control the turbine via the existing speeder

motor and TD governor.

This micro-processor based set point controller must be able
to load the turbine in response to remote computer instructions,
either, at maximum speed, or, at some controlled rate. In order
to enable the set point controller to be used in conjunction with
the existing governor equipment, the controller must be able to
take account of the non-linear changes in the dominant time
constant of TD governors and be immune to the effects of noise on

the measured power signal.

Such a set’point controller has been developed by Dr H.
Davie, of the department of Electrical Engineering at Glasgow
University. The controller was developed outwith the scope of
this project and only its basic operating concepts are reporﬁed
here. In order to use this controller to dispatch the hourly
schedule in the Tummel Valley scheme, the controller had to be
fully tested on plant models and real plant. Although not
actually tested on stations within the Tummel Valley scheme, the
controller was tested upon similar stations within Scotland. This
chapter details the development of the plant models and the

results from site tests of the controller.

8.2. Modelling a Hydro Turbine with a Temporary Droop Governor

The department of Electrical Engineering at Glasgow
University has been investigating techniques of speed governing of
hydro turbines with experimental results from Sloy Power

station(4:77.78), For this work, a model of the TD governor,
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operating only in its non-saturation region was developed. In
order to test load control, the governor's saturation
characteristiecs were also required. These characteristiecs were
determined experimentally at Sloy power station. Similarly, it
was necessary to develop a model of the existing speeder motor. A
simple model of this was also determined experimentally at Sloy
power station. A simplified block diagram of the system is shown

in Figure 8-1.

Pulse;, | Speeder Govyer TD Turbine and

Motor Governor Pipeline

Fig. 8-1: TD Governed Hydro Generating System

8.2.1. The Speeder Motor

The dynamics of the Speeder Motor, as observed on site, can

be represented by the equation,

kg

= * Pulsein _"Eq. 8.2.1
s ( 1+ sTg)

Govref

where Kg is the gain of the motor,
Ts is the speeder motor time constant, and,

8 is the laplace operator.

The input, Pulse; , can only be one of the set [ -1, 0, 1 ] which

corresponds to [ lower, nothing, raise 1. The output, Gov,oe, is

restricted in value to -0.05 to +0.05 which corresponds to a
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desired power set point of —1.66 to 1.66 per unit (p.u.).

8.2.2. The Temporary Droop Governor

The mechanical TD governor has a complicated transfer

function. A representation of the TD governor model is giien in

Figure 8-2.
Grid
Frequency
1
—p——— Guide
sTy Vane
¥ Position

Y(s)

bysTy '

1+ sTd

Fig. 8-2: Dynamics of the TD Governor

The dynamics of the temporary droop governof are composed of
mechanical and hydraulic systems. The 1/sTy term corresponds to
the integrating action of the ﬁain hydraulic servo which operates
the guide vanes. Ty is the constant of integration of the main
servo. The term bp, the permanent droop, is the gain of the
governor and is normally set to give a 100% change in output power
for a 3% variation in set point or grid frequency. The feedback
loop, marked F1 in Figure 8-2, represents the mechanics of the

temporary droop action. This feedback effectively damps the

operation of the governor, reducing the gain during transients,
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and thus maintaining the stability of the turbine under isolated
load conditions. The governor operation depends on the grid
frequency. For loading purposes, any variation in frequency set
point would be vastly greater than the variations of grid
frequency. Thus, during any léading period, the grid frequency
can be assumed to be constant. This gives the TD governor a

transfer function of,

1
— ( 1+ sTy)
Y(s) bp
U(s) Tde 1
82 + — ( Ty + Ty(by + bp) ) s +1
y p p
bp bp |

—Eq. 8.2.2

Substituting the paramgters as measured for Sloy power

station(7§), as,

bp = 0.03
Td = 16.0
Ty = 0.3
bt = 0.25
gives,
1 .
( 1+ s816.0 )

Y(s) 0.03 .

= —Eq. 8.2.3
U(s) (1+s5160.0 )( 1+ s8) :

This model was further modified after site tests showed the
feedback loop marked f1 in Figure 8-2 saturated for large changes
in desired set point. An internal mechanical dash pot is
responsible for this behaviour. For small variations of set point

within the saturation region, the transfer function of the TD
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governor becomes non-linear. By including this effect into

Equation 8.2.2, the resulting transfer function becomes,

U(s) sat
b, sb
Y(s) = P - P —Eq. 8.2.4
T T
(1+s-2) (1+8 )
by bp

where, sat is the saturation value of the F1 feedback loop.

This non-linear transfer function may only be fully evaluated
using simulation techniques. Using the Sloy values for the
parameters, the simulations showed that the effect of the
saturation was to reduce the dominant time constant of the
governor to approximately 16% of its unsaturated value. ‘Thus
allowing turbines to be loaded in 16% of the previously expected

time.

8.2.3. Turbine and Pipeline Dynamics

The pipeline, which supplies the turbine, can be thought of

as a simple inductor(78). The pipeline is thus modelled as,

dQ
1-H =T, *— —Eq. 8.2.6
dt |

where Hg is the effective head across the turbine,

T, is the water time constant, and,

Q is the flow through the turbine.

With little loss of accuracy, the turbine can be assumed to have

fixed losses, and is modelled by the non-linear equations,
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Q=0* (H)* —Eq. 8.2.7

P=Q*H —Eq. 8.2.8
and,

fout = P - 1losses + Noise —Eq. 8.2.9

where G is the Guide Vane position,
P is the power into the turbine, and

Pout is the measured power out of the turbine.

The complete turbine and governor model was implemented using
a simulation package developed within the Department. The power
output of the turbine was taken to be the power iﬁput to the
turbine minus fixed friction losses, and a random noise of 0.05
p.u. was added to the power output to simulate noise measured at

site.

8.3. Overview of the Development and Operation of the Set Point
Controller

An attempt was made to design a load controller for a hydro-
turbine equipped with a mechanical temporary droop governor. The
intention was to monitor the output power from the turbine and
compare it with the desired power. The difference, the feedback
error signal, would then be processed by the dynamics of the load
controller to provide a three-state output which would raise,
maintain or lower the frequency reference signal to the
mechanical governor. The power measurement could be simply
achieved by inserting a resistor in the current loop of the
Station power metering, and reading the voltage via an analog to
digital converter into the microcomputer used as the load

controller. The automatic raise/lower controls were implemented
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by inserting relays in parallel with the operator’s raise/lower
switches. An interlock box was used to ensure that in the event of
computer- failure there was no chance of both the raise and lower

controls being operated simultaneously.

Initial trials were carried out at Sloy Power station and the
following’major problems were noted:-

(1) The non-linearity in the governor which resulted in its
dominant time constant varying by almost a factor of 6
depending on the size and rate of loading signal applied at
the frequency reference point.

(2) The three—-state nature of the control 'signal -
raise/maintain/lower.

(3) Noise on the the power measurement and noise on the system
frequency which is also effectively injected at the frequency

reference point.

Initial tests showed that a controller based on proportional
plus derivative action showed some promise but had a number of
defects. Although able to execute a large load step in a short
time, as it approached its final value it caused the servo motor
to hunt backwards and forwards in a limit-cycle-like condition.
This was believed to be due to the change in the governor from itS
short-time constant mode to its long time constant mode. A set of
parameters could be selected which would cope with one, but not
both of these modes. In addition noise was a considerable problemn,
and increasing integration of the power signal in an attempt to

reduce this effect led to instability.

After many trials against simulations, a novel controller was

developed to overcome thse defects. Essentially the controller
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also operates in a non-linear manner, with its dynamics changing
with the size and rate of load change. In addition the effects of
noise are greatly reduced by integrating the control signal and
anﬂoying hysteresis and deadband on the control action.
Instability is avoided by introducing a measure of feedforward
control which estimates the control action and discharges the

integrator appropriately.

Although this controller was originally designed to permit
large load steps to be performed in an optimally short time, its
dynamics should be able to cope with any size or rate of step.
Tests have shown this to be so, and hence it can also be used to
permit loading at operator-requested ramp rates - oftén a

desirable feature in turbine loading.

8.4. Testing the Controller on Site

The controller was tested at three hydro power stations :
Loch Sloy on the 5-6th of January 1984, Fasnakyle on the 17-18th

of January 1984 and Torr Achilty on the 19-20th of January 1984.

Loch Sloy station, on the banks of Loch Lomond, has four 32Mw
sets with a working gross head of about 850 ft. The turbines are
vertical francis turbines and are governed by an English Electric
Temporary Droop governor. Fasnakyle, part of the Affric-Beauly
group near Inverness, has three 22Mw sets operating under a gross
head of 500 ft. The sets are similar to those at Sloy. Torr
Achilty is a run-of-river station which is part of the Conon
group, again near Inverness. The station has two 8Mw sets, with a
48 ft head. The two Kaplin turbines are governed by Boving

Temporary Droop governors.
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The format of the site work was similar at each station.
After connecting data logging equipment, tests were run to
establish the parameters of each generating set. The set was then
modelled on a microcomputer and the controller parameters adjusted
to successfully control the computer model. The controller was
then attached to the actual equipment and the real response to the

controller’s action logged.
8.4.1, Parameter Estimation On Site

The procedure followed to estimate the parameters of eaeh
station was identical. It was known that the governors at Sloy
and Fasnakyle would have saturation characteristics. The govérnor
at Torr Achilty, however, was unknown and actually, from the site

tests, showed no saturation.

Before the turbine was actually started, the speeder motor
was repeatedly pulsed using an increasing length of pulse. In the
turbine room, the number of turns with which the speeder motor
responded to each pulse was manually recorded. From a graph of
the number of turns against the length of pulse, it was possible
to make accurate estimates of both Gg and Tg. It was found,

however, that the value of Ts was non critical to the simulation.

With the turbine running the speeder motor was again pulsed
with increasing lengths of pulse. The turbine output was allowed
to settle to its steady state value. Using this value, the
frequency set point out of the speeder motor, and the current grid
frequency, it was possible to calculate an average value for the

permanent droop, b By data logging the dynamic response of the

p*

turbine to each increasing pulse, a large amount information on
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each turbine was gathered. A simulation was set up initially
using the Sloy parameters already reported for the parameters, T4,
Ty, and by. The parameters and the saturation value were then

adjusted to match the responses already logged.

The set point controller was then tested and adjusted using

the final simulation until its correct operation was ensured.

For safety reasons, the turbine was then run up and down a
few times manually. The controller input was connected to the
signal representing the power out of the turbine and the operator
attempted to follow the controller’s suggested raise and lower
output. The correct operation of the controlleryuas thus
established before the controller was connected to control the
actual turbine. This data was also logged and used to compare

with the computer simulation.

8.5. Final Model Parameters After Site Tests

For each station that was modelled Table 8-1 shows the
estimated model parameters. Sat ' is the point at which

saturation occurred in feedback loop F1.

G Ty b, Tq Ty by Sat
Sloy 0.0021 1.00 0.03 16.0 0.3 0.25 0.016
Fasnakyle 0.0009 1.00 0.03 20.0 0.6 0.4 0.016

Torr Achilty 0.0012 1.00 0.04 6.0 0.25 0.2 1.000

Table 8-1: Model Parameter for Loch Sloy, Fasnakyle and Torr
Achilty Statioms

The value of Sat=1.00 for Torr Achilty indicates that no
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saturation was observed at that station.

8.6. Response to the Set Point Controller From Simulation and Site
Visits.

The primary objective of the site tests was to show the
capability of the set point controller to dispatch the hourly
loading schedule derived from the optimisation. The speed of
response of some stations is limited by the physical constraints
of the station. For example, Tummel station is supplied with
water by an open aqueduct. If the station is loaded in a fast
step, a shock wave of water travels back along the aqueduct. This
wave would spill over the sides of the aqueduct, eroding fhe
aqueducts foundations. Some stations must, therefore, be loaded
in a controlled ramp. This type of loading was tried on all three

test stations.

The evaluation of the improved model of TD governed turbines
was the second objective of the work. This was achieved by
simulating each station. The simulation can easily be compared to

the actual results.

The following graphs show the simulated and actual responses
of one turbine at each of the test stations. Each station was
tested for a step change in desired output power, and a controlled

ramp loading of the set.
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Simulated Sloy Response to SMw to 20Mw Step

1.2
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Fig. 8-3: Simulation of Loch Sloy 5-20Mw step.

Actual Sloy Response to SMw to 20Mw Step -
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Pulses li " l |
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0.0 Time (s ). 100.0

Fig. 8-4: Actual Response of No.l1 Set at Loch Sloy to 5-20Mw Step
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Simulsted Sloy Response to S5Mw to 25Mw Ramp in 80.0 sec
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Fig. 8-5: Simulated Response of Loch Sloy to a 5-25Mw Ramp in
80sec.

Actual Sloy Response to SMw to 25Mw ramp in B0.0 sec
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Fig. 8-6: Actual Response of No.l set at Loch Sloy to a 5-25Mw
ramp
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Simulated Fasnakyle Response to 5Mw to 1BMw Step
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Fig. 8-7: Simulation of Fasnakyle 5-18Mw step.

Actual Fasnakyle FResponse to SMw to 18Mw Step
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Fig. 8-8: Actual Response of No.l Set at Fasnakyle to 5-18Mw Step
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Simulated Fasnakyle Response to 18Mw to SMw Ramp in 150 sec

1.2

SpdInp

Power

0.0
0.0 Time { s ) 250.0

Fig. 8-9: Simulated Response of Fasnakyle to a 18-5Mw Ramp in
150sec.

Actual Fasnakyle Response to 18Mw to 5Mw Ramp in 150.0 sec
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Fig. 8-10: Actual Response of No.l set at Fasnakyle to a 18-5Mw
ramp
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Simulated Torrachilty Response to 2Mw to BMw Step
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Fig. 8-11: Simulation of Torr Achilty 2-6Mw step.

Actual Torrachilty Response to 2Mw to 6Mw Step
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Fig. 8-12: Actual Response of No.2 Set at Torr Achilty to 2-6Mw
Step '
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Simulated Torrachilty Response to 7Mw to iMw ramp in 180 sec
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Fig. 8—13: Simulated Response of Torr Achilty to a 7-1Mw Ramp in
180sec.

Actual Torrachilty Response to 7Mw to iMw Ramp in 180 sec
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Fig. 8-14: Actual Response of No.2 set at Torr Achilty to a 7-1Mw
ramp
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8.7. Discussion and Conclusion

As can be seen by comparing the simulated turbine response to
the actual responses, the model of a TD governed set was able to
accurately predict the operation of a variety of different sets.
The simulated behaviour of the controller was not identical to the
actual controller action. This was due to two factors : The
parameters bf the simulated model of the governor were not
completely correct, and the effects of noise. The simulation
assumed that the grid frequency was constant. However, this is
not the case, particularly during the ramp loading. The grid
frequency variations introduced noise which the model cannot

simulate.

The set point controller showed itself to be more than
capable of dispatching the hourly load schedule produced by the

optimisation, in both step changes and in controlled ramp loading.
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9. DISCUSSION, FURTHER WORK AND CONCLUSION

9.1. Discussion of the Results of the Project

Jt has been demonstrated that intelligent scheduling of the
highly constrained Tummel Valley scheme is possible by computer in
real time. This has been made possible by decomposing the problem
in time. The time scales derived for each of the sub-problems
were based on a knowledge of the operation of the Tummel Valley
scheme. Scheduling in this way increases the flexibility and

efficiency of the optimisation process.

The scheduling was considered on three separate time scales :
(a) Strategic water management, which considers the annual
planning of the long term operation of large reservoirs.
(b) Daily decoupling of the scheme, which decides the water
available for generation from each station, taking into account
all the operational constraints of the valley.
(¢) Hourly scheduling of the available water, which allocates the
available water according to a projected demand curve.
Each of these programs is a useful independent planning tool and

combine to produce a complete optimisation system.

The strategic watef management can be undertaken at any time,
without reference to the hourly scheduling. The results suggest
that tighter control of’the storage of the reservoir will yield
useful savings. Tighter control does, however, require that an
accurate projected demand is known. Thus, more sophisticated
‘methods must be used in long term generation planning. The fast
computation time of the method allows engineers to interactively

plan annual generation targets.
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It is not possible to completely simulate the complex
relationship between the needs of the national grid and the
operation of the Tummel Valley scheme. The number of external
influences in the assessment of financial benefit are vast. For
example; the system would have to consider capital depreciation on
plant, interest rates on loans, the current price of o0il and coal,
and, the more subjective costs such as environmental costs. The
assessment of the benefits of the daily decoupling and the hourly
scheduling procedures has heavily relied upon the expert knowledge
of the Generation Engineers. The emphasis placed on each of the
various benefits by the engineers could easily be incorrectly
biased. The solution to this is the development of a more
realistic method of representing economic costs within power

systenms.

The representation of the contribution of a sub—sysﬁem to the
generation required by the national grid must be a compromise.
The national grid has an exact target to meet and, therefore, must
know the contribution it can expect from each group. Similarly,
each group must be given enough flexibility to maximise the
benefit from its évailable resources. The generation demand for
the Tummel Valley scheme was represented by a curve of the highest
merit order cost of generation within the national grid. It can
“be seen from the results of both the daily decoupling and the
hourly scheduling that this demand curve effectively controls the
response of the optimisation system. For planning purposes, it
would be easier to specify an exact generation target for all sub-
systems of the national grid. Each sub-system would then use its

available generation to match this exact target. However, in a
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highly constrained sub-system, such as the Tummel Valley scheme,
this type of forced generation would frequently violate
constraints and lead to a sub-optimum solution. The Tummel Valley
scheme could easily be combined with other unconstrained
generation plant to form a larger group. An exact generation
target could then be given to the larger group, with the
unconstrained plant compensating for the limitations which must be

placed on the generation of the Tummel Valley Scheme.

In smaller reservoirs, the water available for generation is
closely tied to the immediate inflow. Better use can be made of
this water if the amount of inflow is known in advance. It has
been shown that it is feasible to produce useful inflow
predictions based upon very limited hydrological and
meteorological data collection. The use of inflow predictions
can substantially increase the units generated and reduce the
water spilled. The catchment area of Gaur is unique in its soil
composition. The application of the methods developed here t.;>
other catchments would require some additional work. The
introduction of RADAR assisted weather forecasting in Scotland
would give a more accurate assessment of rainfall magnitude and
distribution within a catchment. This more accurate assessment of
rainfall Vcharaoteristies, combined with the longer time horizons
fbr weather predictions available from improved meteorlogical
modelling, can only iﬁprove the accuracy of the inflow

predictions.

A set point controller was studied as a method of dispatching
the schedule of the optimiser. This set point controller can
economically be added to existing Temporary Droop governed hydro

turbines. The controller was extensively tested both on an
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improved computer simulation and on three actual stations.

9.2. Further Work

Although the original aims of the project have been achieved,

a number of avenues have opened which merit further study.

Recently, Expert Systems have been introduced to the field of
operational research and control problems. Compilers for PROLOG,
a rule database language, are now available which include the
facilities for real number computation and real time interfacing.
The use of expert systems in the optimal control of the Tummel
Valley scheme could merit further study. The constraints of a
system can easily be represented as a database of expert rules.
These rules can be used in conjunction with the calculation of
flows and storages to derive optimal schedules. The improvements
in computational power of micro-processors may also allow this
type of system to operate in real time. One of the ma;n
advantages of this type of system is that the rule base could be
derived and maintained on-site by the Generation Engineers

themselves.

The methods of inflow prediction could be extended to include
snow melt data, which unfortunately was not recorded during the
course of this project. The models have yet to be used in
conjunction with data from a catchment area other than Gaur. Thus
other logged data could be obtained from another catchment and the

method previously described applied to it.

A fuller evaluation of the optimisation results could be

achieved if a system were to be installed at Errochty Group
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Control room. The system itself could then continually monitor
and compare its operation to that of the Generation Engineers.
The methods of optimisation which have been devised for the Tummel
Valley scheme could easily be applied to some other group of

interacting hydro power stations.

The set point controller could be expanded to include the
other control functions required in a power station. There is at
present a real need for some inexpensive, reliable station
monitoring equipment in most power stations. The same equipment
could be used for set point control, station communication, alarm

monitoring and other control functions.

9.3. Conclusion

A prototype optimal control system has been demonstrated for
the Tummel Valley scheme. The novel decomposition of the problem
has resulted in fast computation times and the development of
three separate planning tools for strategic water management,
daily decoupling and hourly scheduling. The system could be
installed as an automatic control system, or as an advisory system
to the Generation Engineers. Either system would allow complete

assessment of the operation of the valley.

The direct economic benefits of inflow prediction have been

démonstrated.

The use of a set point controller has been demonstrated for
fast or controlled load changes. This type of controller could

easily allow stations to operate entirely automatiec.
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OPTIMAL CONTROL OF A GROUP OF INTERACTING
HYDRO POWER STATIONS

PROGRAM LISTINGS

by

J. Clink, B.Sc.

c J. Clink, 1986 December 1986



INDEX
1. STRATEGIC WATER MANAGEMENT

DP2.PAS This program executes the standard stochastic
dynamic programming optimisation on Loch Ericht.

DX.PAS This program performs the modified optimisation
of Loch Ericht.

ERICSIM.PAS This program simulates the operation of a target
storage plan for actual inflow data.
2. INFLOW PREDICTION
CONVERT .PAS Converts CPM format data to MSDOS files
PROCB7.PAS Calculates inflow from logged data
FILTB7.PAS Filters Inflow to reduce noise
PLOTB7.PAS Plot data on HP plotter

PLOTPAP.PAS Simulate selective models and plot

3. DAILY DECOUPLING

TVDAILY.PAS Performs non-linear programming on daily problem

4. HOURLY SCHEDULING

TVHOURLY.PAS Uses Dynamic Programming to schedule the power
output of each station hourly.

S. SET POINT CONTROLLER

RTSIM.PAS Real time simulation of TD governed Hydro Turbine
SLOYSIM.PAS Simulation of set point control at Sloy
FASKSIM.PAS Simulation of set point control at Fasnakyle
TORRSIM.PAS Simulation of set point control at Torr Ackilty



DP2.PAS
This program uses standard stochastic dynamic programming to
optimise the strategic storage of Loch Ericht. The program takes

in excess of 26 hour for one iteration.

The function Ecost (Line 31-65) calculates the expected cost
of going from one node to another.

The main procedure Optimise (Line 67-119) uses this expected
cost to find the optimum strategy for the year.
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| Listing of DPZ.PAS, page Z at B4:l4pm Bu/vo't’

=1 Eepill o= Eepill + PLIY * Bpill
3 BN,

LXCH Cozt 1= Coet + K4 % Pfail + Ko # Espill
&1 Ecost 1= Cost g

R
[nx}
T
vy

PROCEDURE Dptimise |

ES: BEGIN
i?: gseigniFiiie, "Dictip
7E RecetiFiilel;
11 fissign{StartFile, Start.dat”);
2 RegetiStartFile);
ER FOR L := 2 70 288 DO
T4 BEGIN
o FOR Wki=1 7% 52 DO Nodes[L,Wk1*.Previousi=-1;
WITH Nodesfi,21* DO

(] R
[0 O N E,
[~ NS

TV bt s LA G

= CL -rent.cost + Ecostil Hext WK}
< HodesTNext Wi+11%,Cost) DR

{ext k4117, Preu'nus -1) THEN
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1i8: Writelns c‘a**r ie, uei 15:5," *,Previous:Dd;
il {leseistartFilel;

i2s fiszigniResylt, ‘Resulte.dat’y;

SH RewritelResultl;

114y FOR Wks=B TO 2 9?

B FOR L:=8 TO 288 O
Ilé: Write(Result %od T1,wk1%y
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Listing of DPZ.PAS, page 3 at @4:1dpn 85704767
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Ay
a

(#%%%3% (Create node free onio heap #EF¥AFFXTRAFRRPFLIARERIRFRREILHE357)

— e
Lo B N

il
[oes ]
s ]

L= 0T0 208 OO
= B 76 52 DO

BTN Y S AR N

-
]
5]
S 5
o~

mﬂ ra .‘
T ey )

.

3 -.- li .
e o) P e
oD CED ET e
T R pov
-t - "
—
=S
m =
W I

THIS MACHINE IS IN USE TP1193,
( The experiment is expected to run overnight.’);
in{’ Jim Clink’};

) OEd

e
rad

I DP2.PAS page 3




DX .PAS

This program uses a modified stochastic dynamic programming

procedure to optimise the strategic changes in storage of Loch
Ericht.

The function Ecost (Line 43-B8) calculates the expected cost
of going from one node to another.

The main procedure Optimise (Line 728-8B04) uses this

expected cost to find the optimum strategy of storage changes for
the year.

The other sections of the program simply allow data to be
set up and saved.
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Listing of DX,PAS, page 2 at B4:Bipn R5/84/87

iredDutFlowlTimel-(d*5iep)) THEN
+ FLIT % Ko # {QutFlow

FHb 2 (OutFlon;

“yInflowifil,” CGut 7 outflow:8:l,” P= 7 \PIi1:18:4,” Cost “,CostiB:1);

© Prail ‘o pfaitilfed,Eepilialfi2d;

siintegerd;

e

R
iy

r;-rrl-r-‘y - z

CEDURE eplotfy v colouriinteger);

BE!:-Q?

porti$dcel=0;
port{$3ctli=2;
04 :r,;gen DIV 8);

{7-{x HOD 8));

)
Ay

mLiaBBB.o =colour;
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Listing of DX.PAS, page 4 at 84:81pm 05/84/87

2
)
&t
(=N
=]

CRREFRFFERRFFSEHRSFRRARFFIRRRRRIREIRER IR IR RIS RE AR RN SRR ER R ARRERIRH)
(¥ This procedyre Toads start data from file. %)
(FREFFFAARFSRRES PR AR HORR ORI F IR RN PRI R RS R H IR R RRF IR IR I REIRERRNRY)

UAR
PP: RECORD CASE Integer OF
t1 (PIARE: DataRecordl;
21 (Parmz: DataSets;

f31-
Resetilatarilel;
{$1+4;

inFileName, * net found ')

e PP PIRBRY;

M}

itels

Pe loaddata  EERERERRFEFFRFRRREFRRFRFRREIRERRRAEFRARRERR)
Bl
PROCEDURE SaveData;
(XFRFEBIESEBFFERFEREF R RLERRRA AR P RO RS RA SRR RF R R AR IR AR IR IR A RRASRY)

(% This procedure ssves start data to file, %)
[REERERRRF SRR OFARFOAHEI AR R IR IF R AR ARSI RRRERFRRRERFRRAFRRER)

VAR
Command & CHAR;
PP: RECORD CASE Integer OF
1y (P1@RE: DataRecordd;
2: {Parmz: DataSet);
END

A, PAS page 4
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Listing of DX.PAS, page 5 at 84:81pm 85/84/67

BEGIN
AssigniDataFile,DataOutFileName);

{$1-3

Reset(DataFile);

{314}
IF 10Resylt {; @ THEN
BEGIN
WriteLn{’New File ’,DataOutFileName,” !/);
DelayiSea:;
Command 1= 'Y,
END
ELSE
BEGIN
Close{DataFile); Lt e
Writeln(’ Overwrite (DESTROY) old /, DataOutF:leName)° i
Read(Kbd,Comrand}; prITEe L ERRELNY
Command := UpCase{Command);
END;
IF Comwand = ‘Y’ THEW
BERIN

AssigntBataFile, DatalulFileName);

PP,Parmz = Data;
Write{DataFile,PP.P1868);
CloseiDataFile);
END
ELSE
Writeln{” Unable to open file ’, DatalutFileName);
BN

h.;

Delay(388);

{%35%3 IND procedure Savedata EXEFRERRERERRXRERFRERRFERRRRRRRXRRXRAZRRRARE)

'

-
BN

PRGCEDURE Title;

BEGIH
CirScr;
Normideo;
Writeln{’ Loch Ericht Level Optimisation Program Ver, 1.8 ‘)
Uriteln;
Lawideo;
WD

FUNCTION UpcaseStriS : Str86) : 5ir88;

DX.PAS page 3
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Listing of DX.PAS, page é at 84:B1pm 85/64/87

CHERREER R R R IR E O R O R R R R R R AR
(¢ This Function returns & string which contains the upper case string ¥
(¥ of the parameter, )
(FFHERRRBERRRRRR R RO R R N R R R R R R R R AR RN REE)

VAR
P 1 Integer;
BEGIN
FOR P 1= 1 TO Length(8) DO
SIP1 := UpLaze(SIPD);
UpcaseStr 1=
END;

FINCTION ConsiStr{(C : Charj N : Integer) : 5trd8;

DRRRBEERARERRERH IR AR OA R RS R RO R E R AR R R AR RN R R R R RN AR RR)
{# ConstStr returns 3 string with N characters of value C 1)
(EFERF R R R R R R R R R R R R R AR R R R R )

VAR
§ 1 ETRINGIGEI;
BEGIN
IF N {8 THEN
N = §;
SI8] 1= ChriNy,
FillCharSI11, N, CY;
ConstStr 1= §
EMD;

{ FERECRERECEREARRERARRRRFRRR R BRI IR ERFRERERRRRE R R AR ERE AR IR R AT RIAREHIER)

(¥ Beep sounds the terminal bell or beeper %)
{RREERREEEAEFRERFENRERFREREEFRRRRIRR IR AR RN IR RR R R R RS R RRRERARRAAAR)

BEGIN
Write{*Gi;
END;

PROCEDURE InpuiSir (VAR Ssss;
Ly ¥, Y 1 Integer;
Tarm 1 hmnlads
PEPE ¢ ANES '.-Ef,
VAR TC ﬁhar

(FEEFFARESRERRFRRRERRERRRFRRER AR LR IR ERRRRRFRRREFRRRRNRRARERRAIRR)
(# This procedurs aliopw the reading and editing ef any string, %)
(FFFEFSRRAFRRFRECTERRERIF P EPRIFRRFRRAA RS IR AR R AR RR RN AR NRRRRERR)

CONST
UnderScore = 773
UAR
§ : STRINGL255] ABSOLUTE Ssss;
P 1 Integer;
Ch : Char;
BEGIN

DX.PAS page 4
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Listing of DX.PAS, page 7 at 84:81pn 95/84/87

GoToXY(X, Y); Write(S, ConstStr(UnderScore, L-Length(5)));
P =8
REPEAT

GoToXY(X+P, Y); Read(Ktd, Ch);

CASE Ch OF

(#xxxx The Following is only valid for the IBM PC ssxsxsxxxxxsasy)

27 + IF KeyPressed THEN
BEGIN
Read(Kbd, Ch);
CASE Ch OF
#75 1 IF P} 8 THEN
P = P-1
LSE Beep;
B77 1 IF P ¢ Length{S) THEN
P = P4l
ELSE Beep;
B71 1 P = 8
879 1 P = Length(57
8§83 : IF P { Length{S) THEN
BEGIN
Delete(8, P41, 1);
HA!*E{COpY(S, P+l L), UnderScaore);
ENG,

k23
J

[T = & I o TR I T
Fod s Ca3 X P

v 3 [

o=

-

1]

>

[aa}

~

1

[ R -

-

H32,.8126 1 IF (Ing) OR (P = Length{S}} THEN

IF P {L THN
BEGIN
IF Length(8) = L THIN
Detete(S, L, 13;
P 1= Pti;
InsertiCh, 5, P};
Write(Copy(S, P, L});
END
ELSE Beep;
END
ELEE
BEGIN
IF P { L THEN P 1= P+i;
5[P3 = Chy
Write{Copy(§, P, L));
END;
*5 s+ IF P > & THER
P = P-!
8 Beep;
P { Length(8) THEN
P 1= P4}
ELSE Beep;
"6+ IF P { Length!(8) THEN
BEGIN
DeieteS, P#f, 1);

EL
D IF

DX.PAS page 7
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Listing of DX,PAS, page 8 at 84:8ipm B3/84/87

Write(Copy(§, P+i, L), UnderScarel;
ENE;
“Hy RI27 0 IFF ) 8 THEX
BEGIN
DeteteS, P, 1}
Writei*¥, Copy(S, P, L}, UnderScorel;
P = P-1;

WriteiConstStrilUnderScore, Length{8)-P)};
Deletel§, P41, L);
NG

S
1F NOTCh 1N Termi THEN Beep;

BNy {0t case:
IWTIL Ch IN Term;
P = LengthiSyy
.. Y

{¥s¥¥x LMD BT ocedure 7npu‘ b EREEREFERRXXXFAFRRRERNFRERRRERRFFRERERRRRY)

PRIZEDURE InputReal{VAR A:Real;
,“,Y.IHTEBER;
TermsCharSet;
VAR TCiCHAR;
InsiBooiean);

PROCEDURE Inputlnt(VAR A:INTEGER;
L,X,Y:INTEGER;
Term:CharSet;
VAR TC:CHAR;
Ins:Boolean?;
VAR

0¥.PAS page 8
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Listing of DX.PAS, page 9 at 84:01pm 85708487

¢ Rstr : STRINGL18];
i Temp 1 INTEGER;
: Test : INTEGER;

BEGIN
StriAilf,Retr);
InputStr(Rstr,L,X,Y,Term,TC,In);
Testi=1;
WHILE Test{=LengthiRstr) 00
IF Rstr{Testl=" ¢ THEN
Delete(Rstr,Test, 1
ELSE
Test:=Tect+1;
Val{Rstr,Temp,Test);
IF Test=8 THEN
BEGIN
Ar=Temp;
g: END;
99; BotoxXY{(X,Y);
Be: Writela:ldy;
gi:  END;

LTI N A, R o

W2 ONO O N0 00 0 00 O3 OO0 00 00 O o

"o L B D ra e 2D Y QO

‘. kel e

B2:
K
B4:  PROCEDURE Mouse{VAR M1, MZ, M3, M4 : Integer);
5
Bér  ORERRERAEREEERARARRRNERAAHER R AR RO MR R SRR RN R RN R R AR R AR RR IR AAIE )
87:  {* This procedure gets the position and status of the mouse. ¥)
BE:  (EREREREARERRFRAFEXBRRRRERARRIARREFERERRRRRERRRARRERRRRF RN BRI AR RN RRRARRR)
89:
18: VAR
Calls kegs + RECORD
ol Ax, Bx, Cx, Dx, Bp, 5i, Di, Ds, Es, Flags : Integer;
IIII;B: END;
LH _
13:  BEGIN
1é: WITH Rege OO
97 BEGIN
-l B Ax 1= Ml
il?: Bx 1= MZ;
28; Cx = M3;
521 Dz 1= M4,

" ENE;
i¥XH Intr{3t, Regs);

3241 WITH Regs DO

SN BEGIN
EZ:’: Ml o= Ay
FEH Mz 13
) |
i
3
5

-

nn N ou

28: M3
291 M4
36: ENE;

3
321 (#%#x¥ END procedure mouse REREFFARRRERARERARERERARFARRREREXRERRIERARRERR)
3

334:  END;
III%B&:
337 ($R2
-539: PROCEDURE GetDatatT : Str88; VAR Data; No : Integerj Lx, Rx, By, Ty : Real);

OX.PAS page 9
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(*¥§§*************i**i******}*****HHH*****?1****%**************§*§********)

(# This procedure uses the mouse to input curves, *)
(HEEF RO R RN R R R R R R R R RN IR R RN AR N

S e n N-N
L I - S B

i UAR
LK Mi, MZ, M3, M4, Py, Oy, ¥, Ny, Ox, X 1 Integer;-
7 Buit Bucxear*
g: Ch s Char;
?: Sx, 1, Mx 1 Integer;
ook 1 Real;
5513 D ARRAfEi..Z] OF Reai ABSOLUTE Data;
IIII§3: BESIN
3341 Mi = 8;
oo HZ = 8
IIIIZ&: H3 = &
9371 M4 1= 8
ig%: Mouse(Mi, M2, M3, Md);
5% :
48 (xxx%% Tect IF mouse installed FEEXEREFEEXFRRRRERRXZRERXAXIXEZRANERESER)
561
¥ IF M = § THEK
¥ BEGIN
LOY ClrSery
G dritelat’ mouse not installed '17);
480 Delay{380};
471 ENE
681 ELSE
491 BEGIK
78 Sx 1= Trunc{548/MNa);
74 IF 82 7 B THEN
72 BEBIN
73 Hz 1= Sx®ipidly
74 Entanced;
ELH WritelTy;
& Edraw{3y, 19, Mz, 19, 1},

sef maf

EdrawiMx, 19 Hz, 181, 17;
Edraw(My, 181 37, 181, 1
Edraw(S?, 183, 39, 19, 13
Sy 1= 1607(Ty-E);

FOR I 1= 8 TO No D

~J
SN

O ro O 00

l‘.‘ﬂ f_ﬂ‘ wn ‘U‘ IL‘Y (J'l‘ wn -J! r,l (]

Z Edrawf ({1¥5x1+483, 181, ({1x%5x)+48}, 185, 1);
Y rDR x =8 70 18 OO
41
&5 g ”’*'63476‘. N
231 Edra  Li1RLdi4E 28 i);
£7: EH"
388! FOR T :=1 70 No-f DO
591 BEEIN

Oy := 1B8-Trunc{{DI11-By)%5y);
¥ 1= 188-Trunc! fDiI+1:-B»)*Cv>-
Edraw{{{{]-12#5x}+48), Oy, ((1¥8x)+48), Oy, 1);
Edraw ({1%8:)448), Oy, ((1%520448), Y, 1)
END3

EdrawiMx-5z, ¥, Mx, Y, 1);

M= 1

House (M1, M2, M3, M4);

Buit = False;

Hl = 3

REPEAT

DX.PAS page 18
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e

PRGCEDURE Say(5 : Str86);

€

-

VAR
3 1t Integer;
gt
i BEGIN
I=1;
: WHILE 1 ¢= Length(S) DO
BEGIN
IF S{IT1 ) 737 THEN
Write(S{I1)
LSE
IF S[1+1] = 73 THER
BEGIN
Writeln;
1= I+
END
ELSE
IF S[1+13 = 7!* THEN
BEGIN :
Normtiden; { 1 your screen doesn’t have high/low video, }
Write(Upcase(51+212); { replace these 2 Vines with: i
Lowdl ideo; { Write(S[1+21,7)7); }
1= Il
END
ELEE Uriteld )y
I = 141
END; {
2L {

1

~‘“‘t°‘f~@‘“ -
—_ -, - . 5}‘} O -~

r
“~d
£ Fad P e oD I O
e me wn er = e

r.
[« )

[~
(a2

cé ]

o
WIS I N e S Ry B
Pl Al P pod

r
QO

I{=LengthiS} }

o
—

o e D e

T
'~ Lalt

1 PROCEDURE 4iledurp;

e
~0
£

: {This procedure is used in the program pwrpiot to format a file for
: the DRGRAPH package using input data calculated in the main program.
: 1t mar obuiousiy be modified to suit other programs as required.

e A
R B < SRR ) |
:

e ) ) v S OO
me e 4N ee me ww . am me
T

fiiename = STRING[13];

)
o

iyjrinteger;
outputfiteriesi;
namesfilen

ke e
Qu\Eutvd

: BEGIN

{initialise the file}

tirsce; :

uriteln;

writeln{ Input name of file to be created *);
readini{name);

- - !!Illlgg ;’IIII§~
:;llllg — P o —
; ;

N % N B -~ s B s S
- e me em . me me

3t assignfoutpulfile,name);
161 rewrite{outputfile);
I ¥H
718: FOR j := 8 70 51 DO
: BEGIN

writeln{outputfile,Solution[j1:18:5,ExpectedInflonlJ] :18:3);

DX.PAS page 12




Listing of DX.PAS, page 13 at 84:01pm 85/84/87

END;  {curve element for ioop)
writeiniOutputfite,solutionB):10:5,Expectedintlowl] 10: 31
clozefoutputiitel

;

B = A I O

1

en
(28
;_,3

Uy {procedure 4iledsnl

v‘

e

“!ll§ - ‘!!!!d-u ‘!!!
w3 P i S ]

~.4
e
3

™~

PROCEDURE Optimise ;
VAR

b

J,V, inPtr ¢ Integer;
vei,Nievel Min 1 Real

At € Cad

~d

€1 L Ll ) Loroead
CAOps G PO e R Y G

A SIS WL BT

[ETS ]

l'l ;

=1

i9i3
an
421
8%

Y

EELE
AT,
<y
‘s
G451

7473

[

248
48
491
Ry
=i

Sl
S
T2
wula
1T A 1= k-

EHEY PLETi=Probi il
ce R
RN Intipwilik 1 =Eype

,
Sé:

757 BT

73 Ti=l
en Gore 7 on
SiH HEH 1:=8;
o3 THEN [i1=28P
53 T S1=28
, B

£ THEN Ji=28
§TC 18 D0
TTA I nD
Doqud du

A Previpuc¥’) 'Uh-i)*é“gW*j i,ﬂ;k:"é’; 3

i '3
I
S
1
Curr
'z IF Current.P L vs { -1 THEN
2 FOR Next : t T0 Stop DO
4 BEGIN
75 Teost 1= Turrent.cost + Ecllext-L)
i-’\‘l: IF {Tcoet ¥ NedesiNext,Wk+411*,Cost) OR
777 {KodesINext Wk+11%, Previous = -1) THEN
reH WITH NodesiNext,Wk+11* DO
if’?: BESIN
Sk Lozt 1= Teost




Listing of DX.PAS, page 14 at 84:8ipm B5/84/E7

3 Frevious 1= L
& D,
] HeW
3 END;
Bd: 40
£ END;

LTI v B S TR B
s L e
[ IL €

g

Q

[ o6 W

o (o]
T
TR ]
o ortoen

78 nl5Z1= (SotlSZ: - 188 # Step
3321 Previous
7 ROWK =51 DOATO f DO
794 BEGIN
: Edrauwl{?4(Nodes[L Wk1* Previous¥3) (WK1 #4, 1940 %3 (wk+1)#4,13);

SollWkl=L;

Selutionllikls=(5c1{Uk]-188)*5tep;

Li=odes[L,WKk1* .previous

Pés END;

d¥7y 0 Eotifl=ied;

798 Snxu‘tun[BJ' (S0l {B1-1B81%5tep;

7¢:  FOR Ly=8 70 51 DO
g

A Ce Tad pa3 e

H ExpecteclutFiowil]l=Ezpectedinflowlli+Solution[L]-Solutionll+i];

Trye;

H Relraw THEH

H 1N

i H¥

i Say{ ¥#Main menu’)y

j Say{ HF T Input Fx]e Name 1 ')
JiH UF~+EK atalnFileName);
gais Say{ W Dutput Results @ ) ;

2 g a‘u¢~32 ue= red Quiflow

R s
COLfl e Eal 0 et ok 0

in Sax{HFLI607 1
£zd: Say{“MEi Feculte’ly
YT Say! HPTIFOL )
§22:
2%
eI
B3l fZ‘:EEo;i
K8 Write“Enter Data Input File Name 7 /)
KX ReadiniDatainFileNamel;
4y LoadData;
33 DataDutFileName:=DatalnFileName;
36 END;
EEH “8/ 1BEGIN
38 FileDump;
X BNE;

END;
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g
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4

isting of ERICSIM.P

- |

}

495.8

i B T s ¥

L

.
i

i

tRea!
me,NextFrnTim,TimeScale:Re

i
1S

eTarge

<

,Ba

:

4

farge

s
S

Plot,Lastd,ThisXiinteger;

i

2

Real;

ar

g1

Ll ozl

4

O

1 RAT
1,4 N7z

‘i“i"

Cik

]

-
[~
—

-

ax, b, cx,0x,bp,50,dids,es,flagstinteger);

j

i,dhibyte)

©,bh,cl, ch,dl

y#80)+(x DIV 8)

{

of
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o

DR e
Sl e LA B D FO e

3 €O

-‘ M‘ o M’» !

¥ yinflowt;

8é: HESETH

g7 JInfios?;

B3 otalinflowtintiow;

EEH pindlowt;

78 i=TotalinflowtInfiow;

{: meld;

21

31 tet:'IT1+°tore-Target’T+?} BaseStore;}

SRS I « BTSN I )

194; : ted }**q*0:‘?*3*kTargpt[T]'PBaseStore))/4 B-Target[T+7]-BaseStore;
1 } (h-‘=6‘
i d1 THEN Gutfiow:=0utsious? 7/8.4
157: ELSE Duifiow =Dut§’;c¢s/é.4;
g7z | i
-99‘: ! 4
gg: 1 | o
gty T 1 MarF o)
iéz: Stores=StoretTotalIndioe-lutdiiow;
i3 IF SloredaxStore
284;  THEN EEGIN
" [N Spitis=Store-HaxSlore;
Bér Store:=MaxStore;
207 A

R ]

ore/Aread#QuiflowsEfnfac/3.6E4;

R S

el

T0utfiowsOutf
i 1145piti;
ner g“+Energv'

{3:=Ctore/freattinlevely
211={Target{T148a s‘?’tore}/ére +Mintevei;
F=Tolatindlay
§1:=0utFiga;
Sli=Spiiy
]
i i
21 7.9
» hit }: SE H
Zaty Figtlabel[30:="Intiow";
3Zr  FiotMax[31:=288.8;
P23 PletMin[31:=0.8;
224y Plotiabelldl:="Outflow’;
35t PlotHax[d]:=128.8;
‘Ec: Piothin[4]:=§.8;
237:  Flotlabell5):='Spiil’;
235 PlotMax[51:=280.8;
’39: PlotHin[S]:=8.8;
248:  END;
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Listing of ERICSIM.PAS, page & at @4:14pn 85/04/67

SEI
PlotReqd:Char;

jor &
[=]
l'.‘A,
;"‘l
m

ZZ: DataForrlot;
271 StopTime:=FinTim+ClockPeriod*8.1;
4221 ClockLow: -9,
i1 ClockHigh=8
It Time:=8,8;
NextPraTim:=0.4;
! WHILE Time{=StopTime DO
BESIN
Model;
IF Time=€.8 THEN

”
£
o
m
<

BEGIN
StartPlot;

] artFxotter;
ENE

DR SN RS

ST S

Ln Ew
R RS ey

=

ey

ey
i.’“) Lo B 5 |

oc& fighe=ClockHighs iy
¥l

(N ‘ J:‘:-
LA N B f

riod;

Lo ocr
T e LR Be Bad Py v
ca me e we

L BN L By}

i n‘. B ..‘:\ -
s
SR WY OO

[aCoN

e The O
O B CA) Fuy et

I

. J‘ e
[« ST g

i e IR TN I

B BT
- me mm ew

[>=]

srill Mot “,TotaiSpillell:)y
energy M ,:ota!Energv 18:5);
water used Mof 7\ TotalOutfiow:16:3);

writelnd

r3

5

i

7

731 woiteln;

-

74y

hed £ 7 H Y

7o close{infiouly;

761 closelInflon2d;

1 ES PN 3 PO A0

voioselInflowdt;

e I |
O o
“_.:
L)

‘ ‘ .D.‘ c‘:n £
el o)
K R I 3
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CONVERT.PAS
PROCB7.PAS
FILTB7.PAS
PLOT.PAS

These programs prccess the raw data logged at Gaur Power
Station. They convert the data from the original CPM binary
format to MSDOS 8087 binary format. The inflow is calculated
from the reservoir level and the turbine output. The inflow is
filtered to remove the effects of noise on the level reading.
Finally, the data may be plotted.




INDEX
1. STRATEGIC WATER MANAGEMENT

bP2.PAS This program executes the standard stochastic
dynamic programming optimisation on Loch Ericht.

DX .PAS This program performs the modified optimisation
of Loch Ericht.

ERICSIM.PAS This program simulates the operation of a target
storage plan for actual inflow data.

2. INFLOW PREDICTION

CONVERT.PAS Converts CPM format data to MSDOS files
PROCB87.PAS Calculates inflow from logged data
FILTB7.PAS Filters Inflow to reduce noise
PLOT87.PAS Plot data on HP plotter

PLOTPAP.PAS Simulate selective models and plot

3. DAILY DECOUPLING

TVDAILY.PAS Performs non-linear programming on daily problem

4. HDURLY SCHEDULING

TVHOURLY.PAS Uses Dynamic Programming to schedule the power
output of each station hourly.

S. SET POINT CONTROLLER
RTSIM.PAS Real time simulation of TD governed Hydro Turbine
SLOYSIM.PAS Simulation of set point control at Sloy
FASKSIM.PAS Simulation of set point control at Fasnakyle
TORRSIM.PAS Simulation of set point control at Torr Ackilty




DP2.PAS

This program uses standard stochastic dynamic programming to
optimise the strategic storage of Loch Ericht. The program takes
in excess of 26 hour for one iteration.

The function Ecost (Line 31-65) calculates the expected cost
of going from one node to another.

The main procedure Optimise (Line 67-119) uses this expected
cost to find the optimum strategy for the year.
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Listing of DP2.PAS, page 2 at B4:14pm B5/84/87

Espill s= Espill + PLIY # Spill
END;
Cost := Cost + Kf # Pfail + Ko # Espill
Ecost = Cost ;

ERE
PROCEDURE Optimise ;
BEGIN
Assign{Pfile, Dist.p’);
Reset(Pfilel;

ssign{StartFile,”Start.dat’);
Receti{StartFile);
FOR L := 8 T0 288 DO
BEGIN
FOR Wi:=! 70 52 DO Modes[L,Wk1*.Previous:=-1;
WITH Nodes[L,81* DO
Readin{StartFile,Cost,Previous);
ENE;
Close{SiartFile);
FOR Wk = 8 TC 31 DO
BEGIN
Read{Pfiie,P};
FOR L = 8 TO 288 DO
BEGIN
Current := Nodes[L WK™ ;
IF Current.Previous ¢ -1 THEN
BEGIR '
Start 5= L - 28
Stop =L+ 28
IF Start < B THEN Sfart = 8
IF Stop + ZBE THEN Stop := 286 ;
FOR Nest := Start 70 Stop DO
BEGIN .
Teost = Current.cost + Ecost(L Next,Wk) ;
IF (Tcost { Nodes[Next Wk+11%.Cost) OR
{Nodes[Next,Wii+11* . Previous = -1) THEH
WITH Kodes[Next,Wk+11* DO
BEGIN
Cost := Tcost ;
Previous 1= L

END;
END;
END;
END;
By
fezigniilarifite, Blartdat’ly

Tiity
Reldrite{StartFilel;
FOR L:=8 7O 288 DO

WITH NodesIL,521* DO :
WriteLn(StartFile,lost:15:5,” /,Previous:d);
Close{startFile);
AssigniResult,’Results. dat’);
Rewrite(Result);
FOR Wk:=8 T0 52 DO
FOR L:=8 TO 288 DO
Write(Result Nodes[1,wkl*);
Closei{Pfilel;
Close{Resuit};
END;

DF2.PAS page 2
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Listing of DX.FAS, page 3 at 84:81pm 85/84/87

11 portl$3ce] =5;
2: portl$3ci]:=8;

3 portl$3cel:=g;
124; portid3ctli=d44;
END;

:  PROCEDURE Edraw(x!,y!,x2,y2,colour:integer);
{this procedure rewritter by david loomes)
LABEL 999; {exit point if zerc length lined
VAR x,v,deltax,deltay,dx,dy,run ¢ integer;

PROCEDURE dp(x,y:INTEGER); IR i
VAR oty
iyoffrinteger;

5: BEGIN
oY offi={yx580+{x LIV 8}
37 porti3dce) :=8;

porti$3cfli=1 SHL (7-(x MOD B));
Premenl$4888:011];
meri$aBfb:offli=colour;

END;

B L) Fad e £D NG GO g T ©
- -

wn

L IR |

BEGIN
portl$3cel:=5;
porti$3cti=g;
IF {xi=x2) &ND (yi=y2
THEN GOTO 99%;

P,
Lo

deltay = absiyl-yI3;
geltax 1= ahsixi-a2d

IF y1oy2 THEN dy:=-! ELSE dy:=i;
IF #13x2 THEN dx:=-1 ELSE dxi=l;
£ 1= xly

W3 GO g Cre £ e Gl BN e

(=]

‘.‘
n . ..

—
[ I

v 1= vl

4 iy
IF deliax } deltay {increment along x axis?
THzM  BEGIN

run 1= deltas SHR {;

ot AR T S O ery

‘
1y -

g1 REPEAT
7 dpix,r;
148 % 1= xtdy;
i run 3= run - deitay;
2 IF run { 8

KB THEM BEGIN

164 run 1= run tdeltax;
i+ ¥OIE yidy
£} By

7 INTIL x=x2
END
ELSE BEGIN

!: 5
Ao e O NS
P e O O CO

: run = deltay SHRE 1; R T T ST
{711 REPEAT
dﬂix,r)i TR g e RER R

Y = yidy;

run = run - deltay;

IF run < 8

THEN  BEGIN
run = run tdeltay;
X 1= uddx
END;

INTIL y=y2

—
~J4

L= SR L

bt ‘!
~J -

O 3 00~

00 =1 ~J

DX.PAS page 3
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Listing of D¥.PAS, page 4 at 84:81pm 85/84/87

PROCEDURE Loadlats;

(%§§*§**%*§*§*%§*§*§§§*}ii************************************************)

{# This procedure Toads start data from file,

)

{**f*i******i*i***i*%**i***i************i******%***i******i*!*************)

1

Resyld {+ & THEN
1
3

t

not found '),

£l
PROCEDURE SaveData;

fx This procedere saves start data to file,

CREE RN R R R R RN RN TR AR R AN RN AR AR AR F AR ERR RS RS AR AR AR R R RRRREHK)

¥)

(EREF R R R AR R AR FF AR A RN AR R IR AR R AR AFRRBRRR SRR AR AR RRRRAERRRR)

DX,PAS page 4
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Listing of DX.PAS, page 5 at B4:0ipm 85/B4/5

BEGIN

Reset(DataFilel;
1314}

IF 10Result ¢: @ THEW
BEGIN
Writeln!'New File * DataQutFileName,” !7);
DetayiDed);
Command = 'Y

pcelDataFite);

Writeln(’ Duverwrite (DESTROY) old *, DataOutFileName);
Read(Kbd, Command);

Compand 1= Upfase!Command);

Rewr itef{DatsFilel;

AT

i$14:

IF i0Result = B THEW
BEGIN

PP.Parmz := Dats;
Write{DataFile,PP,PiBBR);
Close{DataFiled;
ENE
ELSE
Yriteln{’ Unable to open file /, DataDutFileName);

driteln{’ Loch Ericht Level Optimisation Program Ver, 1.8 )

FUNCTION UpcaseStr{S : Str88) : StrBe;

DX PAS page 5
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Listing of DX.PAS, page ¢ at B4:Ripm 65/84/87

381
B2 (MR R R SRR AR AR AR R R R O R R R RN RPN RRERN )
83: (¢ This Function returns a string which contairs the upper case string ®)
384y (% ot the parameter, ¥)
030 P ERROERRERR R RRRRI RN RO RO R RN R R R O R R R E R AR
LN
7 VAR
§: P o Integer;
§:r  BERIN
8 FOR P 1= 1 TG Length(S) 0O
1 SIPI 1= Uplase!SIPIY;
12 Upraselir = §;
KPR =ik
4
3
& FROTION ConsiStril i Chary Nt Integer) : Strég;

(REERFHRFEEREFRIRRRSHRRRA S NR RO R R R R R A R H R R R AR R RN IR H R 3 R)
(¥ ConstSir returnz 5 string with N characters of value € ¥)
CERRRARRRRERRERERERESFRRAPI AR BRI ORR AR R RRE RN RRI BRI AR AR R ERAE)

R & B S TR |

K N, 0

9

KL

i

R¥H

33 PROCEDURE Besps
334

KT **t+{f*¥*ix*44t*xt*****%****t***%****%i*f***********i*************t******)

23 ¢ the terminal bell or beeper ¥}
4%*f****é%*%**i**§§**!i*********%********************i****************i**)

VHQ TE : Cha
ing @ Banlean};

(FEEFFARERAFARARERRF AR RNERRRRA PRI AR IR AR AR R IR R RAFERERERERRRAERARSY)
{* This procedure alloe the reading and editing of any string. » %)
CRFFFEERRFEF R RN SRR LR IR RR R RRRRER DR AR EIR LR R ERRRTRERRA AR RERAR)

woen en

wn
o ol Ry e

[y B A0 BN o s

[N )

'§ & STRINGL255] ABSOLUTE Sess;

Y ]

DX.PAS page &




Listing of DX,PAS, page 7 at 84:81pn 85/85/87

s11 sTOYIX, YDy Write(S, ConetStrilnderScore, L-Length(Syid;
52
4 BeTodV{X+F, Yi; Read{kbd, Ch);

CASE Ch OF

el R S S SO A iy

{xxx%% The Following is only valid for the IBM PO #¥xsxsdsaes¥assy)

#27 1 IF KeyPresced THEN
BEGIN
Read{kbd, Ch);
£AST Ch OF
#75 : IF P ) B THEN
P = P-1
ELSE Beep;
$77 1+ IF P { Length(8) THEN
P = P4]
ELSE Beep;
7L P o= B

S gy O

7% 1 P s= Length'Q)'
822 1+ IF P { Length{S) THEN

BEGIN
DeteteS, P+, 1)y
Write(Copy(S, P+I, L), UnderScore);
ML,
= “F;
= "F\;

<y )
Bioh i

= o

o
e ww me e e
n

T
=B e B o B d
o -

nel OR (F = Length{S)} THEN

L THEY

Length(8; = L THEX
DeletedS, L, 1);
P o= Pely
Insertilh, &, P);
Write(Copy(S, P, ));
.ID
E‘%E Beep;

BEGIN
IF P (L THEN P 1= P+l
S Pi = Ch;
Write{Copy(§, P, L))
:iu;
“S 3 IF P Y 8 THEN
113 P = p-i
14y ELSE Beep;
6151 R IF P { Length{S) THEN
ALH P 1= Pl
i17: ELSE Beep;
F:H *0 1 IF P 4 Lepgth{S) THEN
19 BEGIH
428 Deiete§, Pti, 1);

DX, PAS page 7




Listing of DX.PAS, page § at 84:8ipm 85/84/87

LI WritelCopy(S, P41, L), UnderSccred;
P21 ENE;
2R “H, #iZ27 ¢ IF F ) @ THEN

A
-0
it
b o I
'

L% R SIS B o ]

Y ¢ EEGIN
WriteiConztStr{UnderScore, Length(5)-P));
DeletelS, P+i, L);
ENE;

DECI S RS SRR R A LI ]
m
—
oy 7
rey -
(o=
o
D
o

N ELSE

5 IF NOTICh 1M Term: THEN Beep;

: END; {of case;
INTIL Ch TN Term;

Fed L £33 €Y G2 L Bl
Sy e r

=
e
b
kel
e
4
]
e
=]
2
[’}
=
o
Ry
3
T
—
o
]
=
-
[y ]
parsy
=
E 3
oot
3
oy
P
wx
4
e
o
¥
Pt
b
b
¥,
¥
s
W
B
e
'y
pos
b
.
b el
£
B
e
3
Y
o
ht
N
Y
B
P
»
3K
>
fty
¥
»®
e
-

o Ew

I 2

54
it
Pt

: CTRTNATIRY .
zio 3 STRINGLIBI;
. mg
TEmD f Kealj
: ] f 20
Test : INTESER;

<
.
~u
e )
123
L]
m
=
[l
el
"
—t

nputlnt{YAR A:INTEGER;

76 L,X,Y: INTEGER;
i Term:CharSet;
78 VAR TC:CHAR;

§ Ins:Boolean);

2

D%.PAS page 8
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Listing of DX,

Rstr 1 STRINBL1R1;

BEGIN
StriAil8,Retrd;
IrputStr(Retr,L XY Term,TC, Ins);
Test:i=i;
WHILE Test{=LengthiRstr) DO
IF RstriTestl=" * THEN
DeleteiRstr,Test, i}
ELSE
Testi=Tect+{;

Val(Rstr,Temp,Test);
IF Test=2 THEK

PROCEDURE Mouse{UaR MI, M2, M3, M4 : Integer);

FAS, page 9 at B4:8ipm 85/84/67

{RFRRREARAERR RN RRNRRA O R E RPN RRRR AR RF R R R AR AR RS RS REFRRRENRR)
7% This procedure gets the position and status of the mouse. %)
[REEFERERRERRRAERNRRRIRRRAARKRERFRRRRAIEFERFRRRRRRARRRERRRRT R RAR SR RRIRAR)

YAk

1 o
A u
Q)

[ o T = LB S
PR O

>

(#x6%% END procedure mouse

BND;

Az, Bx, Oz, Dz, Bp, 51, Di; Ds, Es, Flags : Integer;
\';

EXEERRRFIRFTAFRLRFRRRAXXRRATRX SRR RARNRRFRRRRRY)

PROCEDURE GetDataf7 : 5irB8; VAR Dataj No @ Integer; Lx, Rx, By, Ty : Real);

[X.PAS page ¢
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Listing of DX.PA3, page 12 at B4:Bipm 83784787

1

42

2:  PRGCEZURE Say(S : Str8d:,
41 VAR

3t 11 Integer;

&y
&7 BEGI

e

(5~ ES « BN A
=
.

-+

[ R b Xy
m

— Ly £

b2 DR 2.0 Biar TR 4 » |

i74; S01+417 = 73" THEN
Y BEGIN
& Writelng

771 I =1+l

~C3 0
m
r:
m
=3

F §CI+11 = 71 THEN

.
:

; I

i BEGIN

iz Normdideo; { If your screen doesn’t have high/low viden, }
: Urited U icasel5l1+2100; { replace these 2 limes with: }
! Lowﬂfjea; { Write{S[1421,73 3
B 1= D43
&1 B
ETy ELGE Writel ¥ :y
i Ig= 4
71 j2HEH £ White I{=Llengthis) }
g BNy { Say 3
&7 1
3t
6941 ysed in the program pwrpiot to format a file for
= ing input data caTcu‘ated in the main program.

t
dified to suit cther programs as required,

v LIV B TAY [y e

?: BEBIN
g {initizlice the filed
11t Cirscr;
i2: writeln;
13: writeln{'Input name of file to be created *);
id: readininame);
&H aezignioutpuifile,name’;
6 rewriteloutputiiied;
:H FOR j = 870 51 DO
3 BEGIN

: writeln{outputfile Soiutionljl:18:5,ExpectedInfionlJl:18:5);

D¥.PAS page 12
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Listing of DX.PAS, page 13 at 84:81pm 85/04/87

END;  {curve element for loop}
wroteln{Outputfile,solutionl83:18:3,ExpectedIntioniBl 10:5);
¢l o:nfﬁ't~LtT Yl

END; {procedure filedmp)

PROCEDURE Optimise ;

VAR
1,8 MinFtr ¢ Integer;
Cievel Nlevel Min 1 Real ;
BEGIN
Enhanced'
ssigniPreal,"bibist.p’);
Re etiPreal);
FOR | ur =170 8200
28@ ﬁu

hn es'L,u4

[
>
O

WITH Nodes{1@6,81
BEGIN
Coet 1= 4.8
Previces 1= B
By

ERERE)

rLJT=Probldy,

Expeciedintioulli] =ExpectedintiowlWk14PIII% J+8. 50 %5tep;

=(UWE-42)%16 ELSE T.=188-10%dk;
280-(Wk-42%18 ELSE Ji=188+18%dy;
#
RIS IR XN
s
tar fi=i-1Ey
IF Start{® THEN start:=
Stopi=i+ it
IF StopyZBE THEN Stop:=288;
Current 1= NodesIL WK1
IF Curre&t.?revious {y -1 THEN
FOR Next := Start TO Stop DO
BEGIN
Teost := Current.cost ¢ EclNext-L]
IF {Tcost Y Hodes[Next Wk+13*,Cost) OR
{hodesINext,Wk+11% Previcus = -1) THEN
WITH Node si?ext WE+11* DO
BEGIN
fozt = Tcost

0X.PAS

(2%

page |




Listing of DX.PAS, page 14 at 84:8{pm B5/84/E7

e Previous := L 3
2 ENG;
31 END;

e
=
e

52 ENE;

4y Li=ieg;

7r Beild2l=L

&1 SclutionlSZli= (8011521 - 188 # Step
9t Li=Nodes{L,521".Previcus

787 FOR Wk =51 DOTC 1 DO

i BEGIN

e Edraw{ 194 (KodeslL WK1 Previous¥3) Wk #4, 1940%3 (wk+1)%4,13);
731 Solilikls=L;

LH SolutionlWki:=(SollWkl-188)45tep;
o Li=Nodesil WK1 p eyigys ;

K i

o

X

[ s

S BRSO U 5 Y SR % I N

)i' Eﬁclu meny’

- ¥
<

]
i é?%#ﬁzrput Fi

[ M)

ey

T O

Writet'Enter Data Input File Name 7 7);
ReadiniDatalaFileNamel;
Laad“a 33

DztalutFileName:=DatalnFileName;

E?
Lt |

R

oo )
~
e ]
(4]
=2}
—
=

£ A
[ "1’1 L
—

Fa) ) 100 )

)UF

[ 2]

¥ =

[ TR B 5]
a2
()

DX.PAS page 14
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of ERICSIM.PAS, page | at @ditdpm Q5/BE7E7

1t PROGESY ERichtSimulation;
2:

I COneET

4:  Biack=g,

3¢ Green=Z;

41 Redsd;

Tt Brown=d;

g1 Ares=iid.ly

F1 Minlevel=iiS5.2;

[y

Haztlow=128.9¢;
MinHead=493.6;
MarStore=0710.8;
E44=6.9;

§
g .-—D-‘» 459075
i shdoad

o

e me me we

L e bt
O LA P 0D PO D

[
|

rg
T
(B2

7 Si-inglE=CTRINGI1RI;
2

IR

7y VA

bl rn,!w,,;mesrd Rezly
2 P‘ot astA,Thx:f;I rteger;
LR ariARRAVILL .51 OF Real;
41 Integer;
fé

[ % oy

L)

o~

RECORD

(=)

siinteger};

[FS TV S )

(= RS o]

g e
P

WITE regs DO
axi=$ER1E;
intri%18 seg<\'

’

PROCEDURE eplotix,y,colouriinteger?;
AR

pori{iﬁce]:=5;
portl$3ctls=2;
off:={y*8B)+(x DIV 8);

ERICSIM.PAS page !
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PROCEDURE
\this proc
LAREL 99%;
VAR x,v,deltax

PROCEDURE d

VAR
i;offrinteger;
BEGIN

Listing
porti$3cel =5,
portlsicils=! SHL (7-{x MOD B));
e[ $ARRE 1o,
mem!$afBdoftii=colour;
poril$dcel:=h;
porti$icili=k;
poril$3nei =g,
portid$3cil=$44;
i

7

i¢ zero length
,8,dy,run ¢

i
exit pcrw*

GF Ttay

%4yt INTEBERY;

8
porti$3cil=t Ty MOD By
+

23iH

Pi=mem3ARBE 0441,
mer{$2088 0841 i=cotour
AT3%ar T e=F
O: '$~_" jt—u’
partl$3cil=2;
IF {xl=22) &R0 fyi=y2
THEN GOTO 999,
delttay i= abs{y!-y¥ii;
detiaz 1= absixi-x2);
IF yidyZ THZH dyi=-1 ELSE dy:=1;
IF xi¥a2 THEN dyi=-1 ELSE dui=i;
x =zl
¥l
IF deitaz ¥ deltay
THEN  BEGIN
run 1= deltay SHR 1
REFEST
detiay;
run := run tdeltay;
y 1= vy
Bl
WNTIL ¥=x2
ERE
ELSE BEGIN

run 1=

THEN BEGIN

Edrawisi,y1,x2,y2,colourtinteger);
Is
1

of ERICSIM.PAS, page

cedure rewritten by david loomes)
Tine}
integer;

2 at Bd:fdpn R3/EE/ET




Listing of ERICSIM.FAS, page 2 al 84:1dpn 85

1 rur = run +deltay;
21 Y 1= xtdy

i i

CH INTIL y=y2

3 END;

bs 999 dpix2,y2);

7+ port{33celi=s

j
P portl$3cili=h;
7 portl$3cel =g,
38: portl33ctli=gi4;

fr END;

3: PROCEDURE ModeiDialeg;
41 VAR

(51 Diff: Real

3
1, @ Int

v DataFiieNam

o Fon 3 er.

AT,
2 AT}

24, LAT )

41 vel file name 7 73

473

12 M

AKX
51
52
T3
o4 ,tupert edid

113,
t THEN MaxTarget:=Target{d];

e,

AR I

4l BEGIN

=X Expectediiis7:+ ] i=Expectedl 147];

4a a?getiil*7‘~33 =Targetl13714(Di${%);

S
Cole
s

7z 2

74:  TotaiEnergyi=6.8;

73 BaseTarget:=MaxStore-MaxTarget-24.8;

7ér Writein!{’ Optimum base Storage - *,BaseTarget:l18:3);
720 Writel  Enter storage base peint 7 ')

781 Readin{Storer;

791 BaseStore:=Siore;

28: END;

ERICSIM,PAS page 3
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Listing of ERICSIM.PAS, page 4 at 84:14pm 85/84/87

PROCEDURE Model;

-~

BEGIN

Readln{Inflowl,Inflow};

Totallntlow:=Inflow;

Readln{Inflow2,Inflow?;

Totallnfiow:=TotalInflowtinfiou;

ReadintInfios?, Inflowd;

Totalinflow:=TotalInflowtInflow;

Te=Trunc(Time);

W:=T MOD 7;
Dutftow:=Expected[T14Store-Target[T+71-BaseStore;}

Outfiows=Expected{T]+{Store+3#{Target[TI1+BaseStore))/4,8-Target{T+7]-BaseStore;

IF (=53 OR (=4}
THEN Outflow:=Outflowsd.7/4.4
ELSE Cutfiow:=Outflow’é.4;
IF Qutflow(d.8
THEN Outéime=0,0;
IF OUtflowiMaxfiow
THEM Qutfiow:=MaxFlow;
tore:=StoretTotalInfiow-Tuttion;
IF StoredMaxStore
THEM BEGIR
Spilli=btore-MaxSiore;
Store:=MaxStore;
END
ELSE Spilli=g.@;
nergys={MinHead+Store/Area) ¥utflowsEf¥fac/3.6E4;

Totailutflow:=TotalOutflowtlutflow;
TotalGpiil=TotalSpill45pill,
TotalEnergy:=TotalEnergy+Energy;

PlotVariili=SioresAreattinlevel;
PlotVarizi={Target[T1+BaseStore)/Areathinlevel;
Plotiar{31:=TotaiInflon;

Fiotveri4]:=0utFiow;

PlotVarl51:=5pill;

BND;

2Z: PROCEDURE DataForFlot;

BEGIH

Plotiabel[21:="Target’;
PlotHax[21:=1179.9;
PlotMinl21:=1135.8;
PlotLabell3i:="Inflou";
PlotMax[31:=208.8;
PlotMin[31:=8.8;
Plotiabelld1:="Dutflow’;
PlotMax{41:=138.8;
PlotHin{4):=8.0;
PlotLabel[5]:='8piil’;
PlotMax[51:=208.8;
PlotMini31:=8.0;

END;

ERICSIM.PAS page 4




Listing of ERICSIM.PAS, page T at 84:14pn 05/64/87

PROCEDURE Controlliateg;

BEGil
FinTimi=743z;
N3
PROCEDURE Plotdses;
IY""""F’:
Tiinteger;
BEGIN
Iy EDrawi®,B,8,219,Broun);
21 EDraw(439,8,43%,31%,Broun) ;
31 Ebrawi@,@8,43%,8,Broun);
dv FOR 1= 1 TO NoToPlot DO
S H

NoToPiot¥(PlotMaxl11-PlotHinl11));

HoToPlot)-!
dif5catel 11*’? otYar[li-PlothinlID)

~"‘sk'=T=un£{TimeScaIe*Téme};

Flatiari13-PlotHinllli);
;,&reenz;

FlstrTim95cale:s

PlatrStoreX:ARRAYIE, 12881 OF Integer;
PiotriioreY 1 ARRAYIL, 5,8, ,1208] OF Real;
PlotrBimY:ARRAYIL.,51 OF Integer;

oy

FiotryScale ARRAYIL, .52 OF Real;
FlotrStorePtr,PictrStorelengthiinteger;
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{

B

-

73

{me

toreXIPlotrStorePtr

3

HEX

1
4

iotr

[
=
[
2
€.
w
o lieny
-111
"

Tay

BEG!

i
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Listing of ERICSIM.PAS, page 7 at 04:1dpm 85/84/87

Write(Usr,“PU,1458,1375 PD,1638,6379,8058,6379,8258,1379;7);
FOR 1:=1 T0 NcToPiot DO
BEGSIH
Writeilisr,‘PU, 1458, PlotrBinY(1],*,PD,8858," PlotrBtaYi11,";”
END;
END

88: PROCEDURE Plotteriabels;
' UAH
TextX,PicirlabelY:Integer;
BEGIN
Writelsr,’SR;");
FOR 1:=1 70 NoToFlet DO
BEGIN
Plotrlabe!Y:=FlotrBinY{11+Round! 5688 NoToP1ot)-158;
Writeilsr,"Py, 958, ,PlotriabelY, LR’ ,PlotHax[ 131421, Chr(3));
PlotriabelV:=PlotrBinv[11+Round( 2586/ NoToPlot)-58;
WriteUsr,"PU,725,” PlotrlabelY, LB’ ,PlotLabe][11,Chr(3));
PlotriabelY:=PictrBiny[1]+50;
WriteiUsr,"PU,%58, PlotrlabeiY, LB’ PlotMinl11:4:1,Chr(3));

'?',’5?8,1179,LE;,B.B:3:2,Ehr(S?);
Writells Pb 483¢,1179 LB, "Days’,Chrid));
wr*°=f55' PL,E33R, 1175, LB FinTimié:],Cheidl )
TextX"SZSG Rnunu LengthiHeading)#112,5/2);
Writetdsr,"PU,",T exia, y8895,18” ,Heading,Chri3});

Fd Plotrd PlotrYiinteger;
BESIN
Writeln(” Heading for Plot ? - Maximun length é8 characters ‘)
Writein(’ ,‘,:.......,..,......,,.,.............,.,.,...........‘....( 3
Readln{Heading};
riteLn{” Plotter ready ? - Press any key *};
Fc?:l’ BTIL KevPressed;
PlotterInit;
Writellsr,"5PL; 70
p'-}h\pré.‘»ES‘
PlotierLabels;
Urite{lsr,"PU,5P2;7);
FOR !'-‘ T’ HoTePict OC

i trillishouns PlotrizcalellT#PlotrStoreVI], 83-PlotHinl11iy;
d*zte\dsr ‘R, §0frh, yoPlote, PD; ),
FOR Ji=! TD PiotrctoreLength 50
BEGIR
PlotrXs=1438+4#F otrStoreX[J];
FlotrY:= Piot'Eth{T‘*Rodnd’Pio*rYSca1e[I]ﬁ(PlotrStoreYiI,Jl-P]otHinII}});
WritelUsr,“PA, " PlotrX,’,”,PlotrY,”;");
END; H
ENE;
WritelUsr,’P,1456,1379;7);
END;

gonNeT
ClockPeriod=1;

ERICSIM.PAS page 7
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Listing of EFICSIM.PAS, page &

YAR
PlotReqd:Ch

BEGIN

ModeiDialog;
Lortrollialog;
DataForPlot;
StopTime:=FinTim+lockPeriod#s, 1
CiockLow:=8;
ClockRigh:=8;
Time:=8,8;
NexiPraTim:=g.0;
WHILE Time{=StopTime DO
BESIN
Model;
IF Time=8 .8 THEN
BEGIN
EtartPlot;
StartPlotter;

i
réiorelengthi=PiotrSiorePtr

yFresced;

BT K

yrotaldpilliie:5),
,1otaIEnerg 19:53;
yrotatOutflow:18:5;;

ﬁé

SIM.PAE page 8

at @4:14pn 85784,
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TVDAILY.PAS

This program performs the daily decoupling of the reservoirs
within the wvalley, using non-linear programming methods.
Procedure CostandPD (Line B830-91B) calculates the cost of the
current solution and partial derivatives of the cost with respect
to the daily outflow. The procedure DailySchedule (Line B15-
1131) uses the partial dervatives to adjust the current solution.
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Listing of TVDAILY.PAS, page Z at 82:2%pm 85/86/67

CS ¢ Vector;

CLZ & Vector;

CE : Vector;
(343 DA AND DUSK DEFINTTIONG FOR STATION EIGKT FLOW CONTROL  ##eaasasy)
Dawn ¢ Integer;

Dusk 1 Integer;

[ NLF PROBLEM  ##53X¥a¥3sXedasda s xaaansaass)

ROSTART OF OPTIMIGATION s¥¥¥XaddasXsdsfxs ¥ ¥¥%4%%%)

ime 1 Integer;

EEEFRREARERRRSERRER A RRR RSN AR RRRS RN AR RA AR RR AR RARRARRE AR REREAFREA)
MAIN SYSTEH UHRI%ELZ DEr’h T}&{ FRARFEEARRRRRRRFRALRIERERARFFFARN)
‘3 FHEREERRTERRRBRRERRE NSRRI FRRARRRRARSE)

oy
o

SR Y

=
™
”

e
0o
=4

(R RAR R RN R TR AR ERF RN AR R R IR AR SR AR RAERRRERER RN P AARASR TR FAF SRR RRAR
(x THIS PROCEDUEE LORDE START DATA FROM FILE. #

DataFile : FILE OF DataRecord;
PP+ RECORD CASE Integer OF
: (P1BBE 1 DataRecordly
i

i i
2 ¢ {Parmz : DataBeily

23PN

Reset{DataFiiel;

TURAILY . FAS page 2
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Listing of TVDAILY.PAS, page 3 at 82:3%m 05/84/€7

Writeln{DatalnFileName,
Delay(Saey;
END
ELEE

BEGIN
Read{Dat

not found !};

aFile, PP.PIREE);
Data := PP.Parmz;
CloseiDataFiled;

END;
SpitiDestinationl2l 1= 4
(exxxd END PROCEDURE LOADDATA  ¥¥¥¥xtsdsdsiiy rettaddiisbiaeiibitiaanass)

BN
N

Ny

FROCEDURE SaveData;
(R ERENF R RS XA R R R R R R R R R R R R R E R R R E AR NNERS)
f# THIS PROCEDURE SA4JES START DATR 70 FILE, ¥)

(RFREREREREARRNS R AR R R AR RIS R IR ISR RF IR FR AR R RN NI ARSI FERARER R SRS E)

VA

s
m
w
w
=
=
oo
n
—-
as
3 )
i
)
L)
Y
~*
0
o )
[
-
T
-
™
g
]
~—
-

GutfiteName, © ')

END;
IF Command = Y’ THEN
EFGIN

AssigniDataFiie, DatalutFileName);

{312
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Listing of TVDAILY.PAS, page 4 at €3:3%n 85-764/87

IF 10Result = & THEN
BEGIN
PP, Parmz
WritefDat
ClozefDat
END
ELSE
Writeln” Unable to open file 7, DatalutFileName);
END;
Delay{388);

Fi

Data;
ile, PP.FiBRE);
iled

at
2

(#%%%% END PROCEDURE SAVEDATA  #¥X#R¥¥XXXXsyassssdEasussrassdssaxasasssss)

Rorpliden;

driteln{” Tumme? Valley Daily Decoupling Program Ver. 2.8 )
Writein;

Lot ides;

IHCTIEN Upcasedtr{S : Str88) : SirBE;

CREREER RN AR AR R RN RN RN RN NS H AR RO R R R IR R AR R SRR RTAIRER)
(% THIZ FLNCTION RETURNS A STRING UHICH CONTAINS THE UPPER CASE STRING #
t¥ OF THE PARAMETER, %)
[ER RS RO R R R R R R R R R RN R AR R R R R R R R R R R AR AR RARR)

FINCTION ConstStr{C : Char; N : Integer) : Str88;

CEERRER R R AR R RN R R R R R R RN RE RO R R RN RRARE)
(¢ CONSTSTR RETURNS A STRING WITH N CHARACTERS OF VALUE C ¥)
CHEF TR R AR RN R R R RO R R R R RN R F RN R RN RRER)

VAR

§ 1 STRINGIBAT;

BEGIN

IF N ¢ @ THEN
{ 1= 6
§181 := ChriN)g

TUDAILY PAS page 4




Lizting of TVDAILY.PAS, page § at 83:3%pm 85/64-87

CREEEERFRAE PR RN R R R RSO AR R AR AR R AR AN F RS
{* BEEP SOLWDS THE TERMINAL BELL OR BEEPER %)
(REREREEN RO R R RN R R R R R R R R AR PR RN N R AT RNRARN)

5 DE{_‘E!;
KA Write*G;

541 ENDy
55
54
371 PROCEDURE Inp ‘“%PHF Sses;
331 L K, Y1 Integer;
57 T rm ¢ CharSety

: TC + Char;

ins : Boolean);

EFFEFREREERRE R RN IR R AR RN E R R R R R R RS H R RN B AR R AR BN R AR REARN)
{* THIG PROCEDURE ALLGYW THE READING AND EDITING OF ANY STRING. ¥)
CEFSREFARRASRE O R R RN R E R R R R R R R AR O A HE R AR R R R IR AN AR

341
45 = "

* 14

7B §: ETRINEIZSEY ABSOLUTE Ssssy

N Forointeger;

721 cho2 Lharg
3 EERIN

74 3 WriteiS, ConstStr{UnderScore, L-Length(S)));
B P

f

'y 135 Readikhd, Ch);

Ciaxye THE FOLLOWING I8 ONLY VALID FOR THE IBM PL  ssssssassdsaisss)

1 IF KeyPressed THEN
BEGIN
Head! ’.:.., Ch "
{453z Ch OF

LTT L, 1T DYy § THT
ECS TR YR 3

#77 ¢+ IF F

= Length(S);
F P < Length{S) THEN
BEGIN
Delete(S, P+f, 1)
ri *e(Copr.h, P+1, L), UnderScorel;
END;
#72 1 Ch 1= *Fy
#88 : Ch = *A;

DI
#7¢ : P
I

UDAILY (PAS page 3




ERD;
END;
$32,.8124

- or
ciSE

BN
UNTIL Ch IN Term
i P = Lengtht E‘;
¥4 BoTaxY(X4F, ¥);
thEH Writed’’iL-P);
3%4; TL 1= Ch;
+5H
JSé:
35371
S8:  ENDy
pav
&8

IF (Ins) OR
BEGIN
IF P {L THEM

Listing of TVDAILY.PAS, page 6 at 83:3%m 65/84’
#72 1 Ch = °E
881 1 Ch 1= X
82 1 Ch 1= M

ELSE Beep;

(P = Length{S§}) THEN

BEGIN
IF Length{8) = L THEN
DeleteS, L, 1);
P 1= Pily
Insert(Ch, 5, P};
WriteCopy(S, P, L))

ir,
Ao

ELSE Beep;

ENE
g
BEGIH
IF P CLTHEN P o= Poly

SIP] 1= Ch;

123 Write(CopyiS, P, L3}y
24, ENE
255 Sy IFF 5 B THEN
9241 P = P-i
v ELSE Beep;
281 *0 ¢ IF P ¢ LengthiS) THER
(251 F = P4t
gcih  ELSE Beep;
33 *G 0 IF P { LengthiS) THEN
& BEGIN
Deteielf, P41, 1},
Write(Copyi§, P+1, L), UnderScore);
EME;
“Hy BIZF 1 IF P g THEN
BEGIH
DeletelS, P, 1);
Urite(‘H, Copr{§, F, L}, UnderScore);
= P-1
E&‘
ELSE Beep;
*f 1 BEGIK

t8tr{lnderSeore, Length(5)-P));
5+1 LY

IF NOTiCh IN Term) THEN Beep;

{OF CASE}

f##%6% END PROCEDURE INPUTSTR  #¥#3¥X¥samidddddEdsdisd¥sfsixadssssssssss)

FROCEDURE InputReal(VAR A : Real;

TDAILY.PAS page &
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Listing of TVDSILY.PAS, page 7 at 83:3%m 85/84/67

Ly X, Y @ Integer;
Term 1 CharSet;
YAR TC : Char;

Ins : Beolean);

i STRINGI181;
Temp @ Real;
i Integer;

2, R‘Slr‘)'
triRetr, L, X, ¥, Term, TC, Ins);
= i
WHILE Test ¢= Length{Rstr) DO
IF RstriTestl = © 7 THEN
Deletelfistr, Test, 1}

—
;-]
5
ne
o
i
o

PROCEDURE InputInt{VAR A : Integer;
Ly X, ¥ ¢ Integer;
Term : Charfet;
VAR TC @ Char;

s ¢ Booleandy

Lt

Rstr @ STRINGI18];

Temp @ Integer;

Test ¢ Integer;

8EGIK
Strid:g, Rstr
IngutStr(R:rr L X, ¥, Term, TC, Ing);
Test = 1;
UH LE Te:f = Lengthifistr) DO
J =

Efinteaﬁi.r Test, 1)
ELSE
Teet o= Teztels
et 1= Tezisly
ValiRstr, Temp, Tests;
IF Test = 8 THEN
BERIN
A 1= Temp;
BND;
BeToxY X, ¥1;
WritelAu;
BN,

PROCEDURE Mouse(VAR M1, M2, M3, M4 : Integer);

CRF R RO AR R RN AR N R SRR R R AR R R IR EAA)
{+ THIS PROCEDURE GETS THE POSITION AND STATUS OF THE MDUSE, ¥)

TUBAILY.PAS page 7




Licting of TVDAILY.PAS, page 8 at 62:39pm 85 'B2/57

‘f*i*****§¥§***¥?§*§*ii%§§§§*§*§f(é**!******?**ii')ﬁ*i*‘}{i***§*§***§¥.*****¥§§**_)

s
o G

D IS 7S I O R

ra

VAR
Regs : RECORD
Ax, Bx, Cx, Dx, Bp, Si, Di, Ds, Es, Flags : Integer;
END;

- . 1
D o P §3 ra

D oD - O

£

BEGIN
WITH Regs DD
BEGIN

Ax 4

nou
= ibec o
e

1l
=X
=

T
&
(X% -

}
r{3!, Regsi;
; Reg: Dg

e gl e
o]

TwOW oW
£ o I
D Y A

AR
£}
fe)

creads END PROCEDURE MOUSE  #x#dddss i i bt diiaasnna s atea s e e ¥ i k639 659 099)

Cr 1 e

ERD
{§R-1
FROZEDURE GetlataT 1 StrB8; VAR Dataj No & Integer; Ly, Ry, By, Ty 1 Real);
(R OO O R R R A R E RS TR RO R R AR X A AR AR RN RN AT EE)
(% THIS PROCEDURE USES THE MOUSE TO INPUT CURVES. Ly
CHERERR RO SR R R AR R R F E R R R AR R R R R RN R AR AR R R
VAR
, Mi, MZ, M3, M4, Py, Oy, Y, Ny, Ox, X : Integer;
i fuit : Boolean;
§41t Ok 1 Char;
521 Sz, I, Mr 1 Integer;
L% Sy ¢ Real;
dady [y ARRAYLL, .21 OF Rea! ABSOLUTE Dats;
EDSiw

, M2, M3, M,

{¥%s%% TEST IF MOUSE INSTALLED RRREREAXERRERRAXXXREEXRRRFERRERRRRRIERE)

i
ne’ mouse not installed 117);
i

TUDAILY.PAS page 8




Listing of TVDAILY.PAS, page 9 at 83:29pm 05/04787
) 1 g

& 1= Trunc(548/Ne?;
IF S > 8 THEN
BEGIXN

19, H:, 19, 1);
v, 181, 133
81, 29, 181, x),
y 39, 19, 1

!
T
BT .
(1504, 181, (1504403, 185, 1)
8T

133, (020, 35, ((Is14)+28), D)

iy ((I¥14)4208), Mx4d, ((151434208), 1)
EREy

FOR I :=1 70 Ne-1 DO

[as]

Y Fa L) Py e

Lo+lxdi5:2, ¢ 7, DIIT:5:2);

dy 1= 1BB-Trunc({D[I-11-By)#Sy);
9 Drawi¥-Sx, Oy, ¥-5x, Y, 8);

238 END

331 ELEE

22 Oy = -1

33 IF 1 4 Ho THEN

5341 BEGIN

EiF Ny o= 188-Trunc{(D[1+1]-By)#8y);
WIS Draw(X, Ny, X, Y, 83;

537: EHD

¥ ELSE

h3%: Ry 1= -1,
a8 Draw(X, Y, X-5x, Y, 8);

"~

TVDAILY.PAS page 9
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Listing of TVDAILY.PAS, page 18 at 83:3%m 85.75/87

MouseiMi, M2, M3, MdJ;

¥
{28 THER Y 1= 28;
¥ 3 {68 THEN Y := 188,
1= (188-Y)./5y+By;

AY(SE, D) Write (I No#(Rx-Lx)+Lx):5:2, * 7, DII1:S:
rrawlX, Py, ¥-Gx, Py, 8);

Draw(X, 7, X-Sx, ¥, 1)

Bv = ¥
WTIL 12
Delay(288};

IF Oy (> -1 THEN Draw(X-Sx, Oy, X-5x, Y, 1);
IF Ny {& -1 THEN Drawi¥, Ny, L PEB D

e R L ey
o= e s T 2 |

it R

o b

S

cn

h)

-

[ ]

H oo

8;

END “'.
IF Key Pre=5ed THEN

i
HrzieiUpCase(S[I+2])); { REPLACE THESE 3 LINES WITH:
Lowiden; { WRITECSII+2],7)"); }

Pa= i+
END
ELSE Write( 4 )y

VDAILY.PAS page 18
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Listing of TVDAILY.PAS, page 1! at 83:3%pm €5/84/87

£ ¥

Writeln(” Initial Functions’);

Uritein:’ IW@M&W@%‘M%@%WMWWWMW&WW; BF
Writeln(’: Station dnitial 3initial 3 Final 3 Final 3 Inflow 30utflow :* ;
Writelni” 3 Level 3Storage 3 Level 3Storage 3 3 )

FiR 1 w=1708 00

DoToXyi24, (4+1L325); Write{InitiallevellLief:2 H
boToxy{32, (4+L#Z3); WritelInitialStorell1:B:2);

GoToXY {24, (4+0%2)); Urite(InitiallevellL1:6:2);
BoToX¥(33, (&+L¥2); Write(InitialStorelL]:8:2);

3+ BEGIN

ne

£5D0DLODD0DDLD0DEDDDDDDDDEDDDUODOLELDEDDDDDEDDEI0D ED:DWUDDQ’DEESDDFDﬁDS’);
i elll, "":21-LengthiStationkan=111), “3°, InitialLevel {13:3:2, 737,
frecleveillliBiZ, "2, DesiredStorelll:8:2, /3,

SR T DT R N OO R DM R DR RO DD M D AR M 00040 L)

3 (MaxStorell 14280 ,8) THEN

Ll
HILI+(MaxStorelLirArealil)y

Y

)

*21, TC, Truej;

TUDAILY.PAS page if
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Listing of TVDAILY.PAS, page 12 at

AT

ah e
y Ry Fy e
VD #arealll;

[L1, 8, 42, (4+Lady, !*“
SIFEGLQJEI.L"ﬁ'D-E

f THEN

HaxStorelll;
MinLevel[Ll+(MaxStore[L1/Areall]);

ba Tc“ ‘43,

(6tL#23); Write{Deciredievel[L1:8;
GoTaXY(3l, (&+L*2)); Write{DeziredStorelL]:8:

233
2);

i
If DeziredSiorell] ¥ (MaxBiorelL1+268.8) THEN
ZERIN
DesiredStorell] = MaxStorelll;
DesiredievellL] := Minlevel[L1+{MazStare[L1/breall]);
:‘r'.él'v 1
LYy

aoy (EHLEE)) s MritetDesiredlevel[L1:832);
Dy CePLEZNI; Write(DeziredStorell3:8:2);
3 Piintlowild, 8, 88, (4+L#2}, [*M, %A, *F, *I]
&
IFTE = *F THR
IFLYITHRN L = LD ELSEL = 8
IFTC = *4 THEN
IFLOBTHRR L = L+l ELSE L o= 1
IF 70 = *H THEN
IFT{STHERN T 1= 4L ELSE T o= 1y
BTIL T = "4y
EHG
FOCEMURE CostBoreem
VAR
Iy L1 Integer;
TC s Chary
BEGIN
Title; :
dritelnd’ Cost Functions’);
e i tel BB B
:e‘

K]

o

3

rea- n

”'21 Le g‘h(SlatlonNam:_i Iy e,
737y CLI[I3:18:2, 737, CL2011:16:2,

S;nthhN&ﬂE[I
CE{11.18.2,

wri‘s;n\’:’

CSl11:18:2, 737,

,n/

TVBAILY.PAS page 12

9pm 8564787

1, TG, True);

*23, TC, True);
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Listing of TVDAILY,PAS, page 12 at 82:2%m 85/84/87
NG,
u}v Plen R R I O P M DR P D R0 DR 58 PR PO PR £ oF
=1
L=
REPEAT
CASE T OF
Do InputReal (CEILT, 18, 24, (4+L¥2), "N, "4, *F, 21, TC, True);
21 Inpu*ﬁeax‘ﬁ I, 1?, 33, (etl#2), [*M, "4, °F, ‘Z] TC, True);
3¢ IoputReal (CLIILI, 18, 44, {é+L32), '“H, F, "1 TC Trued;
& 1 InputR eavi;;;.LI 18, 57, 4 LiE:, UMy A, °F, T3, 7L, Truel;
END;
IF TC = *F THEN
IFLY P THN L == L1 ELSE L = 8
IF 70 = *A THEN
IFLOQTHEN L 1= Ll ELSE L 5=
IF 70 = "M THEX
IFTLATHEN T 1= 141 BLSE [ 5=
&TIL T =~
END;
PROCEDURE LochDataScreen;
VAR
ByLor Integer;
TL o Chary
toch Data N
Moot g anilasasiasa i v TR
IoMa 3 Min I Min 3 Area i)
3 Store 3 Stopre 2 Level 3 HE

Ty
'}

P §
m
1T e
&

(23]

K2 n £« B3 e irs

P
o

—
"
()

IFL

LODOLOEDDDDLDLDDEDDODDDDDDDEDDDDDDDDDDEDDDROTDODES ) ;
Y LGugthKLDChh&ﬂE{}E} ‘3", MaxStorel11:18:2, ‘37, MinStore
DIEIEE, vy

» 1 THEN
IF TC = "4 THY

IF L4

IFTC = %

[
f

-

LT

UNT
ENE;

PRAOCEDURE S

VAR

7
1

C

/
i}

IIJ

8 THEN

THEN

3 THEW

A

o+

2

L 1
ns

s
Dy

Screen;

LR X

L= 1
I

"U FA T8

(4+1%2} y { H, Af‘i, *F
4, {4+132},

EA!;
{

"1, TC, Trued;
*21, TC True};
Truaa'

H

i
]

AH

roaES
Hrugs oy
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Listing of TVDAILY.PAS, page !4 at 82:3%n 85/8:767

I, Lt Integer;
TC : Char;

BESIN
Titley
Writeln(’ Station Data '),
Writeln O/ THARRREOREE RO AR DR MO DM OO L DR TR O MDA R ORI IR S H )
Writetni’y Station ToOpt 3 Max 3 Min 2 Turhine ')
kritelni’s 3 Fower 3 Turhbine 3 Turbine 3 Flow N
FOR T =170 800

sty
Pouih

L'xte_u"G[""DSv LODDLDODDDOODE

Writeln(’17, StationKanslll, /"2

anurblne 7] 18, “3°, FlowPerlni
ENE;

DBODDCODDDEDDDDODDDDDEDDDDODDLIDE )
ti

dritelnt  HECEROEIA IR0 R IR RRO Y WLWMWWMMU; ;
=1

L=y

REPEAT

P
()
Mmoo
st
-

o}

i utStr(StationName (LT, 26, 2, (4+L32), ["M, *A, *F, *Z1, TC, Trued;
z itReatiPoptill, 16, 24, (4+Lx2), [*M, ’é “F, ‘23, Tt Tr ey
3 tIntiMaxTurbinell], 18, 25, f:* ¥21, I'M, ‘4, °F, .J TC, Truel;
4 i inelll, 18, 44 (‘ 4, °F y TC; Truel;
3 i ) AA, F, ‘2 1, TF Trued;

B

IF TC = *F THEY
IFL Y D THEN L 5= L-1 ELSE L = g

IF 70 = *4 THEN
IFLULBTHEN L = 4L ELSEL = 14

IF 70 = A THER
IFLOGTHEN T o= 4L ELEE T 5=

WTIL 7L = *1;
SR

rdy TR, Cast, Previost, Demanddax,
RequiredfutFios, Demanddin : Real;

: ivatives, Maxlutflom, H;nOutFlow,

fory ActualStore, HourlyFlow, Step : Vector;

Dena;d ¢ ARRAYLE, MaxTime] OF Real;
emand 3 ARRAYIT..25] OF Real;

=z 1 Point;
vu?ﬁ Bir, Demandi

PROCEDURE CoctandPd(VAR Cost : Real;
VAR PD ¢ Vector;
VAR Solution @ Vectord;

VAF
IntPoau @ Real;
Dan Station 1 Integer;
Nhi; KHZ Inxeger'
BEGIN
FOR Dam := { 70 MaxStation DO
BEGIN

TVOAILY . PAS page 14
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m Listing of TVDRILY.PAS, page 14 at 83:3%m 85/84/87

GBI EiLSE
Bt IF ActvaiStorelfestinationiDanil ) DesiredStorelDestinationifan.] THEN
e POiDam? 1= PDIDami+CLZiDanl/d.0;
FiEgy IF Actuz'StorelDectination(Damil { MinStorelDestinationiDaml]l THEN
o BEGIN
B PhlDam] := PhIDani-CElDestinationlDamil;
9E7s IF {Actua’StorelDand ( MinStorefDami) THER
a8 POICaml 1= PLIDamI-CE(Danl;
& BNy
LR IF SpiltageibestinationiDanld @ 8.8 THEN
i PDiDanl 1= Pi{Daml+C8TDestinationiDam]i%5,
2: IF {SelutioniDaml = MinQutFlow[Daml) AND (Pu{Daml > 8.8)) THEK
KN Phiband 1= 8.0,
41 IF ({SeiutionfDan] = MaxOutFlowlDam]) AND (PDIDam] ¢ 8.8)) THEK
K Philam? 1= B.E;
és END;
7 ENE,
g: BNl
i

1e DREGRAPH o using .wput data calculated in the main program.
Tt may chviouziy be modified to suit other programs as required,
1

TYPE

AvrTL,

FileName = STRINGII31;
728 VAR
4930 1, & 1 Integer;
T outputfile 1 Text;
7331 name 1 FileRame;
§ad outpuivar @ Real,
35
HeYH
R
238
35
48
Fai,
742
P43
441
£

Ur:ieLr‘ouxnvif:xvi;
britefoutputfile, '8,17);
Writelnioutputfile);

Writefoutpuliite, “*%7);
Writels fitely
Writeloutputiile, "DATA'Y,
P53: urr elnicutputfilel;
934: riteloutpuifile, “B,27);
Fa5: H,xte nloutputfiled;
iEH Writedoutputfile, 5770,
R dritelniputputfiled;

" RN
{IN ALISEJ SDF FILE}
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Licting of TUDAILY .PAS, page 17 5t 8@

Writeinfoutputiitel;
Lritefau‘pvff;?e, BCT
“'att-l\cutpu tiled;
FOR 0 =8 70 24 DO

Od;ﬂVM i= DemandlJl;
Write{outputfile, ’E,’, cutputvar:18:9);
Writelnloutputfiled;
Uritelogtputtite, V'),
Writeinfouiputdiied;
ENE; {CURVE ELEMENT FOR LOGF:
Writeloytputfile; "-1,8");

1g
Writel nxoL‘puff’fe);
Writeloutputfile, "8077);
H'z?eLnIW'tpui4«IE);
FOR 4 = 1 70 22 D0
BEGIN
cutpetvar 1= SortDemandld142.5;
Writelouip ‘4)15, ‘8,7 outputuarilBi5);

riielntoutpuifiied;
Writeloutputéile, V'),
Lriteln{outputfile);

B {CURVE ELEMENT FOR LOOF)
W to be created for results (¥.dat).”)
fe
Fo
alttore[1]:18:2, * 7, DesiredStore[1]:18:2, 7 /
tutionl11:18:5);

By {PROCEDURE FILEDMP:

s
Station 1 integer,

Linear Programming Daily Solution Start ...”);

{ FIND THE TOTAL NATURAL INFLOU TC EACH D&M 3

FOX Station ;= { TGO HaxStation DO
61

v PA e
TWIRILY . PAS page |
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Listing of TVDAILY.PAS, page 19 at £2:3%x @

PN R EpRe e
L INFLGW FROY OTHER STETIONZ

FOR Dam := § 70 Station DG

IF Testination{Daml = Station THEN

RequiﬂedﬁutFlow = RequiredﬁutF¥0w+So?utionﬁDam];

oivtionlStation] = RequiredOutFlow;
F Sotution{Station] } M #DutFlows{Station] THEK
g rlStztion] = MaxDuiFiowlStationl;
SolutioniStation] { MinGuiFlowlStation] THEN
foiutioniSiation] = HindutFiowiStation;

MaxStation DO
i= Solution[Stationl#SteplStation];

net y FartiaiDerivatives, Solution);
Totalfe = E.E;
FOR Station := [ 70 MaxStation DO
BEGIN
TotaiFe 1= TataiFdeSgriPartialDerivatives[Station]);

Fi
{31 utFlow[Stationd))) THEN

&t

ELSE

fa P Y

WL
s Xisd
-
ELSE
c4-
“ LT

Command : Char;
ReDraw : Boclean

EEGIN
kelraw 1= True;

'3

N
[Tl of




Listing of TVDAILY,PAS, page 28 at 83:39pm 65/E4/§7

REPEAT
IF Rebraw THIN
BEGIR
Title;
SzV fﬁHa‘n

Sa,i’H” HES T
ritef JcLa

Sa»*' Dot HES N

U!"le’».Dd*dQL}

Say{“%Edl i eny’);

Say{ /@i iStati ta Menu’d;
Say("i¥ Demand )y

Say (/%% Cogt Function Meny’ 1

Say (U@ Results and Initial zsation o H
ay(’”i‘?"E

~

bp‘acF Lomnandi
ReDraw 1= Trye;
CASE Command D~

sT8

L
3
ooy ] and Curve’, Demandiil, 24, 6.8, 24.4, 9.8, 5.8);
Ly CoztBoresrn;
R 1 InitialSereen;
‘BT 1 DailySchedule;
B, " CASE (O 3
WNTIL (Command = "6
riteln;

BNG; [ MATNHEND 3

P8 MainMenu;
1940 IF DatalutFiteMame ¢ 77 THDN
| GaveData;

DAILY.PAS page 20




Listing of TVHOURLY.PAS, page 1 at B3:88pm 85/84./87

11 PROGRaM HuoriySchedulingProblem;

[0 %)

{$K+3

oo

1 CONST

DataSetSize = 7988,
MaxStation = &
MaxTime = 24;

@ O O

(*ii§§§**i*&**f***;*i**§****!**i%*******§*§§*****%********************§*§§)

(ks CONSTANTS WHICH DEFINE THE SIZE OF THE PROBLEM EREXRERRRERERAIRER)
(**i***i***%************************§§*li*****ii*&*!****i*i!!*!*&**i****ii)

N‘t——h

PRrRE—

TYPE
Str88 = STRINGIBGI;
Stri3 = STRINGI15];
Strie = STRINGI18I;
CharSet = SET OF Char;
Vector = ARRAYLL, MaxStation] OF Real;
Foint = ARRAYI1. . MaxStation] OF Integer;
Buffer = STRINGLRGI;
Names = ARRAYIL, MasBfation] OF STRINGLZR);
Fiow = ARRAYI1, MaxTimel OF Real;
FileName = STRINGI281;
Node = RECORD

PSSR e i IS B - B N X, RN Y

l\;‘dmg— v! — R

R

StoreZ,
Spill,
Empty 1 Real;
Uy Prevnode 1 Integer;
END;
DataSet = ARRAYIL, DataSetSize] OF Byte;
DataRecord = ARRAY[1..DataSetSize] OF Byte;

0 CO

Ca. o )h-‘lg
3 -1 oe oh
(4 B s ]
—~
[= Y}
T -
[

o

E&l
A R O
o e e

N,
bha g O :::J‘ Y OO |

—

(**§§§ii**********i****i*********************§**i*****************i***i*!*)
(#k53%  CONSTANTS FOR THE OPTIMISATION PROBLEM #SSuexsxsxxxdsssixeassns)
(******i**i******%iii*i*i*i%**i********i*i****§§§i*ii*******i*************)

¥E

iB: {sxxxx L OCH INFORMATION: STCRAGES IN MCF EXEXERRERRAXXREF R IR RERIREEE)
441 (¥¥3y LEVELS IN FEET  #ss#ssdisdasriraissxsassssasy)
d8y Lochiame 1 Names
47: HaxStore 1 Vector;

HinStore : Vector;
Area 1 Vector;
HinLevel 1 Vector;

D D CO

Al
[ et

(200

(¥¥2%% DEFINITION OF VALLEY INTERACTIONS FERNRAFRRRBRREFRIRRAXRRRAREXEER)

Destination : Point;
SpillDestination : Point;
SpillDelay : Vector;

[ RS M Y B )
“d O TN B

D=~

(#xxx STATION INFORMATION: FLOW IN MCF PER SET PER HOUR s¥sxsxssxsxssx)

StationName : Names;

. .
363

TUHOURLY . PAS page 1
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Listing of TVHOURLY.PAS, page 2 at 83:68pm 85:84/87

FlowPerUnit : Vector;
Optpower : Vector;
MaxTurbine : Point;
MinTurbine : Point;

(¥x%%x  COST FINCTIONS FOR OPTIMISATION EXERERRRERFRRAIRRIRAFRRRRRRRRAERS)

CP : Vector;
C0 : Vector;
€5 : Vector;
CL2 : Vector;
CE : Vector;

(¥#xxx DAUN AND DUSK DEFINITIONS FOR STATION EIGHT FLOW CONTROL assxsexsx)

Dawn i Integer;
Dusk : Integer;

(#t¥%% STEP GIZE FOR DAILY NLP PRUBLEM MX¥sssBsrtsassxsstsexsiiasiassss)
StepSize : Real;

Cwwxax BASE TIME FOR START OF OPTIMISATION $eestmsessuxxaxcxsaxxssssssss)
BazeTime 1 Integer;

(********%***%**********%*****%**i****i%*i*i*************i****ﬁ****i*****ﬁ)
(¥*x¥¥  MAIN SYSTEM UARIABLE DEFINITION EERFEXRRRFRRRRRERRRRARARLRRRARNSS)
(i****§§*§§§§§§§§i****%§i§**§§*§§i****5**%ii**}i******%*%***i***i****i****)

Demand : Floa;

ALy A2, A3 3 Vector;

Initiailevel, Desiredievel : Yector;
InitialStore, DesiredStore : Vector;
Solution : Vector;

Spillage, Storags, Inflow : ARRAYIL..8] OF Flow;
InitialTurbine : Point;
Hour TySclution : ARRAYI1..8, 8..24] OF Integer;
Buf 1 ARRAY1,.1881 OF Real;

Data : DataSet ABSOLUTE LochName;

DatalnFiieName : FileName;
DataDutFiieName : FileName;
Ty Jd ot Integer;

HodeFir i ARRAYIH..MaxTime, 8,.58] OF *Node;

PROCEDURE LoadData;

U R R R R R RO R R R AR R R R AR AR ARR)
{* THIS PROCEDURE LOADS START DATA FROM FILE, ¥)
CHEEREE R O IR AR R R R R R R IR R RN RRE)

VAR
DataFile : FILE OF DataRecord;
PP : RECORD CASE Integer OF
1+ (P108G : DataRecord);
2 @ (Parmz : DataSet);

TUHOURLY .PAS page 2




Listing of TVHOURLY.PAS, page 3 at 82:88pm B5/64/87
END;

BEGIN
Assign(DataFile, DatalnFileName);

{$1-3
Reset{DataFile);
{414}

IF I0Result ) 8 THEN
BEGIN
WriteLn(DatalnFileName, ’ not found !);
Delay{588);
END
ELSE
BEGIN
Read{DataFile, PF,PiB88);
Data := PP.Parmz;
Ciose{DataFile);
END;
SpitiDestination[2] = ¢;
(exxax END PROCEDURE LDADDATA  MREAXXE¥Smsdsdiiyltisaabueiai s xxsasssss)

END;

PROCZDURE Savelatag

(RREERARE AR RO R O R R R R R E R R RN R R AR 1)
{# THIS PROCEDURE SAVES START DATA TO FILE. 7 ¥)
CERRERR R R R R R R R R R R R R R R RN A )

VAR

156:  DataFile : FILE OF DataRecord;

1571 Command i Char;

b6 PP : RECORD CASE Integer OF
f155: 1 : (P1888 : DataRecordi;

b 68 2 1 {(Parmz : DataSet);

141: END;

BEGIN
AssigniDataFile, DataDutFileName);

41}

Reset{DataFile);

IF 10Resuit {3 8 THEN
BEGIN '
Writeln({‘New File *, DataDutFileName, ' !/);
Delay(588:;
Command = Y’y
END
ELSE
BEGIN
Close{DataFile);

TUHOURLY .P4S page 3




Listing of TUHOURLY.PAS, page 4 at 83:08pm 85/64/67

1 Writeln?’ Overwrite (DESTROY) oid *y DataQutFileName);
821 Readikbd, Comrznd’y
: Command := UpCase(Command);
ENi;
IF Conmand = Y’ THEN
BESIN
AssigniDataFile, DataQutFileName);

{$1-}

Rewrite(DatafFile)

=
e
—a
-
[

iF I0Result = 8 THEN
BEGIN
PP.Farmz 1= Data;
WriteiDataFile, PP.P188);
Closeibatatilel;

Writeln{’ Unable to open file LataQutFileName);

{e#%%% END PROCEDURE SAVEDATA EEERRRREERRERARRRRER S SRR NI SRR RLRIRRRRRARY)

oy

~N

€3 €
~3 O

s e e T m
(¥ CONSTSTR RETURNS A STRING WITH N CHARACTERS OF VALUE C )

121 BEGIN
¥i3: Cirser
i4: Naxm&ldeo;'
15 Writeln{” Tummel Valley Optimization Program Ver, 2.1 /)
H4T:H Hriteln;
247 Lowdideo;
B END;
1455
S
2y FLNCTION UpcazeStris o Str88) : 5tr88;
wrh
223: (FERRO R R O R R S R R E RN )
24: (% THIS FINCTION RETURNE A STRING WHICH CONTAINS THE UPPER CASE STRING »
7251 (F OF THE PRRaMITER, #)
REEH f**¥§i+}titAa}f&é*i*é+%9%%5?&**#if#é*%*%%**ii?**ifi&iii§§*§§§%*§*§*****§*i)
2271
2283
771
fae:
23t 0o
31
35
234;
a? 35 1
36:
2371 FINCTION ConstStril : Chary N : Integer) : Str8f;

£
(=~

ﬂ TUHOURLY .PAS page ¢
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Listing of TUHOURLY.PAS, page 5 at B3:88pm 85/84/87

(********i**********§***ii*******i*i********i***!**********i**************)

VAR
§ : STRINGIBA!;
BEGIN
IFN <8
N = 8;
S[8] = ChrNy;
FillChar (5011, N, C);
ConstStr 1= §;
END;

THEH

PROCEDURE Beep;

(*i***********i*i**&*i*i********§*******§*i*****************i**i**********)

(» BEEP SGUNDS THE TERMINAL BELL OR BEEFER ¥)
(HEE R R R O R AR

BEGIN
ritel*G);
ENE;

PROCEDURE InputStriVAR Ssss;
Ly X, Y 1 Integer;
Term @ CharSet;
VAR TC ¢ Chary
Ins : Boolean);

CHEE R O O R R R RN
% THIS PROCEDURE ALLOW THE READING AND EDITING OF ANY STRING. ¥
(B R O A R

CONST
UnderScore = 7"
VAR
§ 1 STRINGL2551 ABSOLUTE Ssss;
P i Integer;
Eh 1 Char;
BEGIN
BoToXY(X, Y); Write(s, ConstStr{linderScore, L-Length{5)));
Pi=8

(exsxx THE FOLLOWING IS ONLY VALID FOR THE IBM PC  sExsexsssssssss)

#27 ¢+ IF KeyPressed THEN
BEGIN
ReadiKbd, Chi;
CASE Ch OF
875 1 IF P ) 8 THEN
P = P-!
ELSE Beep;
#77 + IF P { Length(S} THEN
P 1= P4}
ELSE Beep;
871 1 P i= 0

TVHOURLY.PAS page 5
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Listing of TVHOURLY.PAS, page & at 83:88;m 8% /94/57

879 1 F 1= Length(S,
HEZ ¢ IF P { Lengthi8) THEN
BEGIN

Delete(S, P+f, 1)

UF!(E&COP,(‘, P+, L), UnderScore);
END;
B72 1 Ch = *Fy

1 Choe
ﬁ?E ¢ Choi= 2E
$Choa= Y
H8z : Ch :
ELEE Beep;

IF (Ins) OR (P = Length(S)) THEN
BEGIN
IF P (L THEH
BEGIN
IF Length(5) = L THEK
Deiete(S, L, I);

P i= P41,
Insert(Ch, §, P;
u"'tefCop/' P, L)P

END
ELSE Besp;
END
ELSE
BEGIN
IFF L THEH P a= Pely
SIPY = Ch;

HriteiCopy(S, P, L};

gf
Tete! S F*i

L5E
IF NOTCCh IN Term) THEN Beep;
ﬂ?; {OF CASE}
Tt

Ch IN Tern;
= L;ngthtwb'

oTOXY (4P, V)

TUHOURLY .PAS page ¢




Listing of TVHOURLY.PAS, page 7 at 83:88pm 65/65/87

K7SH Write L-F1:

it 1L 1= Oy

X

344 TexeEx END PROCEDURE INPUTSTR IREERARFERIRRRRRARRERRRRRERRF ARSI REAIRN)

n

“d O

€1 FROCEDURE InputReal (V4R 4 : Real;
% L%, ¥ Inte ¢
Term : uharSe\;
VAR TC : Char;
Ing Enalean)'
VAR
Retr @ STRINGII81;
Temg : Real;
Test : Integer;
;EU:N
79 Striaig:z, R:tri;
e inputtr(Rste, L, X, ¥, Term, TC, Ins);
azh Tezt 1= 1,
2 WHILE Test {= Length(Rstr) DO
xH IF Fsir[Testl = 7 * THEM
384, Delete(Rstr, Test, D
tH
94

o

o) Lyl
s Y]
LS I 41

s
A~

3?!;
iE;4:
205
i?:’-: it (VAR Entege
a77 Ly ¥, ¥ Integer,
278 Term : CharSet;
|79 VAR TC 3 Char;
B ins : Bocliean);
a8l VAR
Bz Retr @ STRINGLIEI;
£3: Teap t Integer;
484; Test 1 Integer;
T,

P '
Y

r‘x

nput rR L Xy Y, Term, TC, Ins);
st = 1
!‘16: WHILE Tezt {= Length(Rstr) DO
4it: IF FEstrlTestl = * ¢ THEN
i2: Deiete(Rstr, Test, )
IIB: ELBE
St Test 1= Tezt+]
15 Val{kstr, Temp, Tes*
ilé: IF Test = 8 THEN
L17: BEGIN
418: A 1= Temp;
li?: BNE;
28: GoToXY(X, Y);
l TUHOURLY .PAS page 7




Listing of TUHOURLY.PAZ, page & at 82:06pn 8572407

471, WritetArlfo;
R2Z2: BND;
ing,
ks
424;
3

PROCEDURE Mouse (\4R M1, M2, M3, M& : Integery;

(AR ORI )

&
(A%

~3 £

{*&***1*******;;§¥§*i******%;i**i******i***&*x*;&***x**;**x***t*;**;***&*&)
f# THIS PROZECURE GETS THE POSITION AND STATUS OF THE HOUSE, ¥)
(**i**ii*i**i*i******i*%**i*ii****************%*i*********!!****4***%*****)

- Lo
LR

€3 Gt T

S

s
o
s

)

732: Rezz 1 RECORD

1331 Az, Bx, Cx, Dx, Bp, Si, Di, Ds, Es, Flags : Integer;
434; END;

2K,

i39: Ar 1= Ml
LR % 1= M
441: Gy 1= M3;

"~ OfH Dy 1= M4,
JoXE ERD;

: Intr{d!, Regsy;

£4% UITH Regs DO
méé; ESIN

47, M1 ;

4

"
3

A
542 2 1= By
45 M2 1= [z
g H
G M 1= Dy
4511 ENE
S
v
33 Cokaey END PROCEDURE MOUSE 3 ¥d¥sxtssattastasrsanti it a4 F A e s RAR11%)

[ QS =N

WG

LN el oen Ln o oen

2 vee Sy .

T n
<

CEDURE GetDatz’T 1 SirBA; VAR Dataj No : Integer; Lx, Rx, By, Ty : Real);

(*****i******ii****i*ii**********f***i******%***********i***%****i********}
{+ THIS PROCEDURE USES THE MOUSE TO INPUT CURVES, 5
{if%ﬁ*§§§*i**%**§§***ii?************i********§§§***********?*i***%********)

Mi, MZ, M3, M4, Py, Oy, 7, Nyy Ox; X & Integer;
i n

i
: Boolean;

(]
[
——-

71 Lh 1 Charj

2 Sxy I, Mz 1 Integer;

i gy 1 Realy

7y D i ARRAY(1..21 OF Real ABSOLUTE Data;
£731

1]
=1
e e e eaw

N R B
SN Y]
g e -or: 4
Lad PO e
. we e
n n
ke~

X
b
W
-~

l??: Mouse (M, M2, M3, M43 ;

I. TUHOURLY .PAS page §
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Listing of TVHOURLY.PAS, page § at §3:80pm 85/84/87
Cexasd TEST IF MOUSE INSTALLED RO R )

IF Ml = 8 THEN
BEGIN
ClrSer;
Writeln!’ mouse not installed )
Delayi5e6;;
END
ELSE
BESIN
Sx 1= Trunc{548/No);
IF 8x ) 8 THEN
BEGIN
Mx 1= SxaNo+dl;
HiRes;
UritelT);
Draw(ds, 19, Mx, 19, 1)
fy 19, Mx, 181, 1)
rawidz, 181, 39, 181, 1)
Draw(3y, 181, 39, 19, 1);
Sy 1= 188/(Ty-By};
FOR 1 := 6 70 No DO
Drawl{{1x500440), 181, ((1#5x)440), 185, 1;
FOR T ;=8 70 18 DO
EL As‘
Drawl3Z, ((1%16)+28), 39, ((1#16)420), IO H
DrawMx, ((1314)428), Mz+d, ((1%14)420), 1};
END: H
FOR 1 := 1 70 MNo-1 DO
BEEIR
= 188-Trync{{DI11-By )45y},
Y= 188-Trunc (DI T+11-By)35y 1,

Drawt{{(1-1325:1448), Oy, {(138x)+48), Oy, 1y
Draw{{(1¥8x7+48), Oy, ((I1%Gx)+4f), Y, 13;
EHE,
y ¥y My Y, 1
louse(Mi, MZ, H3, H4);
Buit = Fglse,
M= 3
REPEAT

, M2, M3, Ma);
'8 TheN

’ifﬁﬁ—iiﬁ BV Sxisiny
PTHEN T = 1
No THEN 1 := Noj
EB-Trunza\D{I}-By)*Sy);
{38, 12 Writel(I/No#{Rx-Lx)4Lx):5:2, Yy D11:5:2),
) 1*&x}+4e; B
Gx = 2
House(Qx, M2, M3, M4);
IF 1Y 1 THEN
BEGIN
Oy = 188-TruncC(DII-11-By)¥5y);
DrawiX-Sx, Oy, X-8x, Y, 8);
END
ELSE
Oy = -1

_\.—.\g,

TUHOURLY .PAS page §
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Listing of TVHOURLY.PAS, page 18 at B3:08pm 8578487

IF 1 ¢ No THEKN

BEGIN
Ny = 188-Trunc{{D{1+11-By)*5y);
DrawiX, Ny, X, Y, 8);

END

ELSE
Ny = -1

Drawtd, ¥, X-Sx, Y, 8);

Py 1= Y;

Mouse M, MZ, M3, M4);

Y 1= Md;

IFY {28 THEN Y 1= 28;

IFY > 188 THEN Y := 188;

DIIT 5= (186-Y)/Sy+By;

GoToX7{38, 17} WriteC(1/No*{Rx-Lx)4Lx}:5:2, * 7, DII1:5:2);
Drawi¥, Py, X-8z, Py, 8);

¥, Yy X5, Y, 1Y

Fy =Y,

Delay{Z08);
{3 -1 THEN Draw(X-Sx, Oy, X-5x, Y, 1);
{3 -1 THEN Draw(d, Hy, X, Y, 13;
0: = 1y
Houseilz, M2, M2, Hd);
EHE;
ENE;
IF KeyFressed THEN
BERIN
Feadikhd, Ch);
IF Ok = 27 THEN
guit 1= True;
ENE;
INTIL Quit;

PROCEDURE Say(§ : StrB88);

T4 74 THEN
e{S{IN
ELSE
IF 801411 = /3" THIN
BEGIN
Writeln;
1= I+l
END
ELSE

TVHOURLY PAS page 19




Listing of TVHOURLY.PAS, page 11 at 83:80pm £5/04/87

881 IF 801411 = 7' THEN
% BEGIN
33, NormVideo; { IF YOUR SCREEN DOESH'T RAVE HIGH. LD VIDED, 3
684, write(UpCase£S[1+2])) { REPLACE THESE 3 LINES WITH:
¢ Lowideq; { WRITE(S[I+421,}"); }
Bé: 1= 1424
487: END
R ELSE Writel %y,
9 1= 14y
g j3hH { WHILE I<=LENGTH{S) 3
éits  END; { GAY }
130 {31 HOURLY.ING)
a4y {$R+;
{57
"ié} PRGZEDURE Hour iySchedulefSt, Fn ¢ Integer);

(R RO OO R O O O R R AR
£ THIS PROCEDURE USES DYNAMIC PROGRAMAING TG SCHEDULE THE FIRST ¥)
1L STATIONS OF THE TUMMEL VALLEY. THEN FLOW OF WATER DOU THEN ¥)
VALLEY 15 CNGIDERED 4D SPILLAGE FROM EATH DAM IS ALSD CONSIDERED, ®
THIS PROCEDURE USES THE RESULTS FROM THE& NON-LINEAR PROGRAMMING *)

P ey i

Gt e B
—
E

(o N
o)

\,
P
24

~
e

Pl

43 {* FROCEDURE 7O RESTRILT THE SEARCH SPACE FOR SPEFD, %)
R {}itttfaitftfkfittftit&kiti***%**ii***tftis*}fﬁ**********%********i*i*****)
1247
&27y 4R
£20" Time, Station, D*— Turbine, I,

297 72%4"t Tetap : ‘ege ;
Turr

x*r{€0: Cu*r..\;'éil, Surrentimpty,
Hext5tore, rurre"*tn"e

&r
LurreniNedePtr, NestNodePtr : *Node;

HouriyFiow @ Ve
Hourshn ¢ Point

]
L
- CEN O

481 BERM
42
435 { FIND THE TOTAL MATURAL INFLOM TO EACH DAY 3

-
I

73 MaxStation DO

O
SN
AT Y

i !;
4

473 HouryFlow{Stationl 1= FlowPerlnitiStationi*Dptpower[Stati o0ril/1088;
483 HoursOnlSiation] := Trunc{Solution{Station]/Hour1yFlowlStation nld;
g END;

454) (axxx FOR ALL STATIONS s3#assudddsdiaiay st i nb e s a5 a8 4 0 HE L4 X058

[§5é§ FOR Station := St T0 Fn 00

INEE
4963 s*%¥#% TEST FOR ALl SETS OFF ALL THE TIME FRAREXRAEX AR RARRERSLRR4F)
393 [epxax NG POIRT IN OPTIMISATION WITH HO OPTIONS  #¥¥ssssexxssddssfsss)
E36)

[‘ TVHOURLY .PAS-include fite HOURLY.IND page

—
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Listing of TVHOURLY.PAS-incluce file HOUELY.INC, page 12 at 83:88pm 85/84/87

IF HoursOnlStation] = @ THEN
FOR Time := 1 T0 MaxTime DO

(#x%%% SET RESULT TO 4LL OFF FHEESREERERNR XN RIRR RN A IR RRERA)

HouriySclution[Station, Time] = ¢
ELSE

(#¥55% TEST FOR ALL SETS ON ALL THE TIME FEERRREFHFRRRRREAAREARFHES)
Cerxas NO POINT BN OPTIMIGSTION WITH NG OPTIONS FEEEERRERRERARRFHRH)

IF HoursOniStation] = (MaxTurbinelStation]#MaxTime) THEN
FOR Time 1= { TO MaxTime DD

CEEe® SET RESULT TO ALL N s¥¥3saddiss axatass 80 a6t a s 64 40%)

HouriySolutionfStation, Timel := MaxTurbine[Station]
ELSE

Uit ACTURL OPTIMISATION s #addsd¥e¥abuaanst s as s beRARNEY)
BEGIH

Write(StationName[Stationd, * Scheduling ...");

(xxad GET NATURAL INFLOW FOR CURRENT STATION sxssxsssxxssnsss)

StationInflow := InfiowlStationd;

(s34 IF APPLICABLE ADD DN OTHER STATION OUTSUT AND SPILL %%

FOR Dam := | 70 Station DG

BEGIN
IF Destination[Dam] = Station THEN

o
FOF Time = 1 T MaxTime DO

(#xse% ADD OTHER STATIONS GUTPUT EXEEARFRARHFRELXEERRSR)

StationintlowlTimel = Stat5onlnflow{Time]+HourlyF¥uw(Dam]*Haur]ySo!ution[Dam, Timel;
IF Spillbestination[Daml = Station THEN
FOR Time := 1 T0 MaxTime 00

(¥sx%x ADD (THER LOCH SPILLAGE FEERRERXEXRAR SRR RRRRERAR)

StationInflow[Tine} 1= StationInflow!Timel45piliagelDam, Timel;

{(####% SET ALL NODES TO BE USED TO NOT REACHED sssx¥ssa¥xsassss)

FOR Time 1= 8 70 MaxTime DO
FOR T 1= £ 70 HoursDniStation? B0
WITH NodePtriTime, 11* 00
Frevnode 1= -i;

(e3¢ INITIALISE FIRST NODE TL INITIAL DATA  ¥¥¥essssssdsssxssx)
WITH NodePtrl8, 81* DO
BEGIN
Cost 1= 0.8,

Prevnode = 8;

TJHOURLY . PAS-inciude file HOURLY.INC page 12




Listing of TWHOLRLY.PAS-include File HOURLY, INC, page 13 at 82:86pm 85/94/87

721} U= InitiaiTurbine[Station};

22 Storel := InitialSterelStationd;

233 Spill = 0.8,

7243 Empty 1= 8.6;

Yau END;

(267

27y Chorrt FOR ALL TINE s a3 aa st B s N A0 A R R 1 )
223

1293 FOR Time 1= 8 70 23 00

v3Es BEGIN

731

" e (kxxxx FIND LOWER LIMIT FOR POSSIBLE CURRENT NODES s##¥#xxx)

133}
7343 Tetart := HoursOn[Stationi-{{MasT ime-Time)#MaxTurbine[Station));
g35; IF Tstart { & THEN Tstart := 6,

363

737 (#x¥x¥  FIND UPPER LIMIT FOR POSSIBLE CURRENT NODES swsxsx)
2350

KiE Tetop 1= TimeaxTurbinelStation];
V4R IF Tstc; 7 HoursOnlStation] THEN Tetop := HoursOn[Stationd;
417

47 Ck¥asd PO BACH HODE IM RESTRICTED SET  #%#%#333#43##3%%3%)
EER (##x23  SET IS RESTRICTED BY FINAL DESIRED LEVEL s¥s¥ssssss)

4

FIR Turbine := 8 70 MazTurbinel5tation] OO
21
4

~

i###42 DICPLAY SEGRCH PROGRESS IN GRAPHITAL FORM #)

{¥¥#25  GET NEXT HODE POINTER $Res#3ss3assssss5554%)
HextNodePir ;= NodePiriTimet!, I4Turbinel;

(333%% EE% DATA FROM CURRENT HODE 70 TBYF WFS #3%)

£y

rentSpill 1= £.8;
Currentbmoty = 8,8,
famrentlos fosiy
HEE Siorel;
i =
B
(#3335 AD0 COST PO CHANGE M GHTSUT  #38354533%38%)

Ty (#3#33 A0 COCT PR POMER GENERATED s#3333373333%3)




CurrentSpill 1= £.6;

(¥¥2#%  TEST FOR EMPTY AND CALCULATE  #¥xsxasssysxes)

TR R 2D R
, N P

u Listing of TVHOURLY.PAS-include file HOURLY.INC, page 14 at 83:88pm 85784787
781y
32 CurrentCost = CurrentCost-Optpower{Stationi*iepay
ga Demandl{{Time+BaseTime) MOD MaxTimed+11x
784 Turbine;
85>
gé: (#xx5¢  CALCULATE LOCK STORAGE FOR NEXT NODE  #a#¥x¥)
7873
gty NextStore 1= CurrentStore+Stationintiow{Time+!]-
893 HourlyFlowlStation)¥Turhine;
L 98
7913 (eesx TEST FOR SPILL AND CALCULATE  sesessxsiressy)
§2:
,’93) IF NextStore » MaxStorelStation] THEN
794; BEGIN
= KRN CurrentSpill 1= NextStore-MaxStorelStationly
567 KextStore := MaxStorelStationl;
797 END
g 78 ELSE
l
i

e s
nel
rn

Currentimpty 1= MinStorelZiationl-NextStore;
= NHinStorelStationdy

=2
1]

<
i,
(3¢ ]

el

[=)

-3

m

R T T

IF {Currentlost { Cost! OR (Prevnode = -1) THEN
BEGIK

END

- Er ELSE

*89} CurrentEmpty = 0.8;
aig: )
il (#x%x% ADD COST OF SPILL OR EMPTY  #Xs¥s%3%5XXRR%%%)

'iﬁiéf: Currentlost := Currentlost+CSIStationI¥Current3pills
Bid; CEiStationI*CurrentBmpty;
15

‘Ié} WITH NextNodePir* 0D
Bi7; BEGIN

~ 183

ﬁ‘ﬁ?’ {#¥32% NEXT NODE IS TO BE UPDATED IF COST 15 %)
26 (#x¢%% LEGS OR IF THE NEXT KODE HAG NOT BEEN #)
gzis {¥¥%%%  RREACHED PEFORE  ##¥# %3S R45AFREFERRRRRE)
g

e P3PS
LA Be G B

(axaes HPIATE KREST RODD  ssasazspsessssasyss)

abot? Cost := CurrentCost;
9 Storel := RextStore;
238 Prevnnde 1= I

DR

Z
831 Spill = CurrentSpill;
32 Empty = CurrentEmpty;
#33; U 1= Turbine;
B34 END;
35 END;
IQSéB
837: (xxxxx  END FOR EACH POSSIBLE TURBINE s#s»axxxsxxasssy)
8385
3% END;
3487

TVUHOURLY .PAS-inciude file HOURLY.INC page 14
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u Listing of TUHOURLY.PAS-include file HOURLY.INC, page 15 at B

v re

[l

p413 (xx22%  END FOR EACH CURRENT NDRE  #XS¥s¥ s Xads X365 ¥%3°
[
id&‘.‘:— ENE,
844
'45} cksxr EHD FOR ALL TIME ¥ #¥ssxssysaddsdsayxassxssssaa¥sasn)
44
847> END;
~R48
id‘i? (axxx GET THE LAST POINT OF THE SOLUTION SET  ssssxsxxxxxyxass)
eSE I = HoursOniStationd;
g1 WITH NodeFir{24, 13* DD
32: BEGIN
SR StoragefStation, 24] i= Storel;
854> SpitlagelStation, 241 = Spill;
53 I = Prevnode;
3¢ RouriySelutionlStation, 241 = U;
857 R,
iS (¥%#3%  TRACE SOLUTION SET THROUGH NODE DN TIME  #3%sxxx#x#%sx)
o4l
g4 FOR Time 1= 23 DONTO 1 DG
I ) WITH NodePiriTime, 11% DO
é

re

SRR Y < S I S I

.
I

i
H
-
o

END;

Writeln(’ Fipished !},
feerex ERD ACTUAL OPTIMISATION AND FOR EACK STATIOR s#¥xsxssss)

BND; i

. _:‘
XTI 2

(i)

CO GO wy il e ol

(#4x#% END PROCEDURE SCHEDULE  ##sstsdasdirasdsidssaxrasbassss asssss)

A}

o
I
-
L=

£hs
[ ST S B SO R S <
— e
+

cor o o
(el

Lo s )

L% B NS

Frydcheduie VAR Same ¢ Baood

(RRREERARAFAFRNRR RO RR AR RN R R F AR R AR R R R RN RN X)
{# THiZ PROCEDURE USES DYNAMIC PROGRAMMING TO SCHEDULE PITLOCHRY WITH #)
% LOCH FASKALLY STORABE AR A STATE VARIABLE 3
Hé*ni*ih*ﬁﬁt*?E*-H*******t***ﬁ*ﬁ****Ef*********iﬁ*ﬂ***%********ﬁ)

Time, Statien, Turhine, I, d, Inc, Rate, T 1 Integer;

r TVHOURLY.PAS-include file PITLOCH3.INC page I35




Listing of TUHOURLY F&S-include file PITLOCHS.ING, page 16 at 82:86p 8564787
HourivFlow Vecior;
Stationinflow : Flow;

TempSolution : ARRAYIR..251 OF Integer;

PROCEDURE Simulate(Start, Finish : Integer; VAR Result : Node);

VAP
T ¢ Integer;
i1} BEGIH
f12: WITH Result DO
Pizy FOR T := Start TO Finish DO
14y BEGIN
9% Sterel 1= Storel-TempSolution[T1#Hour 1yFlowlB]+
Big Statkonlrf?omiT];
ivh IF Storel ¥ MaxStorel83 THEY
i1g BEGIN
7193 Spill 1= Spill+Storel-MaxStorel 81;
F7R Storel := MasStorel];
it END;
. IF Store! 0,0 THEN
BEGTH
Enpty = Empty-Storel;
Storel 1= 8.4,
LY
EHD;
B4l (¢ END PROCECURE SIMULATE #)
FROCEDURE Dpt(Str, Fin, StartNode, StartTime : Integer; Day : Boolean);
4R
Turbing, T, Hext & Integer; ’

FOR T 1= 84 7D Fin oo
TempSelutionlT] 1= Turhine;
NextHode 1= Node Ptr' tartTime, Starthcdel®
SimuiateiStr, Fin, NextHode);
WITH Kexthode D0

.
]

'y
5
17 Vay
4g: Lost 1= Lost-4, B*(fan-qir)*ﬂﬁ£powe"18]*‘888*Turb.ne,
L3P Next i= Trunc(Siorel/B.55:0,5);
R END;
3t WITH NodePtr{Sta r*t,mn+1 Nextl* DO
'57‘ IF (NextHode.Cos Cost; OR (Preunode = ~1) THEN
932: BEGIN
§od NodePtrStartTime+!, Next]® = Nexthode;
[ Prevnode := SdetNDGE,
736 U = Turbine;
957 END;
tsa; BND;
b5 ERE;

| TUHDURLY . P4Z-include file PITLOCH3, INC page 14




Liting of TVHOURLY.PAS-include file PITLOCHI.INC, page 17 at 83:88pn 85/84/67

PROCEDURE Optimize{Start, Break, Finish : Integer;
Day 1 Bociean;
Init ¢ Node);

VAR
StartNode, Time, I, J, Next ; Integer;

BEGIK
Starthode := Trumc{init.Storel/8,55+8. o913

{kxx% INITIALISE NODE AS NOT REACHED ¥##6xdixsssxexBtaxxssixiassss)
FOR Time = 1 70 2 DO
FOR T 5= 8 70 {86 00

Tt
WITH NodePir{Time, 13* DO
Prevaode 1= -1,

(3##¢ INITIALISE START NODE TO INITIAL DATA MREM$Ss¥sXexysstsssaess)
NodePir[8, StartHodel* = Init;
CkEREE FIRST OPTIMISATION  #¥tdsssds sttt Rt aRi i AN F XN R AR E)

OptiStart, Break, StartNode, 8, Day);
(raxrx SECOND OPTIMISATION #assddsadasdeinassasttx s pee s s aneannness)

T
4 N
F -Qdﬁ"*17 14‘..reunede -1 THEY

Rext 1= TrunciDesiredStore[B1/8.5548.5);
I 1= Hevtely

i
d 1= Nexi-iy

1
~eynode (¥ -1) OR
O -1y

I] P eunode \} -1) THEN Nex
J1*.Frevnode {) -1} THEN Rext

—

. we
n
g bt

- -

WITd NodePirl!, Nexti® OO

Z BEGIH
Bz FOR T 1= Break DOUNTC Start DO
143 TempSelutionlll =
33 END;
wlé?
pi7y END; (¥x¥x% END PROCEDURE OPTIMISE #¥a¥s¥dssisEirxXssssEssasssss)
e
!i?; BEGIN

r TUHOURLY .PAS-include file PITLOCHI.ING page 17




Listing of TVHOURLY.PAS-inciude file PITLOCHS.] INC, page 18 at 82:808pm 85/84/67

CFIND THE TOTAL NATURSL INFLOW TO EACH Dt

FO9 Station := ¢ 70 MaxStation DO
BEGIN
HourlyFiow[Station] = FlowPerUnit{StationI¥DptpaweriStationi/1068;
ENE
[¥xa5%  SET STATION TO BE PITLOCHRY EREARREERRRRRAR NI AR I RASR RS ARREHN)

Write{” Pitiochry Schedule Start N

Station =
(reedxy GET NATURAL INFLOW  ®SBxss s a it pas st b s an a6 RR £ R R RNR)
taw[8tationl;

Cexsx ADD DUTFL FROM 7 AND SPILL FROM 7 AND §  $S¥EE#38ssRasssxxsss)

FOR Time 1= { T0 MaxTime DO
StationInflowlTinel := StationInflowITimel+Ho our1yFlowl 71¥Hour 1ySolutionl?, Timel+
Spitlagel™, Timel+Spillagelé, Timel;

rbinefStationd;
5%3 elStationl;

IF {BazeTime = 7) THEN
Optimicet!, 18, 24, True, Inib)
ELEE
IF

{BaseTime 3= 243 OR {BaseTime ¢= §) THEN
i, 7, 24, False, Init)

1= 1 T {4-BaseTime) DO
‘émp'u thoniT me 3 = Init.

aseTime), In't>

2
g
IF NO7 Same THEH
BEGIN
kriteln(’ Emergency Spillage Correction !’);
T 1= é-BaseTime;
Rate 1= B;
REFEAT
Rate := Ratet!;
dt := (MaxTurbinel81-Init.U)/Rate;
IF dt > T#!.8 THEN dt = T
3 Sp i= Ratexdt#({T-(8.5xdt));
3785 UNTIL (Sp > Spili) OR (Rate > MaxTurbinel8]};
3579 REFEAT

’ TVHOURLY.PAS-inciude file PITLOCHZ.INC page 18




Bl Listing of TVHOURLY.PAS-include file PITLOCH3.INC, page 19 at 83:68pm B5/84/87

1888 dt = dt-1.8;
@i S. = Rate&dti (T-(8.5+7));
I'52; UNTIL (Sp ¢ Spith) OF ¢dt ¢ a 0y,
1883} IF dt { 8.0 THEN
B dt := .8
lg5) ELSE
Baéy = gitl.8;
Ty Tem uhmfﬂ = Init,U4Rate;
hey FOR T := 2 T0 (4-BaseTine) DO
g7) IF T#1.8 { df THEN
283 BEGIN
t‘_i) TempSolutionIT] := TempSclution{T-11+Rate;
Ry IF TempSolution{T] » MaxTurbinel8] THEN
1893} TempSotution[T] := MaxTurbinel8;
4 END
75 LSE
§94: TempSolution[T] := TempSalutionlT-11;
] Simulate(l, (4-BaseTime), Init);
75 ENG;
7% ENE;
) IF Empty » 8.8 THEN
3 BESIN
425 IF NOT Same THEN
BEuZh
Writeln{’ Emergency Empty Correction 1),
T 1= é-BaseTime;
A Rate = 8;
REPEAT
283 Rate := Rate-1;
ELE dt = (HinTurbéneIB’!-Init.U)..-"Rate;
IF dt ) T#1.0 THEN dt = Ty
il Sp = Ratexdt#(T-(8,5xdt});
12 IWTIL (8p ) Eraptw OR (Rate { MinTurbinel8]};
{113} REPEAT
,"H} dt = dt-1.8;
W15 = Ratexdt*(T-(@, S*TT‘;
e

UNT (Sp { Empty) OR {dt € 0.8);
THP

4
| v

&':O

d% 1= di+l g
TempZzlution{i] 1= Init.UsRate;
FOR T 1= 2 70 {é-BazeTime} DO

IF T#1,8 { dt THEN

BE]’;'H
F'{ap"t"‘
IF TempSolutionlT] 3 MmTu,b,neLa THEN
Temp3clutionlT) = MinTurbinel81;

tionlTl o= TemplolutionlT-114Rate;

D
ELSE
TempSelutionlT] = TempSolutionlT-11;
: Simutate{l, (6-BaseTime), Init);
Hery END;
) END;
$34> EHD;
;535)‘ Optimise({7-BaseTime), (24-BaseTime), 24, False, Init);
1134 END
375 ELSE
rﬁ38> IF (BaseTime )= B) AND (BaseTime 4= 23) THEW
01390 BEGIN

’ TVHOURLY .PAS-inciude 4ile PITLOTHI.IND page §9




Listing of TVHOURLY.PAS-inciude file PITLOCH2.INC, page 2¢ at 83:88pm 85/84/87

FOR Time := | T0 (24-BazeTime) DO
TenpSolutioniTimel = Init.ly
Gimilatell, (24-BaseTimel, Inity;

WITH Init DO

.
o —
- e T
(2]
e

—
—
£

e

LA Ln LI Fu3 v 0

44 BEGIN
125 IF Spill > 8.8 THN
184 BEGIN

.
Y |

IF NOT Same THEN

BEGIN

15 Writeln{’ Emergency Spillage Correction K
158 T 1= 24-BaseTime;
3y Rate 1= 8;
REPEAT

o
[ae ]

Y

— -
—— -

LA O

AN 26

—
—
[

3 Rate := Ratet!;
Edy dt = {HaxTurbinel81-Init.U)/Rate;
ES'} IF dt 3 T#1.0 THEN dt = T,
11567 Sp i= Rate#dtx(T-(B,5xdt));

583 REPEAT
3% gt i= di-1,8;

Sp 1= Ratesdt(T-{8.54T});
UNTIL (Sp < Spiily OR (ct { 8.8);
.8 THEN
8

f 3 UNTIL (8p » Spilly OR {Rate ) MaxTurbine[B3);

i
IF dt ¢{
gt 1= 8,
EL3E
dt = di+i.g;
TempScivtion{!] i= Init.UsRate;
FOR T 1= 2 70 {24-BaseTime) DO
IF T#1.8 { dt THEN
BEGIN
TempSclutioniT) = TempSolution[T-114Rate;

TRy Oy v

£33
463
A

-
o~

o Y <o
ot et e

S
[ay.
By L e

71 IF TempSolutionIT] ) MexTurbinel8] THEN
225 TemoSolutionfTI 1= MaxTurhinel2]:
. ¥ H
1173; EHD

ELSE

TempSoiutionITl := TempSolution[T-17;

L

P,

1174} Simulate(l, (24-BaseTime?, Init);
L END;

s
hiT
£y

IF Empiy 3 8.8 THEN

e

- -
St iy

[
—

O

(SO o B T I - S

5 BEGIN
P IF KGT Same THEH
BEGIN
1183} Hriteln(” Emergency Empty Correction !7);

T 1= 24-BazeTime;

n .
Balz 1= g

REFEAT
Rate := Rate-1;
dt = (MinTurbinel8I-Irit.U)/Rate;
IF dt > T#i.0 THEN dt &= T;
Sp 1= Ratexdt#(T-(0.5xdt));
NTIL (Sp > Emplyy OR (Rate { MinTurbinelB1};
REPEAT
dt 1= di-1.8;
Sp = Ratexdt#(T-(8.5¢T1);

~
:

[

[
e
(%]

[ SR ) R ~N
Rus e

) UINTIL (Sp ¢ Empty) OR (dt ¢ 8.8);
194> IF dt ¢ 8.0 THEN
73 dt 1= 0.6

ELSE

dt 1= di+l.0;

L
~ N
~0 o

R

e |

TVHOURLY .PAS-incTude file PITLOCHI,INC page 28




Listing of TVHOURLY.PAS-include file PITLOCHI.INC, page 21 at B3:68pm RS/B4/87

M
B
e

TempSolution{1] := Init.U+Rate;
FOR T 1= 2 T0 ©24-BaseTime} DO
IF T8 { dt THER
BEGIN
TempSolution(T] := TempSolution{T-i1+Rate;
IF TempSolution[T1 » MinTurbine[8] THEN
TempSclution[T] i= MinTurbinel8];

¥
3 LN e L e e
N S

{2875 END
i ELSE
7 TempSotution{TI 1= TempSoivtionlT-11;
218 Simulate(!, (24-BaseTime), Init);
! END;
Ill?k END;
13} END;
41 Optimise({25-BaseTime), (3i-BaseTime), 24, False, Init);
5; END;
43 WITH Init DD
; BEGIN

Cost 1= 2.8;

Prevnode := 8

U s= InitialTurbinelStation];
Storel = InitialStorelStationd;
Spill = 8.4,

""p?y = 8.8,

PHTH Th; -~
wiiH Init OO
e - _ -
FOR Time 3= 1 T 24 DG

EEuI

[ AR
-

0
N 3

LN LY Y oee

moSclutiont Timel#HouriyFlowl§1+StationIntlowl Timel;
s[B] THEN

NPT

0]

= Storel-MaxStorelBl;
i

M
Writeln{’ Finished !"};

BNE;

PROZEDURE PitlochrySchedulel;
{*****************§*§§¥*****i******i***i*****i%%*************************)
(¥ THIS PROCEDURE USES DYNAMIC PROGRAMMING TO SCHEDULE PITLOCHRY WITH %
(+ LDCH FASKALLY STORAGE AS A STATE UARIABLE. %)

r TUHOURLY,PAS-include file PITLOCHZ.INC page 21



(**i*ii*%**}*%***i*!**§**§**§**i****i***§***********i******ii*********i*))

ame 1 Boolean;

™
ame = Trye;
i.;acnz)qchedvle'Same)'

PROCEDURE ClunieSchedule VAR Same : Boolean);

\f**f***f}f***f**i*****f*}ﬁ*****f§§******é£**§******:****i****************)

(* THIZ PROCEDURE USES YMAMIC PROGRAMMING TO SCHEDULE CLUNIE. ¥)
¢ 17 THREE QZCOUR' 0F THE INTER-ACTION WITH THE RIN-OF-RIVER ¥)
i3 574 LOCHRY BY OPTIMISING WITH RESPECT TO NOT BHLY ITS %)

L BT ALST THET OF LOZH FAGHY %)
‘k§£++*¥*******f%,.““.t%ﬁ***f}*%**¥**¥f*i#*****t*****i*******’************)

SpillZ, CurrentEmpty!,

y CurrentSigret,

r:'rt s 29

e

VI < N

1= FlowPerUnitiITx0ptpower[13/1088;

= Trunc{Sclution]71/Hour! At HEANE
tation 1= 7;
itel” Clenie ucﬁedUie Start ...
7 FOR ALL SETS ufr HL. Thc TIHE  #AasRERdFr R 88 XRRRERRRREHE)

H oD OFTIED  sAsss¥sssssssasds33%)

N
RN S A S |

U?.w

~
ot
ey
pe =4
(=]
[l

s0n = @ THEN
ime 1= 1 TO HaxTime DG

-
)
=al

{e¥xsx SET RESULT TO ALL OFF ERERRRERRIRXRRERSRARRRERRRE XSS FHH9H)

Ho:rlxvo]u*lnn{ﬁta ion, Timel = 8

{#xx¥x TEST FOR ALL SETS ON ALL THE TIHE FEFXRRRRIXRRLEFHEXRRERAHHSS)
Cexxax NO POINT IN GPTIMISATION WITH NO DPTIONS FXEREIXERERRRRRAREY )

IF HoursOn = (MaxTurhinelStationl®azTime) THEN
FOR Time = 1 TO MaxTime DO

’ TUHOURLY .PAS-incTude file CLUNIE,INC page 2z
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Listing of TVHOURLY.PAS-include file CLUNIELINC, page 23 at 02:60pm 85/06/87

(F33¥% GET RESULT TO ALL N st e Mesas e s s 45X Ns b6 4R X85 04552431

]

hcurl,S»zutisnEStation, Timel = MaxTurbine{Station]

(exexx ACTUAL OPTIMIGATION FHEEGERORE R F RO AR AR R RERAR)

7 BEGIN
9

Oetxad GET NATURAL INFLOW FOR CURRENT STATION #sssdsssxssssss)

nfiow 1= InflowlStation];

; (e¥xxx IF APPLICABLE ADD ON OTHER STATION OUTPLT AU SPILL $E¥%)

i . ] )

3357 FOR Dam = { TO Station 00

1334 BEGIN

ﬁ?} IF Dectination[Daml = Station THEN

38 FOR Time := 1 70 HaxTime DO

1339
) (#xxxx ADD OTHER STATIONG OUTPUT  #Ssesexsax#sss43588%%)

b o
e
3425 StetionInflow(Timel 1= StationIntlow!Timel+Hour yFiow! Daml#Hour 1¥Solution[Dan, Timel;
SRy SuiliDestinationiDand = Station THEW

£ ime = | 7O HaxTime DO

5

by (#x%%% 500 OTHER LOCH SPILLAGE FEFRAREERESTSARRHRRRARRS)
473

siationlnfiaulTinel 1= StationindlowTime1+5pi 1 lagelDan, Timel;

[
2y e
Ko F

AL
§51> Ukxad SLT ALL NODES TO BE USED TO NOT REACHED  S¥se#sxsssssssss)
13320 :
Ry FOR Time := & 70 MaxTime DO
154 FIR I =8 Tf Hoursln Dﬂ
55 WITH NodeFiriTime, 13* 00
Preyncde 5= -1

v¥axxr INITIALISE FIRST NODE 7O INITIAL DATA ##¥#Xaesxsdssssssd)

i tel
Btorel o= ] a'Sio at
13883 Store? 1= InitialStorel8];
#4873 Spill 1= B.8;
hsg Enpty = 0.0,
134 ML

-

7 CRRRex FOR ALL TIME  #¥esssdasaadissss sRERnn st banras s s R s A 13%9)
13

1373 FOR Time := 8 70 22 00

[874 BEGIN

14750

1376: (##xx¢ FIND LOWER LIMIT FOR POSSIBLE CURRENT NODES s##¥xxxx)
377

378> Tstart = HoursOn-{(MaxTime-Time}®MaxTurbinelStationl);

r TVHBURLY PAS-incTude file CLIKIE.IND page 25
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Lizting of TVHOURLY.PAS-includs 4ile CLINIELIND, page 24 at 23:R0;n 85/P4/87

IF Teter

-

OB THEX Tstart := g

Cetary FIND UPPER LIMIT FO

stop = Time*”a*Turbin°[3tation};
IF Tstop 3 HoursOn THEN ' Tetop = Hourslng

{#¥%#x GET CURRENT NODE POINT ER  BEREERRERFARERRENENE)
errenthodePtr 1= NodePir{Tine, 11;
(#5%3¢  FQOF EACH POSSIELE SET QUTPUT FERERREXERRAAARRNE)

FCR Turbine := @ TO MaxTurbinelStation] Do
BEGIN

(addxe DISPLAY SEARCH PROGRESS IN GRAPHICAL FORM ®)

(Hexax GET NEMT NODE POINTER  s3#%#x3ssxsssssdsss)
NexthodePtr 1= NodePtriTime+!, I+Turbinel;
Chxrex GET DATA FROM CURRENT NOGE TC TEMP ARG #x%)

WITH CurrentNodePte® OO
BEGIK

CurrentSpilil = a.8;

Currentbapty! = 8.8,

Lurrentlozt 1= Costy

CurrentStore! i= Storely

Cur rentS*oreE = Storel;

CurrenfTurbine = U
Eh-,

{#xx8% ADD COST FOR CHANGE IN QUTRLT  #¥sassss55u¥s)

t 1= CerrentCozt+COIStationles, ps
ADz(Turbines! B-CurrentTurbine);

00 COST FOR POGER GEMERATED  #¥dsssrsnsissa)

t-Ootpmesr [Stationlsignny
.Gu MaxTimeit1ls

(¥x5xx CALCULATE LOCH STORAGE FOR NEXT NODE  ®sxess)

NextStore! i= Current@icra!+8tation?nd ool Tine+!]-

HourlyFlowl5tat ionl#Turbine;

NextStore? 1= CurrenthD“62*4nu,I”flewZS*ationI*?urbine-
iySolutioni8, Time+!I#Hour)yFlowl8l+

tagel7, Time+1145pi1lagel4, Time+!]

] ; Time+id;

(#x#%%  TEST FOR SPILL AND CALCULATE  #3¥3asssxxssss)

ng
-

TVHGURLY .PAS-inciude fite [LIKIE.ING pa
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sting of TVHOURLY FaZ-include file CLUNIE.INC, page 25 at 82:00pn

IF Next3tore! ¥ MaxStorelStation] THEN
BEGIN
CurrentSpill! := NextStore!-MaxStoreSt tationl;
NexiStore! 1= Ma xStorelStationl;
END
ELSE

CurrentSpilll 1= 0.8,
Cxaxxx TEST FOR EMPTY a4D ALCULATE  #asssxsssssessx)

IF NextStore! { MinStorelStation] THEN

BEGIN
CurrentEmptyi := MinStorels tationl-NextStorel;
NeztStore! 1= MinStor fS5tation];
ERE
ELSE

CurrentEmpty! 1= 2.8;

Cetrex TEST FOR SPILL AND CALCULATE  wexsxsxssxssss)

{##3%%  TEST FOF EMPTY AND CALCULATE  #¥sasssssssss)

IF HextStoreZ { MinStore[8] THEN
BEGIN
CurrentEmptyZ 1= MinStorelB]-NextStoreZ:
RextStoreZ 1= MinStorel8]:
ENE
ELSE

i%**i* fayy “05 :F SPILL OF BMPTY RERAFFRERNEXFRAR)

ozt StationT#CurrentSpil 14

i¥eExx NEXT NODE IS TG BE UPDATED IF COST IS ®)
fex¥rs 28 OR IF THE NEMT NODE HA5 NOT BEtN #
(¥x¥x¥ RREATHED PEFGRE FREEREXRRRARFARARARFSXE)

iF tCurrentlost ¢ Cost) OR (Prevnode = -1) THEN
BEGIN

(*#xx%%  UPDATE NEXT NODE EEFXFEXRERFHEEREHR)
Lost := CurrentCost
Store! 1= NextStore

j
25
Store2 := NextStoreZ;

TUHOURLY .PAS-inciude #ile CLUNIE,IN: nage 23
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Listing of TUHOURLY.PAS-include file CLINIEVING, page 2¢ at B2:88pm 0584087

Prevnode 1= I
Spitl = CurrentSpilil;
Empty 1= Curre:*Empiyi;
U s= Turbine;
END;
ENE;

(##%%5 END FOR EACH P OSSIBLE TURBINE HEFRRERSFRISEHE)

EHD;
i1} [%¥¥¥% ENG FOR FACH CURRENT NODE FREREXRRLEFLERERANERNRS)
i1;
2 END;

13:

ey {#43¥%  END FOR ALL TIME ****iﬁ***************i*i******i**%i*)
LI
15145 BN,

57

18} (#¥x3% GET THE LAST POINT OF THE SOLUTION SET  #axx¥sxsssssssss)
1519;

Same 1= True

[

[

nr

]

.

wn
w3

"
?
o

£

7

<

3
2

S T e R L .

(#¥xx THALE SOLUTION SET THRDUGH NODE DO TIME  s#sssssssxsxs)

- U THEN Same := False;

L FORM  $¥¥3sssssss)

riteln(” Finished "3,

(krxex DND ACTUAL OFTIMISATION AND FOR FACH STATION  #xxxsxsxss)

[#xx¥% END PROCEGURE SCHEDULE ***x****?*i**x(f***4*********************7
ENE;

{#1 PLOT.INC:
PROCEDURE UsrOutiCh : Char),

l TVHOURLY . PAS-include 4ile PLOT.ING page 2¢
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Listing of TUHDURLY.PAS-inciude file PLOT.INC, page 2
X 1= ((8242-TrunctLengthiPax) %1 .0%4 ,38/5 | 6733 DIV 2042818
Writellse, Pa7 ) x, "y933;LEY, Pax, EO0TH;
BGy
IF St &7 TR
BEGIK
X o= {{4242- ’FUHC’LEWch‘Qtlf)*j 8448.38/8.47)) DIV 2)+2018;
Writellsr, "PA") X, 7 12084; LB", Stit, EOT);
BND;
IFMEE O 7 THY
BEZIN
Aoi= L(4282-Trunc L ‘fgtu‘Htlt)*Z B#48.327¢.47)) DIV 2)42018;
7295 Writellzr, 7818.28,8.47;P4", , 12338187, Mtit, EOT);
(383 britetUsr, “S10.18,8.31;7);
8310 BHE;
12375 Tep 1= 11482;
:?3} FOP T a= 70 24 00 Totalfl] = g.0;
234 Ti= 170800
ERY g
34 18,7, Basel[ Iy 78281, Top, 30
3:7, fop:? ’, Scalell115:2);
3
124,87, (SealelIle2oindel, 7370y
el11/2.8)-1,
iy
l), “y'y (HourlySolutionll, Kl#Optpowerl1]):4;
K, 757y (HouriySolutiontl, K;*Bgtpowerilz,.4‘s,

ngffnourlvs Tetion{l, kl*ﬂptpawer[l});

 Press enter when piotier ready SR

] TUHOURLY ,PAS-include 4ile PLOT.INC page
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Py VW OIVHIUDAL Y e THLTNUD THID TRUWr s DW0y pwayyt L7 G0 U ULPIL T U0 Uy

X 1= Trunc(4242.8/24,8%1342818;
WritelUsr, “PA", X, 7,13533;PDPA", X, 7,1483;PU;"
ENT
FIRI:=87050D
BEGIN
ﬁEA ¥ = Trunc(4442.8/8 .8*13?1 353;
343 Write(Usr, “PAZE1R,” "iPD;PA2188,7, X, 7, iPU;T);
485 Hrite{Ue?, ‘PRIGLE ', X 58 R X1*¢3 8‘ 3t EGI);
3¢ BiD;
Hiitt 3= “Tota! Fower For Group’

Writel'Enter total powser title 2 '3
Readin(Mtit);

)
0 THEN WriteiUsr, ‘PA1478,5938;LB, Sax{i], EOT);

({42 62-Truncfiength(Fax)*l B#48,38/8,47)) DIV 2)+2818;
Writeflsr, “PA", X, *,933;LB", Pax, EOT);

.671) DIV 2)+281E;

1F [‘an {y 77 THE

2
n

-:x

&

(6262-Trunc{length{Mii1)¥2,8%46,38/8.47)) DIV 2)+2818;

it ler, ‘18,386,674, X, 65545LE Mtit, EOT)

[

=

N}
Fod bem boe bn e

Trunci{4d45,8/5,8#147353;
write{lsr, ’PQBEEE,’, %, 7iPD;PAZIRE,C, X, 7, 1PUT )
WriteilUsr, “PAISIE,7, X-Sﬁ, LB, (1*..8) 412, EOTY;
ENT;
Mtit := ‘Hourly Price Demand Curve’
Pax 1= ‘Time Chours)’y

11 1= “Unit Cost (Pencel’y

K3 Baxl

&y Stit = Yy

3 IF Sax{i] {y ’° THEN Write(Usr, ‘PA147€,11938;LB", Sax[1], EOT);
Y IF Pax 43 7 THEN

7Y BEGIN

TVHOURLY .PAS-include file PLOT,INC page 2°
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3
784
IES:
:'537

1
7
¥
791:
21
3

o~
e wm e

s e

|

Liathity T AVRYURLT.TROTINLIUOE t11€ FLUL.ING, DaQe o¢ at ¥g.BupT vo/eo o/

X 1= ({8262-Trunc(Length(Pax)*1,8%48.38/6.47)) DIV 2)+2918;
Write(Usr, "PA", X, 7,4953;LB", Pax, EOT);
END;
IF Stit O 77 THN
BEGIN
= ((6262-Trunc(Length(Stit)#1,8%48.,38/6.47)) DIV 2)+2818;
Write(Usr, “PA", X, *,12248;LB", Stit, EOT);
END;
IF Mtit O 77 THEN
BEGIN
X 1= ((626Z-Trunc(Length(Mtit)#2,8%48,38/8.67)) DIV 2)+2018;
Write(Usr, "516.28,68.47;P47, X, 7,12554;LE’, Mtit, EOT);
END;
WritetUsr, "1P2818,7352,8281,11881;5C6,24,8,5;");
WriteUsr, PAB,", (Demandl11):d:f, /;PD;");
FGOR K = 1 TO 24 §d
BEGIN
Uritellsr, ‘PA", (K-1), *,*, (Demand(K1):4:1, *;");
WritetUsr, “PA’, K, /", (Demand[KI):d:i, “;’);
END;
Writeflisr, “PU;");
BND;

PROCEDURE InflowMeny;

VAR
Command & Char;
ReDraw : Boolean;

BEGIK
ReDraw i= True;
EPEAT
IF ReDraw THEN
BEGIN
Titie;
Bay{"%dinflow menu’d;
Say("483Loch Xifeilich Inflowid’);
yU'Lach 9iGerry Inflowld’);
{%iLoch Ericht Inflowdd’);
7L 7Loch MMEigheach Inflowdd’);
Gay{"Loch ¥'Rannoch Inflowid’);
ua»( Lerh Err/'a'htv Infiowid’ )
umz ! Intlowdd’
cInflowid’);

K 'IF REDRSS 3
Read(Kbd, Command};
Command := Upiase(Ccmmand};
Relraw 1= True;
CASE Command OF :
i betDatal’Loch Seilch Inflow Curve 7, Inflowl!, 11, 24, 9.8, 24.8, 6.8, 18.8);
'6" 1 GetData(’Loch Garry Inflow Curve 7, Inflowl2, 11, 24, 8.8, 24.8, 8.6, 10.8);
¢ Getlatad’Loch Ericht Inflow Cerve *, Infiowl3, 13, 24, 8.8, 24.6, 9.8, 16.8);
: GetDatai’Loch Eigheach Inflow Curve 7, Inflowld, 11, 24, 8.8, 24.8, 6.8, 16.0);
: GetDatat’Loch Rannoch Inflow Curve /) Inflowl3, 11, 24, 6.6, 24.8, 8.8, 18.8);
‘07 : GetData{’Loch Errochty Inflow Curve *, Inflowlé, 11, 24, 8.8, 24.8, 6.6, 18.8);
‘U7 ¢ GetData(’Loch Tummel Inflow Curve , Inflowl7, 11, 24, 8.8, 24.8, 8.8, 18.8);
‘F7 1 GetData(’Loch Faskally Inflow Curve *, InflowiB, 11, 24, 8.8, 24.8, 8.8, 108.6);
ENL; { CASE COMMAND 1}

TVHOURLY .PAS page 38
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LRI VT OIVIUURLI TRy payt <1 dl 0300 ©JI/ 00/ 0/

!797: WTIL (Command = “0);

298 Uriteln;

@99: END; { INFLOWMENU 2
Je:

88i:  PROCEDURE StorageMenu;

682:

183 VAR

1884: Comnand : Char;
[kH ReDraw : Booiean;

I%Bé:

8671 BEGIN

Relraw := True;

é%?: REPEAT
uis IF ReDraw THEN
8{1: BEGIN i

i Title;

E Say{’%35torage meny’);

B14; Say{’%¥{doch 4'Seilich Storage’d’);
‘¥25: Sayt’Loch ¥'Garry Storage’d’);

e Say(’%'Loch Ericht Storage’d’);
8171 Sayi’Loch %!Eigheach Storage’d’);
EARH Say{’Loch ¥'Rannoch Storage’d’);

i Say(’Loch Erri'ochty Storage¥a’);

2 Say{‘Loch T{'umme] Storage®2’);

1 Say{’Loch %!Faskally Storaged’);
Z: Say (AT B LEY )

END; { IF REDRAW }
Read{Kbd, Command);
Command s= UpCase{Comrand};
ReDraw 1= Trus;
CASE Command OF

8"+ betlbatal’Loch Seilch Storage Curve °, Storagelt, 11, 24, 8.8, 24.8, MinStorel!], HaxStore(1]);
‘6 1 Getlatai’Loch Barry Storage Curve 7, StoragelZ, 11, 24, 8.8, 24.8, MinStorel2], MaxStorel2D);
‘L7t GetDatal’Loch Ericht Storage Curve 7, Storagel3, 11, 24, 8.8, 24.8, MinStorel3], MaxStorel21);
‘B’ 1 GetData(’Loch Eigheach Storage Curve ’, Storageld, 11, 24, 8.8, 24.8, MinStore[d], MaxStore[4]);
‘R’ + GetDatal’Loch Rannoch Storage Curve *, Storagel5, 11, 24, 8.8, 24.8, MinStorel3], MaxStorelS1);
, ‘0 1 GetDatal’Loch Errochty Storage Curve *, Storagelé, 11, 24, 8.8, 24,8, MinStoreld], MaxStorelé))
34 U7+ Betlata("Loch Tumme! Storage Curve 7, Storagel?, 11, 24, 8.8, 24.8, MinStorel7], MaxStorel71);
iiH “F’ + GetDatal’Loch Faskally Storage Curve °, Storagel8, 11, 24, 8.8, 24.8, MinStorel81, MaxStorel81);
Bé: ENG; { CASE COMMAND )
ccrh UNTIL {Command = ‘07);
8381 Writeln;
if??; END; { STORAGEMENU 3
&iF
B4ty
<Zr  PROCEDURE SpitlageMenu;
844: VAR
51 Command : Char; ,
ELH Relraw : Boolean; e S whg !
/o . .
4§:  BEGIH
+H Relraw := True;
MEg:  REPEAT
85!: iF ReDraw THEN
2 BEGIN
IES: Title;
854 Say(“%aSpillage menu’);
+H Say(’¥¥Fdloch “'Seitich Spillage’s’);
igs: Say{‘Loch X'Garry Spillage¥d’);

TUHDURLY, PAS page 31
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LISt OT IVROURLTWFRO, page 32 at da:dbpm Bo/46/87

1857: Say(’%'Loch Ericht Spillage¥d’);
581 Say(’Loch ¥'Eigheach Spillagexd’d;
[259 Say{“Loch X'Rannoch Spillage’d’);
1248 Say{'Loch Err¥itochty Spillager3’);
{411 Say(’Loch T'ummel Spillage¥d’);
I}s‘ Say('Loch %'Faskally Spillagetd’);
dé3: Say (AT Qui iy )
Bdd: END; { IF REDRA 3
631 Read(Kbd, Command);
Béé: Command := UpCase!Command);
1847: Relraw 1= Truye;
48: CASE Command OF
Igo'?: ‘8 1 GetDatal’Loch Seilch Spillage Curve *, Spillagell, 11, 24, 6.8, 24.8, 0.8, 20.8);
078 ‘6" 1 GetDatal’Loch Garry Spillage Curve *, Spillagel2, 11, 24, 8.8, 24.8, 8.8, 20.8);
8713 ‘L7t BetDatal’Loch Ericht Spillage Curve *, Spillagel3, I] 24 8. 8 24, B 8. 8 20, 8)
1"?2: ‘B’ 1 Getlatal’Loch Eigheach Spillage Curve ' Spillageld, i} 24 .8, 24.9, 6.9, 2e, 8),
73 ‘R” 1 GetData(’Loch Rannoch Spillage Curve *, Sph ageld, 11, 24, 6.8, 24.6, 8.9, 20.8);
874: ‘07 & GetDatal‘Loch Errochty Spillage Curve /, Spillageld, 1] 24 B, 9 24, 8 B, B 28, 8)
751 ‘U 1 BetData(’Loch Tummel Spillage Curve ’ Splllage[7 11, 24 GB 248 08 28 8);
I?é. ‘F* 1 GetDatal“Loch Faskally Spillage Curve ’, Spillagel§, 1] 24 6.9, 24.0, 8.0, 20, 8)
8771 END; { CARE COMMAND )

278 WTIL (Command = ')
[;?9: Uriteln;
a8:  END; { SPILLAGEMENU 3

PROCEDURE InitialScreen;

TltnE‘,

Writelnd” Initial Functions’);

Wr i teln(/ IMEEEEEREREARDRERERDIGM ERE A EIRELIRR DR MIONAREMR,; )

Writeln{’: Station 3 Initial 3 Desired 2 Initial :");

Writeln{’: Storage 3 Outflow 3 Turkine :');

FOR I =170 800

BEGIN

Writeln{’ CDD'>{>DDUDDDDDDDDDDDDDDFDDDDE")ﬁDDDEDDDD"'DDDUSEDDMD)DDL\M |H
Writelnt’s", StationName[Il, ‘/:21-LengthiStationNamel1D), /3*,
ImhaT“*nre I iE 2 ‘3,

Selution{11:16:2, 727,

Im’cxa Tunbmem'w, A H

e

LY e S o v
- {1y
s
&

d !
i Writeln! REERELRELRRMERERERRE DM DO CEI T ORRIRRMIOM O OIIRRES ()
2 L=
4LH REPEAT
iH ASE 1 OF
Eé: !t InputReal(InitialStorell], 18, 24, (4+L¥2), [*, *A, *F, 2], TC, True);
871 2+ InputReal(Solutionll], 18, 35, (4+L32), I*M, *4, *F, %21, TC, Trie);
ZaE: 3: Inputlnt"lnmalrurblne{i.}, 18, 46, (4+LxD), [*M, *A, *F, *11, TC, True};
7 ENG;
{'H IF 7€ = *F THEM
11 IFLYUTHENL == L-1 ELSEL = 8
2 IF TC = *A THEN
3: IFL (O THEN L = L+l ELSE L 3= |
/14: IF TC = *H THEN
3 IFTC3THEN T = I41 ELSE ] ¢
'6: INTIL TC = *7;

TUHOURLY.PAS page 2
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97 DesiredStorelB] := InitialStorel8];
18:  END;
I§19: PROCEDURE TimeMenu;
1728+
1921 VAR
122 Comnand @ Char;
123 ReDraw : Boolean;
1924:
251 BEGIW
Igié: Relraw 1= True;
19271 REPEAT
Z8: if ReDraw THEN
IEE?: BEGIN
17281 Title;
19311 Say{’%aSet Initial Data’);
Faz: Say('%a/a Base time 1 ‘;
133 Urite(BaseTime:3);
1934: Say (VA0 Aun 3 1)
§35: Urite{Dawn:3);
4361 Say(“XaDitUsk 1 1)y
937 WritelDusk:3);
CEEE Say! @i Demand ')y
li??: Say (i Initial Data "2
1748 Say (YT Buithdd )y
1941, MR { IF REDRAW }
Z42; Read(Kbd, Command);
47 Lomnand := UpCase{Command);
1944; Relraw 1= True;
|}45: CAZE Command OF
$44: ‘B’ + BEGIN
1947: Write('Enter new BaseTime ? ‘);
945 ReadLniBaseTime);
'?4?: i)
1758 ‘A4 1 BEGIN
1951 Write{“Enter new Dawn Time 7 7},
%52: ReadiniDawn};
53 BND;
1934: ‘Y7 BERIN
1a0 Write{’Enter new Dusk Time 7 *);
l?Sé: Readin{Dusk};
19571 END;
9381 ‘17 1 InitialBcreen;
Iﬁﬁ?: ‘B’ s GetDatal(’Daily Demand Curve’, Demandlil, 24, 8.8, 24.8, 0.8, 5.8);
760 END; { CASE COMMAND ) .
1961 BTiL Lomand = "8');
GEE riteing
A3 BN { TIMEMERY 3
1944:
i63:
L
15471
48:  PROCEDURE HourlyScreen;
45
70 {FFFAREFFERERRRRRIRERRHERSRER RN R RR IR R R AR BRI RSN RRRARRE)
1971 {¥ THIS PROCEDURE DISPLAYS THE OPTIMISATION RESULTS ¥)
,F?Z: CRERFRERRERER RN RE R RE RN R RE O R AR R AR R R R R R R RRERRE)
fExH

1974 VAR
2731 I, d : Integer;
9762 Ch & Char;
TVHOURLY.PAS page 33
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I Listiig O IVAUURLT.FRo, PaQe o9& al volblbpm BI/86/0/7

‘:78: BERIN
7% Title;

1788 FOR 1:=17070D0

811 BEGIN
I§82: HourlySelutionll, 81 := InitialTurbinell];
783: Write(StationNamef1], * ‘:(28-Length{StationName[11)));
1984: FOF § = 8 TC 24 DO
85 WriteCHourTySoletionll, J1:D);
guds Writeln(” 7y StationName[I3, * /:1(28-Length{StationName[11)));
9873 ERE;

d89: Writel” ‘128

iﬁBS: Hour1ySolution[8, 8] := InitialTurbinel8];
Y98 FOR J =8 70 24 DD

9911 IF HourlySolutionl®, J1 { 18 THEN

{92: Write(” )

493 ELSE
1994, idrite{{Hour1ySolutionl8, J1 DIV 18):1);

$%9: Writeln;
{742 Write{StationName[81, * 7:(28-Length(StationName[81)));
19971 FOR J =8 T0 24 D0

EEH Write((HourlySoiution[8, J1 MOD 18):1);
I???: Writeln(” *y StationName[83, © /:(28-Length{StationNamel8])));
(881 =1
d =By
REFEAT

BoTary (214, 241);

ReadiKbd, Chi;

CASE Ch OF
‘84,.79" 1 BEBIN

- o
\ﬂ;.
o b
(A
-

——
om
TR
o vd el €
w we we ww .

B Write(Ch);
y iF 1 ¢ B THEH
it;t’r: HouriySclutienll, J1 1= Ord{Ch)-48
IR ELSE
33N IF 1 =8 THEN
IE&E' HouriySelutionil, J1 1= {Ord{Ch)-48)#18
K +iHourYySolutionll, J1 MOD 1D}
LICH ELSE
55 HouriySctutionli-1, J1 3= (Ord(Ch)-483+ .
?6: {HouriySelutionlI-1, J1 DIV 18)%i8;
317: IF d {24 THEN J 1= J41;
2 ERD
g $27 1 IF KeyPressed THEM
BEGIK

J = 4d-1
IF & (8 THEN J 1= 24
END;
§77 + BEGIN
J = Jty
IFJ Y 24 THER = B;
ENL;
#36 : BEGIN
1= 141
IFTYSTHRN T = 1
END;
#72 1 BEGIN
I:=1-1;
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I LISTINg or IVhUURLY,.FARO, page Jo at da:ddpm Bo/ve 6/

2837: IFTCLTHEN T = 9
I_%BBB: END;

B39

2846 END;

41 END;
gh42: END;

o843 INTIL Ch = *7;

2844 FORJ :=1T08D0

IEBA‘}S: InitialTurbineld] = HourlySolutionld, 81;
phdd:  END;

2847
45:
[?349; PROCEDURE ResultsMenu;
283581
51t VAR
P52 Commard : Char;
833 PeDraw : Boolean;
2054:
[1355:  BEGIN
p#aé ReDraw := True;
2057; REPEAT
jikecH iF ReDraw THEN
1339 BEGIN
2848, Title;
28211 Say{“¥dResults menu’l;
I—;éE: Say{“MISKIPillage ")}
i EXH Say{ 435 Torage’);
2844 Say (A% 'Hourly Sclution ')y
Bé5: Say( AT Butput to plotter’};
Adé: Say{ U Qo tATE 3
28671 END; { IF REDRAL }

ReadiKbd, Command);
Command := UpCaseiCommand);
Relraw 1= True;

QY
o

o =l G

7—3
h&} 'th

o 0
P R I ]

8711 CASE Command OF

i:g«"?: ‘17 1 InitialScreen;

A RE ‘Pe oy SpillageMeny;

2874 “T* 1 StorageMenu;

F?ﬁ: ‘H° 1 HourlyScreen;

A7é: ‘8 5 Dutputy ,

277 END; { CASE COMMAND )
ra7e: INTIL (Command = “8°);

I?B?‘i: liriteln;

£888:  END; { RESULTSMENY }

PROZENE

2884: VAR

83: I, L+ Integer;
13E¢: 70 ¢ Charg

2887:  BEGIN

§6: Title;
ﬁzB?: Writeln{’ fost Functions’);
898! Uriteln( IMMORERIRRREERTRRTREHETOREREAIB LI OIS 000, )
8911 Writeln{’: Station 3 On-04f 3 Spill 3 Empty %)
’?ﬁ?Z: Uriteln(’: 3 3 3 O
3931 FOR1 =170 8 D0,
2894 BEGIN
895 ri teLn¢’GDDDDDDDDDDOCOODDDORDDEDDLDDDODDODEDDDDDDDDODEDDDDDDDDDDS ) §
F;%: Writeln{’:, StationName{I3, ‘“:21-Length(StationName[11), ‘3, COL11:18:2, '3,

TUHOURLY.PAS page 35
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l Listing ot TVHOURLY.PAS, page 36 at B3:88pm B2/86/8/

1971 CSUII:18:2, *27, CELID:18:2, 1');
I?&: END;
991 Uriteln(’ HEMIEIOMPRTIETOERIO MR E TR DRI DR ERR )

89 1= 1
IBI: L=l

B82: REPEAT
83: [ASE T OF
84: 11 InputReal(COILY, 18, 24, (4+L%2), [*M, “A4, *F, *Z1, TC, True’;
'85: 2 1 InputReal(CSILY, 18, 33, (é+L¥2), [*M, "4, *F, ~23, TC, True);
L'FH 3 ¢ InputReal(CELLY, 18, 44, (4+L223, [*M, %A, *F, *11, TC, True);
872 END;
Joc: IF TC = “F THEN
9 IFL > 1 THENL = L-1 ELSE L = §;
118: IF T7C = *A THEN
1 IFL CBTHEH L = L4 ELSE L = |
iz IF 7L = *M THEN
13 IFTCITHRN D 3= I#1 ELBE T 3= 1
14; INTIL TC = *Z;
151 END;
1é:
117
18
19 FPROCEDURE ExecuteMenu;
128;
211 VAR
22 Comrand 3 Char;
ReDraw : Boolean;
I, &t, Fn 1 Integer;
Same : Boclean;
BEGIN
Rebraw := True;
5t = {;
Fro.i= 7
REPEAT
IF ReDraw THEM
BEGIN
Title;

Say{‘%3Execute menv’);

Say[“¥F'Start Station Hourly Schedule : “)j .
Write(Sty,

Say(’%@i'Finich Station Hourly Schedule 1 ‘);
uritedFnly

urly Schedule’);

Schedule’dy

41

I

LS I P

Py
{ IF REDRAK 2
Read!{Kbd, Command);

Command = UplaseiCommand) )

Relraw 1= True;

[ N

RO =N

-t - - T > I
N

: CASE Command OF

481 ‘8’ 1 BEGIN :

49 Write(’Enter Hourly Start Station Number 7 “);

a8 Readin{Gt);

1311 ENE;
I}sz: ‘F* 1 BEGIN
SEH Write¢’Enter Hourly Finish Station Number ? 7);
194 ReadLn{Fn);

iH ERE;
361 ‘H” 1+ HourlySchedule(5t, Fn);

TVHOURLY.PAS page 3¢
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f7 RTSIM.PAS

d SLOYSIM.PAS
FASKSIM.PAS

F‘ TORRSIM.PAS

Programs simulating Temporary Droop governed turbines using
a set point controller. The main model of the simulations is
F contained in Procedure Model (Line 253-315).
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Listing of RTSIM.PAS, page | at 82:3éan B1/8.-8¢

i+ PROGRAM Hydr o‘%e\Fc-lrxt
I: 2t <Simulation of Hydro Temporary Droop governor
3t with set pmn{ tontrotler }
4
% 5s TYRE
F 6 Stringl® = STRINGLIEI;
7.
g1 VaR
}i?: FinTim, Time, StopTime, HextFrrTim, TimeScale : Real;
18 Clockios, [.e;kH igh, 1, Jy NeicFiot, LastX, Thisd ¢ Integer;
{t: FlotMin, PlotMax, Y3cale, PlotVar : ARRATLI..51 OF Real;
Iﬁxzz TopY, LastY, Thist : ARRAYIL..51 OF Integer;
T13: Plotlabel : ARRAYTT,,5] OF STRINGIE;
14:  Heading, Parameterline : STRINGI4RT;
w15
L
17
18y CNSTY
?‘ 191 Hobelays = 1
"28:  Storelength = 108;
211 UaR
& Storelengthl OF Real;

..A,"L. MNobelayel OF Rea ;

trPtr3 1 ARRAYL!..NoDelaysl OF Integer;
21 OF Boclean;

Td, StartVal, H : Real) : Real;

. B =
(0% TS NI S B % |

L B B A

]

RO

o3
n

IF Time = 6.8 THEN
BEGIN

[

£ L) TaY Kl Ead 3 B by B

Fra G I A ) s e

L-Jl 1

R R

L Lol T3
L2
we wm e ew

LA N

L gu e .

LA =N

e B

.a-!
DU
n

47

48;
I-:f4~?‘: Storel

58 FHD:

5t SirPirilll = 8

VI Siefir2lll =

{53 StrPtealll = 2

hLH EWD;

391 IF Interpolatell] THEN
|-45c1: BEGEN

37t imelnPericd 1= Time-LaztStoreTimelll;

a8 P op = TimelnFeriod/StrPeriodl1];

155: Lelay 1= Storell, StrPir2[l 3+(Store[l, StrPtr3i1l1-Storell, StrPtr20111)#Prop;
[68: IF TimeInPeriod » StrFeriod{I] THEN

TSIM.PAS page
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Listing of RTSIM.PAS, page 2 at B2:3éam £1/61/98

L BEGIN
I%E: LactSigreTimelll 1= Time;
fa3: StrPtrilil o= S4rPtrlfllel;y
L IF Sirftrifil 7 NoStrlellsil] THEN 2trPtrilll = I
26353 StePir201Y 1= SirPtr2ill4l;
I;o‘é: IF StrPtrfil > NoStrlellslI] THEN StrRtr2ll] = {;
67 StrPtr3llT o= SirPtrdillel;
S8 IF StrFir3iI] 0 NoBtrlells[1] THEN Steftr3lil := 1
F’?: Storell, SirPirtlll] = Val;
78 END;
711 ENC
I{m: ELSE
kR BEGIN
74 StrPtrilll = StrPtrilll+l;
3K TF StrPirflI} 3 NoStrlelis[I] THEN StrPtrill] = 1
I&é: StePir2li3 o= StrFir2(1l4l;
771 IF StrPtr2010 5 NoBtrlells[l] THEN StrPtr2ill i= 1,
78 Storell, StrRtrilll] = Val,
I?i?‘;: Delay := Storell, StrPir2(1ll;
B0 ENE;

Iié: FINCTION StripfUsf PaddedString : Stringl®) : Stringld;
24: VAR

8é:  BERIN

871 1= ,

gt WHILE {CopyiPaddediiring, I, 13 =7 7y AND {1 {(= Length{PaddedString)) DC
I';- BEGIN

8 Delete(PaddedSiring, 1, 1);

g4 = Iy

97 s

ER Strip := PaddedSiring;

P4 Bl

YR
ing 1 Byley
Count, TStore 1 Inieger;

PROCEDURE InitTimer{Z7 i Integer);
UAF

-
, P Byieg
5

(g

(5 iy & |

Fo
Paor
25 Lk
b

t
Hb 1= Port[3481;
'Etcre = Hb#254+Lh;

114y FINCTION TimerWait : Boclean;

L5 VAR
Fe: Hh, Lb : Byte;

) By
L7 Temp + Integer;
118: 0 : Boolean
4% BESIN

28: Ok 1= False;

' }




Listing of RTSIM,PAS, page 2 at 8%:34an

IF {TStore-Temp: 7 Count THEN
4 := True;
INTIL O
Toicre = TS‘row-Lowf'

e LR B D) PO

. ._.E— s E (o ‘%_. G

Timerlait 1= Q)

121 For t{343] 1= @,

[22: (b= Portisdl;

272, Kb = Portlsdel;

124 Temp = Hb#2 o”ri.b;
25 IF {TStore-Temp) » Count THER
26 Ok ;= False
27 EiSE
78 REPEAT
2% Fortl$43] 1= 0
3 Lb 1= Fortlgdel,
3t Hb = Portigdel;
22 Temp 1= Hb*204+Lh;
3
3
3
3
3

8 EHE;
139
:
GR
41y FINCTION SelectfReply @ Char) 1 Boolean;
R4z BERIN
43 iF {Reply = 777} OF {(Reply = ‘y’) THEN Select := True ELSE Select =
ddy EHD,
ac .,
fe PRI
Sde

| FLO, DR
BT s, T2, RTIN,
, CKD, BE, Con, H, Cor,

RPGH, TW, DLPB/, ANGISE : Real;
U, LIND, L&ST, KBROT : Integers

Cre O

PP s q._!- Bt

SN e SR SO R R O 5 B | B |
=y - 0 1

e -

Vs

.a

NPLH' TU SPEED!:R HUTUR
- INPUT TO GOVERNOR

bearyen |
~J O~
ge ]

e T - OUTPUT OF GOVERNOR
i W56 - ERRDR S’N‘i‘i

731 FEDBAY - FEED BACK SIGAL
721 L0 - WATER FLOM

"

B

jin o4

'i?

]
1

HEAD AT TURBIWE

751 WATP - WATER POUER
761 POAOLT - MEASURED POMER 3
77

P SR ooy SN W

RTSIM.PAS page 2
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Listing of FTSIM.PAS, page 4 at B3:3dam B1/8(/80

ko= 0.82;

3

gl

{ SET UP DEFAULT VALUES
GOVERNOR PARAMETERS - SLOY VALUES )

-
AT T

—
[= T 4]
-

SATFE := 2.8,
RLU := 8.65;
RLD = -8.2%;

{ SPEEDER MOTOR CONSTANTS - SLOY VALUES 3

MO
KONLEV
1%

e
1}

Mo ora N

173

{ TUREINE PARAMITERS - SLOY VALUE 2

{ POJER TRANSDUCER PARAMETERS 3

LR = L0
AUITSE = 0,681,

{ CONTROLLER PERICD CALCULATIONG 3

{ INPUT DATA 3
REPEAT
Write” Enter Start Power, required power and ramp time ? ');
Readin{SPC, RF, StepTimel;
(TIL (GPOR ) 8,800 AND (RPGU { L.B);
PP 1= SPIW;
TPOM = SPO;
IF StepTime » 8.8 THEN
PISTER ;= (RPOL-SPOMI/StepT imePER
ELSE
POUSTEFR = PO“uE SPOY) ;
RAMF 1= GATIN/RTI

=
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XII11 1= X[

Listing of RTSIM.PAS, page 6 at 83:3éan 81/0:/68

SPDINF;
PONDIS;

11,
1y

24

PiotVarll] =
Plotvar[2] :=
PlotVar{3] = X[
PlotVar{4] = XI
IF NOT Timerldait THEN
BEGIN
CirGerg

WriteLn('Timer OverFlow'’, TStore};

Halt;
ENE;
BN

PROCEDURE DataForPlot;

BEGIN
NoToPlot 1= 4;
PlotLabell1l ;=
PlotMiniil = -i

PlotMax{il = 1.2

n

Fiotlabeil2]
PlotMinlZ

EHD;

i
= 8.8
i

‘Spelnp’,
Qs
IL,

fa

L3
“Power

PROCEDURE Modeilialog;
BEGIN
BN

rege : RECORD LASE Integer OF
{1 fax, bx, cx, Dx, BP, si, di, ds, es, flags : Integer);
2 1 (al, ah, BY, bh, ci, ch, di, dh : Byle);

END;
BEGIN
WITH regs DO
ay = $beis;
Intri$i8, regs?;
WITH regs DO
BEGIN
ah 1= $11;
al = $2%
bl = 2;

RTSIM.PAS page &




L1STing 07 RigifFHoy Paye 7 dl Td.Jodlt DL/ TLs 00

ERL;
Intr(d18, regzl;
END;

Y
o

PROCEDURE eplot(X, y, coiour i Integerd;
VAK
I, off ¢ Integer;

D G0
) O~

3 BEDIN
] Porti$3cel 1= 5
Portlg3cd] = 24
¥ pfé 1= (yxB81+X

Porti$3c{l
I 1= Hem{%4

(7-0X MOD 8));

[

K ST R RS SR s IR =]

.
i
.
’
1
.
.
.
'
'
.
H
1
'
2
v
:
1
*
:
]
i
1
H
Y
'
1
H
]
'
.
H

275 Hem{$ABRE:104¢] 1= colour;
/¢ Forti$3cel 1= §;
277 Porti$3ct] = By
378: Port{$3cel = &
Ifs‘r: Portl$3cf] 1= 441,
88 END;
381
221 vi, xZ, v2, colour : Integer);
I%E: f EWEITTEN BY DAVID LOOHESY
384:  LABEL 99%; (EXIT POINT IF ZERO LENGTH LINES
T VAR X, v, deliax, deitay, Dy, dy, run : Integer;
Iéé:
37:  PROCEDURE dpiX, v : Integer);
B VAR
9 Iy off ¢ Integer;
iH BEGIN

+05 DIV 83
8

H

0ff 1= {v¥BE
Bortisacel

Cad — a ol
2 ‘u“!g' ) "‘“i“iolw G

Fartl33c4] = 1 GHLIF-(M MOD 8135
oftl]
Hem[3AB8E:n44] = coloury

: 1 = Mem{%4882
: 4

END;

i
Port
Fort
1

(20
LAA)

—t

TIDT Ay =
- ELBE &y = |y

-
-1 ELSE D = 1y

i

3
F
r
2
5
"
o]
-
o 1'
-
<}
9

x
.
.
i
*
H
1
H
.
T
3
'
v
¥
1
H
<
T
1
H
'
B
!
s
s
.
Y
B

{INCREMENT ALDHG X AXIS)
i THEN BESIH

£12: ren 1= deltax SHR 1

43: REFEAT

414 dptX, 7};

4131 X 1= XDy

ilé: run = run-deltay;
A7 1IF run { &

418: THEN BEGIN

191 run = runtdeltax)

yik y = yidy

RTSIM.PAS page 7
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B
ELSE BEGIN

run 1= deltay SHR |

REPEAT
dpiity ¥);
Y = yidy;

rok 3= run-deltax;

IF run € 8
THEN BEGIH

run = runtdeltay;
% 1= XaDx

ENDy
WTIL ¥y = 2
END;
999: dpixZ, ¥2)
Port{43ce]
Portl$3ctl

Portl$3ct]

Y-
Q.

YScatelll 3
Lasty 1= &;
Topyl1]1 1=
END;
Enhanced;
PiotAxes;
ENG;

PROCEDURE MultiFlot;

= 5
=8
Portl$3ce] 1= 8;
= ¢

LniFinTind:
nLEInTim g

Listing ot KiolM.PAo, page £ at ¥aiJ0am 6./ ¥. ok

eint’ Length of simulation run ? )y

i Round(1#326.8/NoToPlot}-1;
LagtY[11 1= TopYl11-Round{YScale[11#(PlotVar{I1-Plothin{11});
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Listing 0t mioif.PHey pdit 7 di D9.00al UVi7UL7

Ak
i : Integer;
BE
Th‘si 1= Trunc(TimeScalesTime);
1F ThisX » LastX THEN
BEGIN
FOR T := 1 70 RoToPlot DO
BEGIN
Thisv[1] 3
Edrawiia
Last¥il
END;
Last® := ThisX;
END;
END;

Rourd{¥Scalel 11#{Flotdar[11-PlotMiniID));
1, This, ThisYI11, Green);
i

YAk
PlotrTimeScale @ Realy
PlotrStored : ARRAY(B..12681 OF integer;
PiotrStorey 3 ARRAYLL..D, 6..12681 OF Real;
FlotrBtmY @ ARRAYIL..5] OF Integer;
TotrYScale @ ARRAYIL,.SD OF DE"‘
Piotr3torePir, PlotrStorelength & Integer;

PROCEDURE ZrartPiotter;

I Integery
BEEIN
FlotrTimeScaie o= 1ZB6.8/FinTim;
PlotrEiorePtr = &
FGR 1 := 1 70 NoToPiot DO
BEEIi
F1 ! G /{HoToPlot#{FiotHax[11-FlotHinl1DD};
Fio snd{(NeToPlot-1)%5888 B/ NoToPiot);
Pl rPr1°'FMNm{H,
BN
F?o*fctO’ﬁAi ptrdtorefirl =

.
B,

PROCECURE PliotterStore;
VAR
1, ThisPioird 1 Integer;
BEGIN
TimeScaledT ined;
e Iploi StorePtr] THEN

arriiprefirdly
rePirl := ThisPlotrX;
ot DO

FROCEDURE UsrOutick @ Chardj
B i Brte;
BEGIN
REPEAT B := Port[$3FD] AND 321 INTIL B = $28) OR (B = $21);
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541 = $21 THEN

i BEGIN
ISE: B 1= Port[$3FE] ARD $7F;
344 IF E = $13 THEN
~bH BEGIN

14 REPEAT
478 REPEAT B := Port[$3FDY ANG { UNTIL B O B
34&! B i= Port[$3FE] AND $7F;

i INTIL B = 81l

ERD;
END;
Port[$3F8]1 1= Ordich);

END;

PROCEDURE Plotterlnit;
BEGIH

UsrOutPir = Ofs(UsrDut);

Weiteilsr, “IN;7, Chrl27), “.12843;17:7, Chei27), /.N;19:,PA;°);
END;

PROCEDURE FictierAxes;

21
1t Integer;

BEGIN
Writeflsr, ‘PU,1438,1379,P0,1456,437%,8858,4377,8850,1379;7);
FeR I =170 Ho 0P1D* ]

BESIN
Writetlsr, "PU,1438,7, PlotrBim¥[11, *,PL,9858,", PlotrBtaYII1, /3705
END;
EHE;

PRICEDURE Flotteriabeis;

UAR
T

BES
Writelllsr, 7GRy7 35

FOR I := 1 70 HoToPlot DO
B?“IN

, Pletriabely 1 Integer;

mT{II+Round(‘883iNaToPiat)-iSﬁ;

: B,7, Plotrlabely, ‘LB, PlotMaziIliéel, Chrid)l
i = Fiot ei‘r L;]*raand 2588/ NeToFiotr-38;
50 Write{lizr, "PU,725,7, Plotrlabel’, ‘LB, Flotlabellil, Chr(33};
B PlotrLabelY = PlotrBtmy[11438;
384; Writedlsr, “PU,958,7, FiotrLabeEY, ‘LB", PlotMin{ll:ésl, Chri3});
REEH 41 :
383 Writedlisr, “PU,BS , FinTim:é:1, Chrxd))'
8% Textx 1= 3298- Rﬂu‘dxhength ﬁead'ng)*112.5'23'
g8 Writellsr, "PU,7, Text¥, *,4895,LB", Heading, Chrid);
391 INGy
B
93:  PROCEDURE Plotter;

5941 VAR

ThH I, J, Piotr¥, PlotrY : Integer;

§4:  BEBIN

2971 Writeln{’ head,nﬁ tor Piot ? - Maximum length 48 characters )
998: 1T
&9 Read;n(Heudxng;,

a8: Writeln{’ Pletter ready ? - Press any Key “);

A SO H

v
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REPEAT UNTIL KeyFressed;
Plotter! nv*,

i)

[>T i NS Y~ SUR R R SN YU S N

O~ N . N >
o SR e

B~

iriteillse, “SPL; 0
FlotterHAes,
Piotteriabels;

Writeller, “PU,SPZ;" ),
FOR 1 := 1 70 NoToFlot DO

Figird 1= 1458;

Flotry 1= PleirEinYl1i+Rou ﬁd(FiotrYScaie[I]*(PlotrStoreY{I, 81-PlotMinility;
Uritetlsr, "PU", Plotrx, 7,7, PlotrY, “PD;');

FOR J = 1 70 FiotrStorelength DO

BEGIN

TmdnY
Pl A

(= 8 I;-‘.n
ooy

i

———
T i

(=2
P
Lol =Y s B (o BERSN BN U L) JERE RN Y SN B

1= 1458+4¥PiotrEtoreXll;
PlotrY := FietrBinYI11+Round(PlotrYScalel I3#{PlotrStoreYll, J1-PlotHinl1l));
u"xtn Usr, ‘PA,7, Plotr¥, 7,7, PloteY, 7;');

WritetUsr, ‘PU,1458,1377;")
END;

-

" m;,_.‘» . T
Fad fnd bem ben bem e b

az
122: COWET
';2'3’ ClockPeriod = B.8%;
624
F250 VAR
i24:  PiotRegd 1 Char;
: BEGIN
: adeilialog;
Lontroilialog;
QaiaFoﬂFiot'

3
ClockHigh = 8;
Time 1= 8,8
HextFraTim 1= 6.8
WHILE Time {= 51

e,

E:L.F‘

o

a me me @k ww me me me wm w® mu w% ew e

vy, PITEE . o ST,

41 IF T;me = BB THES
47 BEGIN
43 StartFint;
24 StartPigiter;
Iréf. D
L ELiE
4474 BEGIN
44E: MyltiPlot;
'54 ; PlotterStore;
658 END;
451 {1+ Time»=HeztPrnTin Then

AT a3 fas e G N0 0O e

3521 Begin
ES : Writeln{Time:8:4,u:8:4,7:8:4);
4541 NextProTim: =NextPrnT|m+PrntInt,
95 Elfdg_"
lzsa: Clocklow := Clockiowt];
457 IF ClocklLow = 18888 THER
6581 BEGIN
435 ClockHigh = ClockHigh+!;

568 ; ClockLos = 8;
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441t ENE;
Io"l: Time 1= (10682 . 8xClockiigh+ClockLow)*CTockPeriod;
43 IF KeyPressed THEW Time := StopTime+i8.8;
664z END;
43 PiotrStorelength := PlotrStorePtr;
léé: REPEAT UINTIL KeyPressed;
47:  TextMode!(BWER);
48:  Writeln!” Do you wish hard copy ? /)
‘6‘?: Feadln(PlotReqd};
%78: IF (PlotReqd = “¥") OR (PlotReqd = “y’) THEN Plotter;

&71: END,
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