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ABSTRACT

Enhanced a.c. losses have been observed in thin films of
a-Ge and a-5i exposed to low intensity light, of wavelength
633nm, derived from a He-Ne laser. The samples were prepared
in sandwich configuration by R.F. sputtering in argon or
argon-hydrogen atmospheres. Illumination intensities of
luWcm™= or less were applied +through a semi-transparent
gold top electrode. Chandes in a.c. conductivity and
capacitance of up to 10% were measured at helium
temperatures.

The optical response at helium temperatures is
non-linear. At high intensities, the permittivity increases
as I*7%, but at low intensities the response is closer to
I*#=, The temperature dependence of the response is small
up to 20K. The recovery to the dark state is non-exponential
and usually many hours elapse before no further change can be
detected.

When 500nm and 800nm 1light is wused, no difference in
response can be seen after the different absorption factors
of the semiconductor film at these wavelengths have been
accounted for. The loss changes induced in the I*“? region
are similar in pure a-8i and pure a-Ge films but decrease as
the hydrogen content of films increases. At low intensities
heavily hydrogenated material shows a greater response than
pure material.

The following model is wused +to explain the data.
Incident photons generate free carriers which are rapidly
trapped by deep, clustered defects. The trapped electrons (or
holes) are able to respond to the applied a.c. field and

contribute an additional loss. The only escape for the



trapped electrons at low temperatures is by tunnelling to a
neighbouring excess hole. An simple analysis of the
appropriate rate equations leads to carrier densities which
compare well to the e.s.r. signal in sputtered material. The
above model predicts the I*“® behaviour at low intensities.

During the decay to dark equilibrium, the induced loss
is proportional to -log(time). To account for the form of the
decay the model is modified to include the fact that, in the
dark, the average excited pair separation will increase with
time. By postulating a minimum pair separation it is possible
to explain the inconsistency of the slow decays to
equilibrium and the recombination times estimated from the
high tempefature loss. However this model fails in that the
predicted maximum pair separation is less than the minimum
pair separation. This can only be explained by strong carrier
self-trapping at the defect site.

The reduced response at higher intensities is ascribed
to reduced self-trapping for states excited far from the
fermi level. The increased self-trapping in hydrogenated
material 1is also reflected in a slower free decay to
equilibrium.

The active defect is estimated +to be approximately 10A
in extent which is consistent with the results of the low
temperature a.c. field effect. It 1is suggested that the
optically induced 1loss is derived from a population of
correlated pairs of dangling bond states which exist on the

internal surfaces of voids.



The a.c. loss in amorphous materials, particularly a-Si
and a-Ge has been studied for a number of years. There has
been considerable progress in our understanding of the
mechanisms responsible for the loss in these materials. The
conductivity is derived from electron tunnelling between
localized states in the region of the fermi level. This was
established by Mott (1969) who first derived the T*/4 law
for d.c. conduction and by Austin & Mottt (1969) who
considered the a.c. conductivity within the pair
approximation. For many years it was assumed that the total
conductivity could be represented as the sum of the d.c.
contribution and the a.c. term derived from the pair
approximation. This ignores the contribution of extended
clusters of states to the a.c. loss. The models based on this
assumption proved to be unsatisfactory (Long, 1982}).

Butcher & Summerfield (1982,1984) developed the extended
pair approximation (EPA) to take into account the
interactions between 1isolated pairs of states and its
surroundings. This model has been highly successful jn
explaining many aspects of the a.c. loss in sputtered a-Si
and a—-Ge. (Balkan et al., 1985, Long et al., to be
published).

The Glasgow group has also investigated the effect of
magnetic fields on the loss (J. McMillan, PhD Thesis, to be
published) and the effect of optical illumination. The latter
is the subject of this thesis. A number of different
light induced phenomena have been reported in the_literature

over a wide range of temperatures and light intensities. The
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Staebler-Wronski effect, the introduction of deep states in
the ¢gap by exposure to high intensity light (>1lmWem—=), is
generally studied at room temperature. At 1low temperatures
light induced electron spin resonance, luminescence and
infared-induced transients are observed. No previous report
has been made of an attempt to quantify the light induced a.c
loss in tetrahedral amorphous semiconductors.

In the following chapter we give a review of the present
understanding of hopping conductivity in amorphous materials.
Chapter 3 outlines some of the work on optically and
electrically induced 1long-lived states that have been
reported in recent years. Chapter 4 1is devoted the
development of experimental techniques carried out in order
to investigate optically induced a.c. losses. In Chapter 5 we
summarize the d.c. and a.c. conductivity measurements taken
in the dark. Chapter 6 presents the 1light-induced loss
results. The results are analysed in chapter 7 and a model to
explain them is introduced. In chapter 5 a summary of the

work is given.
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CHAPTER 2 : Hopping Conductivity in Amorphous Semiconductors

In this chapter a summary of the present understanding

of hopping conductivity in amorphous semiconductors is given.

2.1 : D.C. Conductivity

In the states above the 1localization 1limit, E=,
extended state conduction occurs. Below E= the Anderson
localization criterion is satisfied and carriers move between
localized states by exchanging energy with the lattice, by
thermally activated hopping (Mott, 1969).

If one considers two sites, A & B, separated by a
distance R and by an energdy difference W, there are two
possibilities to consider. If W is less than h@gwhere Mg is
the highest phonon frequency in the lattice,then the hopping
process involves a single phonon. If W is dreater thanfﬁmb
then several phonons assist the carrier to hop.

Mott calculated the transition rate for a single phonon
process and found it to be of the form

v=\%e"2’R0 g W/kT (2.1)
Oflis a measure of the spatial extent of the localized
electron wavefunction and the factor({zmgbis the probability
of electron transfer by tunnelling. The Boltzmann factor
éAN/kT is the probability of the existence of a phonon of
enerdy W.\L is defined as the characteristic frequency and
depends on the phonon density of states and the electron
-~phonon coupling.

At high temperatures electrons are excited to localized

page 3



states at energy E in the band edges and the main
contribution to the conductivity is from hopping within kT of
E to unoccupied nearest neighbour centres. As the temperature
drops the hopping path will sink to lower energies and the
most important conduction mechanism becomes the hopping of
electrons within a few kT of the fermi level, provided that
there is a sufficiently high density of states in this
region. When the temperature is lowered still further the
number and energy of the available phonons decreases and
hopping becomes restricted not to the nearest neighbour
centres in space,but to those states that are energetically
closer, (Mott 1969,1972). Mott proposed that the greatest
contribution to conductivity arises from hopping for which
the transition rate,\?_ , as defined by eaqn. 2.1, 1is a

maximum. This assumes that there is at least one state within

a given spatial and energy separation. Hence

W = =3 (N(E)™] (2.2)
4nR

where N(Epe) 1is the density of states at the fermi level,
Eg.

The distance in space that an electron is most likely to
hop is defined as Rope, and is evaluated by using the above

value of W and minimizing the exponential factor in (2.1),

giving
9 (2.3) R 9 174 (2.4)
20= = —————— e
anR3 NGERKT ot (BRN(Er)kTa)
The most probable hopping energy is
W 3 (2.5)

t =

The conductivity is given by :
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QVABRZ (2.86)

O = N(Ep)kTe where the mobility,p=
(Ep)kTep ity r=—2

. (2.7)
O = Ogexp(-2aR,-W/KkT)
Substituting Rompe and Weee into the above equations gives

=1/4 3 (2.8)
g = 'c)'oexp(%0 ) where To= :“?‘g)k

Egn. 2.8 is the Mott T*““ law whiéh describes variable
rangde hopping conductivity. In the samples of the type used
in the present work T*“* ©behaviour is seen up to room
temperature (N. Balkan, Ph.D. +thesis 1979). This 1is not
expected from the above model as Woee, the optimum hopping
energy given by (2.5), is much greater than the maximum phonon
energy at such temperatures. Emin (1974) calculated a phonon
assisted transition rate for a multiphonon process and
obtained a T*“* +type temperature dependence, from the
transition rate alone, upto the Debye temperature; this
suggests that the multiphonon process must be taken fully
into account when calculating the hopping rates. However it
is not clear that the Emin process leads to the dispersion
required to explain the a.c. data.

The pre—-exponential factor,(ﬂj is theoretically expected
to be of the following form by most workers

i:)‘om[N(EF)T]p where Ipl <=1 (2.9)
Experimentally it has little temperature dependence but it
can be changed by orders of magnitude by annealing, even
though To remains almost constant. This failure of the
theory has been ascribed to the assumption that hopping takes
place in a homogeneous material. An inhomogeneous

microstructure may explain the behaviour of the
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pre—-exponential factor while the variable range hopping model
may still be valid (Aspley et al., 1977).

Aspley & Hughes (1974,1975) calculated the hopping
conductivity between 1localized states as a function of
applied electric field as well as temperature. Using (2.1)

they calculated the probability of hopping to be :

Probability ~ exp(-2aR- <W+ei $c:ose))

This is for a hop upwards in energy where © is the angle

(2.10)

between the direction of hop and the field,F. Taking into
account the possibility of downward a hop down in energy,
they defined a "range" in four dimensional space, <Ran>.
This range (three spatial coordinates and one energy
coordinate) is the average nearest neighbour range. The
conductivity is then expressed as follows

o ~exp (<Ry,?)
They then estimate the most probable nearest neighbour range
[Rnn{ from <Rnn> and so calculate the field dependent

hopping conductivity in the form :

For pe< o(B.T>=o,exp[-(-T$)"“( -2y @

_ e -6dad \174 |
For g>=10 O'(B,T)-q,exp nN(EF)e FVa (2.12)
3
ﬂ___ Fe T =_2;4x_
2akT 0 N(EF)nk
They assume : i) the field does not change the occupation

probability of a particular localized state, ii) the averagde
distance hopped by carriers depends on the direction of the
field and iii) the density of states is flat, N(E)=N(Eg)

The above theory can be used to evaluate o ! and N(Eg)

values. The predicted high field behaviour has been seen
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experimentally (Apsley et al., 1977). Pollak and Reiss (1976)
used percolation theory to obtain similar results at high

fields. At low fields the two approaches were not consistent.

2.2 : C oss — The Pair Approximation

The usual approach to the theory of a.c. loss 1is to
consider the polarizability of an isolated pair of states and
then to sum the losses of such pairs over the whole sample.
This is known as the pair approximation. It was first
introduced by Pollak & Geballe (1961), and was modified by
Pollak (1964, 1971,1975) and by Austin and Mott (1969). Figure
2.1 shows a pair of single electron states separated by an
energy Zsuzand the distance Ri=. If the states are occupied
by only one electron and fi and f= are the occupation
probabilities of the states then the transfer rate equations

are

. =0, M~ W, =T, (2.13)

The transition rates (ou involve inelastic processes
|+zi (2.14)

ij=?]. ( 2kT

for i=1,2 and j=2,1. In thermal equilibrium fi & f= take

the following form

0 = ! f) = ' (2.15)

2
1 o) 1+ en(e?)

When a sinusoidal field 6, of frequency () is applied

the energy . between the two states decreases by 'eEB
perturbing the occupation values. If the response in

linearized for a small field, E,the polarizability is
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2_2
2.1
eR12 ] ] ¢ 6)

AT cosh’(Ay/2kT) 1+ 1G0T

where the effective relaxation time is given by

a:

(2.17)

t=—[c°8h(2kT)] for e€ER << kT

It can be seen that the polarizability has a Debye form

1//l+i035 with an imaginary (lossy) part that peaks at
oun'1f1 . Loss will occur principally for states separated by
< kT because of the [COSh(Am/ZkT)‘]-2 factor.

Miller & Abrahams (1960) suggested that for low energy
single phonon transfer processes a more correct form of the
transition rate is

© = ﬁAii (2.18)

" exp(A, /KT) -1

where B contains details of the  interaction. The
polarizability is unaffected by the new transition rate but

the relaxation time becomes

£s12

tanh kT (2.19)

T=
BlA,J

As Aw-ao at very low temperatures, this result also becomes
inaccurate due to quantum mechanical splitting of the states.

The pair approximation 1is the basis of most of the
theoretical models of a.c. loss in amorphous semiconductors.
The above calculations apply to an isolated, singly-occupied
pair of states. The pair approximation will work best at high
frequencies. For a random distribution of states those pairs
which are closer together will have a shorter relaxation time
and will respond to a higher frequency. Coupling between the
pairs of states decreases with their separation. Hence

closely spaced pairs are less likely to overlap and interact

page 8



with other pairs. At lower frequencies the separation between
the active a.c. loss states will increase and interactions
between them and the surrounding states will no 1longer be
negligible.

The next stage of the analysis is to consider electron
states distributed uniformly over an energy range ﬁ%)and with
N states per unit volume. We take a pair of states at
energies K. & E= and calculate the statistical factors by
considering the pair of states as a whole. We assume that
the intrasite correlation energy ié much greater than ﬁ%)and
that all energies are measured from R+kT In(2) where R is
the chemical potential. The partition function then

simplifies to

-BE -BE -B(E +E_+E .) (2.20)
Z=1+e '+e Z2+¢ ' 212 where PB=1/kT
{For full partition function see Long (1982)).

If the intersite correlation energy, E.=2=0 then the

occupation probability of site 1 is

h’:=z"e—’3E1 (2.21)

i exp((B/2)(E -E.))
2[cosn{(p/2)(E,E,)) + cosh{(B/2)E -E )]

By using similar rate equations to those used in the previous

section and by solving them for a small sinusoidal field the

polarizability can be deduced

OUE E_R )= © R12 2’21’12 * wizhr 1 (2.22)
vtz ot 0 o _
W _+W 1 + i@t
2.2 21 12
€ R‘I‘Z 1

AT cosh((p/2)E - E_))[cosh((B/2)(E, + E,)) + cosn((B/2)(E, - E )]
1
|+ it
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The relaxation times are given by (2.17) for a multiphonon
process and by (2.19) for single phonon hopping.

The total a.c. 1loss can be calculated from the
polarizability. Firstly it is necessary to integrate over all
possibile site 2’s for a given site 1 to obtain the average
polarization.

(2.23)

&(E)=I”0{(E E,R )2n-N—R ,Sin8 dE, _dR a8
1’ 12 A 2

The complex conductivity is calculated by intedration over

all initial states.

= JO{(E )—A—dE' (2.24)

0
n 2,2 4 1
==p R ——
6° P I” 1+ it
deE'dE2

cosh((B/2XE - E_))[cosh((B/2XE + E )} + cosh((B/2)E - E.)

>

vhere gdo is the density of states. This expression is used
~later to calculate the 1loss for different cases of single

electron transfer.

2.3 : A.C. L.oss - Charde Transfer Models

2.3.1 : ectron Transfer b unnelli

Deep within the energy gap of an amorphous semiconductor
the states are isolated, single particle states which have a
broad range of energies about the Fermi level. The adherence
of these materials to the Mott T4 law over many decades

of conductivity variation supports the theory that transport
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is by electron tunnelling close to EF {see § 2.1). The
relaxation time is similar to eqn. 2.17 except tO is replaced
by
T, 27, exp(2aR) (2.25)

where & is the decay parameter for the s-like wavefunction on
the sites and 15:15 approximately an optic phonon frequency
(Mott 1969). By using this expression 1in ean. 2.24 the a.c.
loss predicted by the tunnelling model can be calculated. The
integration over R is replaced by integration over t,giving
the real part of the conductivity to be

engfco I R'wat IJ (2.26)
2a 1+ @2

0’1=

o3

dE dE,
cosh((B/2)(E, - E_))[cosh{(B/2XE + E)) + cosh{(B/2XE - E))]

The exponential factor in eqn. 2.17 means that % is a

rapidly changing function of R but the Debye form implies the
conductivity will peak strongly where (OC~1, for a very
restricted range of R. The slowly varying R can be
approximated by a constant Rm with‘trv-(—:-)given that tmax» (l)_l» 10t
where trnax is the largest relaxation time.

BEgn. 2.17 implies that Rm will be effected by the factor
Ei-E=. However the denominator of the integral in eaqn.
2.26 suggests that the contributions to the conductivity are
negligible except when Ei.-E= is small. If follows that
the energy factors in eqn. 2.26 can be discounted and that

1 (2.27)
R(n)= - E(; 1n((o‘tm)

From the above it can be seen that the tunnelling distance at

a fixed frequency is independent of +temperature, this is
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characteristic of loss by tunnelling.
Using these approximations and evaluating the integral

for the wide band case gives

g 2T (2.28)
_L_J_ 51
o =5 ——wr, (for pA )
or more simply
O~®WT  where s=1+—23 _ (2.29)
' @)

For this model, s is independent of T and about 0.8 for a
frequency of 10kHz. For single electron tunnelling, n=1.

Egqn 2.28 was derived by Bottger & Bryksin (1976) and
Efros (1981); Other workers (Pollak, 1971, Butcher & Hayden,
1977, Long et al., 1982) obtained a similar functional form
but with different numerical factors. Egqn. 2.28 has the form
of the formula first derived by Austin & Mott (1969) on the
basis of the same physical argument but with less

mathematical analysis.

2.3.2 : Correlated Barrier Hopping

In this model of charge transfer we first consider a
single electron hopping over a potential barrier between
positive defect centres. The barrier height will be reduced
by coulomb interaction; the barrier height W is correlated

with the separation R

2
e (2.30)

nEEoR 12

W=W_-

m

Here Wm is the energy needed to remove an electron to
the conduction band. The barrier profile for the correlated

barrier hopping (CBH) model in shown in fig 2.2. It was first
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introduced by Pike (1972). Using eqn. 2.17 the transition

rate is

(2.31)
0)12 21: exD( )exD( QkT

In gdeneral W>>KT (except for very low temperatures) so the

activation energy is much greater than the Debye energy and

tOhis approximately the inverse Debye frequency. It is

assumed that any dependence of to on R due to overlap of the

excited state wavefunctions is weak.

The relaxation time for the CBH model has the form

(2.32)

T=-71 Ohexp(lv-) !
cosh(A/2kT)

the site energies Ei & Ez are measured from b+ KT In(2)
Starting from the linearized expression for the
conductivity (2.24) the way forward is similar to that used
in the previous section. / 4 varies rapidly with respect to R,
as before, and the integral is transformed to an integral

over T by substitution.

kT 1 (2.33)
=———0T
dr T dw/dR
4
Hence G' =_1_1_929§m I[R (dR/dW)IdT JI (2.34)
6 1+ w2
x dEidE2

cosh(ZB(A, - A ))[cosh(1p( A, - A)) + cosh(ZB(A, + A,))]
The integral over ¢ is approximated by (u/Z)[R4(dR/dW)]opt’
if dR/dW is evaluated at Rm, the value of R at WT=1.

As for the tunnelling process, Rm is in principle
dependent on E. and E=. However, for A= kKT,that is, for
hopping close to the chemical potential, (2.34) can be

simplified; R(n) is given by a solution of the following eaqn.
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W(Rm) =-kT ln((o'tOh) (2.35)

From (2.35) Rm is deduced.

R = o’ (2.36)

(1]
REE [W_+kTInGT,)]

Also (2.37)
[ 4dR] _ oTEE,
'R T g
aw Jopt @ 2

The conductivity is calculated by integrating over the energy

terms.
ﬂ 4dR (2.38)
o, = 24N co[ , ]Opt for (Ao<<kT)
4dRrR (2.39)
for >y kT
o, - 1 (kT)e(.v)[R dw]opt (Ao )

Following the notation of the previous section, the
frequency exponent,s and the temperature exponent,n are

calculated to be

s=1 - 6kT
W + kT In(®WT ) R
m oOh
n= -(I—s)ln(a)‘EOh) (2.41)

These equations give a very different picture from that
given with the tunnelling model. For correlated barrier
hopping n,the temperature exponent is frequency dependent.
The frequency exponent,s,decreases from unity with increasing

temperature. .

2.3.3 : Polaron Tunnelling

Polaron assisted tunnelling occurs when the transfer of
an electron from one state to another causes lattice
relaxation and a lowering in energy of the states. Mott and

Davis (1979, Ch3) showed that the process of electron
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transfer between degenerate states has an activation energy
W+ = Wa/2 where We is the enerdy decrease caused by the
lattice deformation at the occupied site.

There are two different types of polaron tunnelling.
Firstly we consider the small or mﬁlecular polaron. In this
case, the energy decrease comes from local bonding changes
and the deformation around +the two sides does not overlap;
We is independent of R, the site separation. Emin &
Holstein (1969) calculated the probability of +transfer at
high temperatures to be

T= topexp(%)exp(QaR) (2.42)
Here we assume that hopping occurs between states of similar
energy i.e.ll::(). Wy 1is independent of T at lower
temperatures because the distorted lattice 1is in its ground
state at each site.

As the temperature term in (2.42) does not contain the
site separation we can treat small polaron tunnelling in the
same way as simple tunnelling but with the transition time
‘Co replaced by Topexp(WH/kT)

The a.c. loss is given by (2.28) but with

1 W% (2.43)
R =-——[1n(m1: )+—]
® 2a P kT
The frequency exponent increases with temperature
1 (2.44)

=1+

[In((v)‘!:op) + WH/kT]

The large or dielectric polaron is the second case to be
considered. Here, the polaron energy comes from polarization
changes in the deformed lattice. Such a polaron, because of

the long range coulomb force, will extend over a number of
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interatomic distances. The potential wells of the two states
are now likely to overlap and the activation energy of the
particle transfer will drop (Austin & Mott, 198689, Mott &
Davis, 1979) according to

r

» (2.45)
W, = WHO(I— 30)

The polaron radius is re. W+ is now a function of
site separation. The empirical expression for the relaxation
time becomes

1= ‘topexp{—i—,'%o-(l-%‘l)}exp(QaR) (249

Following the same procedure as before, the integral
over R is replaced by one over £ . The term evaluated atT=0 "
is

4 4

[ R ] - [ R ] (2.47)
. HO o

The frequency exponent, s follows the CBH model at low
temperatures but is similar to pure +tunnelling at high

temperatures

A4+6(W _r /2akTR?) (2.48)
4 1 HO o @

2aR 2,2
® [I+(WHoro/2akTRm)]

2.3.4 : Intersite Correlation Effects

So far in this discussion of the pair approximation, the
intersite correlation energy Ei:= has been neglected. Eai=
is best approximated by the positive electrostatic repulsion

of two electrons which are a distance of R.= apart.
o2 (2.49)

oo &
12 /-thEoRm
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If one site 1is occupied,the second site is raised by Ei=
making the second site 1less 1likely to be occupied. The
unoccupied second site allows the pair to respond to an
applied a.c. field and contribute to the 1loss. Hence the
correlation energy causes the loss due to carrier transfer to
be increased.

If Ei2<<kT the occupation of a state is lardely
unaffected by the correlation energy. However if E.=>kT the
occupation factors will be altered. Superficially,therefore,
this appears to be a low temperature effect. However the
substitution of some numerical wvalues into (2.49) reveals
that the onset of correlation effects may occur at about room
temperature for tetrahedral semiconductors. These ideas
apply to nearest neighbour sites, the coulomb interaction
will be screened for a high density of states at larger
separation distances

The effect of the intrasite correlation energy was first
considered by Pollak (1971) who derived the low temperature
results in the tunnelling case. We will now return to the
simple tunnelling model and take into account the correlation
energy. Using the partition function (2.20) with a non-zero
Ei= the state occupation function of site 1 is

(2.50)

o exp((1/2KTXE, -E,))

" 2[cosh((1/2kTXE (VEL*E ))exp(-E_/2KT) + cosh((1/2KTXE -E)))]
The expression for the conductivity is equivalent to eaqn.
2.24 with a revised energy intedgral. Evaluating the integral
for Ei=>>kT dives 4ElzkkT. The dependence of the loss on

Ea= is because all the states between R+KT IN(2) and

p+KTln(2)-E12 contribute, so the number of pairs involved
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in the 1loss is proportional to Ei=. The real part of the
conductivity becomes
' 4 2
22 %% 1
13 4388020

(2.51)

WRS

Further results taking correlation into account can be
derived for the tunnelling model and for the CBH and polaron
models. These are summarized in table 4 of Long (1982).
From +that +table it will be seen that the temperature
exponent, n 1is in gdeneral less by one than for the
uncorrelated results. This is connected to the dependence of
the number of the contributing pairs on Ei=kT rather than
(kT)* as in the uncorrelated case (Pollak, 1871). The pairs
of states with mean enerdies between p+kT]n(2) and

‘F+KT'"K2)-E12 are essentially occupied by one electron.

2.4 : The Imaginary Component of the Loss

For a constant frequency exponent independent of
frequency, the imaginary part of the loss is connected to the
real part by the Kramers-Kronig transform (see, for example,

. g
PpYke, '1972) —2_ tan(%) (2.52)

1
However, the value of s is usually weakly frequency dependent
and a more sophisticated approach is required. From (2.24),
the imaginary component is

o
22 aIF(R)———dt (2.53)

I S a
0
For simple tunnelling, this expression becomes
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(2.54)
g 1 I 5 2o.)ztd1:
4

2
o [In(T/7 )1
©  s2a)'z ot (1+ @)
Integration by parts gives 0
4
2 o I[ln(t/‘tot)] ax (2.55)
) T (1+ %12
t0
The function 1:/(1+(021;2)2 peaks at ‘t=(\)-! The logarithmic
term is now removed and evaluated at €==00-' The integral
becomes

[ -In(@T,,)1/5(2a)"

Using the value of 'U'lfor tunnelling gives
(o} (2.56)
—2-- 2 )nWT,)
o Sn ot

The method outlined above can be employed for other models of

charge transfer (see Long, 1982).

N
o

tomic Relaxatio

In amorphous semiconductors with a wide band gap and a
low density of electronic states within the gap, atomic
relaxation, as opposed to electronic relaxation, may play an
important part in the loss (Hunklinger & von Shickfus, 1981).
It should be possible to differentiate between the two
mechanisms from experimental results. One distinguishing
property of atomic relaxation is that although the atom (or
group of atoms) is allowed to transfer between two potential
wells, it is unable to leave the pair and go to another site.
Hence, unlike electronic relaxation, we can be certain of the
accuracy of the pair approximation and the results of §2.2

can be used with fi1 + f= =1. We have no particular
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reason to assume that the dipole moment associated with
transfer is correlated with R so 1in the following
calculations, the dipole moment, p is taken to be constant
and the atomic transition 1is assumed to change the dipole
from parallel to anti-parallel i.e. a change of 2p€ in
energy. The polarizability of the pair is

(2.57)

o - TP cos’6 ! !
KT cosh*(A/2KT) 1+iGT

where 0 is the angle between dipole and field and Y] is a mean
field correction.

The potential barrier between the sites may be crossed
in two ways by the atom, thermal excitation over the barrier
or tunnelling through it. The former case has been analysed
by Pollak & Pike (1872) and Le Cleac’h (1979). Following
these authors we assume the relaxation time is a modified
form of (2.17).

1 (2.58)
cosh(A/2kT)

T=1 exp(kT;

W 1is allowed to vary over a rande W. to take into account

changes in the atomic environment. The mean polarizability
(2.59)

=£LP_ cos” B sin 8dB gA ,‘ dw

A cosh™(A/2kT) 1HIQT W
The real and imaginary parts of the conductivity are deduced

using the methods previously applied.

G’=1'0)Nﬁ (2.60)
(2.61)
P ] =1LD£QEEL.k ta h( )
T3 WA 2kT
m
g (2.62)
52=—2-ln(m03)
! T for 1/%_ > @> 1/T_exp(-W_/kT)
QOa Qa m

For the tunnelling case, at low temperatures, we follow
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the development of Frossati et al. Following egqn. 2.17, the
relaxation time in the form appropriate for single-phonon

transitions is:

B A (2.63)
T= A exp(24)tanh(5, )

Here, A is a tunnelling parameter, a measure of the barrier
height and width, which is randomly distributed over a range

lo‘ The mean polarizability is
Ag Ao

2 (2.64)
&JB_I J dadA 1

kT Lvocoshz(A/ZKT) 1 +i6T
giving 00 (2.65)

& ANp°® o
O =67 A tanh(Z 7)
0O 0
and (2.66)
o 2 . OB
T2 2,28

KT" for 15> @B/KT>>exp(-24 )
The frequency exponent of both the tunnelling and the

activated transfer 1is equal to one. Physically, this
represents the independence of the dipole moment of <the
contributing states from any of the parameters associated
with the state distribution. For the wide band case(ﬁ%))kT);
the temperature exponent 1is less by one than for
uncorrelated electron transfer processes and this is derived
from the unity occupation of the atomic pair state. The
unity occupation of a pair of sites is also a feature of
correlated electron processes (82.3.4) and this leads to a
similarity between the results of correlated transfer models
and the atomic relaxation model. As a consequence it 1is
sometimes difficult to determine the exact nature of the loss

mechanism from experimental data.
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2.6 : The Ext ed Pair Approximation PA

All the models considered so far for a.c. loss make no
provision for the continuous passage of electrons through the
material. In the d.c. limit, where the pair approximation
fails, the d.c. component of the conductivity 1is analysed
using the Mott T*** Jlaw. In order to interpret both
components of the conductivity with a single theory,
Summerfield and Butcher (1982) extended the pair
approximation to take into account the effects of
neighbouring states on the response of the pair. Miller and
Abrahams (1960} introduced an equivalent circuit representing
the linearized rate equations for a pair of sites.
Summerfield and Butcher added elements to account for the
rest of the network in an average way and solved Kirchhoff’s
equations for +this extended equivalent circuit. Similar
results have been obtained using a random-walk model to
represent the network of interacting localized states
(Movaghar & Schirmacher, 1981, Movaghar, Pohlmann & Sauer,
1980)

Measurements on sputtered a-Ge (Long et al., 1982, 1983)
and a-Si (Long et al., to be published) revealed a loss peak
in the a.c. conductivity and the differential form of the
permittivity. The frequency at which the loss peak occurs,(@c'
was found to be strongly temperature dependent. The loss peak
was associated with the transition to non-dispersive
behaviour. Such behaviour cannot be explained by any model
based on the pair approximation.

Summerfield (1985) noted that the shape of the curve in

the region of the onset of dispersive behaviour is
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approximately independent of temperature. A critical
assessment of results calculated from many different models
showed thatwcis proportional to the d.c. conductivity,0'1(0)
Summerfield found the following scaling hypothesis fitted the

conductivity in the low frequency region.

G (OJ) o \0.725 (2.67)
0' G(0) (_)

For dimensional reasons(ﬂcis given by

AO'1(0)I<T (2.68)

W, = —5
2 o

where A is a dimensionless constant. Summerfield found that
the scaling relations, eaqns. 2.687 and 2.68, fitted a number
of different models when the value of A was adjusted. When the
frequency dependent conductivity is normalized to its d.c.
value at a particular temperature, it follows a

—_—

quasi-universal function of the reduced frequency, ().

W _ OJezoc § - wezo:. (2.69)
A

@, T AC,ONT ~a " 95 (onT

If the value of A 1s calculated using the EPA, +the one
unknown parameter in egn. 2.69, &1, may be evaluated by
fitting the experimental data. In fig. 2.3, we give a
schematic representation of CE(OO'T} as predicted by the EPA

and how it is related to O, (0) and to the prediction using,
the pair approx1mat199ﬁw

2.7 : Experimental Review

The a.c. conductivity of a-Ge and a-Si films has been
studied by many workers. The results of different groups are
not always consistent and are difficult to compare because of

different sample preparation conditions and because the
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measurements have been taken in different temperature and
frequency rangdes. This section is a summary of the more
recent work in this field.

Butcher & Hayden (1977) compared the loss in evaporated
a-Ge films measured by several workers (Chopra & Bahl, 1970,
Hauser & Staudinger, 1973, and Gilbert & Adkins, 1978). They
established that the Austin-Mott tunnelling model of loss was
not acceptable. The measured loss is orders of magnitude too
large. Long (1882) also rejects the Austin-Mott model because
the temperature dependence at constant frequency is much
stronger than the n=1 relationship of (2.28) and because the
s value of the data at high frequencies is lower than the 0.8
predicted and is a decreasing function of temperature.

Long & Balkan (1980) applied the CBH model of Elliott
{1977). They associated the loss peak with a spatial cut-off
in the separation of contributing states ( =Ro). The loss
peak frequency should then follow an simple activated form.
Although better than the Austin-Mott theory,the CBH model was
still inadequate. Egn. (2.40) predicts a linear relationship
between s and temperature; in reality, s 1is approximately
temperature independent above the cut-off frequency. Also the
relaxation time parameter derived from +the application of
CBH is five orders of magnitude greater than the expected
value of 10~*= (the inverse phonon frequency).

Long, Balkan, Hogg & Ferrier (1982) showed that the
effect of hydrogen in sputtered a-Ge films was to scale the
a.c. loss to higher temperatures. The scaling was explained
using the polaron tunnelling model (82.3.3) in which carriers
hop between states around which polaron wells are formed. The

hydrogen increases the dielectric constant in the vicinity of
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the wells and so increases the polaron activation energy.

Long & Hogg (1983) proposed two distinct temperature
regimes in the loss observed in sputtered a-Ge films. In pure
a—-Ge at low temperatures ( T< 15K ) n is about 0.4 and s=0.9.
This region is also characterised by a strong a.c. field
effect. Above 15K the conductivity increases rapidly with
temperature (n=3 or 4) and s drops to about 0.6. A loss peak
is seen in the a.c. conductivity and in the differential form
of the permittivity data . Similar results are seen in a-Si
(J. McMillan, Ph.D. Thesis, 1987, unpublished).

Small angle scattering measurements (Patterson et al.,
1983) show that defects or wvoids of about lnm in extent are
common 1in sputtered material. These voids are identified as
the active centres for low temperature loss (Long, Hogg,
Holland, Balkan & Ferrier, 1985) (see next section). The
authors sugdest that at low temperatures, charge is trapped
within defect clusters and that loss 1is due to polarisation
of such clusters. The high temperature 1loss represents
carrier hopping between clusters.

The EPA of Butcher & Summerfield (1982, 1983) was applied
to a.c. loss in sputtered a-Ge and a-Si by Balkan, Butcher,
Hogg, Long & Summerfield (1985). Balkan et al. plotted the
a.c. loss data using the reduced frequency,aj, and found that
the data does lie close to the universal curves describing
the theoretical fit. The EPA successfully explains i) the
loss peak in both the real and imaginary parts of the loss,
ii) the gradient in the high fregquency power-law region,
above the loss peak, 1iii) the scaling of the loss peak to
higher temperatures as the d.c. conductivity falls. The

values of the inverse decay length,X, chosen to fit the EPA
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were physically reasonable.

2.8 : The Low Temperature Regime

At low temperature there is little thermal energy for an
activated process. Only tunnelling is likely to be possible.
Initially Long et al. (1985) took the ideas of atomic
relaxation (82.5) and extended the model +to take account of
correlation between the dipole moment of the tunnelling state

and the tunnelling parameter

m
p (m"'l)lm (2.70)
2 pPry =
o m
o
The conductivity becomes
n p . (2.71)
61‘ (2 ( )) for A >»kT>> 3BWE

The above predicts the temperature and frequency exponents
1-s=n=m/In(2kKT/@B) (2.72)
The equality between s and n-1 comes directly from the
assumption of inelastic tunnelling involving single phonons.
The atomic model is successful in explaining the low
temperature properties of bulk glasses (Phillips, 1981).
However the loss in a-Ge is a thousand times larger than that
in vitreous silica. This can only be explained using the
atomic +tunnelling model by assuming adensity of states three
orders of magnitude greater in a-Ge or a dipole moment of 30
times the value in a bulk glass. The latter in the light of
field effect results (see below) is more believable. The
dipole in a-Ge must be of the order of an electronic charge

multiplied by a distance of 4&. This is a much higher value
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than even for highly polar atomic droups and forces the
conclusion that low temperature loss in a-Ge is by electronic
tunnelling.

At these low temperatures we should consider correlated
processes. It was shown in 8§2.5 that there is a similarity
between the atomic and correlated electronic mechanisms, so
the above results can be used with N, the number of
tunnelling states per unit volume, replaced by Ei=g, the
correlation enerdy multiplied by the density of states.
However there is one problem with the formulation. With
s=0.9, the wvalue of the temperature exponent (n=0.4) is too
high to be satisfied by the simple tunnelling model (egn.
2.71).

To investigate the nature of the low temperature loss
further we turn to the dependence of the a.c. conductivity on
the exciting electric field. Pairs of states whose asymmetry
energy is less than or of the order of kT will relax at low
fields. A field effect will be observed when the
field-induced asymmetry becomes larger than kT. The critical
condition for the onset of an effect is

e€R~ kT (2.73)
All pairs having asymmetry energies below Z2Z€e€ER will now
contribute to the loss. The relaxation times (2.63) of the
contributing states will drop allowing more states to
contribute. By applying the above condition to experimental
data, Long et al. (1985) calculated the electronic hopping
distance to be 1nm; this is in agreement with the figure
estimated above from consideration of the loss magnitude.

We have already dismissed simple +tunnelling between

defects because of the value of the temperature exponent
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compared with the frequency exponent. This strong temperature
dependence together with the strong field effect suggests a
coupling mechanism which is energy-dependent. It is also
unlikely that the 1losses are caused by the electronic
tunnelling between the defects dominant in the high
temperature regime. Balkan et al. (1985) derived a tunnelling
distance of 20nm at 3kHz using parameters derived from the
high temperature loss; this figure is not compatible with the
inm tunnelling decay length observed. It appears that the
electronic polarization 1is accompanied by some activated
lattice relaxation and atomic relaxation.

Polaronic models have been discussed in §2.3.3. Small
polarons would not be mobile at helium temperatures
(Phillips, 1976). A large dielectric polaron 1is possible,
extended defects in which the electronic wells are on closely
spaced overlapping sites, so reducing activation energy. The
lnm voids detected by small angle scattering would provide a
suitable environment for relaxation involving overlapping
large polaron wells.

Other experimental results support this assertion. The
helium temperature conductivity increases with 1/d where d=
the film thickness. However, unlike the high temperature
loss, the increase is not exactly proportional. This is
readily explained because the voids in sputtered material are
more prevalent towards the surfaces of the films. The
hydrogenation of films reduces the conductivity in the high
temperature regime whilst the data at low temperatures is
hardly effected. Single dangling bonds, which are removed by
hydrogen, could be the active defects above 15K. Below this

temperature the dominant process probably occurs at extended
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defects of 1lnm in extent and involves significant activated

atomic reorganization.
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Diagram showing schematically the predictions of
the pair approximation (PA) and the extended
pair approximation (EPA) for the (a) frequency
and (b) temperature dependent conductivity of a
hopping system. ( Tz > T and W > @ ).
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CHAPTER 3 : Optically and Electrically Induce ong-Live

States in Amorphous Semiconductors

The following chapter covers some techniques used for
inducing and studying states with long 1lifetimes and
metastable states in amorphous materials. Much of the
work in this area has been done on the Staebler-Wronski

effect.

3.1 : The Staebler-Wronski Effect

In 1977, D. L. Staebler and C. R. Wronski found that the
dark conductivity and the photoconductivity of both doped and
undoped a-Si:H films decreased when the films were exposed to
light for long periods. Such changes were perfectly
reversible and perfectly stable at room temperature and were
a bulk effect between what may be considered a thermally
stable state A and a new metastable state B. State A is
obtained by annealing the films in the dark at a temperature
above 150°C; +the annealing +time being dependent upon
temperature. GState B results after the exposure of the
sample to light. The conductivity of state B is dependent
upon the light exposure used in contrast to state A which has

a clearly defined conductivity.

3.1.1 : Dark Conductivity Changes

A 1light intensity of between 100 and 200mWem =2 of red

light applied for 4 hours can result in a "light-soaked"
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state for most a-8i:H films. When the film has reached this
state, further illumination will nbt produce additional
change. If the illumination is periodically interrupted, it
is seen that the dark conductivity decreases rapidly at first
and then saturates after about four hours (Fig. 3.1). The
rate of decay depends on the illumination intensity.

By using different film thicknesses and electrode
configurations, Staebler and Wronski (1980) showed that the
conductivity changes occur in the bulk of the film. The
continuous decrease in dark conductivity that occurs under
illumination is primarily due to a decrease in the density of
free carriers. ©Such a decrease requires a movement of the
fermi level and this is reflected by a corresponding increase
in the activation energy, Ba (fig. 3.2). The conductivity
follows the form

O'(T)=O'oexp(-EA/kT) (3.1)

The picture is complicated by the dependence of the

pre—-exponential factor, GO on FEa which can be written

G, =CexpDE,) (3.2)
where C and D are constants. This exponential dependence of
-(TO and Ea is known as the Meyer-Neldel rule (Meyer &
Neldel, 1937). The simultaneous decrease in free carrier
concentration (reflected in the increases of Ea) and the
increase in G'a lead to the observed asymptotic approach of the
conductivities +to the 1light soaked state. This pattern of
behaviour is similar to that caused by doping the material,
except that it is the opposite sense.

The photo-induced changes in the activation energy
reflect +the displacement of the Fermi level brought about by

the introduction of metastable defects in the gap of a-8i:H.
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Heavy doping greatly decreases the conductivity changes under
illumination. In such cases, the densities of photo-induced
defects are +too small to overcome the pinning of the Fermi .
level by significantly larger densities of donors and
acceptors. Tanielian et al. (1981) reported a small
increase, rather than a decrease in dark conductivity in
slightly n-type films. This behaviour suggdests both donors

and acceptors are created in the photo-induced effects.

3.1.2 : Reversal of Light Induced Changes

The early work on the S-W effect showed that the change
in dark and photoconductivity could be reproducibly reversed
by annealing the a-Si:H films at 150°C for an hour or less
(Staebler & Wronski 1977). It was found that, Jjust as the
rate of transition from state A to state B depends upon the
light exposure, the rate at which the conductivities revert
back to state A depends upon the annealing temperature.

Fig. 3.3 shows the temperature dependence of the
annealing process for an undoped film. The transition from
state B to state A is activated with an energy equal to
1.5eV. The same value of activation energy was obtained for
the diffusion constant of hydrogen in a-Si:H by Carlson &
Magee (1979).

Other photo induced properties of a-8Si:H appear to be
susceptible to the annealing process reported above. Pankove
& Berkeyheiser (1980) found a photo-induced photoluminescence
peak at 0.8eV which could be annealed away. The deep centres
responsible for +this peak could also contribute to the

decrease in carrier lifetimes observed in 1light induced
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photoconductivity changes. Dersch et al. (1981) found that
the electron spin densities in their a-8i:H films increase
under prolonged illumination and these extra spins could be
removed at a temperature of 220°C. The number of dangling
bonds and deep-lying defects with spin which act as
recombination centres was estimated to be 2x10treop—=,

The similarity of the kinetics of the conductivity,
photolumihescence and e.s.r. changes imply that dangling

bonds and deep-lying defects are involved in the S-W effects.

3.1.3 : Photoconductivity Changes

The photoconductivity (ID, is determined by the

generation rate of free carriers, F and their 1ifetimes,‘a.

Gp=e1‘]|.lnn=e1]|.l.n1:nF (3.3)
where 1] is the photogeneration efficiency, n is the number of
free electrons and Fn their mobility (assuming that electrons
dominate holes). The free carrier lifetimes are determined by
the recombination kineties which are reflected by the
relationship between the photoconductivity and the 1light
intensity, I.

Y

UPQI (3.4)
Fig. 3.4 illustrates the change in photoconductivity
between +the annealed state A and states at successive

exposures to light of 200mWem—= until the 1light-soaked
state B is attained. The values of Y = 0.8 and 0.5 in state
A convert to a single Y = 0.89 after prolonged exposure to
light. These changes indicate that not only is there a
decrease in the recombination lifetime upon illumination, but

also there are significant changes in the recombination
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kinetics. The chandes 1in photoconductivity cannot be
explained by the change in the mobility of carriers. If the
mobility had been decreased by illumination a parallel shift
downwards would be seen by the curves in fig. 3.4; however,
the Y = 0.5 portion is unchanged by the light exposure. The
model suggested by Rose (1963) implies the Y = 0.8 section is
associated with deep gap states whereas the Y = 0.5 region is
connected with shallow traps. Hence the decrease 1in
photoconductivity under illumination must be due to a
decrease in carrier lifetimes resulting from metastable
states being produced in the gap.

Photo-induced changes in carrier lifetimes, Tn, and inthe
photoconductive response time have been observed (Fuhs et
al., 1879, Wronski & Daniel, 1980). The light exposure caused
much reduced carrier lifetimes and a change from bimolecular
(tn(xI-Os) to monomolecular recombination ( Tnindependent of
I) confirming the photoconductivity results. Wronski &
Daniel (1980) showed that the deep-lying centres of state B
have electron capture cross-sections significantly larger
than those that control the carrier recombination in state A.
They estimated the number of defects +to be 10*® +to
10*7cm™™. This small number is consistent with the light
induced e.s.r results and the small S-W effect in heavily
doped films. The larger capture cross sections of these
states causes a decrease in the recombination lifetime of

carriers so affecting the density of photogenerated carriers.

3.1.4 : Models for the S-W Effect

We have seen that the dark conductivity results are
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consistent with a metastable change in gap states and a
subsequent lowering of the Fermi level towards the middle of
the gap. The mechanism by which these states are introduced
does not appear to be a direct absorption process as the S-W
effect 1is correlated with the photoconductivity. ©Staebler &
Wronski (1877) used 1light of wavelengths between 600nm and
900nm; they found that 1light that produced a given
photoconductivity alsoc produced nearly the same S-W change
irrespective of the photoconductivity per absorbed photon.
Between these wavelengths the quantum efficiency wvaries by an
order of magnitude (Loveland, Spear & Sharbaty, 1874).

The correlation between the S-W effect and the
photoconductivity suggests that the new gap states are
created after recombination or trapping occurs at a localised
defect. This could release the energy to cause a local band
reorientation or displacement into a new metastable position.
The hydrogen which passivates the dangling bonds in a-Si:H is
likely to be the active centre. The annealing of a film back
to state A would represent the relaxation of the centre back
to its original orientation. We have already noted the
equality of the activation energy for annealing with the
diffusion enerdy of hydrogen in a-Si:H.

Besides the bond reorientation model, Staebler & Wronski
proposed a second model. This involves centres which are in
poor communication with the extended state. During
illumination, free electrons are trapped by these
weakly—-coupled centres and can no longer participate in the
detailed Dbalance that establishes thermodynamic equilibrium.
The film has fewer free carriers, +the Fermi level drops and

the dark conductivity decreases. The decrease in
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photoconductivity would have to come from larger
recombination cross-sections. Defects could be ionized by
the charge-transfer process or by the drop in the Fermi level
causing an increase in the cross-sections of the defects.

The thermal relaxation process would be the electrons
being excited out of the weakly-coupled centres. The ground
state of the centres must be within about 0.2eV of the
mobility edge otherwise the centres would be below the Fermi
level and would not be emptied by annealing. The 1.5 eV
activation energy for annealing suggdests these centres are
surrounded by a strong repulsive barrier and are therefore
isolated from the bulk.

During illumination, charges are transfered to the
centres via the extended state. Free carriers are lost and
the dark conductivity decreases. The photoconductivity can
see the weakly coupled centres and is affected by them. The
centres could be simple localized defects or larger regions
such as a microvoid surrounded by a repulsive barrier.

In the last few years a variety of more specific models
for the metastable defects have been proposed. Elliott
(1979} suggested that the photogenerated excitons can become
self-trapped and produced intimate, oppositely charged
dangling bonds that are stabilized by their Coulomb
interaction and a "soft"” lattice that occurs near weak bonds.
Wautelet et al. (1981} suggested the light induced metastable
centres result from +two neutral configurations of a single
dangling bond. Dersch et al. (1981) proposed +that the
defects are created by the breaking of weak Si-Si bonds and
the subsequent transfer of hydrogen atoms to +these broken

bonds from extended clusters of Si-H bonds which occur at the
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internal surfaces of voids.

3.2 : Electrical Injection and Long-Lived Traps in a-Si:H

We will see that that trap relaxation can be studied by
looking at the variation of e.s.r signal produced by trapping
excited carriers and following the emptying of these traps
after the excitation is terminated (8§3.3). Light can be used
for excitation. Another method is to use a "heat step” i.e.
fast cooling which freezes a high temperature distribution of
carriers in the sample. These processes usually involve both
electrons and holes. A third method of excitation into traps
is electrical injection of carriers; this has the advantage
of only involving one type of carrier.

Hallerdt, Solomon & Tran-Quoc (1985) used an n*-i-n*
structure which allowed the injection of electrons into the
slightly n-type intrinsic layer. After +the removal of the
injecting voltage, the conductance decay of the sample wa:s
monitored using a low voltage (less +than 50mV) (see fig.
3.5). The data was taken at room temperature. After a very
rapid decrease, the conductance shows a 1long, slowly
decreasing tail, reaching the equilibrium conductance wvalue
after a number of hours. The decay is clearly not
exponential.

The analysis of this transient conductance is based on
the assumption that the Fermi level, Ees, is shifted by an

amountZXEF,in proportion to +the chargde density of the

trapped carriers.

AE_=-fN (3.5)




where B describes the emptying of the states to take account

of the negative charge of trapped electrons. B=1/ga where
= 1s the density of states at the unperturbed Fermi level;
= was measured using space-charge limited current
techniques. If ne is the equilibrium density of conduction
electrons then n, the density of electrons after excitation
is given by

n = n exp(AE_/kT) (3.6)
Using the above two relationships the conductivity can be
deduced.

In[oe)/a ] = -N(t)/g kT (3.7
where C% is the equilibrium conductivity. The conductivity is
a direct measure of the trapped electron density.

If recombination is constant for a given trap then
dN(t)/dt = -YN(t) => N(t) = N(O)exp(-yt) (3.8)
As this is not seen experimentally Hallerdt et al. suggested

a distribution of relaxation times as follows:
00

. . (3.9)
N(t) =JI‘I(\')9><D(—Vt)dV
0

where TI(V)is the relaxation rate distribution of the initial
trap population i.e. TI{V)=dN(Q)/dv so that N(t) is the
laplace transform of [I(V) and the conductance is intimately
related to the rate distribution.

It was found that 1log( 1/(0'(11)/00} y had a 1linear
relationship with time in the range t=1s to t=2500s. Hence
-1 (3.10)
N(t) e t

and from eqn. 3.9 -1
N(t) =not
(3.11)

This implies a uniform distribution of relaxation rates for
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the initial trap population.
If the traps are emptied by thermal means,the relaxation
rates depend on energy, E, with respect to the Fermi level.
V=V,exp(E/KkT) (3.12)
The rande of relaxation rates extends over three orders of
magnitude which corresponds to an energy spread of 0.2eV for

the traps involved.

3.3 : Light Induced ESR Studies

At low temperatures, a2 non-equilibrium distribution of
trapped carriers, which persist with 1long lifetimes after
excitation with optical light, has been detected using light
induced spin resonance (LESR) in a-Si-H (8treet & Biegelsen
1982, Carius & Fuhs 1984, Boulitrop 1984). LESR decay
measurements are recorded with the magnetic field set at the
peak of the electron band tail absorption derivative; the
general form of the sidnal consists of a rapid decay followed
by an extremely slow long time decay (see fig. 3.11). The
data presented in fig. 3.6 is that of Street et. al. at 30K.

The long lifetimes measured indicate that diffusion of
carriers is negligible at this temperature. The LESR
lifetimes decrease with excitation intensity (fig. 3.6A) and
the number of light induced spins varies with intensity in a
sublinear relationship (fig. 3.86B). These results are
characteristic of bimolecular recombination. The decays are
linear with log(t) over most of the decay; such a broad
distribution is characteristic of a tunnelling process. It is

clear that LESR is bimolecular suggesting distant pair rather
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than geminate recombination which contradicts luminescence
data taken under the same conditions (Street 1981).

At low temperature rapid thermalization by band tail
states limits the separation of an optically induced
electron-hole pair to about 50 +to 100A. Hence for weak
excitation radiative recombination is expected to be
geminate. This monomolecular process 1is characterized by a
decay independent of pair densities and luminescence
measurements probe such a process. However for large pair
densities where the average inter-pair separation is
comparable to the average intra-pair separation, the
recombination kinetics have been shown to convert to
bimolecular behaviour, that is, higher pair densities lead to
shorter lifetimes.

Street distinguished between the two types of decay
outlined above by their response to pulsed excitation. A
sequences of pulses of 20ms duration with a 10s period is
used to excite the system. For distant pair recombination the
first pulse generates a small number of electrons and holes
which leave a random distribution and a large average
separation. Luminescence is therefore negligible for times
shorter than 10s and the LESR creation is 100%. Subsequent
pulses increase the electron-hole population, the e-h
separations drop and the recombination rate and luminescence
increases. For the geminate case, assuming a distribution of
intra-pair separations such that the largest lifetime is
shorter than 10 seconds, each pulse generates the same
distribution of pairs, which recombine before the next pulse.
Thus a very 1low LESR density and a high luminescence

efficiency are expected, independent of the number of pulses.
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The experimental results of Street & Bielgelsen showed a high
luminescence efficiency in the first pulse and a very low
LESR creation efficiency indicating a geminate process and
cannot be explained by distant pair recombination.

Street points out that the basic geminate
photogeneration model can be used to explain both the LESR
and luminescence results. After band gap excitation,
electrons and holes thermalize rapidly by sequence of short
tunnelling transitions. The random walk between carriers
before recombination occurs leads to an intra-pair radial
distribution function.

G(r) = (\/;F)rzexp(—rzﬁz) (3-19)
where r is the average intra-pair separation (Lindgren &
McElrath, 1964). In fig. 3.7A the distribution is plotted
for r=50A. The radiative tunnelling the lifetime is

(3.14)
T= ‘toexp(g—i)

where ‘to= 107®sand Re = 10A, the radius of the band tail
electron.

Using the above expression the abscissa in fig. 3.7B is
converted to log(7T ). After the first pulse pairs whose
separation is 1less than a certain radius, Ry will
recombine; the distribution just before the second pulse is
shown in fig. 3.7B. With a 10 second time period and T=30K
the great majority of e-h pairs recombine causing
luminescence before the next pulse. However a small fraction
remains and forms the basis of a steadily increasing density
of essentially metastable states. The number of these

long-lived states is 1limited by a different mechanism. As
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the density of these states increases, recombination between
non-geminate pairs becomes important and a bimolecular regime
begins to replace monomolecular recombination. Further
excitation creates a distribution which shifts to lower
lifetimes at higher excitation intensities. The
recombination process is therefore a mixture of geminate
recombination of short-lived pairs and non-geminate
bimolecular recombination of metastable pairs.

The luminescence signal measures the rate of
recombination and 1is controlled by the faster geminate
process; LESR measures the number of excited states and is
dominated by slow bimolecular recombination. The logarithmic
decay of the metastable population implies that the number of
carriers which recombine per unit time decays as t—* . The
photoluminescence decay at long times has been observed to be
of the t™* form. This confirms that it is the metastable
carriers that are in radiative states even though they are in
long lifetime configurations (Boulitrop 1984).

The work reported above concentrated on measuring LESR
decay fixed on the electron band tail signal. The ESR spectra
did not change shape during the decay. Carius & Fuhs (1985)
reported the same behaviour in their undoped a-Si:H films.
However, in p-type samples, they observed a change in the
shape of the ESR signal during decay. They analysed the
relative contribution of the broad 1line produced by holes
trapped in the valence band, Ns(h),. and the narrow line
which arises from the superposition of resonances of D=
states and band tail electrons, Ns(e-db), and found that
the e-db line decreased more rapidly than the h line. This

behaviour is consistent with the assumption that the band
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tail electrons rapidly transfer to dangling bond states to
create D° and D™ states after the cessation of
illumination. The +time limiting step for recombination is
the tunnelling transition of band tail holes to D® and D~
states.

When the films are annealed above 70K or exposed to IR
radiation the h-line decreases more strongly, cancelling the
effect of the initially more pronounced decay of the e-db
line. Above 70K holes diffuse 1in the valence band and then
recombine.

The residual spin density Ng(e—db) is an order of
magnitude less than Ng(h) =0 a considerable amount of
negative charge must reside in D~ states undetected by ESR
techniques. The strong annealing of the h-line then results
because there are two recombination channels available for
holes (3a and 3b in fig. 3.8) which generate (3a) and destroy
(3b) D= states.

We will return to LESR measurements in the next section
to examine the effect of IR quenching on the residual

metastable states.

3.4 : Recombination Probed by Subbandgap Excitation

At 1low temperatures in a-Si:H photoexcited carriers are
trapped in bandtail states from where they recombine
radiatively with a carrier in the other bandtail, producing
luminescence or non-radiatively by tunnelling +to defects.
The recombination process has been studied using

photoluminescence (PL), photoconductivity (PC) and ESR.
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In dual beam experiments IR excitation of
non-equilibrium carriers leads to quenching and enhancement
of luminescence and photoconductivity. Fig. 3.9 displays the
transient PC and PL responses of undoped a-Si:H when the film
is excited with band gap light (1.92eV) and subbanddgap light

(<0.7eV) is turned on and off (Carius & Fuhs 1984).

3.4.1 : Photocurrent

The PC transients exhibit a short enhancement which in
the steady state is followed by quenching at 130K and by
enhancement at 30K. Similar results have been seen by other
workers (Vanier & Griffith, 1982; Varmazis, Hirsch & Vanier,
1984) and have been interpreted as the enhancement of
recombination by optical excitation of trapped minority
carfiers.

The PC quenching phenomena can be explained in terms of
the recombination scheme proposed by Dersch, Schweitzer &
Stuke (1983) (fig. 3.8). After generation (E) and
thermalization (tn,ty) carriers are trapped in tail
states from where they are either re-emitted (la,1b} or
recombine via dangling bond defect states (2,3). The first
recombination step is tunnelling of band tail electrons to
neutral dangling bonds, D=, creating D~ states (2a). The
second step is the transition from D~ to a trapped hole in
the wvalence band tail (3a) If the mobility of trapped holes
is raised by the IR radiation the holes will be more able to
move towards DT states enhancing recombination (in n-type
films).

Fuhs (1985) points out that PC quenching can be achieved
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in another way within the above model. The spectral
dependence of the PC quenching shows an onset at about 0.8eV
in all samples; this implies that the transitions excited by
IR light are from D~ states. Such transitions would lead to
quenching. In n-type samples IR excitation of electrons from
D~ states would initially 1lead +to enhanced PC. However
because of the strong dependence of the tunnelling rate (2)
on the concentration of D® states, a small increase in the
number of D® will decrease the 1lifetime in the steady
state. Just this sort of behaviour 1is seen in the PC

transient in fig. 3.9.

3.4.2 : Photoluminescence

IR quenching of photoluminescence (PL) has been observed
at temperatures below 100K in a-8i:H (Varmazis, Hirsch &
Vanier, 1984, Carius, Fuhs & Hoheisel, 1984). The effect is
usually larger in p-type films. In duel beam experiments the
spectral distribution of the PL becomes unsymmetric and
shifts to a lower energy; the magnitude of the quenching
decreases with decreasing excitation energy (fig.3.10).
Raising the temperature has a similar effect on the spectral
distribution. The thermal effect has been explained by the
activation of electrons from the band tail, shifting the
demarcation level to a lower energy as electrons tunnel to
D= states (2a) (Street, 1981). The spectral dependence of IR
quenching could be explained in this way. The high energy
side of the PL peak corresponds to radiative recombination of

electron-~-hole pairs in shallow traps. The carriers in these

page 45




shallow traps are more delocalized than the deeply trapped
carriers which radiate at the lower energy side of the peak.
The carriers in shallow traps are therefore the ones most
likely to recombine non-radiatively and are therefore more
susceptible to quenching.

The PL quenching exhibits a cut-off near 0.5eV as the
energy of the IR light is reduced; this is the same cut-off
energy as that reported in the previous section for PC
quenching suggesting that the absorption processes are
similar. The excitation of +trapped holes and subsequent
transfer to defects could enhance the non-radiative
recombination rate leading to PL quenching.

Varmazis et al. (1984) suggest that photoexcited holes
are trapped at about 0.5eV above the valence band edge where
they are strongly localized and have low recombination rates.
Trapped electrons and D~ states maintain charge neutrality.
IR excitation causes holes to move to shallow traps; there
they are less localized and more able to recombine directly
with trapped electrons producing enhanced luminescence.
However within a few milliseconds, tunnelling transitions
produce more neutral dangling bonds. A new steady state is
established with an increased rate of non-radiative
recombination for the electron-hole pairs delocalized enough
to interact with dangling bonds. The data of Fuhs (fig 3.9)
shows Jjust such a transient increase in PL followed by steady

state quenching.

3.4.3 : IR-Induced Transients

Carius & Fuhs noted that exposure to IR light quenches
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the residual LESR signal and is accompanied by transients in
the photocurrent and photoluminescence (fig. 3.11) indicating
that the IR effects reported here originate from the same
non-equilibrium carrier distribution. They studied the
metastable trap population by varying the time delay between
the beginning of the LESR decay and the application of IR
light, ta. For ta = 10s all carriers with a
recombination time of less than 10s have recombined. The
average separation of the remaining pairs is estimated to be
1254 using eqn 3.14. This limits the concentration of trapped
carriers to 10*7em™~  in agreement with the figure
calculated from residual LESR spin densities (Street &
Biegelsen, 1982). In order to compare the decay of the
residual LESR and the peak heights of the PC and PL
transients of different doped samples it is convenient to
plot the logarithmic derivative of the peak heights. Fig 3.12
demonstrates that the LESR, PC and PL decays are similar in
form.

The LESR decay signal shows a faster decay in n-type and
undoped material than for p-type films, in agreement with the
results presented in 83.3. The PC decays of all samples
coincide with the lower wvalues of the LESR in p-type films
whereas the PL decays of all samples match the n-type LESR
results. The peak height of the PL transient is proportional
to the product of the concentration of the trapped electrons
and holes, pe.ne. As electrons have more extended
wavefunctions than holes,recombination is controlled mostly
by the trapped electrons. The PL signal height is related to
the relaxation of band tail electrons. The PC transients are

more difficult +to understand. The photocurrent would be
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expected to be proportional to ne+pe and so be determined
by the majority carrier. This is not observed.

Carius & Fuhs pointed out that the form of these decays
is typical of a broad spectrum of time constants which
originates from the distribution of intra-pair separations
according to eqn 3.14. They showed that the difference
between n-type and p-type decays can be accounted for by
stronger localization in the wvalence band. Using a model
based on a simple rectangular distribution of +tunnelling
distances (the full lines in fig. 3.12) they calculated the
radius of the band tail electrons and holes to be 10& and 8&
respectively; both figures agree with other estimates in the
literature.

The long-time decay of the metastable +trap population
was found to be independent of temperature below 80K. Above
this temperature thermal detrapping of band tail carriers

appears to enhance recombination.
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CHAPTER 4 : Experimental Technigues

The first part of this chapter discusses the methods
used for sample preparation. This is followed by a detailed
description of the experimental techniques used to

characterise the samples.

4.1 : Sample Preparation

The physical properties of amorphous substances wvary
considerably depending on the method of preparation. The
amorphous silicon & germanium films examined in this work
were prepared by R.F. sputtering in argon or argon-hydrogen
atmospheres onto room-temperature substrates. Sputtered a-Ge
shows properties,such as d.c. conductivity,to be reproducible
to within +50% of one another when produced under the same
conditions (Long et al. 1982). The a-8i samples appear to be
even more reproducible (Long, McMillan, Balkan

to be published).

4.1.1 : Sample Geometry

Low frequency loss measurements involving electrical
contact to the samples can be made with either sandwich or
coplanar deometry. All the samples reported here are of the
former geometry, with an amorphous semiconductor film
sandwiched between metal electrodes defining a Jjunction area

of about 4x10=° mp=.
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The sandwich sample is more appropriate for use with an
a.c. bridge. Its conductance (& A/d) is higher than the
coplanar geometry making1 characterization more
straightforward. The sample capacitance is dominated by the
bulk, edge effects are less significant, so Cﬂacan easily be
studied. The Kramers-Kronig relations (see §2.4) can be
applied to sandwich data with confidence,providing a good

check on experimental results as follows
g [

314 (4.1)
2 - w-8C _ tanl =
e en(

ac

o)
1

whereﬁadl(osand s is constant with respect to frequency.
Hence given a value of a.c. conductance at a particular
frequency, a capacitance value can be predicted. In practice

Gacand Cac agree to within 2%.

A disadvantage of sandwich geometry is the possibility
of effects caused by the metal-semiconductor interface.
Fritzsche (1973) showed that in pure a-Ge and a-Si films
there is a high density of states within the energy gap which
means the electronic properties of these films are not likely
to be determined by charge carriers at the metal-amorphous
semiconductor interface. Further evidence of this from the
present work is that the magnitude of +the d.ec. and a.c.
conductivities are independent of film thickness. Also, the
high bias, non—-linear regions of the current voltage
characteristics of the optical samples are symmetric despite
having a bottom electrode of aluminium and a top electrode of
gold. It can be concluded that any formation of a barrier at
the surface of these films is negligibly small and that the
electronic properties are determined by the bulk.

Figure 4.1 shows the masks used for the optical samples.
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Mask I provided the bottom sputtered aluminium electrode
which was typically 8000& thick; 30 minutes sputtering time
at a rate of 3.38/s. Masks II & III were used during the
sputtering of the semiconductor +to produce two different
Junction thicknesses. The two junctions were completed with
the evaporation of the top gold electrode (Mask 1IV) and by
the sputtering of the aluminium tabs on top of the ends of
the gold electrode (Mask V). These tabs were to allow indium
pressure contacts to be made; thin gold is simply scraped
away if physical contact is attempted.

It was important to have a reliable method of measuring
the dgdold thickness - too thick an electrode would be opaque
to light whereas tooc thin an electrode would 1lead to an
unacceptably high Jjunction series resistance (see 8§ 4.5). To
this end, the thickness was continually monitored during
deposition using a quartz crystal oscillator mounted close to
the substrate. The resonant frequency of the crystal changes

linearly with the mass deposited on it

i.e. MAfrequency = K: x Almass) (4.2)

hence Ka xli(vol.)x density

szzi(thickness) for fixed area

where Ki & K= are constants

The resonant frequency was read with a Racal universal
counter 9835. The electronic oscillator circuit used was made
in the department (see N. Balkan, Ph.D. thesis, 1979). The
system was calibrated for gold (the thickness measured by a
Varian A-scope interferometer) giving K= = (91+2) cycles/A.

The optimum gold thickness was about 110A. This caused a
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Junction series resistance of 40 ohms and had an optical
transmittance of approximately 0.5.

The gold evaporation took place within the sputterer
immediately after the semiconductor deposition in a vacuum of
< 10-7 T. This procedure avoided any problems which might
have been caused by oxide barrier formation between the
semiconductor and the top electrode.

99.999% pure gold wire on a "V" shaped Tungsten wire was
the source material for the evaporation. Gold was used for
the thin top electrode because of its inert properties. A
thin film of gold 1is not susceptible to oxidization on
contact with the atmosphere unlike other more reactive
metals. A thin film of aluminium, for instance, would become
aluminium oxide when the sample was removed from the
sputterer. This transformation of the whole of the top
electrode or of the surface of the electrode would lead to an
increase in the series resistance of the sample and to
changes in the transmittance of the electrode.

The sample thickness was measured at the end of each
experiment using the Varian A8-scope which has a specified
resolution of +30A. However, this accuracy was not attainable
because the film edge of sputtered films, as deposited, is
not sharp. Values of thickness obtained at the film edge
tended +to present the lower limit of the actual thickness at
the centre of the film, due to spatial variations crossing
from film edge to film edge. To improve the accuracy of
thickness measurements the semiconductor film was scraped
ad jacent to the junction to provide a sharp edge, spatially
close to the junction. The error of the thickness measurement

obtained using this technigque was +10%. A travelling
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microscope was used to measure the area to within +1%.

4.1.2 : Radio Frequency (r.f.) Sputtering

The Nordiko sputtering unit used to produce amorphous
silicon and germanium films is shown in figure 4.2. The
sputterer is basically a chamber filled with low pressure gas
(about 5 mT) which consists of two electrodes, a target of
the source material and a work +table which holds the
substrate. When a r.f. voltage 1is applied between the
electrodes, a plasma can be sustained. The potential of the
target surface can be described as an r.f. potential with a
super—-imposed negative d.c. bias. This bias accelerates the
ions of the plasma to the tardet where they remove material
which is then deposited on the substrate. With magnetron
sputtering a permanent magnet is mounted behind the target
which creates a faster deposition rate, a smaller d.c. bilas
and a less energdetic deposition to the substrate (see Nordiko
sputtering handbook).

The sputterer was powered by a 1250W R.F. power supply
made by R. D. Mathis ine. A vacuum of bestter than 10" Torr
was obtained by an Edwards 160/700M type diffusion pump with
the aid of a 1ligquid nitrogen trap for removal of water
vapour. The semiconductor and aluminium targets were 10 cms
in diameter and were earth-shielded to avoid contamination of
the sputtered film by the surrounding material. The target
substrate distance was B cm and with an R.F. power input of
100W a deposition rate of 0.1A/s was attained for pure
silicon. Magnetron sputtering more than tripled <these

deposition rates. Each target would be "presputtered” before
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deposition onto the substrate began to remove any
contaminated surface layer. The aluminium target was
susceptible to surface oxidization and had to be polished to
remove the damaged layer and give a uniform surface from
which the oxide layer could be removed by sputtering.

The pressure of sputtering gas in the chamber was
measured by a Furness Micromanometer. Mixtures of 99.99% pure
argon and hydrogen were prepared in an 80 litre tank. The
films were deposited onto Corning 7059 glass substrates held

at room temperature.

4.2 : Cryostat and Themometry

4.2.1 : Cryostat Design

Two different cryostats were used during the course of
this project. The first optical samples were characterized
using an insert, or sample holder, made by N. Balkan (see N.
Balkan, Ph.D. Thesis, 1979). The insert was placed into the
glass He?* dewar of a double cryostat. For measurements in
the temperature range 1.3K to 40K, the outer stainless steel
dewar was filled with liquid N= and the inner with liquid
He®. The lowest temperature of 1.3K was obtained by pumping
the helium. For measurements in the range 50K to 120K
both dewars were filled with 1liquid N=.

The later samples were mounted on a long-term
low-temperature insert details of which can be seen in figure
4.3 and in the photograph (figure 4.4). Figure 4.3 shows the

copper tailpiece onto which the substrates are mounted
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together with the fibre optic and aluminium coated mirror
used to guide the exciting 1light to the sample. It was
designed for use with a L’Air Liguide, 38 litre, wide neck
helium dewar. The insert is lowered directly into the helium
bath and will then remain at a temperature of 4.2K for about
15 days. This stability provides an opportunity for the
sample to “relax" +thermally and for the study of
photocapacitance decay over long periods (see §6.7).
Temperatures of up to 30K were produced by a constantan wire
heater. A liquid nitrogen bath was used for measurements at T
> 77K.

The following is a summary of the design of the newer
insert; these design principles apply equally toc the older
insert.

The ideal insert has minimum heat leakage between the
environment and the insert in order to reduce the boil off of
the refrigerant. Also the sample should be thermally
decoupled from the refrigerant bath to allow heating above
the bath temperature. Thin stainless steel tubing was used
between the sample can and the top section of the insert as
this causes low heat leakage and has low thermal capacity and
still has high mechanical strength. Five such tubes were
used, three of which carried the themometry and signhal wires;
the 3mm diameter tube carried a fibre optic whilst the fifth
central tube served to pump the vacuum can round the sample.

To reduce heat leakage by room temperature radiation, a
radiation shield was attached around the steel +tubes. The
signal wires were cooled to liquid helium temperature by the
helium and then fed into the can which was sealed with

stycast. The wire used was vinyl acetate coated copper; wires
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with this coating can be vacuum sealed. The vacuum in the can
was about 107 Torr at room temperature and was sealed by
an indium ring. Once the insert was cooled cryopumping would
reduce the pressure in the can considerably further. No
helium leaks were observed.

The copper tailpiece was 15cm® in area and was
attached to the rest of the insert by a thin stainless steel
tube. The sample leads were connected to the electrodes via a
stycast insulated tag board ; pressed indium contacts were
used between the electrodes and the sample leads. The glass
substrates were glued to the copper tailpiece by a 50/50
mixture of Bostick (No. 1 Adhesive) and acetone for good
thermal contact. A heater, and copper and germanium
thermometers were glued and tightly screwed to the back of
the copper piece.

In figure 4.3 it can be seen that the upper section of
the long-term, low-temperature insert consists of a 38mm
diameter stainless steel tube encasing the smaller tubes. The
purpose of this tube (and of the assembly shown in figure 4.4
where the insert meets the top of the wide neck dewar) 1is to
seal the helium bath from the atmosphere during the process
of lowering +the insert into the bath. The helium boil-off
resulting from the cooling process was directed to the helium
recovery system via the top of the insert. This outlet, at
the top of the 38mm steel tube, was also necessary to deal
with the oscillations caused by a tube closed at the top end

being immersed in liquid helium.
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4.2.2 : Temperature Measurement

The temperature measurement and control unit (TCU) shown
schematically in figure 4.5 1is based on a design by A.
Rosiewicz. The circuit consists of three sections

i) A constant current supply to the thermometers

ii) Amplification and measurement of the voltage signal
from the thermometers

iii) Generation of a reference signal for the required
temperature to be compared with the thermometer signal.

iv) A controlled power supply to the heater.

The first two sections concern the measurement of the
thermometer resistances. These measurements were made four
terminally with the use of a constant current supply of
between 1pA and 10mA. After amplification the voltage signal
was displayed on a Keithley 177 D.V.M.

For temperatures of > 50K copper wire thermometers were
used whereas the sensitive range of the germanium sensors was
between 1.3K and 40K. The former was calibrated at the
melting point of ice and the boiling point of 1liquid
nitrogen; the tables of Dauphinee and Preston-Thomas (1954)
were then used to interpolate for temperatures of 50K to
300K. The Ge thermometer was obtained from Lake Shore
Cryotronics (Type : GR-200A-1500) and was calibrated against
a similar commercially calibrated thermometer.

The constant current supply was produced by a fixed
voltage (+10V) across an accurately adjustable resistance
which was a combination of fixed and 10-turn variable
components. The supply was periodically checked and found to
be correct to + 0.2%. The main sources of error for the
temperature measurement were the thermometer calibrations and

the possibility of bad thermal contact between the samples
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and the temperature sensors. The magnitude of error is
estimated to be less than 0.5K

The third stage of the T.C.U. is for stabilization. A
reference signal, which is a measure of the desired
temperature, 1is produced and after amplification it 1is
compared with the thermometer signal. The difference signal
is passed to an integrator and proportional circuit to
control the output time response and then to a high gain
power transistor which drives the constantan wire heater.

For optical experiments, using the long-term
low-temperature insert, it was desirable +to achieve constant
temperatures above 4K over periods of time of about 72 hours.
The stability of the T.C.U. centres on the ability of the
+10V fixed voltage supply of the constant current section. It
was found +that prolonged use of +the stabilizer 1lead to
overloading of this voltade supply and lack of temperature
control. The solution to this problem was +to upgrade the
power rating of the supply by use of a larger I.C. as well as
better heat-sinking of the I.C. and use of voltage regulators
on the I.C. outputs. After these modifications a temperature

of 10K could be maintained for up to 3 days to within +0.1 K.

4.3 : Light Production & Measurement

4.3.1 : Experimental Arrangements

Two light sources were used during this project, a Z2mW
Coherent He-Ne laser and a water-cooled, +tungsten lamp,

giving a wide-band source in conjunction with a PRT Optics
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MC1-04 mini monochromator (wavelength rande 500nm to 1.2pm).
The arrangement of the optical bench used +to mount these
components is shown in figure 4.8.

Before each optical run,the intensity of light emitted
at the end of the 3m connecting optical fibre was measured by
putting the fibre end at a known distance from a Radio
Supplies photodiode device (RS308-067). This device was a 8Si
photodiode integrated with an amplifier; the operational
circuit of the photodiode 1is shown in figure 4.7. The
intensity of the emitted light was adjusted by changing the
laser/fibre input distance and by moving the fibre inlet
slightly out of the laser beam ( the beam was defocused by a
lens for safety reasons and to prevent small movements of the
fibre input causing largde changes in the amount of light
entering the fibre ).

All the items on the optical bench were mounted on X-Y
movement stands for ease of manipulation. On completion of an
optical experiment the intensity would usually be remeasured
to see if any variation in output had occurred during the
run. The laser was stable to within +3%; the wideband source
stability was better (+1%).

The 3m fibre was connected to the fibre fitted in the
cyrogenic insert in order to shine 1light on the sample. The
light travelled from its source through the fibre system to
the insert can . It emerged from the insert fibre to be
reflected through 45° by an aluminium coated mirror onto
the sample. After the initial calibration of +the input
intensity, the intensity of light arriving at the sample was
varied by introducing neutral density filters into the source

beam.
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When attempting low intensity measurements (less than
O.1lnWem =) certain precautions were essential. The section
of the optical bench between the light source output and the
connecting fibre input was protected from ambient 1light by
black boards and cloth. The ND filters were placed as close
as possible to the fibre input to further exclude the ambient
light.

The "intensity’ measured by the photodiode was, in
reality, a voltage on a DVM. To convert this to a reading in
terms of nWem™= arriving at the sample, a calibration was
carried out with a Photodyne 1light meter (model 88XLA,
sensitive range .00lnWem™= to 2000nWem =). The source and
-the 3m connecting fibre were arranged to produce the same
intensity of light as registered during experiments. The
Photodyne meter was then placed at the end of the copper
tailpiece of the insert at a known distance (about 2cm) from
the insert fibre output. The mirror was removed for
calibrations and black tape was used +to cover the tailpiece
to prevent possible reflections. ND filters were then put in
the light path and the intensity arriving at 2cm from the
insert fibre output was measured for each set of ND filters
used in the experimental runs. How these readings were
converted to an intensity measurement for the semiconductor

jJunction is described in the next section.

4.3.2 : The Intensity Calibration

The reading taken at 2cm from the insert fibre outlet
must be multiplied by a number of factors to produce an

estimate of the light intensity incident on the semiconductor
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film. Absorption within the amorphous semiconductor and its
effect on the loss measurements 1is treated wusing the
distributed trapping model (see §7.8).

The corrections are as follows

1) The Jjunction was usually closer +to the fibre outlet
than 2cm. Assuming the intensity varies as the inverse square

of the distance from the source the appropriate correction is

{insert fibre - Photodyne detector distance)® (4.3)
(insert fibre - plane of junction distance)’

2) The Jjunction being measured was rarely in the exact
centre of the cone of 1light produced by the fibre. The
variation of intensity as the distance from the centre of the
cone increases is shown in figure 4.8. for A=500nm and
A=800nm. It can be seen that the distribution of the light in
the cone has no wavelength dependence within the visible
range. The position of the centre of the circle of light on
the sample was estimated,taking into account the angle of the
deflecting mirror. The Jjunction - cone centre distance was
calculated and, using the relative intensity &graph, a
positional factor was calculated. Values of this factor
ranged from 0.2 to 1.0.

3) Light will be absorbed by the top gold electrode and
reflected by the semiconductor surface,leading to a factor =
frAu(1'RSi)where.rAuis the transmittance of the top gold
electrode andRSiis the reflectance of the semiconductor thin
film. However with a sample of high transmittance,the light
which travels straight through and is reflected back into the
sample by the bottom aluminium electrode will not be
negligible. In this case there will be an additional term :

. (1-R_.)
TauRart ' Rg;
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where Rglis the reflectance of the bottom aluminium
electrode, giving the total correction
TAUU—RSi)(1+RA]) (4.4)

4) The aluminium mirror 1is not 100% reflective. For a
wavelength of 633nm this factor=0.9.

5) The Photodyne meter has an active area of 0.42cm=.
At a distance of 2cm from the fibre outlet the active area
does not measure the intensity at the centre of the cone of
light but gives an average reading corresponding to the
centre and to the less intense outer regions of the cone. The
positional factor (2) assumes the Photodyne reading
represents the intensity at the centre. The reading must be
increased by 1/0.84 to alter the averaged result to the

expected central reading.

4.3.3 : Transmittance and Reflectance Measurements

The reflectance and transmittance values of the
following were measured for the optical samples: the top gold
electrode; the semiconductor film; the gold and semiconductor
together; the Jjunction (i.e. the gold plus the semiconductor
plus the bottom aluminium electrode). This was done at
different wavelengths using a conventional spectrophotometer

(see 1.Gibb, Ph.D. thesis, 1982).

4.4 : D.C. Measurements

Figure 4.9 shows the circuit used in d.c. measurements.
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The circuit is based on a differential operational amplifier
(LM725C) with high input impedance, operating in constant
voltage mode. The input of the operational amplifier is taken
from a digital sweep generator, which generates a ramp
voltage varying between +10V, in 1024 steps. An internal
clock allowed the total sweep time +to be varied from 1.024s
to 1024s. The sample was connected to the output of the swept
supply by a switch box. All I-V characteristics were taken
four terminally to avoid series resistance problems.

Current and voltage were measured in analogue form by
plotting I vs. V with an HP 7000 AMR X-Y recorder. This
instrument has an input impedance of 1 megaochm for both
inputs so, in order to avoid errors when studying to low
conductance samples, two high impedance Keithley 604
differential electrometers were used at the X,Y inputs.

Errors were < 1% for conductances greater than 10—*°g,

4.5 : A.C. Loss Measurements

The interpretation of a.c. loss data involves a number
of potential sources of difficulty. The first concerns the
d.c. limit. The d.c. conductivity in amorphous semiconductors
is usually a stronger function of temperature than any a.c.
current so the a.c. loss will be dominated at high
temperature by the d.c. conductivity and must be decomposed
from it. This is done by subtracting the d.c. conductance

'GO from the total conductance as follows

= +
Gtotal BO(T) Gac(w,T) (4.5)

This equation assumes that the mechanisms responsible
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for a.c. conduction are independent of the d.c. current and
that GO is non-dispersive. In hydrogenated material and
chalcogenides GO is usually due to band conduction adeaCis
derived from fermi level processes, so these assumptions are
reasonable. In pure material, all conduction processes occur
at EFq therefore the above equation may not have any
physical meaning. Experimental evidence, however, validates
the use of the d.c. subtraction method to determine important
parameters of the a.c. loss (Long et al., to be published).
The capacitance may also be split into dispersive and
non-dispersive components
C=C,+C_(®,T) (4.6)
The non-dispersive component, E?o’ arises from high
frequency atomic and dipolar wvibrational transitions.cacis
the contribution from relaxation processes. To isolate
Cacfrom the total capacitance requires an evaluation of Coo for
each sample. This can be done in one of the following ways.
If the frequency is increased sufficiently C becomes

ac
negligibly small and hence Cm) may be directly measured. Such
high frequency technigues howeéggzﬁgi problems which mean Em:
cannot be accurately judged from such data. A second method
is to assume Cac follows thé empirical (OS relationship.
.Eéo can then be chosen to give a linear relationship between
Cacand ) on a logarithmic plot. Probably the best technique
and the one used for the optical samples is to differentiate
the capacitance data numerically with respect to frequency,
eliminating the constant Cq, 'CBC can then be calculated by
integrating the differential capacitance at a particular

frequency. Subtracting this value from the total capacitance

gives Coo
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The next interpretive problem discussed here is one that
is particularly relevant to optical samples,that of series
resistance in electrodes and leads. The thin top gold
electrode of our samples will inevitably have a higher
resistance than the conventional aluminium electrode
{(typically 60 ohms for Au, 15 chms for Al at T=4.2K ). This
series resistance distorts the a.c. loss data at the higher
frequencies. The problem can be considered by analysis of the
equivalent circuit (fig. 4.10). The effective capacitance and

conductance are given by

(RD +R) + {C»JCR)ZR‘O (4.86)
G =
eff (RO + R}2 + ((OER}ZRg
cC = R'C (4.7)
eff (R +R) +(WCRI°R]
At low frequencies g = R-1 andC _ =C assuming Ro<< R.
eff eff
As the frequency, (), rises, the series resistance, Ra,

begins to cause the measured conductance to rise above G.

Geff=G+(,t)2C2RO (4.8)
Such a spurious dependence in the conductance is seen in
the experimental results plotted in figure 4.11.

The value of Re can be calculated and its effect
removed. This is done by taking advantage of the (03 relation
that the conductance follows in amorphous semiconductors over
many decades at helium temperatures. The ideal logarithmic

plot of conductance vs. frequency is 1linear; the wvalue of

Re can Dbe adjusted until such a linear plot is produced.

This is done by the computer programme ’accalc’ and the
relevant routine is summarised in fig. 4.12 . The R. values
derived from this technique are self-consistent, when

calculated from different frequency sweeps at different
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temperatures for the same junction, and agree with rough
estimates from direct measurements of electrode series
resistances. Care must be taken when applying the linear fit
technique to frequency sweeps taken at temperatures other
than 4K; the 003 relation should hold for the frequency
range used for the fit, and this 1is only approximately
correct in some temperature ranges.

An estimate of the series resistance at helium
temperatures was also made by measuring the resistance of the
cross strip (top electrode) and vertical strip (bottom
electrode}) wusing an multimeter from the top of the insert.
However, it is difficult to estimate the proportion of the
cross strip or vertical strip resistance that constitutes
Re. The series resistance cannot be measured directly, of
course, as the semiconductor thin film lies 1in series with

the electrode resistances that make up Ro.

4.5.1 : The Manual A.C. Bridges

Two different manually-operated bridges were used during
the course of this work; the first, a home—made version was
used for all the germanium samples and is shown schematically
in figure 4.13. The a.c. signal is derived from a Levell
TG2000M oscillator. The variable arm consists of parallel
resistance and capacitance boxes from J. J. Lloyd Instruments
Ltd. (accurate to about 0.1%). Metal oxide resistors with an
accuracy of 0.1% were used in the ratio arms of the bridge. A
Brookdeal 9503-5C lock-in amplifier, fitted with a
differential pre-amp,was used as a detector. This phase

sensitive amplifier has +two advantages over the more usual
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filtered amp. with rectified output; the balance point is a
true zero, not just a minimum and the signal to noise ratio
is improved because noise is detected only over a limited
bandwidth.

Stray capacitances and direct interaction of the signal
source and the detector were minimized by symmetrically
positioning each component with respect to the other and by
enclosing the circuit components with earthed metal boxes.
The variable arm resistance box stray switch capacitances
were measured for a number of dummy samples. Using these
calibrations an appropriate value of stray capacitance was
chosen depending on frequency and sample resistance
(typically about 200pF) and this wvalue was added to the
measured capacitance. The insert leads had a capacitance of
about 10pF, this was subtracted from the data.

The frequency range of 10Hz to 100KHz was determined by
the detector. The capacitance measurement became less
accurate below 350pF due to the resistance box stray values.
Conductance was limited to between 10725 and 1075 by the
resistance box. Data was accurate to about 1%

The second bridge used was a General Radio Capacitance
Bridge (Type 1615-A). This instrument was employed mainly to
take the helium temperature frequency sweeps on the silicon
samples. The transformer ratic arms used in the bridge
eliminate the stray capacitances to ground and give highly
accurate data when measuring the sample three-terminally. In
the range 10F to 10-5pF +the capacitance error would be
typically 0.01% at mid-audio frequencies. Conductance could

be measured down to 107*°§.
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4.5.2 : The Computer Controlled Measurement of A.C. Loss

The Hewlett Packard 4274A LCR meter is an automatic test
instrument able to measure various impedances at 12 spot
frequencies between 100Hz and 100KHz. The test signal was
variable between 1mV and 5V; a signal of 10mV was usually
used. A zero offset compensator facility is available which
takes account of the stray capacitance and residual
conductance of the test leads. The meter was always used in
high resolution mode which averages ten data readings before
displaying the result.

A Sinclair QL microcomputer was the centre of the
computer system which allowed automatic a.c. loss measurement
(see figure 4.14). A CST (Cambridge Systems Technology) IEEE
488 interface connected the QL to the LCR meter and +to a
Solartron 7150 DVM which reads the sample temperature
(voltages developed across the Ge & Cu resistance
thermometers). During an experimental run the temperature was
recorded every ten minutes to check for drift. The
capacitance and conductance of the semiconductor Junction
could be recorded every second but in practice data was taken
less often but with more averaging and so greater accuracy
(see next section).

The first results taken with the system had a
surprisingly large scatter (see figure 4.15). This was
isolated to interference generated by the QL. The problem was
eliminated by connecting the sample lead earth to the LCR
meter earth. When frequency sweeps were taken each point was
averaged over 20 high resolution readings. Sweeps taken on

Opt 4, a 20:1 hydrogenated Si sample,can be seen in figure
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4.16 together with measurements taken using the General Radio
Bridge. At 77K there is excellent agreement between the the
two instruments; the error of the HP bridge is about 1% for
conductance and 0.3% for capacitance. However as the
temperature falls towards 4K the loss angle decreases,making
measurement more difficult; the conductance error becomes
approximately 10% and wvaries with frequency although the
capacitance is still fairly accurate ( +0.2% ).

It can be seen that the General Radio Bridge provides
more accurate results than the computer controlled system but
the latter has a number of advantages when taking optically
induced loss data. The speed of data acquisition is wvital for
monitoring rapid decays in capacitance or conductance which
occur when the 1light source is extinguished. The computer
controlled system is able to take one point/second compared
to at least two minutes which is required to balance the
bridge manually. It often takes 2 to 3 days for the sample
parameters to return to their original values after
illumination, so overnight recording of data is desirable and
can only be provided by automatic recording of data. Finally
the errors above are quoted with respect to absolute values
of capacitance and conductance. As these errors are additive
in nature, the change that occurs in sample parameters, when
the junction is illuminated,can be measured to a much greater
accuracy (typically +0.005%).

The computer controlled system was used for frequency
sweeps at liquid nitrogen temperatures and all optical runs
whereas sweeps at helium temperatures were taken using the

General Radio Bridge.
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4.5.3 : Programmes for Data Acquisition and Analysis

The LCR programme wused to record capacitance and
conductance values is shown in appendix A. Data can be
recorded at various rates between one point/second (no
averaging) and one point every 800 seconds (an average of 30
readings). The QL internal clock times the optical runs. When
the light intensity 1is changed a flag can be placed in the
data to record the time of change. Data can be written to
disc or a frequency sweep can be taken at any point during
the experiment.

Appendix B contains the Lergraph programme. This takes
the optical data from disc and plots out capacitance,
conductance or temperature against time on the Epson printer
in the form of a continucus line of screen dumps.

The Leredit software is a data editor. The data files
{usually about 1000 points in length) can be rapidly paged
through. If strange wvalues are found (caused by the
accidental disconnection of the sample, perhaps) they can be
edited out. Multiple files which represent one experiment can
be merged into a single file. The recorded temperatures can
be used to correct the capacitance and conductance according
to the routine shown in figure 4.17. In this way any
temperature drift during the experimental run can be
compensated for. Further averaging of data can be carried
out. Finally, particular decay curves can be isolated and
plotted using logarithmic scales or against 1/time.

The accale programme is used to analyse and plot
frequency sweeps taken by the LCR meter. It performs the

series resistance correction and can cope with multiple
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frequency sweeps taken at different intensities of light. A
similar programme (acgenrad) exists for use with manually

recorded frequency sweeps.
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e
R(‘-) Electrode and lead
resistance.
Figure 4.10 : Representation of +the electrode and leacd

resistance effect in the a.c. measurements.
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Calculate the corrected conauctance
for all frequencies :

G = Gmeas— m2c:2Ro - Gdc

v

4 \
Compute linear fit InG
through 3 choosen
low frequency data points

\ lnmJ

v

Use this linear fit to calculate the ’correct‘N
value of conductance at the highest
frequency data point (usually 100KHz)

Lln(G) = |n@) x grad + intercept)

v

(€

which would convert the measured conductance
at 100KHz to the correct conductance at this
frequency

Gmeas -G -0 2
R, = det(“»:z 100KH

_J

w
stimate the value of the series resistance, Rg

v

r |s this value of Rowithin 0.1% of the previous

\,
NO L
Figure 4.12 :

estimated value 7 J

YES

v

Calculate and print results
using this vaiue of Rg

Series resistance correction from
program.

‘accalce’




AC+D.C

.EH SUPPLIES
q
. m T
R13 | B
L1 % b T
il S A L J =
—s DETECTOR
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VARIABLE IS XL ;é L1 UNKNOWN (SAMPLE)
r/C Y TH ST 70w, T)
LT = gl
Figure 4.13 : Schematic diagram of manual a.c. bridge used in

the experiments.
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"Figure 4.14 :
a.c. loss.
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The large scatter in capacitance data caused by
inadequate earthing of the QL computer (top).
The problem was solved by improved earthing and
by data averaging procedures (above).
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Plot a graph of the Ge Thermometer resistance
VErsus sample capacitance, Ryvs. C

v

7
Fit a straight lineto InC T
this graph at the
temperature of the
experimental data

In Ry
. J

v

rAssume this linear relationship is valid within
the variations of temperature found during the
experiment. Choose a value of RT(usuaHy the
mean of the variations) to represent the average
temperature of the data run, Calculate the sample
capacitance at this temperature, CAverage

# J
Take a value of Ryfrom the data and use it to
calculate the capacitance of the sample at that
temperature, CTemp
4 . . . )
For all capacitance readings taken during the
time +/-300 seconds of the Ryvalue correct the
capacitance as follows:
CAvera e
C=Cx _C___Q
Temp
Note : Values of Ryare recorded every 600 s. y
NO (Is this the last value or Ry in the data run ? )
1
YES
Figure 4.17 : Temperature correction routine from ’lcredit’

program.




CHAPTER 5 : Sample Characterization

Table 5.1 summarizes the characteristics of the a-Si
and a-Ge samples used during +the course of this work. This
chapter presents some of the data taken on these samples and
shows their behaviour follows that measured on sputtered
material by other workers (Long et al., 1982, 1985, Long,
MeMillan & Balkan, to be published).

The work cited above reports on samples which have
aluminium top and bottom electrodes. The use of a gold top
electrode with the optical samples (the "Opt" samples)
creates the possibility of gold diffusion into the sputtered
thin film and a subsequent change in electrical
characteristics. Such effects have been seen with device
quality glow discharge material (Shimakawa, Long, Anderson &
Imagawa, 1987) where the use of ¢gold led to an increase in
the loss at helium temperatures of an order of magnitude.
Sputtered material has a greater density of states than glow
discharge material and therefore a greater value of a.c.
conductivity at low temperatures. It 1s 1likely that any
increase in the density of states caused by gold diffusion,in
sputtered films,will be masked by the intrinsically high
density of states,No evidence could be found in the optical
samples of an abnormally high loss. However, this does not
rule the possibility of gold diffusion and some of the

optical results presented in chapter 6 could be explained by

electrode diffusion.
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5.1 ¢ A.C. Conductivity

The frequency dependent conductance, G versus V is shown
for Opt 4 (a-Si:H 20:1) in fig. 5.1. Each curve was measured
at a different temperatures in the range 1.3K to 126K and is
corrected for series resistance (see 8§4.5). Fig 5.2 shows the
dispersive component of the conductance, with the d.c. value
subtracted. From this figure it can be seen that Bac
follows a power law relationship of the form Gac G'Usdown
to a certain frequency at a given temperature and then "“rolls
off"” more rapidly as the fregquency is further decreased.
These loss peaks are associated with the transition to
non-dispersive behaviour. At liquid helium temperatures the
roll-off does not occur within the measurement range.

The results of fig. 5.2 are plotted as GaC/”V in fig
5.3. Now the loss peaks and the cut-off frequencies CVC) are
clearly visible. The differential capacitance results (fig
5.4) also highlight the loss peaks. A graph of log(\ﬂ? VEersus
T-1-% for Opt 4 (fig. 5.5) =shows a linear dependence. The
d.c. conductivity of Opt 4 follows the Mott T7*“% law over
the temperature range of these measurements (see fig. 5.11).
Hence it 1is clear +that the loss peak frequencies are
proportional to the d.c. conductivity 1in this sample, as

predicted by Summerfield’s scaling hypothesis (82.6).

5.2 : Temperature Depen e

A feature of the frequency dependence of the a.c.

conductivity for Opt 4 is the temperature dependence of the
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frequency exponent s in the high frequency range. In fig. 5.8
we plot s values, measured above‘vc where appropriate,against
T for three a-8i samples (Opt 3, Opt 4 and Opt 5) and a pure
a-Ge sample (Bll). They show similar features, a minimum of
s=0.68 at high temperatures and s=0.9 at low temperatures. The
transition region between these regimes varies in a
systematic way with the amount of hydrogen in the sample.

The temperature dependence of <7ac measured at 3kHz is
shown in fig. 5.7 for Bll. In the low temperature regime
there 1s a weak T dependence (n=0.32) and s is close to 1.
The transition to the high temperature region occurs at
around 15K; beyond this temperature the 1loss 1is strongly
temperature dependent (n=3.5) and s falls towards 0.6. The
a.c. conductivity for the two different film thicknesses of
Bll is shown in fig. 5.7. The values of (,acuabserved in the
high temperature regime are 1in agreement to within the
estimated error of the thickness measurement and must

therefore be bulk properties of the film. Below 10K however

the thinner film has a higher conductance suggesting that the

| defects responsible for low temperature loss are more
numerous in the surface region of the film (Long et
al.,1985).

Fig. b5.8A shows Cnnzof three a-5i1 samples measured at
20kHz. The temperature at which the loss peak occurs scales
with the hydrogen content of the samples. The relative

permittivity data behaves in a similar way (fig 5.8B).
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5.3 : A.C. Field Effect

The a.c. loss measured at low temperatures shows a
strong dependence on exciting electric field. This effect was
first reported by Long et al. (1985). The data in fig. 5.9
obtained at 1.25K, 4.2K and 10K for Bll is normalized to zero
field conductivity and is plotted against the log of the
electric field. This shows the effect is a genuine field
effect because the data for Jjunctions of different
thicknesses plot about the same curve. The onset of the
effect occurs at a higher field at higher temperature. The
critical condition for the onset (egn. 2.74) can be used to
calculate the electronic hopping distance. The field effect
is defined to have begun when the a.c. conductivity is 50%
above 1its minimum value. The arbitrary nature of this
definition has the consequence that absolute values of the
hopping distances are only order of magnitude fidures. For
Bl1l the hopping distance is 64, values for other samples are

given in table 5.1.

5.4 : D.C. Conductivity

The temperature dependence of the d.c. conductivity in
the range 1.25K to 80K is shown in fig. 5.10 for Bll. It is
apparent that the observed conductivity follows the T7*74
dependence as expected from the variable range hopping model.
The d.c. conductivity data taken on the silicon samples in

the liquid nitrogen temperature range is plotted in fig.

5.11. It can be seen that the d.c. properties of these
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samples scale with hydrogen content. The To and CE values
of the d.c. plots for all the samples are given in table 5.1.
Non-linear I-V characteristics were measured at high
fields and the Aspley and Hughes theory (82.1) was applied to
this data to estimate values for +the electronic overlap
parameter, ol oA value of (15+1)& was calculated for Opt 3

at liquid nitrogen temperatures which compares to (17+1)A& for

Opt 4 in the same temperature range.

5.5 : Characterization of Arsenic Selenide

A sputtered Arsenic BSelenide sample, prepared at the
Dundee College of Technology with a semi-transparent gold top
electrode,was characterized prior to study of optically
induced 1loss within it and the results are summarised in the
following paragraphs.

The a.c. conductivity followed a power law relationship
with a frequency exponent of unity (+3%) between 1.3K and
300K. The d.c. conductivity was at least an order of
magnitude less than"ac even at the lowest frequency (100Hz)
and highest temperature (300K) at which measurements were

taken. No loss peaks were observed.

Fig 5.12 shows the temperature dependence of the a.c.
conductivity of the sample measured at 2kHz. There is a rapid
increase in O, between 2K and 8K; the value of the
temperature exponent, n, is unity (+3%). Between 10K and 50K,
n=0.5 (+5%) and as the temperature rises further the value of

n falls.

One possible mechanism for the a.c. loss in this
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material was proposed by Elliott (1977, 1983). He adapted the
single-electron CBH model (§2.3.2) +to electron-palr hopping
in chalcogenides. However the CBH model predicts that the
frequency exponent, s, should decrease from unity with
increasing temperature {eqn. 2.40). The temperature
independent value of s for this sample implies that the CBH
model is not applicable to these results. Tﬁe absence of loss
peaks suggests that there is no common hopping mechanism to
explain the a.c. and the d.c. conductivity. The large
magnitude of the a.c. loss compared to other data in the
literature implies an additional mechanism, possibly due to
contact diffusion as observed in glow discharge a-8i:H

(Shimakawa et al., 1987).
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and 5.5.) as a function of T—*74,
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i rll]ll' 1 I llllll' L] LI

“ac l ]
@mhf 2 S

5E-8 L -
481 T -

E-8F | -

-9 - _

A 1 1 1 IIJJI 1 L 1 LJII[’

1 10 @ 1K)

Temperature dependence of the a.c. conductivity

Figure 5.12 : . :
of the sputtered arsenic selenide sample.




CHAPTER 6 : Optically Induced Loss

In the following sections the results of optically
excited changes in the low temperature capacitance and a.c.
conductivity in amorphous tetrahedral thin films will be
presented. The initial work on optically induced loss was
done on a-Ge samples. The data, however, is more limited than
that taken on a-Si. Some data on a-Ge samples will be

presented to show the similarities between the two materials.

6.1 : The High Temperature and Low Temperature Effect

For most experiments, the a-9i thin films were
illuminated with light derived from a He-Ne laser at 633nm
through a semi-transparent top electrode. Illumination
intensities of 1000nWem™= or less were used. Fig. 6.1 shows
a changde in the capacitance measured at 3kHz, for Opt 3, a
pure a?Si sample, at different intensities and part of the
recovery to the equilibrium state,at a temperature of 4K.
Each increase in intensity causes an increase in permittivity
which stabilizes at a new equilibrium value within about 1lks
(1000s) at +the lower intensities and more rapidly at higher
intensities. Once the 1light is extinguished, at first, the

permittivity rapidly falls towards the dark state value. At

longer +times the excess loss 1is inversely proportional to

time (AC . 1“ for t>4ks). The recovery to equilibrium is

non-exponential and usually many hours elapse before no

further decrease can be detected.

The behaviour of the optically induced loss is similar
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at 1.2K and 10K (see figs. 6.2 & 6.3). At 20K (fig. 6.4) and
high intensity, the sample does not reach equilibrium under
illumination in the time of measurement (1.6ks). Moreover the
recovery to the dark state is not as rapid as at lower
temperatures. At 60.2K (fig. 6.5) these effects are more
pronounced. Little sign of capacitance saturation is seen at
any intensity of illumination. After removal of the optical
illumination return to equilibrium is much slower than at
lower temperatures.

The data presented so far was taken using manual
bridges. Figs. 6.6, 6.7 and 6.8 show measurements taken at
10K and 77K by the computer controlled system on Opt 5, a
a-8i:H (10:1) sample. The return to the dark value of the
capacitance can be followed over a much longer period of
time. The initial rapid decay at 10K contrasts with the slow
recovery of the capacitance at 77K. Fig 6.8 follows the
decay at 77K over a period of 580ks or 6.7 days and 25% of
the photo-induced capacitance chande still remains.

Manual readings can only be taken once every two
minutes, the time required to balance a bridge, whereas the
HP LCR meter can take one reading a second. Figs. 6.9 and
68.10 take advantage of the rapid response of the computer
controlled system. Fig 6.9 is an enlarged version of fig.
6.6 and shows the initial rise on the application of the
highest intensity used. The rise igs instantaneous (<1ls) on
the +time scale of this experiment at 4K. Fig. 6.10 is a plot
on the same time scale for the 77K data. The slow rise of the
capacitance at this temperature can easily be followed.

All data +taken by the automatic system has been

corrected for temperature drift as described in 84.5.3. The
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inset of fig 6.6 illustrates the distortion of the
capacitance-time plot caused by temperature drift at the end
of a long experiment, carried out at 10K.

Finally a capacitance-time plot taken at 4K on Opt 6
(pure a-8i) is shown in fig 6.11.

Two separate optical effects are apparent in all this
data, one at helium temperatures which responds at
intensities of less than 5x10~=nWom = and another at
nitrogden temperatures which require higher intensities of
light (Io>2nWem™=). The former is characterized by
instantaneous rises in permittivity to new equilibrium
values and equally rapid falls on the removal of excitation.
The latter is more gradual by nature, involving slow
continual changes and no stable equilibrium values within the
time scale of the experiment. The 20K data shows
characteristics of both the high and low temperature effects.

The differences between the two effects can also be seen
by measuring the response of the loss to pulses of light.
Figs. 6.12 to 6.14 show the response of Opt 3 to 5s, 30s and
120s pulses of equal intensity, at 4K, 20K and 77K. These
results were taken with the home-made manual bridge. A 5s
pulse of intensity 950nWem = has no effect at 77K. A
limited response to a Bs pulse is seen at 20K. The response
at 4K is almost equal to that for a 30s pulse, however,after

the 5s pulse a more rapid return to equilibrium is observed.
The high temperature effect has a response time of greater

than 5s at this intensity.
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6.2 : The Intensity Dependence at Low Temperatures

In fig. 6.15 +the changes in the relative permittivity
associated with the equilibrium behaviour at each intensity
level are plotted against intensity, on a logarithmic scale,
for Opt 3. The response is non-linear; at high intensities
the permittivity increases at a low power of intensity,
typically I*“%, but at low intensities the response is
closer to I*7=. At high intensities +the temperature
dependence is weak; at low intensities there 1is a stronger
temperature dependence. There is no measureable response at
temperatures of 10K and above at lowest intensities used.
Fig. 6.16 shows the a.c. conductivity changes at each
intensity for the same experiment. The form of the data is
very similar to that for the permittivity changes.

Fig. 6.17A is a plot of permittivity changes against
temperature for two different intensity values. It can be
seen that the value of zkslchanges little between 1.28K and
20K. The same can be said for AT, (see fig. 6.17B) even
though the dark a.c. conductivity rises in this temperature
range (the temperature exponent,n = 0.5)}.

The intensity dependence plot for Opt 6 (fig. 6.18) also

shows a non-linear response. The transition between the low

intensity region (I*“®) and the high intensity regdion

(I*2) is not as sharp as in Opt 3. The intensity used in

these plots is the surface intensity, I=. &S the 633nm

light penetrates the thin film,the intensity will begin to

decrease below Io. This effect is much more pronounced in

Opt 6 (d=7320&) than in Opt 3 (d=8604). In Opt 6, at the

intermediate intensities of light,the shallow sections of the
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thin  film may be in the high intensity, I*“%, region while

the deep layers are in the I*72 pegion. Hence the response

of the Opt 6 thin films at this intensity is a mixture of the
two regions and no definitive change change between the two
regions can be seen.

The other tetrahedral thin films also showed a
non-linear response. Figs. 6.19 and 6.20 are the intensity
plots for the two a-Si:H samples, Opt 5 (10:1) and Opt 4
(20:1). The intensity dependence of Opt 1 (pure a-Ge) and Opt
2 (hydrogenated a-Ge, 4:1) are presented in figs. 6.21 and
6.22. The plots for Opt 1, Opt 2 and Opt 4 show a slightly
reduced response at 1.3K compared to 4K in contrast to the
trend of a decreased response with increasing temperature
evident in the data at temperatures above 4K. A possible
explanation of this anomaly is that the dark equilibrium
value of capacitance at 1.3K may not be reached for many
hours after the sample temperature reaches 1.3K. The
limitations of the cyrogenic equipment do not allow the
maintenance of a temperature of 1.3K over very long periods
of time. The +time taken for samples to "relax” into their
dark equilibrium even at 4K can be considerable, especially
in hydrogenated material (see §6.6).

Table 6.1 records the intensity exponent in the high and

low intensity regions as deduced from the permittivity data

for the silicon samples. Table 6.2 shows the same parameters

deduced from the change in a.c. conductivity for Opt 1, Opt 2

and Opt 3.

page 84




8.3 : The Free Decav to Equilibrium

The recovery to the dark state at temperatures of 4K and
10K is presented in fig. 6.23 for Opt 6 The figure shows
f&ﬁl as it decreases towards zero over a period of 90ks,
after 1illumination with 633nm light of intensity =
2850nWem™=. The initial 1000s of the decay is shown in fig.
6.24. The two decay curves run parallel from a time of less
than 10s after extinction of the light; +the difference
between the two remains constant atf&alz 8x10—=,

The recovery to the equilibrium state is shown for Opt 3
at 1.3K, 4K and 10K in fig 6.25. The time over which
measurements were taken is rather shorter than for Opt 8. The
4K and 10K decays are parallel, separated by &81: éxlO“z.
The difference between the 1.3K and 4K curves starts at 1&51:
1x10™= and grows to 2x10~= after 7ks.

The wvariation ofziﬁlwith 1/t has already been noted for
Opt 3 at long times ( t > 4ks ). A plot of the excess
permittivity against 1/t reveals a discontinuity in the decay
(fig.6.28). The wvalue ofﬁﬂﬁlat which the change in gradient
occurs (4,2x10-2)is approximately equal to the value of ASI at
the change from I*“2 to I*“?* behaviour on the intensity
plot (fig. 6.12). Similar discontinuities in the 1/t decays
of Opt 5 and Opt 6 can be seen in figs. 6.27 to 6.30. Table
6.1 compares the transition values of fisldeduced from the
intensity plot and those deduced from the free decays. The
correlation between these results sugdests that the two types
of graph are different views of the same physical phenomenon.

The gradient changes in the 1/t plot for Opt 6 are less

obvious than in the Opt 3 data in the same way that the

page 85




transition between between I'vs gng I1*“2  pehaviour for

Opt 6 is not as distinct as the transition in the Opt 3 data.
The thickness of Opt 6 is ten times that of Opt 3. The slow
change in the gradient of the 1/t plot for the thicker sample
can perhaps be explained by the 1lack of uniformity of
excitation through the semiconductor film (as discussed in

§6.2).

6.4 : Freaquency Dependence of the Permittivity Change

The data presented so far in this chapter have been
based on capacitance measurements at a frequency of 3kHz for
the manual bridges and 2kHz for the HP LCR meter. The
introduction of the HP instrument allowed a frequency sweep
{the measurement of capacitance and conductance at
frequencies between 100Hz and 100kHz) to be +taken within a
few minutes rather than the 90 minutes required for a manual
bridge. Using the computer controlled system it was possible
to take frequency sweeps at each equilibrium value of
capacitance reached with each new intensity.

The results are shown in figs. 6.31 and 6.32 as the
change in permittivity divided by the dispersive part of the
dark permittivity ASI/(EI— Soo) . At 4k and at high
intensities, the response of Opt 6 decreases as the frequency
increases with a frequency exponent of (-0.10 + 0.01). The

frequency exponent of the dispersive part of the dark

permittivity, s’=s-1 (from ean 4.1), hence s’ at 4.24K =

(-0.107 + 0.005). At 10K the freguency exponent of the light

induced response is (-0.12 + 0.01) and for the dark
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permittivity, s’ = (-0.163 + 0.005), at this temperature. From
this evidence we can assert that the frequency dependence of
the induced loss (at high intensities) is approximately equal
to that of the dark loss.

The peaks recorded at 3kHz and 30kHz at the lower
intensities seen at both temperatures could not be connected
to inaccuracies in measurements by the LCR meter and may be a
fundamental properties of the sample. The position of the
peaks changed when different wavelengths of light (500nm and

800nm) were used to excite the loss.

6.5 : Response at Different Optical Wavelengths

A wide band source and a monochromator were used to
produce light at wavelengths of 500nm and 800nm. The
intensity dependence of the permittivity chandes induced by
these wavelengths of light is shown for Opt 6 in fig. 6.33.

The transition between the I*“# and the I*“* redion
is a little more distinet for 800nm light than for lower
wavelengths. 800nm light penetrates a-Si more easily than
833nm or 500nm light (see Appendix C). Hence the radiation

will be absorbed more uniformly at this wavelength. As the

intensity is decreased the whole of the film will transfer

from the I'“* +to the I'”® region at a similar intensity.

At lower, less penetrating wavelengths the deepest layer of
the film will enter the I'“Z region first. The transition
is therefore more definite at 800nm.

The intensity scale on all the plots is based on surface

intensity; no account is taken of the absorption coefficient
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of a-8i at different wavelengths. The results presented here

will be analysed further in §7.8.

8.6 : Thickness Dependence

The Opt 6 sample consisted of two semiconductor
Junctions. The first, on which most measurements were taken,
was 7320A thick; the second was 400082 thick. By taking
optically induced loss measurements on both junctions it was
hoped that conclusive evidence would be produced +that the
changes in loss are bulk effects and not surface or electrode
related phenomena. The intensity plots for the two junctions
at 4K are shown in fig. 8. 34.

The intensity scale is corrected for the different
positions of the Jjunctions with respect to the fibre optic
output in the sample can,so the scale is representive of the
surface intensity at each Jjunction. However the surface
intensity wvalues are not adequate to compare the thick and
thin Jjunctions of Opt 8. Only 2% of the 633nm light entering
the 4000& a-Si layer is transmitted through to the other side
(see Appendix 3). It is reasonable to assume that the deepest
33208 of the thick junction will receive a very low intensity
of light and will play little part in any photo-induced

excess loss. A more sophisticated analysis of the data is

therefore required (8§7.8).
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6.7 : The Relaxation of Samples at Helium Temperatures

The long-term low-temperature insert, which was used for
Opt 5 and Opt 6, allowed the maintenance of helium
temperatures over many days. The temperature stability of
this system highlighted the length of time required for
samples to achieve an electrical dark equilibrium value. The
curves presented in figs. 6.35 and 6.36 show the fall in
capacitance of Opt 5 and Opt 6 respectively after a stable
temperature of 4.24K had been reached (as measured by the Ge
thermometer attached to the copper tailpiece of the insert).

The heavily hydrogenated Opt 5 (10:1) took 30 hours to
register a fall of 0.4%; the decrease continues in a slower,
more erratic way for a further 80 hours. Even after this long
period the capacitance is still 0.4% above its lowest
recorded base value. Opt 8, the pure a-Si sample, decreases
in capacitance by 0.1% in 15 hours and is still 0.05% above

its base wvalue.

8.8 : A Comparison of Capacitance and Conductance

The capacitance and a.c. conductance measurements show a
similar response to optical light. If the intensity plots of
the +two sets of data for Opt 3 are compared (figs. 6.15 and
6.16) the same features are seen. The intensity exponents of
in the high and low intensity regions are equal within error
(see tables 6.1 and 6.2). The a.c. conductivity also mirrors

the capacitance in such characteristics as the speed of the

rise of the photo-induced loss at different intensities of
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light and at different temperatures.

Capacitance is measured more accurately by the a.c

bridges and is not susceptible to photo-induced changes in
the d.c. conductivity; hence the concentration on the

capacitance data for most of this chapter.

6.9 : Photo-induced D.C. Conductivity

The d.c. conductivity of the samples would increase
typically by an order of magnitude at helium temperatures on
the application of the greatest intensities used. On the
removal of light the d.c. conductivity appeared to fall
rapidly towards its dark wvalue. The measurement of a d.c.
value at 4K takes a minimum of 600s. Within 2ks of the
removal of excitation, the d.c. conductivity was wusually
sufficiently close to its dark equilibrium as to be equal to
the equilibrium d.c. conductivity within the error of the
measurement. For example, with Opt 1 (pure a-Ge), the
application of 440nWem™2 of 633nm light increased the d.c.
conductivity from 4.2x107*° &Sm™* to 1.3x10~% Sm~*.
1.5ks after the removal of the light, the d.c. conductivity

had fallen to 5.6x10~*° Sm~*, 15ks later this had fallen

to 3.9x107*° Sm™*.

The primary  purpose of measuring the d.c.

photoconductivity was to check that its effect on the total

conductivity, as measured by the a.c. bridges, was small.

Where appropriate the enhanced d.c. conductivity was

subtracted to calculated the a.c. photoconductivity. Fig.

77K
6.37 compares ﬁUdc and A’Uac for Opt 2 between 1.2K and
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at a fixed intensity of 36701’1W0m“2, As no equilibrium value

of A'Uac can be recorded at 77K, the value used in this figure
is the enhanced a.c. photoconductivity after 1ks. The ratio
A, /AC . is 0.15 at 77K and .0075 at 4K. It is clear that
the d.c. photoconductivity has little effect on the light
induced a.c. loss.

Fig 6.38 shows the dependence of the d.c. photo
conductivity on exciting intensity. Below 1000nWem™= AO‘dc.

increases as I*7=, above this intensity AO' varies
dc

linearly with intensity.
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Figure 8.12 :

1 2 3 4
time (ks)

The decay of the capacitance in the dark after
short pulses (5s and 30s) of 633nm light were
applied +to Opt 3 (pure a-8i) at 4.25K. Pulse
intensity, I = 950nWcm™=. Measurements
taken by the manual General Radio Bridge.
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The decay of the capacitance in_the dark after
short pulses of light were applied to Opt 3 at

T = 20K.

Figure 6.13 :
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Figure 6.14 : The decay of the a.c. conductivity in the dark
after short pulses of 1light were applied to

Opt 3 at 77K. The sample did not respond to a
55 pulse. Value of Gae = 7.86725x107%5
during the 120s pulse. Pulse intensity same as

figs 6.12 and 6.13.
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Figure 5.17A

: Temperature
permittivity
permittivity
frequency of 3kHz.

dependence of the light-induced

change and the dark
for Opt
o =950 nWem™=,

values of

3 measured at a
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Figure 6.17B

: Temperature dependence of the light-induced

change in a.c. conductivity and the dark
values of a.c. conductivity for Opt 3 at a
frequency of 3kHz. Io = 950nWem™=.
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CHAP 7 : Analysis of the Optically Induced Loss

7.1 : The General Mechanism

The permittivity and a.c. conductivity changes reported
in the previous chapter occurred at illumination intensities
of 1000nWem™= or less, three orders of magnitude less than
intensities used to induce additional gap states in the
Staebler-Wronski effect in a-Si:H. The magnitude of the loss
changes ( ﬁkﬁlcn'ﬁﬂjac) were approximately equal in pure a-Si
and pure a-Ge; heavily hydrogenated material showed a
slightly reduced response.

The change in permittivity is not a thermal effect
because :- (i) The highest light inténsities used would only
register an increase in the Ge thermometer reading at 1. 3K,
such an increase would be typically 0.03K. The semiconductor
Junction would have to be 1locally heated by 2K to simulate
the loss increases. As the samples and the Ge thermometer are
in good thermal' contact, it is unlikely that such a
temperature change would not be detected. (ii) 25cm™ of
Helium gas was allowed intoc the insert can whilst the sample
was at 4K. The helium would condense to form a thin layer of
high thermal conductivity on all objects within the can so
any localized heating effects. The response was no

reducing

different from that when the experiment was performed in
vacuum. (iii) The power densities introduced into the sample
by light ( =1.4nW for I=3500nWcm~= ) are similar to those

produced electrically by the measuring a.c. signal from the

frequency generator ( =8nW for 10mV a.c. signal ). The latter
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does not produce any long term changes in loss. (iv) The
response is non-linear in intensity, whereas for a small
temperature displacement a linear response would be expected.

The main features of the measurement that any model of
the low temperature induced loss has to explain are :- (i)
The 1long time constants associated with the response. The
recovery to the dark state varies inversely with time at long
times. (ii) The non-linear response. At low intensities the
response varies as I'“2 but a "saturation" occurs at higher
intensities with 1increases approximately proportional to
I*7%. (iii) The temperature dependence. At high intensities
this is very weak. In the I*“® region there can be a
significant temperature dependence,although the uncertainty
with which the dark state capacitance is known leads to large
error bars at low intensities and hence the exact temperature
dependence is difficult to deduce.

The deneral mechanism we propose for optically induced
loss is shown in fig. 7.1. The incident photons generate free
carriers, (A). The electrons (and holes) are rapidly trapped
by deep, clustered defects, (B). The defects are able to
relax at the frequency of the externally applied a.ec. field
(typically 3kHz). The trapped electrons (or holes) respond to
the applied field and hence contribute an additional a.c.
loss (C). The only escape from the defects at these low
temperatures is by tunnelling to a neighbouring excess hole.
This process occurs at a much slower rate than 1/3kHz.

If this model is correct then the additional dielectric
loss is due to processes similar to those occurting in the low

temperature regime of dark loss (§2.8), whereas the decay is

rature regime,

similar to the processes found in the high tempe
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albeit at a lower temperature.

7.2 : The te Equatio

In the following section, the nature of the deep state
recombination processes which dovern the response is
analysed and simple rate equations appropriate for the I*”=
region are formulated.

It is assumed that equal numbers of hole-like and
electron-like defects are created by the light (i.e. that n=p
where n is the number of excited electron-like defects per
unit volume,not the number of free electrons. p 1is the
corresponding figure for hole-like defects.) Recombination is
assumed to be by simple tunnelling at a rate:

L 't;laxp(—QuE') (7.1)
where 00! is the decay length of the wavefunction and R is the
separation of the electron and hole defects.

If there is a uniform random distribution of excited

holes around each electron the nearest-neighbour probability

function is:

.P(R):4nPR29xp(—%npR3) (7.2)

It is possible to calculate a mean value of recombination

rate by averaging over this distribution of excited hole

defects giving
[ )

=1 l (7.3)
- - 2 4 3 _np __mun
1. ‘l:olexp(—2ocR)4ﬂ,pR exp( 3 PR )JdR _10"“3 _t——-o =

0

In order to compute the integration it has been assumed that

the density of defects is low ( i.e.o l<cprss )y,
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The rate equation for electrons is

_3_%%_”,,‘.—1:90_!_\”2 whers A-Cs (7.4)
0

where g= 1is the generation rate due to optical excitation
given by I/Ed, E being the photon energy and d the sample
thickness. The quantum efficiency is taken to be unity, i.e.
all the excited electrons and holes are assumed to be trapped
and to contribute to the loss. Also, it is assumed that any
geminate thermal recombination or luminescence is negligible.
Finally, an implicit assumption in the above analysis is
that the excited defects are unrelated to the background
defects and the photo-induced loss can be considered

independently from the background loss. This is seen to be a

reasonable assumption in §7.86.

7.3 : Applications of the Rate Equation

When an equilibrium value of loss 1is attained at a

particular illumination intensity then dn/dt=0 and
172

n=(9£_) (7.5)
Once the light is extinguished and the free decay to dark

equilibrium begins then g0=0 and the rate equation can be

solved to give

-1
‘n={At) (7.6)

There is an assumption here that the excited state

distribution remains uniform during the decay, 1.e. the

proportion of closely spaced pairs to the more distant pairs

remains constant throughout the decay. We shall see that

although this simplification is a reasonable approximation
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for the early part of the decay (t<10ks), a more
sophisticated model has to be used to explain the form of the
decay over the whole period of measurement (87.11).

We suppose that the change in permittivity is directly

proportional to the number of excited electrons

A£1=Kn (7.7)
Eqns. 7.8 and 7.7 lead to
_1K
Asl—tz (7.8)

The ratio K/A can now be calculated from free decay data.

Egqn. 7.8 predicts the relationship between AEf and time
1

observed at times of less than 10ks.

Egns. 7.5 and 7.7 give

2
K™ Ixir2
/_\.sl=(-;— Ed (7.9)

The dependence of Z&Elon the square root of intensity is
exactly what is seen experimentally at low intensities. The
value of K can be estimated from the I*“2 region of the
permittivity versus intensity plots.

The value of K for Opt 3 at 4K 1s estimated +to be
8x10=°cm™ (+30%) which implies +the excited electron
density at the top of the I*“® region is 7x10*7cm =,
which is an acceptable value when compared to the expected
spin density in films of this type of 5x10*cm™=. From
the value of A, 7x10~=Zcm®s* a estimate of Tjcan be
made. Taking o ! from the EPA fit to the a.c.
conductivity in the high temperature regime as 124 then‘EJ=
8s. The high temperature fit gives fD::8x10_2°s assuming

that the excited defects are distributed over 0. 1eV around

the fermi level. The difference of 20 orders of magnitude

between these two figures is remarkable. It is possible that

the electrons are strongly trapped at the defect sites,
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probably by lattice distortion. We will see in a 1later
development of the model (87.12) that self-trapping does rlay
an important part in optically induced loss.

Other values of K and A for Opt 3 and the rest of the
optical samples are given in table 7.1. The excited electron
density values, n, at the top of the I*“2 region and
estimates of‘T;are also shown.

It has been noted in §6.1 that the rise-time, t-, to
the equilibrium value of capacitance decreases with
intensity. A simple theoretical estimate of t~ would be the
time taken to fill the defects of the sample with electrons.
The rise-time is therefore the number of excited defects

divided by the deneration rate.

- (D_\;_‘Q)I!2I-1f2 (7.10)

AN

For Opt 3, at a temperature of 4K, the rise-time to the top

of the I*“Z region is 3200s (see fig 6.1). Equation 7.10

gives the much faster value of 350s for the same intensity

(Io=0.72nWem™=).

A note on intensity values : The intensities wused to

calculate the K and A values and in other calculations in

this section are average intensities

- exp(-ad) (7.11)
I=IO(1 e::; o )

where Io is the light intensity entering the semiconductor

thin film (i.e. after reflection from the surface has been

taken into account), d is the thin film thickness and O¢ is

the absorption coefficient of the semiconductor (see Appendix

3). The ratio of I/I. varies between .16 and .54 depending

on sample thickness and the wavelength of light used.
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7.4 : The Active Defects

Sl i LELECLS

In order to investigate +the nature of the defects
responsible for optically iﬁduced loss a model for the
relaxation process has to be used. As the response is a low
temperature effect,a version of the "atomic" tunnelling model
appropriate for_single—phonon transitions would probably be
suitable (see §2.5). The tunnelling relaxation time in this

case is

T~ z exp(23) tanh(2= o (7.12)
where B is a constant and A is the energy difference between
the +two different orientations of +the defect, which ranges
-from 0] to.d%. The tunnelling parameter, A, is taken to be
randomly distributed over a rangde 0~<&<110 to allow for a
distribution of barrier heights and widths.

The computation of the mean polarizability (see §2.5)

leads to an expression for the permittivity contribution

L n Ne? (7.13)
1181 B 3? EA ( )

for (OB>>kT. Here T is the mean field factor, N is the number
of states per unit volume and p is the dipole moment of the
defect. There are many unknowns associated with the

parameters in eqn. 7.13. As this is an order of magnitude

calculation the following simplifications are made :

N~ A0~ 0.1ev In(
Egn. 7.13 then reduces to 0 ~ 1
2 (7.14)
K~¢tA
g0

For Opﬁ 3, at a temperature of 4K, K=8x10=2°cm™
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which gives a dipole moment of 1x10~-22Cm or an electronic
charge x 7A. This result is strong evidence that the defect
responsible for the additional loss in Opt 3 is electronic
and 1is around 7A in extent. The size of the active defect is
in good agreement with the estimate made from the a.c. field
effect data for loss in the low temperature regime; for Opt 3
ét 4K the latter procedure gave +the defect size = 8A (see
table 5.1).

The defect size changes little for the other samples
(table 7.1); Opt 5, the heavily hydrogenated a-Si sample has
a slightly smaller active defect when compared to pure
material. The size of the defects is consistent with the idea
that 1loss in sputtered material at helium temperatures is
caused by states on the internal surface of voids of about

102 in extent (see §2.8).

7.5 : The Reduced Sensitivity at High Intensities

The model presented so far gives a reasonable account of
the intensity dependence of the response at low intensities.

In all samples, at high intensities,zﬁsl no longer increases

as I*“= but less rapidly.

The loss changes in the I*“* region are associated
with strongly self-trapped electrons. The reduced response at

higher intensities suggests faster recombination and less

strong self-trapping. At low intensities, light fills wup

states close to the Fermi level (in mid-gap) vhere

self-trapping is strong. At higher light intensities, the

i . -1.
states closer to the band edges begin to £ill. Here O¢ is
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larger and self-trapping is likely to be weaker; these states
will therefore have shorter recombination times.

At the highest intensities the states contributing
excess loss will have a broad distribution of recombination
times. The shallow excited electron states will exhibit rapid
recombination whereas in the deep states the recombination
process will be much slower. Thus, in eqn. 7.4, the constant A
will not now be a constant but will increase with n. Hence

the rate of change of n with g under high optical
exciﬁation will Qeorgggg, as is observed.

7.6 : The Relationship to the Background Loss

So far there has been an implicit assumption that it is
the optically induced chandes,above the background or dark
loss, that should be analysed. The background loss has been
ignored énd the induced loss has been treated as independent
of background.

In order to Jjustify the above it is useful to to suppose
the opposite to be true; that the optical generation
introduces a perturbation in a background population of
excited defects which result in loss. The total number of
states contributing to the loss is the sum of the background
of excited defects,-n ,and the light induced excited defects,

b

n, .
i h=n +n,
b (7.15)

The appropriate rate equation is
d (7.186)
n

2

where gem is the thermal generation rate and é&e is the

optical gdeneration rate.

If the induced loss is a small fraction of the
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background then '%<<nb and egn. 7.16 can be. linearized as

follows
dn,
o . a2 (7.17)
at - %ot 9 AN, - 2An N,
For dark equilibrium, gm==An: therefore
dn (7.18)

d_t' =8y~ 2Ann.

Eqn. 7.18 predicts : (i) A linear intensity dependence
(l'li =gof2Anb for constant illumination). (ii) An expohen‘bial
decay to equilibrium when the light is extinguished
(nih'exp(~L2Anb)). The experimentally observed induced loss
certainly does not conform to this pattern.

Before any final conclusion is drawn, the possibility
that the limit m<<nb is not satisfied should be examined.
Even at low temperatures and high intensities the change in
the a.c. conductivity rarely excedes 10% of the background
a.c. conductivity. As the temperature increases the
dependence of AD’ on T is weak compared to that of .O'acso the

ac :
limit is met in all cases.

It is evident,therefore,that the optically induced loss
involves a different population of states from the background
loss. This could mean that the 1loss 1is associated with
electrodes or with the sample surfaces. However, the model
presented in the following section will show +that the

independence of the induced loss arises naturally from the

characteristics of the active defects.

page 103



7.7 : A Model for the Active Defects

The e.s.r. signal from a-Si and a-Ge is wusually
associated with dangling bonds on the surfaces of small
voids, of about 10& in extent, within these films. The low
temperature, background a.c. losses are linked with electron
hopping between states on the internal surfaces of the
voids (see §2.8). In §7.4 it was shown that the optically
induced loss occurs at defects of 108 in extent. It is likely
that the same defects are responsible for all three of the
above phenomena.

The sites of a particular wvoid will be in close
proximity so the possibility of intersite correlations must
be considered. The occupation of one site by an electron will
reduced the probability of occupation of a second, nearby
site, by coulombic repulsion. Based on the above information,
we formulate a simple model which it is postulated that the
low temperature light induced loss in amorphous tetrahedrals
is derived from a population of correlated pairs of dangling
bond states. In reality, the electronic structure of
individual voids will be more complicated.

The energy diagram for the correlated pair model is
shown in fig 7.2. Separate bands are included for first (D=
states) and second (D~ states) electrons occupying each

site. There is a positive correlation energy, U, within

individual sites . The second site states are raised in

energy with respect to the first by the intersite correlation

energy, E.=. There will be some overlap of the electronic

wavefunctions between the first and the second site, hence

the coulomb repulsion energy will be lowered and E.=z < U.
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The bandwidth of the defect sites is EHJ; it is assumed
that 1&0>= U. The bandwidth is taken to be mainly determined
by long range potential fluctuations so the energies of each
state in the pair are close to one another, If Jﬁb< U-Eai=
then each site of the pair will be filled with dﬁé electron.
However, if J¥J> U-Ei= there will be some overlap between
the first and second sites for different pairs. Some low
energy pairs will be occupied by three electrons and some by
one electron. Such le~ and 3e~ pairs will contribute
strongly to the low temperature loss, due to the processes
(1,0)<=>(0,1) and (2,1)<=>(1,2) respectively. The loss will
be largely temperature independent except for some residual
effect on the transition rate.

When light is used to excite extra mobile carriers,
these carriers will condense into defect pairs, resulting in
additional loss. For example, an electron trapped at ()
creates a new 3e~ pair. However, this is partially
compensated by an electron trapped at (i) which converts a
le~ pair to an two electron pair (a Z2e” pair contributes
nothing to the a.c. loss). The process which 1is central to
optically induced loss is the trapping of an electron atlii)
creating new 3e~ pairs. There is no process to
counterbalance the extra active a.c. loss pairs; an electron
trapped at energy (jjj)unambiguously contributes to an increase

in loss. The same arguments can be applied to the capture of

holes at energy (V) creating le” pairs.

The experimental evidence strongly suggests that the

background loss and the induced 1loss are independent. The

electrons trapped at(ii) and holes at (iv) constitute a population

of states that is completely independent of the background
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3e” and le~ pairs.

The value of ﬂb and the shape of +the defect bands
governs the magnitude of the photo-induced loss. If f&)is
large and the defect bands are flat then the states created
at energy (i) will exactly compensate those at energy @) and the
induced loss will be small. If +the bands are relatively
narrow and non-uniform, as in fig. 7.2, the compensation will
be 1less and the photo-induced response will be greater. If

£¥3< U-Ea=, although there are no dark 1le~ or 3e~ states,
these can be denerated by photo-excitation and trapping.
Hence a film which shows a very small a.c. 1loss at low
temperatures may still exhibit significant photo-induced
loss.

At high temperatures some pairs will be in the 3e~ and
le” configuration on thermal grounds. When the temperature
is reduced these states will relax by tunnelling. The light
induced loss results show that the relaxation process takes a
long period of time so it is not surprising that samples take

many hours to reach a stable dark equilibrium after cooling

from 77K to 4K (see 8§6.7).

.8 : Distributed Trapping

~J

In order to compare the magnitude of the induced loss in

different samples and at different wavelengths of light it is

necessary to take account for the absorption of light as it

passes through a semiconductor thin film. The intensity at a

depth, x, is given by

1 = Iuexp(—w'c) (7.19)
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where O is the absorption coefficient, d is the film
thickness and I, is the surface intensity. The generation
rate at x is
g{r) = - g_I= ol exp{-ox) (7.20)
X 0
Using eqns. 7.5 and 7.9 the permittivity change, at depth X,

can be calculated.

(7.21)
AL(x) = K(g()”"‘ (—) exp(-cex/2)

The total capacitance (the dark value plus the photo-induced

capacitance)is as follows

(7.22)
T _ dx 0 1/2
E—.‘[(Sb +A€Dexp(-o¢x))u4 where A€ ‘K( A )
Ae
-4 _ (1 - exp(-oud/2))
Eb‘d £:oc.,d
where _0 -= Cb , the dark value of the capacitance.
£ AC Ag 1-exp(-o¢df2)) (7.23)
Cb ( od/2
The measured change in permittivity is
1 - exp(-od/2) (7.24)
At =_A£0( ad/2 )

The parameter, ZEEO, is independent of sample thickness
and of the absorption coefficient. A plot of ﬁso against
intensity for the results taken using three different
wavelengths of light on Opt 6 is shown in fig. 7.3. The data
now plots around a common line. It is clear that, in the
energy range 1.55eV to 2.48eV, the choice of wavelength makes

little difference to the magnitude of the response. Any

radiation of energy greater than the band gap will liberate

free carriers which lead to increased loss. Subbandgap

radiation however, is expected to promote recombination and
b
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quench the induced loss (see §7.12).

Using the distributed trapping model on the data taken
on the 73204 and 4000& films of Opt 6 produces an unexpected
result (fig. 7.4). If the induced loss is a bulk effect then
the magnitude of the response should be equal for both films.
In fact,it is the 73208 film which shows a 25% greater value
oniEuthan the 40004 film, in the I1-= region. It is the
raw values ofxﬁelthat are of equal magnitude for the thin and
thick films (see fig. 6.35). From this limited set of data,it
appears that the induced 1loss does have a component
associated with the surface regions, at least for this
sample.

The method used here and in the next section applies, in
principle, only to the 1low intensity region because of the
assumption of I*“* behaviour made in eqn. 7.21. There is an
error of approximately a 10% increase above the correct wvalue
of AE_ in the high intensity region. The effect is the same,

within experimental error, on each sample.

7.9 : Magnitude of the Response in Different Materials

Fig 7.5 compares the magnitude of flEU for the six

samples investigated in this work at 4K. The induced loss in

pure a-Ge and pure a-S5i is approximately the same magnitude

at high intensities; no data is available at low intensities

for the a-Ge samples. The differences between Opt 6

(magnetron sputtered a-5i) and Opt 3 (conventional sputtered

a-Si) were easily within experimental error. The hydrogenated

material, Opt 2 (a-Ge:H 4:1) and Opt 4 (a-8i:H 20:1) show an
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equal response which is about half that of pure material at
high intensities. At low intensities the induced loss in Opt
4 is only slightly less than that in pure a-8i.

The data of fig 7.5 has been calculated from raw values
of lelxasing the distributed trapping theory. The untreated
data is presented in fig 7.8 for comparsion. It can be seen
that the equality of the response in pure material and
between a-Si:H (20:1) and a-Ge:H (4:1) is not as clear in the
raw data.

A similar pattern in the 1150 data is seen at 10K (fig
7.7) except that at this temperature the response in Opt 6 is
twice that in Opt 3. The induced 1loss decreases as the
temperature rises for the orthodox sample but remains
unchanged in the magnetron sample. The heavily hydrogenated
Opt 5 (10:1) shows the lowest response of all the samples at
high intensities although the same sample gives a greater
response than either Opt 3 or Opt 4 at low intensities.

By introducing hydroden in a-8Si and a-Ge films it is
possible to reduced the magnitude of the hopping conductivity
and of the ESR signal (Stuke, 1977). The incorporation of
hydrogen can saturate dangling bonds and lead to a reduced
density of states. There is evidence from the high
temperature loss measurements to suggest that the energy
scale of the self-trapping increases with hydrogen content.

In 8§7.5 the I*“= redion was associated with strongly

self-trapped electrons. It would be expected that the

response in this region will be greater in heavily

hydrogenated films and this result is seen experimentally

(Opt 5 at T=10K, fig 7.7). As the light intensity increases,

states further from mid-gap will be filled and the transition
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to I*7%  behaviour will occur. A consequence of the
reduced number of dangling bond states in hydrogenated
material is that the mid-gdap states will be saturated at a
lower intensity of 1light than in pure material and the
transition to the I'“* region will ocour at a lower
intensity. This effect is particularly apparent in fig 7.7
when comparing the data for Opt 3, Opt 4 and Opt 5.

In summary, the incorporation of hydrogen into the
semiconductor film leads to i) a reduced response in the high
intensity region because of the reduced number of active
defects ii) a greater response in the I*“2 region because
of the enhanced self-trapping in such films.

The only material to be tested for optically induced
loss besides a-51 and a-Ge was sputtered arsenic selenide.
Intensities of up to 100uWem™= of 633nm light were applied
to one sample but no change in the capacitance or
conductivity could be detected. It is possible that the loss
measured at low temperatures in the arsenic selenide sample
was due to deep defects caused by gold diffusion (see §5.5).
Such centres would considerably enhance the recombination
rate of trapped carriers and so quench the light induced loss
(M. J. Anderson, unpublished). Gold diffusion may also have
occurred in the a-Si and a-Ge samples. Shimakawa et al.

(1987) observed the effect of gold diffusion on the dark a.c.

conductivity in glow discharge a-Si. Any effect of the

diffusion is likely to be negated in our samples because of

the dominating effect of the high defect density found

naturally in sputtered tetrahedral material.
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7.10 : The Recombination Time

In order to compare the recombination times at different
temperatures it is useful to plot the permiﬁtivity change
against log(time) for the decay back to equilibrium after
light out. Fig 7.8 shows that for Opt 3 +this form of the
final decay is linear for the duration of the experiment. The
decays for Opt 6 show a similar linear relationship over an
even longer time scale (fig 7.9). The form of the decays
suggest that the simple analysis of the rate equation (87.3)
is not adequate. In the next section the assumptions made in
§7.3 are examined and the theory is developed to account for
the shape of the decays over the whole period of measurement.

Figs 7.8 and 7.9 show that the recombination times are
temperature independent. This result is expected because at
low temperatures activation from the polaron wells is by zero
point energy and the hopping rate is temperature independent
(Mott & Davis, Ch3). Hence the recombination rate will be
temperature independent.

If the hypothesis about hydrogen contributing to the
trapping of electrons in deep states introduced by Long et
al. (1982) (see 82.7) is correct then hydrogenated films will
need a greater energy to release electrons from their defect

states, and hence would be expected to show a much enhanced

recombination time for the decay of the induced loss. This

premise is confirmed experimentally. Figs 7.10 and 7.11 are

the final decays from the silicon samples at 4K and 10K

respectively. The permittivity change in Opt 5 recovers at a

rate four times slower than that for the pure a-Si samples at

10K. Opt 4 (a-Si:H 20:1) returns to equilibrium at a rate
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that 1is intermediate between the pure samples and Opt 5. The

orthodox pure a-Si sample has the most rapid decay.

7.11 : Analysis of the Decav to Fauilibrium

Figs 7.8 to 7.11 show that the free decay to equilibrium
is more fully descibed by expression Af « In(t) than by AEICL
1/t. The latter expression is only adgéuate for a limited
time range (between t=1000s and t=10000s for Opt3, see fig
6.26). The analysis of 8§7.3 is satisfactory as applied to the
equilibrium behaviour because, with carriers being
continually trapped and then recombining, a random
distribution of excited states 1is maintained. However once
the 1light is extinguished, it is the closely spaced
electron-hole pairs that will recombine first leaving a
distribution of states that is bias towards more distant
pairs. The average separation of pairs in the distribution

will increase as the decay proceeds. Hence solving the rate

equation
dn -1 _ o _an? g 1

is not adequate because the random distribution is not

preserved.
A better approximation is to write n(t) as the number of

nearest neighbour pairs with recombination time T >t.

First we assume a random distribution at t=0 and that

Ne=-pe where he is the number of electron-like excited

states at t=0 and pe 1is the corresponding number for

hole-like states. The nearest neighbour probability function
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(ean. 7.2) can be simplified by assuming a cut-off in R, the

separation of the electron and hole defects, where
- 172
Rma =3 Mﬂno) (7.25)
hence : 2
P{R) = 4nn R R<R (7.26)
1) max
P(R)=0 R>FR

. . max
wvhere ne is the number of excited states at t=0. Assuming

recombination is by simple tunnelling and wusing egn. 7.1

gives

_ dR _ "mnoRz T (7.27)
P = PR) = — o = — )‘1‘: [1n(Z )]

The number of excited nearest neighbour pairs at time t is

then calculated
max ﬂnZ max ’c
= ¢ " X yJe ot
n{t)=n, fP:t)m: — t[m( ":o)] -

t (7.28)

LTI N Yo S

Differentiating this expression with respect to ln(t) gives

d (7.30)

ﬂn(t 20«”

Using eaqn. 7.7, which supposes the chande in permittivity is
directly proportional to the number of excited pairs, we can
estimate the gradient of the Afl versus 1ln(t) plot :
1% (7.31)
= - nl =—
din(t) 2Kee® T

where [zhsl]o is the change in permittivity at t=0, before the

This is approximately constant

light is extinguished.
provided that t >>¢0, giving the linear dependence ofzﬁE{nu

In(t) observed.

1. A
For Opt 6 at T=1oK,[.&EiJU_ 0.14 and from fig 7.11

page 113



! -
d‘r:l.::ﬂn'.‘.t)_ 0.011. From table 7.1 an estimate of K=/A can be
taken (K#/A depends on the equilibrium response (see eqn.

7.9) hence is still applicable)

(7.32)
6
cm s

2
K° 17,3 2 2.4%10° "7 -
b= 240107 tm%s=> g - & -4‘3‘0 =43%107°8
oy

. -] .
taking X = 8A from the high temperature EPA fit (table 5.1).

Using egn. 7.31 leads to

[A€ ]0 . (7.33)

K T w2l 3

[m(—-)] dln(t) o

Combining eqns. 7.32 and 7.33 gives

"0[‘“(%-)]4= 16x10%s (7.34)
g

which can be solved using iterative techniques to give K =
7.4x10"2°cm™> and 10=:85 for t = 6000s. The values given
by the analysis of §7.3 which assumed a random distribution
of states during the decay are K = 1.9x10*"cm™= and
¢0= 1s. The similarity between the two sets of results

confirms that the simplified analysis of 8§7.3 is valid within

a limited time range.

The values of K and 10 calculated using the above
analysis at other temperatures and for other samples are
given in table 7.2. The figures are comparable within an

order of magnitude to those calculated using the former

simplified analysis of §7.3. The values of n at the top of

the I*“Z region and the defect sizes have be estimated from

the new values of K.
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7.12 : An Model to Resolve the 'tu Inconsistency

The wvalues of ‘1:0 given in table 7.2 range from 0.02s to
10s, the discrepancy between these values and the high
temperature fit estimate of 1:0 is still as large as in §7.3.
We now introduce a new model and examine the range of R, the
distance between the electron and hole defects. A maximum
value of R has already been defined by eqn. 7.25. Rmax iS

associated with a maximum recombination <time, 'tmax by eaqn.

7.1. Following the idea that loss in sputtered material at
helium temperatures is due to states on the internal surfaces
of voids (see §2.8), we now define a minimum value of R,
Rmin, which reflects that voids of finite size cannot be
infinately close. Rmin 1is associated with a minimum
recombination time, tmm .
Defining the parameter Rmin has an effect on the mean
value of the recombination rate,‘tgl, and hence on the

defining equation for the equilibrium behaviour and the

constant A. From eqns. 7.3 and 7.26

- J‘Rmax (7.38;

-1 -1 P y
1:0 = 'ED axp(-2u0R]} 4R nodR

min

(, mm) -

The results quoted for the 1/t fit in table 7.1 therefore

still apply for 'Cminzls.

The value of n(t) at t =€ is now estimated using ean.

min
7.29
ﬂl'"i2 ‘cmax mm ] (7.386)
nm:min} - —I:';t.% { []n( ] [m(



Note that (7.37)
4 3 '
=M~ -R J=n
3 /

From eqn. 7.1 : (7.38)

"o = 0T _52,3 R max)] [1n( m;n)]3}

Combining eans. 7.36 and 7.38 confirms that n(%t . ) = na.
in

The next stage is to fit the above theory to some

experimental data. From eqns. 7.29 and 7.36 as follows

-

n(t) {[ , max ] []n(%)] : ‘&81 (7.39)
n , EN - [2181]0

R AL "“’")] - [in(2= )]

The parameter, AE a"[ﬁf } is plotted for Opt 5 and Opt 6 at

10K in fig 7.13. The solld curves represent the theoretical
prediction (eqn. 7.39) for 'tmin =1s, 'tmax =340ks (chosen to
fit the Opt 5 data) and TD varying between 1s and 10-17g,
The form of the experimental data is best fitted with
T'U = 107*7s which is in agreement with the high temperature
fit wvalue of TD . In principal it appears that the data could
be fitted by a pure tunnelling model. However, by estimating
values Of Rmirn and Rmaex, we shall see that pure

tunnelling does not fit the data in all temperature rangdes.

From eqn. 7.1 Rmin is given by

]n( mm)

_ _ -1 _ - _
For T = 10**s, T . = 1s ando 1= 84 then Rm:n = 175A

0

H , . 7.36

owever, from ean ( )”3 .
Rmax— ‘vdfr.l’lo' 7.

For ne = 5%10*7om= (from table 7.2) then Rmasx = 78A.

(7.40)

1
20

.—1 .
Using different values of T, and & " does not resolve this
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for

praradox. This is strong evidence [ carrier self-trapping at

defect sites as postulated in §7.3.

7.13 : Comparison with other Light Induced Effects

Of the light induced effects reported in the literature,
the one that stands out as being related to optically induced
loss is the work on LESR by Street & Biegelsen (1982) and by
Carius & Fuhs (1984) (see § 3.3). There are several points at
which the two effects can be compared.

(i) The magnitude of the effect. Street et al. estimated
that 10** spins per cm™™ were induced by an incident
light intensity (1.9eV) of 50nWem™® in a ¢glow discharde
a-8i:H film (T=30K). For Opt 4 (a-Si:H 20:1) the same light
intensity produced 2x10*7 induced states per cm™= which
responded to a 3kHz a.c. field (T=10K). The equilibrium
dangling bond density of both films is estimated at
approximately 10*® spins per cm =.

(ii) The intensity dependence. For 5 > Ie >
5%105nWem™2 the number of induced spins in the glow
discharge sample was proportional to I*“®. This compares
to I*“4 in the intensity range 10 > e >
1000nWem—=2 for Opt 4. The sublinear response implies that

the recombination process is not monomolecular.

(iii) For both experiments the time required for 90% of
the induced response to decay away is approximately an hour.

The LESR decay is linear in log t (see fig 3.6 ), the

photo-induced loss decays show the same linear relationship.

(iv) The LESR lifetimes decrease with increasing
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excitation intensity; this is a trait of bimolecular
recombination. The characteristic decay time of the optically
induced loss increases as the exciting intensity falls. For
Opt 2 a characteristic decay time of 120s at Io=11nWem =
rises to 900s for Io=0.1nWem—=. As the number of light
induced states increases, the distance between the states
falls and recombination becomes more rapid.

(v) The work of Carius and Fuhs showed that the
long-time decay of the metastable trap population measured by
LESR was independent of temperature below B80K. The decay of
the optically induced loss is independent of temperature at
helium temperatures.

(vi) Street and Biegelsen used 647nm and 750nm light.
Little difference was seen in the number of 1light induced
spins once the different absorption coefficients at the two
wavelengths had been accounted for. The same lack of
dependence on exciting light wavelength, within the visible
range, was seen for light induced loss.

Street suggests that the LESR is dominated by the more
distant pairs of states which have long decay times. Under
illumination, the distant pair population rises and is
eventually limited by bimolecular recombination. The closer,
more rapidly recombining pairs follow a geminate, radiative
process and are the source of luminescence. It 1is the

long-lived, distant pairs that will contribute to the

optically induced loss.

The LESR measures the fraction of states which become

paramagnetic on exposure to light. The signal records D=

states and band tail carriers; it does not represent the

total occupation of the states. The induced loss signal will
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not describe exactly the same set of states as the LESR. The
active defects will be those pairs that can relax at the
frequency of the applied field and that have the appropriate
occupancy (3e~ or le~ pairs).

Carius & Fuhs found that the electron and neutral
dangling bond resonance of the LESR decayed more rapidly than
the hole resonance. They noted that the hole signal was more
stongly quenched by IR light and by annealing above 50K.
These observations are consistent with the hypothesis that
light causes electrons to transfer rapidly to the dangling
bond states creating D® and D~ and that the time limiting
step for recombination is tunnelling of band tail holes to
the D and D™ states. It is likely that the induced loss
at long times is due to the low mobility of holes rather than
electrons. This could be tested by taking measurements on
doped samples. The induced losé in p-type samples should
decay less rapidly than in n-type samples.

The quenching of LESR by subbandgap radiation
accompanied by photocurrent and photoluminescence transients
is strong evidence that the IR radiation promotes

recombination between trapped carriers. It would be

surprising if the additional a.c. loss could not be quenched

in the same way.

The induced loss at liguid nitrogen temperatures is
likely to be a photostructural change rather than an

electronic phenomena. This is because of the long rise times

and decay times measured and the lack of any instantaneous

response to excitation at these temperatures. The response

may be related to the Staebler-Wronski effect. However the

differences between the S-W effect and the light induced loss
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at 77K are many. The induced 1loss does not attain a
metastable state, the excess loss decays slowly away when the
light is extinguished. The intensities of 1light used for an
S-W experiment are typically 100mWem =2; the intensities for

the induced loss experiment are five orders of magnitude
less. Hydrogen 1is thought to play an important role in the
S-W effect whereas the value oflﬁé}/g decreases from 107=

(Opt 8) to 107= (Opt 5) as the hydrogenlcontent of the film

is increased from 3zero to 10%. The origins of a
photostructural change at 77K appear to be different from the

models suggested for the S-W effect.
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Figure 7.2 : Enerdy diagram for the correlated pair model.

The energy diagram represents a correlated pair of dangling
bond states. Separate bands are included for first (D=
states) and second (D~ states) electrons occupying each
site. There is a positive correlation energy, U, within
individual sites. The second site is raised in energy with
respect to the first by the intersite correlation energdy,
Eiz=. Both U and Ei= are asgsumed to be the same for every
pair of sites. The bandwidth of the defect energy levels is
Some low enerdy pairs will be occupied by three
electrons (the ’3e~" pairs); hence the first site will be a
doublely occupied D~ state and the second site will be a
singlely occupied D= =ztate. Some high enerdy pairs will be
occupied by one electron, (the ’le™" pairs); the first
site will be a D® state and the second will be empty. Such
le= and 3e pairs will contribute strongly to the dark
low temperature loss, due to the processes (1,0)<=>(0,1) and
(2,1)<=>(1,2) respectively.

When light is used to excite extra mobile carriers,
these carriers will condense into defect pairs, resulting in
additional loss. For example, an electron trapped at (i)
creates a new 3e~ pair. However, this 1is partially
compensated by an electron trapped at (ii) which converts a
le~ pair into a 2e~ pair (i.e. two D® states which can ‘
contribute nothing to the loss). The process which is central
to the optically induced loss is the trapping of an electron
at (iii) creating new 3e~ pairs. There 1is no process to
counterbalance these extra active a.c. loss pairs; an
electron trapped at energy (iii) unambiguously contributes to
ain increase in loss. The same arguments apply to the capture
of a hole at energy (iv) creating le~ pairs.
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Figure 7.1 : Mechanism of optically-induced loss (see text
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CHAPTER 8 : Summary and Conelusions

The aim of this research program was firstly, to repeat
the measurements of dark a.c. loss previously performed by
other members of the group and then to investigate the effect
of light on the a.c. 1loss. The dark a.c. and d.ec.
characteristics o