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Summary

This thesis describes the results of an investigation into the design of a parallel recording
system for electron energy loss spectroscopy (EELS). The motivation behind the
construction of such a system is the greatly enhanced detection efficiency which can be
achieved, as compared to conventional serial recording systems. This is of great benefit in
experimental situations where specimen drift, radiation damage, or signal to noise ratio are
limiting factors.

Chapter 1 provides a brief introduction to the method of EELS analysis in the transmission
electron microscope (TEM) and discusses the instrumentation required to generate and record
EELS spectra. Chapter 2 contains a detailed review of the theory of homogeneous field
magnetic sector spectrometers, following the work of Enge, Brown, and Heighway. The
matrix method used to calculate the optical properties of such spectrometers is introduced,
and the focussing coefficients for an arbitrary magnetic sector are derived to second order. A
spectrometer analysis program based on the theory of chapter 2 is described in chapter 3.
The program is used to calculate the aberration coefficients of two well known 2nd order
corrected spectrometer designs [ Shuman 1983, Scheinfein and Isaacson 1984] and hence
determine the nature of the electron intensity distribution at their dispersion planes.

Post-spectrometer magnification of the dispersion plane is required in parallel EELS in order
to overcome the resolution limiting effects of electron scatter within the detector. The
requirement that the magnifications in the dispersive and non-dispersive planes be
independent indicates the use of quadrupole lenses as the magnifying elements. Chapter 4
reviews the theory of quadrupoles and extends the matrix transfer method of chapters 2 and 3
to quadrupole lenses. The design of a four lens quadrupole system suitable for
post-spectrometer magnification in EELS is described in chapter 5. The system can vary the
magnification in the dispersive direction from 5x to 97x (at 100 keV), while maintaining an
almost constant magnification in the non-dispersive direction.

Chapter 6 considers the types of multielement detectors which could be applied to parallel
EELS, and discusses the advantages of using wide aperture linear photodiode arrays
operating in the indirect mode as detection elements. The design and construction of the
instrumentation required to operate two such arrays, manufactured by Reticon and
Hamamatsu, is also reported in this chapter. Experiments on the electrical and optical
performance of both these arrays are described in chapter 7. The results of these experiments



indicate that the Hamamatsu device is the more suitable for detection of EELS spectra.
Chapter 8 contains experimental results on the evaluation of various scintillator screens lai d
on fibre-optic plates directly coupled to the fibre-optic input window of the Hamamatsu
array. The most suitable of the scintillators tested was a screen made from a single crystal of
yttrium aluminium garnet (YAG) polished down to a thickness of 30um. The detective
quantum efficiency of a prototype detector consisting of the Hamamatsu photodiode array
fibre-optically coupled to such a screen is shown to be greater than 0.25 for a range of input
electron doses varying from 40 electrons / channel-second to greater than 108 electrons /
channel-second.

Finally, chapter 9 discusses the implications of the results obtained in this work and
considers improvments that could be made to the prototype detector to form an operational
system.



CHARPTER 1

Electron Energy Loss Spectroscopy and Parallel Detection

Introduction

Electron energy loss spectroscopy (EELS) is a powerful technique for gaining chemical and
structural information from the thin solid specimens used in transmission electron
microscopy (TEM). The general method of EELS is quite simple - a beam of monoenergetic
electrons is incident upon a thin sample, some of the electrons lose energy in traversing the
specimen and the resultant energy loss distribution (spectrum) is obtained by passing the
transmitted electrons through a momentum analysing device (spectrometer). The energy loss
spectrum is characteristic of the area being irradiated and so the elemental composition of the
specimen can be identified. This chapter gives a brief discussion of the physical principles of
electron énergy loss spectroscopy and outlines the information that can be obtained from an
EELS spectrum by quantitative analysis. Further, the necessary instrumentation for
generating and recording the spectrum is described along with factors which affect the
performance of an EELS system. The advantages of recording the spectrum in parallel as
opposed to the more usual serial recording technique are considered, and the difficulties to be
overcome in designing a successful parallel recording system are discussed.

1.1 ELECTRON SCATTERING WITHIN A SOLID

When a fast electron beam enters a specimen, which is thin enough so that most of the beam
is not absorbed, the transmitted electrons can be classified into three main groups:- electrons
that pass straight through the specimen without collision, electrons that undergo elastic
scattering and electrons that are inelastically scattered. The first group of undeviated
electrons can give information only upon the scattering power (and hence thickness) of the
specimen and contains no other useful information, whereas the second two classes are of

much more interest from an analytical point of view.

1.1.1 Elastic scattering

Elastic scattering occurs when an incident electron is deflected by the internal electrostatic
field of an atom 1i.e. the nuclear field modified by the screening effect of the surrounding
electrons. The mass of the nucleus is very much greater than that of the electron and
consequently the latter loses a negligible amount of energy in the collision. Isaacson [1978]



gives an approximate expression for the angular distribution of electrons elastically scattered
through small angles from free atoms :

I (0) _ 1
I 0 (02 + Bg )2

where - Ig1 (0) is the intensity of electrons which are undeviated in scattering
Ig1 (8) is the intensity of electrons elastically scattered through angle 6
B is the characteristic screening angle = A/2na

A is the incident electron wavelength, a is the characteristic atomic radius given by:
-1/4
a = 09a,Z /

where a) is the Bohr radius of the atom and Z is the atomic number. For 100keV incident
electrons a typical scattering angle of ~ 20 mrads per elastic collision is quoted by Egerton
[1982]. If the specimen is crystalline, the angular distribution is peaked at angles satisfying
the Bragg condition, 6=Ad where d is the lattice spacing. Elastic scattering is represented in
the energy loss spectrum by a sharp peak at zero energy loss (Figure 1.1).

1.1.2 Inelastic scattering

Inelastic scattering occurs when an electron interacts directly with one or more atomic
electrons, and since the masses are comparable appreciable energy transfer can occur. If the
scattering takes place from valence electrons the energy transfer is typically 10-100eV per
collision. Valence electron scattering is observed in the energy loss spectrum in the form of
one or more peaks in the 10-100eV range as illustrated in figure 1.1. The probability for
valence electron scattering is comparable to that for elastic scattering, but there is also a
smaller probability that the incident electron may be scattered by an inner shell electron. The
inner shell electron can make a transition to the vacuum continuum or to a vacant energy level
only if the energy transferred exceeds the ionisation energy of that particular shell. Such
events are characterised in the energy loss spectrum by a sharp rise in intensity at an energy
loss equal to the inner shell ionisation energy (Figure 1.1). These sharp rises in the
spectrum are referred to as ionisation edges, and the energy at which the edge occurs is
dependent upon the type of shell (K,L,etc.) and the atomic number of the atom involved.
The energy values are well known for every element and are not greatly affected by the
chemical environment of the atom. Detection of the ionisation edges in an energy loss



Figure 1.1 EELS Spectrum of Yenadium Carbide
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spectrum enables the constituent elements to be identified.

The angle of inelastic scattering is, in general, less than that for elastic scattering and depends
upon the energy lost by the incident electron. Isaacson [1978] gives an approximate
expression for the angular distribution which is valid for small scattering angles:

1) _ 1
WO (e’+el)

where I;n(0) is the intensity of electrons inelastically scattered but undeviated
In(O) is the intensity of electrons inelastically scattered through angle 6
and O = E/pv.

where E is the energy lost by the incident electron of velocity v and momentum p. 0 is
related to the minimum momentum which must be transferred by an incident electron in
losing an amount of energy E through the expression:

Pmin =P Og
For incident electrons of 100keV energy Isaacson [1978] gives Og = 0.137 mrad for a 25
eV loss and 1.37 mrad for a 250 eV energy loss. Thus electrons which lose more energy in
the collision are scattered through larger angles.

1.1, ntitative analysis of EEL r

The information present in an energy loss spectra is sufficient to provide absolute
(standardless) quantitation of the elemental constitution of the sampled area. The
concentration N of a measured element, in atoms per unit area of the specimen is given by
Egerton [1982] as:

1 L(o,A)

Goi(oc,A) Il(oc,A)

where o is the maximum angle of scattering accepted by the spectrometer, A is an energy
range of integration within the spectrum (Figure 1.2), and G is a gain change factor between
the low loss and high loss regions of the spectrum. The parameter ¢;(a,A) is an ionisation
partial cross-section for the edge in question (K or L) which can be calculated knowing the
experimental conditions. Ij(c,A) is the integrated energy loss intensity over an energy range



Figure 1.2 Quantitative Analysis of EELS Spectrum
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A, starting at the zero loss peak. Ii(o,A) is the integrated intensity under the ionisation edge
over the same range A, after subtraction of the background intensity (Figure 1.2). For the
simple case of thin specimens, where there is no multiple scattering, the background under
an isolated ionisation edge can be modelled by a power law decay function AET where E is
the energy loss, and A and r are constants which can be calculated by sampling the
background prior to the edge. This type of analysis depends crucially on achieving a good
pre-edge fit, which means that detection noise and artefacts must be kept to a minimum.
Moreover, the problem is exacerbated if the sample is thicker than the mean free path for
valence electron scattering (~100 nm for 100keV electrons) as multiple valence scattering
causes the background shape to deviate from the AET form, as well as reducing the
ionisation edge height. Another difficulty occurs if two ionisation edges lie very close
together, in which case background subtraction becomes more complicated because the
second pre-edge region is perturbed by the post edge region of the first. Thus the first edge
can be fitted with a normal background, but the background of the following edge does not
follow a simple power law decay as discussed by Chapman et al. [1985].

1.1.4 Other information present in EELS spectra
A detailed inspection of the ionisation edges present in EELS spectra reveals a variety of

structures close to the edge and as far as several hundred electron volts away from the edge.
Figure 1.3 shows that the fine structure near the edge (energy loss near edge structure -
ELNES) has peaks seperated by 1eV or less whereas the oscillatory structure away from
the edge ( extended energy loss fine structure - EXELFS ) varies ona 3-30 eV level.

The ELNES contains information about the local chemical bonding in the specimen, since the
peaks correspond (approximately) to the excitation of an inner shell electron to a bound
excited state rather than the continuum, and the energy levels of the bound states are
influenced by the chemical bonding present. The extended oscillatory structure away from
the edge occurs when an inner shell electron is ejected from an atom with some kinetic
energy such that it experiences elastic collisions with neighbouring atoms, and inelastic
collisions with their electrons. Thus the EXELFS structure gives information about the short

range order around the excited atom.
The book by Egerton [1986] provides a useful introduction to the theory of ELNES and

EXELFS ,
1.2 INSTRUMENTAL CONSIDERATIONS

In any EELS experiment the characteristics of the incident electron probe are of great
importance since they influence the information content of the recorded spectrum. Generally

4
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speaking probe conditions must be optimised in order to obtain the best results. An
important parameter is the probe accelerating voltage - as mentioned before if the specimen is
thicker than the mean free path for valence electron scattering the signal to background ratio
decreases due to multiple scattering events. For this reason EELS analysis is usually done at
the highest accelerating voltage possible, ~100keV for most microscopes. Higher
accelerating voltages are now becoming available on new machines (200-400keV) allowing
thicker samples to be analysed. This is especially useful for EELS analysis of biological
specimens, where preparing sufficiently thin specimens is often difficult.

Other important considerations are factors such as the probe diameter and convergence angle
which influence the spatial resolution and angular distribution of the scattered electrons
respectively. High spatial resolution EELS requires the smallest possible probe diameter at
the specimen. However, obtaining a small probe size generally requires the use of large
convergence angles which increase the angular distribution of the scattered electrons. Thus,
in general, for a fixed spectrometer collection angle the collection efficiency falls as the

spatial resolution is increased.

The amount of time required to collect enough electrons to obtain a good signal to noise ratio
in an EELS experiment is directly proportional to the probe current. Minimising the
collection time is important in high spatial resolution EELS where specimen drift can be a
problem. The maximum probe current which can be used may be limited by the gun
brightness, or the appearance of secondary effects such as specimen contamination or even
specimen damage. As regards the energy resolution of the recorded spectrum the
fundamental limit is the inherent energy spread in the electron probe - this is discussed in the

next section.

1.2.1 _The electron source
The energy spread in the electron beam is dependent upon the type of electron gun used in

the microscope and also on the operating conditions, such as the amount of current drawn
from the filament. For microscopes using standard directly heated tungsten filament guns
this is ~ 1-2¢V, lanthanum hexaboride (LaBg) filaments have a spread of ~1eV, whilst cold
field emission guns have a spread of ~ 0.25 eV. Of course these figures are dependent upon
the stability of the microscope accelerating voltage supply. It is clear that unless some form
of monochromator is placed between the gun and the specimen the 1 eV or better resolution
required for ELNES studies suggests the use of a cold field emission gun. This is the type of
electron source used in the Vacuum Generators HBS analytical scanning transmission



electron microscope (STEM) used for EELS experiments at Glasgow. Field emission guns
have the further advantage that they produce the highest brightness of any of the three
emitters i.e. a field emission gun can produce the highest current densities at the specimen.
Field emission guns also produce the smallest apparent source size, e.g. the 100keV field
emission gun in the HBS5 has ~5nm diameter apparent source diameter compared with
~25um for a typical conventional tungsten filament. This places great demands upon the
mechanical and electrical stability of the gun because the effect of spatial fluctuations cannot
be reduced by using a strongly demagnifying illumination system as in standard
microscopes. Probe diameters of <Inm at the specimen are possible with this machine,
allowing EELS analysis to be done at very high spatial resolution. The main disadvantage of
using field emission guns is the very high vacuum required (<1x10710 torr at the gun) to
prevent positively charged contaminants from being accelerated into the tip and ultimately
destroying it. This means that microscopes using this kind of illumination system must have
their gun sections built to UHV standard which is very expensive. A bonus point is that the
ultra clean vacuum system tends to reduce the amount of contamination occuring at the
specimen. The article by Le Poole [1983] gives a good introduction to electron sources in

the electron microscope.

1.2.2 The spectrometer

The spectrometer is a device which accepts a given angular distribution 3 of electrons
scattered by a point on the specimen, and produces a first order (at least) image of this point
at some dispersion plane, with chromatic aberration producing an image shift Ay for an
energy difference AE (Figure 1.4). In general the dispersion plane is tilted by other
aberrations to some angle M to the optic axis. Depending upon the design of the spectrometer,
the first order focus achieved may be single (point source is imaged to a line) or double
(point source is imaged to a point). The ratio Ay/AE is known as the dispersion and is
generally of the order of 1-Spum/eV for simple spectrometers. It is possible to obtain larger
values of the dispersion by using electrostatic lenses to decelerate the electron beam before
the spectrometer entrance, but this is not often done due to the difficulty of shielding the
required high voltages. The energy resolution of the spectrometer is determined by the ratio
of the dispersion to the full width at half maximum (Y, /2) of the image of the probe formed at
the dispersion plane (Figure 1.5). Y 5, is determined by the combined effects of:

1) The object size (probe diameter) at the specimen multiplied by the magnification
of the spectrometer and any intervening post specimen lenses.

2) Broadening of the image caused by the inherent energy spread of the incident electron



probe.

3) Contributions from any aberrations present in the spectrometer and intervening
lenses.

In the case of microanalysis in the electron microscope the probe diameter can be considered
to be negligible (~ Inm for VG HB5) and it can be assumed that the spectrometer images a
point source, thus only 2) and 3) above need give concern. The broadening caused by 2) is
just the dispersion multiplied by the energy spread of the probe and is a fundamental
resolution limit for any spectrometer. The contribution of 3) is generally more significant
and is discussed in the next section.

1.2.3 Spectrometer aberrations and collection efficiency.

Most spectrometers in use are non-cylindrically symmetric devices and therefore contain
aberrations of all orders. Assuming a first order focus has been achieved then the dominant
aberrations will be of second order. Using the point source assumption the most important
resolution limiting aberrations are proportional to B2 (assuming a circular entrance aperture),
since aberration terms proportional to off-axis distance are negligible (see Chapter 2). This
means that high angular collection efficiency and high energy resolution are generally

incompatible.

The situation is modified in the case of microscopes where the specimen is immersed in the
objective lens field. In this case the portion of field after the specimen can be considered to
act as a separate lens which supplies some favourable degree of angular compression to the
scattered electrons. Of course it is not possible to vary the strength of this 'post-field lens'
without changing the focus of the 'pre-field' or probe forming lens. Some degree of
freedom is possible if, as in the HBS, the height of the specimen in the lens can be varied
using a z lift stage. In this manner the lens strength can be varied and the probe refocussed
by changing the position of the specimen, allowing some control over the post-field
compression and hence the angular distribution of the scattered electrons. Naturally,
changing the lens excitation moves image position, hence defocussing the object for the
spectrometer and reducing the energy resolution, so that this method of varying the angular
distribution of the scattered electrons has very limited use.

In order to improve the collection efficiency without sacrificing energy resolution it is often
possible to provide some limited form of second order aberration correction to the



spectrometer thus allowing larger collection angles to be used. Another solution to the same
problem is to interpose one or more post specimen lenses (PSLs) between the specimen and
the spectrometer. This technique has been developed by Buggy and Craven [1981] on the
Glasgow HBS5 where there are three post-specimen lenses between the objective lens and the
spectrometer. By varying the strength of these lenses a large angular distribution from the
specimen can be compressed to match a smaller spectrometer collection angle (Figure 1.6).
Further, the effective object position for the spectrometer is controlled by the strength of the
lenses, and the effective source size is determined by the spherical and chromatic aberrations
of the post specimen lenses (assuming the combined magnification is small). If these lens
aberrations are too large the performance of the spectrometer will suffer, as the effective
source size may become large enough so that the uncorrected axial aberrations of the
spectrometer become dominant. The combination of a large angular acceptance second order
corrected spectrometer along with two post specimen lenses seems to provide an optimum
solution to the problem of obtaining good collection efficiency along with high energy

resolution in EELS experiments.

1.2.4 Recording the energy loss spectrum

The spectrometer forms an energy loss spectrum at a dispersion plane some distance from its

exit face. This dispersion plane will in general be oriented at some angle 1 to the optic axis,
as shown in figure 1.4. Physically, the spectrumis a distribution of electron intensity vs
distance ( o energy) which varies on a scale of ~107 electrons/sec at the zero loss peak down
to ~10 electrons/sec at the far energy loss end (Figure 1.1). This means that any detection
system must be capable of recording signals with a dynamic range ~108.

The most common method of recording the spectrum is to scan the spectrometer exit beam
across a slit placed at the dispersion plane, behind the slit lies the electron detector - generally
a block of scintillator placed in front of a photomultiplier tube (Figure 1.7). This technique is
known as serial collection and is the method currently used at Glasgow. It has the
advantages of simplicity, low detector noise, sensitivity independent of energy loss (since
each data channel is sampled by the same detector), and large dynamic range.

There are two methods of scanning the electron beam across the slits. Scanning can be done
either using scan coils after the spectrometer or, in the case of a magnetic sector, by changing
the excitation of the magnet itself. The former technique is used at Glasgow, with the
advantage that scanning is fast and hysteresis free. Unfortunately the tilted dispersion
plane of the Glasgow spectrometer (Figure 1.4) means that the spectrum becomes



Figure 1.6 Post Specimen Optics In The HBS

Defocus Due To Chromatic Aberration

...... NG Spectrometer Object Plane
i — PII
POST
SPECIMEN — = PTI[ (Off for EELS)
LENSES
B = P[
Electron energy E - AE
Electron energy £
==  (QIT POST-FIELD LENS
LENS \
- &= (] PRE-FIELD LENS
L ( PROBE FORMING)

ITlumination System
+



Fiqure 1.7 Serial Collection System
Dispersion Plane
T Photo-Multiplier
/ y Tube
Spectrometer ---------—---------------::17==-;'" \
E-AE /
L1LLLLL ; Scintillator

Energy Selecting Slits



defocussed as the scan moves away from the central ray, and consequently it is necessary to
refocus the spectrum to compensate. Changing the spectrometer excitation, although slower,
has a great advantage - aberrations which are proportional to the energy difference from the
central ray, such as the dispersion plane tilt, are nullified so that the spectrometer image is
always focussed in the plane of the slits.

It is usual to record the high signal intensities present in the low loss region of the spectrum
by digitising the analogue output of the photomultiplier. The much smaller signal levels
present in the far energy loss can be recorded using an increased photomultiplier gain G
controlled by the high voltage bias applied to the tube, or alternatively the photomultiplier
gain can be left constant and the far energy loss signal detected using a digital pulse counting
system, with pulse height discriminators to eliminate spurious counts due to dark noise in the
photomultiplier tube. The latter allows single electron detection for far energy loss signals
and is the method used at Glasgow. Both signals (analogue counts and digital counts) are
then combined using an algorithm developed by Craven and Buggy [1984] in such a way as
to produce the complete spectrum.

The major drawback of serial collection is its inherently low collection efficiency. For
example in a spectrum consisting of 1000 data channels each channel contains only 0.1% of
the total available signal. If the spectrum could be recorded in a parallel manner (ie. all
channels simultaneously) by some multielement detector, the collection efficiency could be
improved by up to 1000 times, thus an equivalent spectrum could theoretically be recorded
1000 times faster with the specimen receiving only 1/1000 of the total electron dose. This
would be of enormous benefit in cases where radiation damage, specimen contamination,

stage drift or signal to noise ratio are the limiting factors.

1.2.5 Design_specifications of a parallel detection system.

There are many technical difficulties to be overcome in designing a high performance parallel
recording system, and the major requirements of such a system are outlined below:

1) High dynamic range and linear response to cope with the rapid change of signal
intensity with energy loss.

2) Good energy resolution to make use of ELNES information.

3) Low noise detection system. A suitable detector will have many hundreds of individual



detection elements so that channel to channel variations in sensitivity and linearity must
be kept to a minimum.

The dynamic range of a typical EELS spectrum is ~108; no solid state detector currently
available is capable of this level of performance, so that the spectrum has to be recorded in
discrete sections - the number of which depends upon the maximum dynamic range of the
device. A major problem concerning energy resolution is the scattering of 100keV electrons
as they strike the solid material of the detector. Lateral spreading is of the order of 10-50um
depending upon the elemental composition (eg. the spread in silicon is ~30pum). Therefore
the energy resolution of a solid state detector placed directly at the dispersion plane would be
limited to between 5 and 25 eV, assuming a spectrometer dispersion of 2um/eV.

One solution to this problem is to provide some form of post spectrometer electron optical
magnification of the dispersion. Such an optical system should not introduce any significant
aberrations or artefacts into the spectrum, and should be capable of varying the dispersion
over a wide range to suit the geometry of the detector used. Another difficulty encountered
with parallel detection has already been mentioned - for a typical first order focussing
spectrometer, such as the magnetic sector spectrometer currently installed on the HBS, the
dispersion plane is not perpendicular to the optic axis of the spectrometer but is tilted by the
second order aberrations to some angle 1 (Figure 1.4). This makes any post spectrometer
magnification of the dispersion plane very difficult, so it is desirable that the second order
aberrations can be corrected so that N=0°.

At the time of writing there are several prototype parallel detection systems operating in
different laboratories, [Egerton and Crozier 1987, Monson et al. 1982, Shuman 1981,
McMullan et al. 1985, Bourdillon et al. 1985] and one system is soon to be commercially
available [Krivanek et al. 1987]. All of these designs are different and it is clear that much
work remains to be done to arrive at the optimum detection system. The following chapters
identify the problems encountered in the design of parallel recording systems for EELS and
hopefully provide some insight into the most practical solutions.
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CRAPTER 2

Homogeneous field magnetic sector spectrometers - theory

Introduction

The design’ of a successful parallel recording system for EELS requires calculation of the
optical properties of the spectrometer, in order to determine the electron intensity distribution
at the spectrometer dispersion plane. Knowledge of this distribution is essential to optimise
both post-spectrometer coupling optics and the geometry of the detector used. This chapter
is mainly a review of the theory of homogeneous field magnetic sector spectrometers based
on the work of Brown, Enge, Penner, and Heighway, and is included in order to provide a
background and a consistent notation for the equations used later in the thesis. In particular
the treatment draws heavily on the articles by Enge [1964,1967] and figures 2.8, 2.9, 2.10,
2.12,2.13,2.14 and 2.18 are essentially taken from these papers.

2.1 SPECTROMETER TYPES

The two types of energy analyser most commonly considered in electron energy loss
spectroscopy are the homogeneous field magnetic sector (Figure 2.1) and the Wien filter
(Figure 2.2). Other types are discussed in the review article by Pearce-Percy [1978].

2.1.1 The Wien Filter
In its simplest form the Wien filter consists of uniform electric E and magnetic B fields

crossed perpendicularly. The particle beam to be analysed is injected along the normal to the
E - B plane so that the force on an electron moving with velocity v is the Lorentz force:

F = -e[E+ (vxB)) (2.1)

For a particle moving along the x axis with velocity v, such that v=IE/BI the net force is zero
and there is no deflection. All other velocities will be deflected to form an energy spectrum,
or more accurately a momentum spectrum. Note that focussing only occurs in the horizontal
(x-y) plane so that a point source forms a line image. In order to achieve stigmatic focussing
the electrostatic plates can be curved to introduce a component of E in the z direction. This
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component will cause vertical focussing to occur, allowing point to point imaging. The main
disadvantage of the Wien filter is the complication of generating two separate fields,
especially at higher beam voltages where electrical breakdown may occur.

2.1.2 The magnetic sector

The optical properties of magnetic sectors have been studied in great detail, principally
because of their use in high energy particle accelerators. The theoretical studies are more
complete than those of the Wien filter and this, allied to a simpler construction, has led to a
wide acceptance of the design - particularly in commercial applications. This is the type of
spectrometer which will be considered in detail here.

2.2 MATRIX FORMALISM

Prior to a discussion of the optical properties of magnetic sectors it will be useful to introduce
the matrix method of calculation first used in ray optics and later introduced to charged
particle optics by Penner [1961]. The advantage of this approach is that complex transport
systems consisting of many elements can be analysed simply, with clear reference to the
physical parameters involved.

2.2.1 __Transfer matrix of a drift space
Consider a field free region of length D (Figure 2.3). A particle enters the region at position

(xq:z¢) With gradient x('. As there are no forces actingin this region the particle gradient
will be unchanged at z, and the equations describing its position are:

1 X0

>
]

t
+ on

[ '
XI—XO

These linear equations can be conveniently expressed in matrix form as:

MRk

where the 2x2 matrix is known as the transfer matrix of a drift space of length D.

12



r
4 } M = xh;' &]
. ///____
Z=2
2=7, L
- D

rigure 2.4  Thin Lens

Figure 2.5  Thick Lens




2.2.2 Transfer matrix of a thin lens

A thin lens is a focussing device such that the gradient of a ray or particle entering the lens is
altered whilst the position measured from the optic axis is unchanged. This requires that the
principal planes are coincident at the centre of the lens. Of course, for true lens action the
change in gradient must be proportional to the distance off axis at which the ray enters the
lens. Figure 2.4 shows a particle entering a thin lens with coordinates (xg-X() and leaving
with coordinates (x1,%,") where x; = x. The equation of a thin lens is:

1/p+1/q=1/f 2.2)

where p and q are the object and image distances respectively, and f is the focal length. The
trajectory equations are simply:
X; = X,

X =—x0/f+x0

So that the transfer matrix for the lens action between the princip planes is thus:

Xl 1 0 XO
) Il Ot Y X -
1 f 0

Note that in both the above cases the determinant of the transfer matrix is unity. This is true
generally and is a manifestation of Liouville's theorem of conservation of phase space area.
For a proof of the above see Brown [1967].

2.2.3 Transfer matrix of a thick lens
The focussing elements of electron optical systems cannot in general be considered to act as

thin lenses. Figure 2.5 is a schematic of a thick lens, in this case equation (2.3) above does
not hold. However, if two planes Pjand P, located at distances z; and z, from the lens
boundaries are introduced, it is always possible to find values for z; and z, such that:

1/(p+zl) + 1/(q+22) =1/f

When this equation holds P; and P, are known as the principal planes. The matrix

formulation for a thick lens becomes:
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XI A B XO

x| ~lc o] |xg @4
A B 1zl |1 O [1 z
c ol o i 2ol lo 1 @.5)

i.e. the thick lens is equivalent to a thin lens flanked by two drift spaces, and again the

where:

determinant is unity.

2.2.4 Transfer matrix of an optical system
Now consider the simplest optical system (Figure 2.6) of two drift spaces of length p and g,

separated by some focussing element - the complete transfer from object to image is
obtained by multiplying together the respective transfer matrices.

[ [

Assuming that the two planes of interest Z, and Z; are conjugate (see below) then p is the
object distance, counted positive towards the left starting from the entrance plane, and q is
the image distance counted positive towards the right starting from the exit plane. It is
important to note the order in which the matrices are multiplied together - starting from the
image point and working back towards the object.

2.2.5 Optical characteristics
Multiplying out equation (2.6) gives:

fal
I

(A+Cq)x,+ [Ap+ B+ q(Cp+ D)Ix, (2.7a)
'= Cx,+ (Cp+ D)xj (2.7b)

el
]

These relations reveal all the first order characteristics of the system :
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1) Object / Image Conjugation - point to point focussing requires that image position x, is
independent of the initial gradient X. From equation (2.7a) the condition is:

Cpq+ Ap+Dg+B = 0 (2.8)
2) Image Position - if the object position is known then (2.8) gives:
qQ =-(Ap+B)/(Cp+ D) (2.9)
3) Magnification . Assuming the conjugation relation (2.9) is satisfied then:
M= x/%x, = A+ Cq
ie. M

A-C[(Ap+B)/(Cp+ D)]
or M

(AD-BC)/(Cp+ D)

but (AD-BC) is simply the determinant of the focussing element transfer matrix and from
before must be unity. Therefore:

M= 1/(Cp+D) 2.10)

Complex systems with more than one element are handled in exactly the same manner by
multiplication of the appropriate transfer matrices.

2.3 OPTICAL PROPERTIES OF MAGNETIC SECTORS

The literature contains many studies of the optical properties of magnetic sectors, eg. Penner
[1961], Brown [1967,1980] one of the clearest and most comprehensive being that by Enge
[1967]. This section essentially follows his treatment.

2.3.1 General representation of sector properties

Figure 2.7 represents an arbitrary magnetic sector which is mirror symmetric about a
horizontal plane - i.e. the plane of the paper. For convenience this plane is known as the
median plane and the direction of the field B is perpendicular to the median plane, in what is
known as the vertical plane. An arbitrary median plane ray, called the central ray, is chosen
to define the origin of the coordinate systems, having a given position and direction at the
input and a given momentum. The entrance coordinate system (x(,¥(,2) is constructed as
shown with the x direction perpendicular to the median plane, while the exit coordinate
system (x;,¥1,Z;) has the z axis displaced such that it coincides with the central ray after its

deflection through the magnet. Given the entrance coordinates (x,y(,Z), the slopes xy'=

15
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dx¢/dzg, yo'= dyy/dz; and the momentum deviation & = Ap/p of an arbitrary ray, the

problem is to determine the exit position (x1,¥1521) and gradients x,', y;". That is to obtain
functions £, such thatat z;=0:

V. /R = £(y,/R, y5, %,/ R, x, 3) (2.11a)
y,' = £,(¥y/R, y5 x5/ R, x, 8) (2.11b)
X, /R = fs(yo/R’ yO', xo/ R, X4, o) (2.11¢c)
X, = f, (¥y/R, vy %, /R, x;, 8) (2.11d)

where yg, ¥¢'s X, X' are specified at zy= 0. Note that in order to make the above equations
dimensionless all lengths (x,y) have been divided by the orbit radius of the central ray, R
(Figure 2.7). It is reasonable, in electron microscopy, to assume that the parameters yo/Rs
xo/R, ¥o's Xo'» and & are all very much smaller than unity. For example in STEM the
diameter of the probe which forms the object for the spectrometer may be as small as 1nm
and the collection angle is normally < 5 mrads. The entire electron energy loss spectrum
covers ~ 2000 eV, so that at an operating voltage of 100kV 8. is of the order of 0.01. It
is therefore feasible to expand equations (2.11) in a Taylor series about the central ray :

- [l sl s

1 1
+ —27[ 2nd order terms ] + §T[ 3rd order terms ] + (2.12a)

[z s e

+ —[ 2nd order terms ] + [ 3rd order terms ] + o (2.12b)
1 ax1 . axl ﬁ[ ] ; axl . ax1[8]
R ayo R 8y
L T 2nd order terms ] +i[ 3rd order terms | + (2.12¢)
+ -2—‘[ nd order 77 | 3rd order terms | + ... .
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. Rg)y(:[y(,] axll 1+ Raxl[ ] ax1[ 1+ axl[a]]

[ 2nd order terms ] + — [ 3rd order terms ] + ... (2.12d)

where all partial derivatives are evaluated at X0=Yo= X0 = Yo = 8 = 0. Now the median plane
symmetry of the magnet places some restrictions upon the allowable Taylor coefficients i.e.

Yi/R= £, (y/R, yg, x/R, %, 8) = £, (yy/R, y4» -Xy/R, X4, 8) (2.132)

x,/R=f, (y4/R, Yos x,/R, x4, d)= -1, ( Yo/ R ¥gs Xo/R, Xy d) (2.13b)

Expanding equations (2.12a-d) to second order and eliminating all terms which do not
satisfy the symmetry conditions (2.13a,2.13b) gives :

3 9 d
i | i)y, yl bl y*[ ] (2.14a)
R ByO "R ay "R 35
R y yO 1 ayl ]2 Rayl rXO 1 ayl [ ]Z
1752 7 IR 2Ra ¥ _ 2Ra == R 5g2
[ 2
7y, a0 22 [yo] [355]
AR T R ay 93 R ay 'aa
L

. Yol . 9 ayl
[1% [1]

Zayl

yo

_] 1823/1 213y1[]2

2 882

ayl . Yy % ayl y05 ayl 'S
+ [ ]+R8x08x0’ R %0 ay 98 dy 08 [yo ]
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S a’“[""] CIN]H EAER TN
=] L]=2° *o 1 iy
R | o, |R| "Roxg = Oaa ®O|*R s L0 (2.140)
+ y° 0 yO o 1 y
ayoax ay ax Rayoax [ 0 0]

\ 0x,; [Xol ax'1 82X1[ 0 ]

x=[ R 22+ =[x T1]+|r 5 5 (2.14d)
Y1 9| R axo[ o] 9x 38 9x;20 [XO ]

" ax Yo %o Bzxi 50 Bzx'

1R 0[ e IR yo R a ax [yo ]

2.3.2 First order matrix transformations
Considering the first order coefficients only, equations (2.14 a-d) are linear and can be

rewritten in matrix form:

-y17 y
R y

' = y’
¥q y
[ O ] 0

k<Iv~<

<

o <

and similarly for the vertical plane:

> | >

i}

"

5

»

1 1y,
5 || ’®
L1y, (2.15)
5
1|13
X
R 2.16)
X 1
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The partial derivatives that appear in the Taylor expansion have been written in abbreviated
form and are known as ‘focussing coefficients'. For example:

_}Lz_l_i y_‘=R_all'_ Y_layl
y' Ry, y 3y, 5 R 3
x 1 0x x'_Raxl‘
x' R ox, x E

Note that to first order the motions in the x and y planes are independent of each other. The
values in the third row of equation (2.15) reflect the fact that static magnetic fields cannot
alter the scalar momentum of charged particles.

2.4 DERIVATION OF MATRIX COEFFICIENTS FOR
HOMOGENEOUS FIELD MAGNETIC SECTORS

There are two methods to obtain analytical expressions for the focussing coefficients (y/y)
etc. The simplest calculation, as carried out by Penner [1961], is a geometrical analysis
based on the fact that all trajectories within a sector are arcs of circles. This procedure is not
capable of handling the effects of extended fringe fields however, and it is more useful to
solve the trajectory equations for the motion of an electron through a sector magnet. Figure
2.8 shows a typical magnet with entrance and exit faces normal to the central ray and
constant field [BI=By,. R is the bending radius of the central ray and r (=R+y) describes the
position of an arbitrary ray. As before it is assumed that the deviations from the central ray

are small ie. y/R << 1.

2.4.1 Derivation of equations of motion

Using the cylindrical coordinate system (r,0,x) defined in Figure 2.8 consider motion in the

median plane. The Lorentz force is:
F =-e(vxB) where

B (1,6,x) = B(0,0,B)

carging out the vector product gives the components of the force acting:

Fr = -erGB0
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F0 = erBO

F =0

X

where the dot stands for time derivative and - ¢ is the charge on an electron. Now from
Newton's second law:

i . - .
Et-(mr)=mr6 - erdB, (2.17)

ie. mass x radial acceleration = mass x centripetal acceleration - Lorentz force . Equating
the rate of change of angular momentum to the moment of the angular force gives:

d 2 -
5 mr0) =1 F =errB, (2.18)
Rewrite (2.17) as:

r=r102— —e-réB0
m

r=162+ 0rh (2.19)

where @ = -eBy/m is the ‘cyclotron' frequency of a particle in the central orbit. Rewrite
(2.18) as:

d 2 .
-af(re)—-mrr
d 2/ __cod [r2+c]
T T =7F

0 =-

wle
H

[+

' Now when r =R, the radius of the central ray then:

0=-0
¢ =R
substituting r = (R+y) :
1
= - o 1+
0 2



Assuming y <<R gives to first order :
6 = ) [ 1—-3-/-]
R

which is inserted into equation (2.19) together with r=R +y to give:

— + 0y =0 (2.20)

This is the Kerst - Serber equation governing the excursion of a particle from the central ray
in the median plane. The particle executes harmonic motion in the radial direction about the
central ray, so it can be said that the magnet has a positive focussing action in the median
plane. Motion in the x direction is dependent upon the r component of the magnetic field
B(r,0,x), for the case of a homogeneous field sector this is, of course, zero (Figure 2.8).
Thus the simple sector discussed has no focussing properties in the x direction and would
image a point source to a line, however it is quite possible to introduce a component of B, by
tapering the polefaces of the magnet - and indeed this is a common approach in high energy
particle accelerators. However, there are simpler ways of introducing a vertical focus which
are discussed in later sections.

2.4.2 The matrix coefficients
The time dependence can be eliminated from equation (2.20) by introducing a new

independent variable z= Rt where z is the distance along the central ray from the entrance of

the magnet.
z=Rowt
dz = Rodt
dz’= Rwdt
substituting in (2.20) gives :
d2 2
R2m2—¥-+coy=0 or:
2
dz
2
E—Z + 2 =0 2.21)
dz R
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The solution of equation (2.21) is:

— 1 Z
Y = yusin(z+7)
Which has a derivative with respect to z :

, yA z
y = _R—COS(T{-+ Y)

Now at the magnet entrance z=0 so :
Yo = Y sin(Y)

y
Yo = —Récosw)

Also at the exit z=®R, where ® is the spectrometer bend angle so :
B . OR
yl - yASHl(‘_ﬁ_'*' 'Y)
= y,sinycos @+ y, sin®cosy

= yocos®+ y, Rsin®

B @R
yl = _ITCOS(T+ 'Y)
= %cos@cosy - -}l%-sin(l)sin’y

y
= yO' cos P - T{Qsind)

These expressions can now be written in simple matrix form :

y
ﬁ cos® sind® =0
R R
= @ ® (2.22)
yl. -sin cos yo'

The equivalent transfer matrix for the vertical or x plane is of course that of a drift space of
lengthL=@R:
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X
- (2.23
" o 1]],. )

Notice that the determinants of (2.22) and (2.23) are unity. Equation (2.22) shows that the
magnet is behaving as a thick lens in the median plane and, referring back to section 2.2.3
the distances of the principal planes from the sector boundaries, z; and z, are found to be :

2

_Zl _ Z, B _(l-cos(D)
R R sin @
and the focal length is :
-1; = sin ®

2.4.3 The effects of momentum variation
The coefficients (y/8) and (y'/8) of equation (2.6) still remain to be calculated. To find the
effect of a momentum change Ap, notice that this new momentum must correspond to a new

equilibrium orbit with radius :
1‘8 = R + Vs
For the central ray :
2
mRv = -evB, therefore Py = -¢ByR
Now :
Pt Ap = -eBOr8
= -eBO(R+ ya)
= -eB,R(1+ ya/R)
SO :
§ = — ==L or y = RJ (2.24)
Py R 3

This new momentum causes the particle to exhibit harmonic motion about the new

equilibrium orbit (Figure 2.9). For the particle with initial conditions yy =0, yo' = 0,
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P=Po+Ap, the new orbit can be found from the transfer matrix (2.22). With respect to the
new equilibrium orbit the particle enters the sector at yy'* = 0, yo* = -yg = -R8. The transfer

matrix describing the position of this particle at the magnet exit with respect to the new
equilibrium orbit is :

S
y -
-1 cos® sind _Z_S
R _ R
* -sin® cos® 0
Y1
SO :
*
¥y s
T~ R cos O
y
yl'* = Es sin @
Now comparing the displacements y* with the central ray :
*
T - -E+ "y ie. ] - --ﬁ-cosfb+—ﬁ-
y
X_l = T{Q( 1- cos®)
= 8(1-cos®)
* . \ Vs .
yl' = yl' ie. y, = —RQ sin ®
= 0 sin®

so the complete first order horizontal transfer matrix becomes :

- y - ] . [ yo T
-1% cos® sin® 1-cosd T
y, | = |sin® cos ® sin® Yo (2.25)
5 [ 0 0 1 11 s
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Fiqure 2.9  Folded Out Motion Of Particle With Momentum P+ AP After Enge [1967]
With Reference To The Central Ray
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2.8 THE EFFECTS OF TILTED ENTRANCE AND EXIT PLANES

Figure 2.10a shows a magnet where the central ray does not enter and exit normal to the pole
boundaries. The entrance angle o is the angle between the normal to the pole boundary and
the central ray in entrance space, and P is the corresponding angle at the exit side. Both o

and f are defined as positive when the normals are on the outside of the beam with respect
to the centre of curvature.

2.5.1 _The median plane.

The effect of positive angles o and B on median plane focussing is to reduce the overall
focussing strength. Looking at the entrance side, figure 2.10a shows that positive o tends to
remove some of the field traversed by particles with positive y, and to add more field for the
inside rays - obviously this is a defocussing effect. Tilting the poleface is equivalent to
superimposing a double sector magnet (Figure 2.10b) at the entrance, with the field direction
reversed above and below the central ray as shown. This field is of the same strength as the
main field and the radius of curvature of the particle is therefore the same as before (Figure
2.10c). If y is small, i.e. small deviation from the central ray, arc dl is short so that the
particle y component is approximately unchanged upon traversing the magnet. Thus the
entrance sector,and hence the tilted poleface acts as a thin divergent lens. From Figure 2.10c:

dl ~ y,tana
The radius of curvature of the trajectory is R since IBl = B,. Hence :
d = RY ~ y,ana
Yo
Y = —tanQ
R an

where ¥ is the angle of deflection. Now if ¥ is small then tan ¥ ~ ¥ =y,' so that the

transfer matrix for the thin lens can be written as :

F y ] [ Yy ]
1 20
x 1 0 O R
1 = 1 0 '
y, | = | o | Y (2.26)
0 0 1
5 )

The non-zero exit angle has an identical effect except o is replaced by P in the transfer
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matrix. The complete transfer matrix in the median plane is found by multiplying together the
three individual matrices starting from the exit face ie. :

v ] . : 'y

El 1 0 O0]]|cos® sind® 1-cos®d 1 o o] |2

R

yrl =B 1 of]-sin® cos® sind ||mna 1 0 '

1 Yo
0 0 1 0 0 1 0 1

[ 5 ] - - 0 [ &

Which gives for the first order median plane matrix

S [ cos(® - o) S
¥y E— sin® 1-cos® Yo
— cos —

R R

= -sin(@-a-B) cos(®@-P) . (2.27)
Y1 L b sin®+ (1- cos®) tanf | | 7o
cosa cosf3 cosp
) [ 5
0 0 1

2.5.2 Motion in _the vertical plane

It has been shown that a simple sector with straight edge polefaces normal to the direction of
the central ray acts as a drift space in the vertical plane and a thick lens in the median plane.
Figure 2.11a shows a vertical plane cross-section through the magnet poles at the exit face.
The field well inside the magnet is constant , B,. However, at the polefaces the field cannot
rise instantaneously from zero and there exists a region known as the fringing field zone
where B is not constant. Qutside the prism the field lines are curved and lie in planes
perpendicular to the polefaces (Figure 2.11b) and a component of B in the z direction
appears. This component affects the second order focussing properties in the median plane .
For B = 0 however, B, must still be zero because the field lines lie in planes perpendicular to
the r direction. In the case of non-zero 3 the magnetic lines of force in the fringe field lie in
planes perpendicular to the tilted poleface, so that B,, can be further resolved into components
B¢ and B;, where s is the direction normal to the poleface (Figure 2.11c). The vertical

motion is determined by the x component of Newtons' second law :

F = S(mX) = er6B (see 2.4.1)
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Figure2.11a Fringe Field In The Vertical (z-x) Plane At Exit Face

Figure 2.11b Fringe Field At Exit Fece Of Magnet With No Poleface Rotation
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Fiqure"Z.Hc Fringe Field In Median Plane Of Magnet With Rotated Poleface

central ray

r S
AN
\Z\\
r
’&isoinduction lines




Now since the motion is mainly in the z direction v~r d6/dt so :

€

X = —v B
m T
Remembering that :
B mv
I
gives :
B v2
= -t
B, R
and eliminating the time dependence as before gives :
dzx B Br
dz? ByR
dx 1
(2] - ot [
P B.R (2.28a)
z

B, can be found from Maxwells' equation Curl B =0 which gives :

OB, BBX
7{ =

; J. B, dz and from Fig.2.10c
X

JBxdz ~ yOBOtanoc (r-R)BOtanoc

%(r-R)BOtana - B, tano

to first order. It is now possible to write :
—a- J B dz = B tana
X T

0
JB dz
T

The field symmetry about the median plane means that at x = 0 (i.e. on the median plane) the
component B, must be zero so that the constant C = 0. Now using equation (2.28a) :

xBOtanoc+ C
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A[E]--Ls
dz = 'BO-R OxtanOL

, t
Afx] = - - ;na (2.28b)

This shows that the tilted entrance face behaves like a thin lens, which is focussing when o
> 0 and defocussing when o < 0 - the opposite to the horizontal plane case. The effect of the
exit angle P is identical. The total transfer matrix for vertical plane focussing is found by
multiplying equation (2.23) by the appropriate thin lens matrices :

L }
1
. 1 0 1 o 1=
o tanf 11 ]0 1}]-tana 1 o
1] 0
( X X
-EI 1-Ptano ) _ﬁQ
= 2.29)
X, J -tano-tanf+®tanatanf  1-Ptanf X,

Note that the tilted polefaces correspond to the introduction of a quadrupole component to the
entrance field (see chapter 4).

2.6 THE EFFECTS OF EXTENDED FRINGING FIELDS

All of the first order calculations in the previous sections assumed that the electron beam
moves from a field free region to a region of constant field B over a very short distance. In
this way the effects of tilting the polefaces could be examined by considering the equivalent
thin lens properties. These calculations are known as SCOFF (sharp cut off fringing field)
calculations. In this type of calculation the effect of the fringing field is approximated by
displacing the magnetic field boundary from the poleface edge. There are empirical methods
for determining the approximate distance between the polepiece edge and the effective field
boundary, but the essential thing about SCOFF calculations is that the transition from
constant field to zero field is considered to occur over a vanishingly small distance. This is,
of course, only an approximation as real sector magnets have fringe fields where B rises
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from zero to its constant value over a considerable distance - comparable to the polepiece
gap. The influence of this extended fringing field (EFF) upon the optical properties of the
sector is not negligible and must be considered in any accurate design.

2.6.1 Field curves and semiempirical approximations

The shape and extent of the fringing field depends upon the geometry of the sector in
question, the shape and position of the field producing coils, and the presence of any external
field clamping devices. As such it is obvious that to develop a general theory to cover all
possible situations would be very difficult; consequently semiempirical methods of
calculation are usually adopted. Figure 2.12 shows a typical fringing field curve plotted
against s', the distance from the pole edges in units of the gap width D. The field BX’O is the
x component of the magnetic field measured in the median plane normal to the polepiece
boundary and midway between the corners of the polepieces. Enge [1967] provides an
analytical expression for this type of curve :

h(s) = B, o/ By = 1/(1+exp(9)) 2.31)

where : S Cotcys+ c2s2 + c3s3 (2.32)
The constants ¢, have to be determined for each particular case. The variable s in equation
(2.31) is again the distance along the normal in units of D, but the origin for s has been
placed at the 'virtual field boundary' (vfb) i.e. the point where :

vfb oo

J B o (SCOFF) ds' = J B, , (EFF) ds'

0 0
(Figure 2.12). This means that the pole edges are at negative s. Theratio B y / By can be
expressed by a function h(s) where :

lim h(s) = 0 and 1lim h(s) =1

S -vyo0 S —>-00

1.e. J h(s)ds ~ s, for large s,
5
This means that the angle of deflection of particles going through this fringing field is nearly
identical to that of a SCOFF field terminating at s=0. Off the median plane, the x component
of the field is modified, and there will also be a y and z component. Figure 2.13 defines the

coordinate systems. The dimensionless coordinate s is found by noting :
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Figure 2.12 Example Fringe Field Curve Taken From Enge[1967
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. Z y
ZCosP + vys —t 2
B y sinf Ds Ds
(Ds)’ = 22+

zcosP + y sinp
D

= 8

in the exit coordinate system (subscripts 1 have been dropped). Off the median plane, the
field components can be expressed in the form of a Taylor series in x. Symmetry conditions
imply that By (x) = By(-x), so the expansion for By can contain only even powers of x
(Figure 2.11a). Similarly By(x) = ~By(-x) and B,(x) = -B,(-x) so that By and B, expansions
contain only odd powers of x. To first order :

B, =B, (2.332)
[ 0B
VA
B, = x|5= (2.33b)
- x=0
[ OB
x,0
B, = x|— ] (2.33¢)

where (2.33c¢) is obtained from (2.33b) using curl B=0. From the definition of h(s) :

B, = Byh(s)

9B.0_ g dh(s) ds
dz 0 ds dz
B - xB dh(s) cosp

_ 2.34

where B, was obtained using equation (2.33c). In a similar manner it can be shown that :
dh(s)
ds

B, = —B,sinp (2.35)

y D

2.6.2 _ Calculation of trajectories (median plane)
For the purposes of calculation it can be assumed that the EFF trajectory well inside the

magnet coincides with that of the SCOFF central ray which is a circle segment inside the
virtual field boundaries (Figure 2.13) and straight lines, tangents to the circle, outside these
boundaries. The radius of curvature in the EFF fringing field is larger than that for the
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SCOFF case (as B X’O(EFF)< B, for s > 0), so the real (EFF) trajectory will start to diverge
from the SCOFF line when the field begins to decrease (exit side). It will still be curving
towards the SCOFF ray after the virtual field boundary and will eventually leave the fringing
field parallel to the SCOFF ray, as both particles will have traversed the same field integral.
The entrance trajectories obey similar restrictions. Since, to first order, the ray gradients
remain unchanged the only effect to calculate is the entrance and exit displacements Ay, and
Ay,. Field symmetry about the median plane implies that any differences between median
plane motion and motion in any y-z plane off the median plane must be of second and higher

even orders in x. Such factors can be neglected at present by assuming that x=0 always.
Now on the median plane :

eliminating the time dependence gives:

2d ev,
— = = B,
‘4

writing :
mv’ : B
= T

it is possible to write v ~ v, as the motion under consideration is very largely in the z
direction. Substituting this expression in above gives :

2
dy _ _°% _ .k (2.36)
Az -eR B, R
From equation (2.31) h is a function of s and :
iz = -2 ds (2.37)
cosp
so integrating (2.36) gives :
J‘ y _ h (s) D S
7 R cosp
-S
13’_| ] _‘.lll _ J.h(s)ds
dz Iy dz lg RcosB
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where the gradient dy/dz at-s, is the slope of both the EFF and SCOFF trajectories at the

position s = -s,, inside the magnet where the rays coincide. The SCOFF fringing field
function can be written as :

hy(s) = 1 fors<0
ho(s) =0 fors>0
and the difference in slopes between the EFF and SCOFF rays is :
s
[g_z ] [% - -RD J(ho- h) ds
EFF SCOFF cos 5
and remembering that :

Ih(s)ds =8,
-Sl

it is obvious that for s = o the difference in slope is zero. Integrating again :

S S S

2 S
D
sz ii-—);dz - ” Jh(s)ds]dz
b dz by R cosP by
2 S S
g -y, = D2 jds (h,- h) ds
|S ISl Rcosﬁ_51 5

substituting for dz. The left hand term y |g; is the position of both the EFF and SCOFF
trajectories at s = -s;. The difference in position between the EFF and SCOFF rays after they

have passed through the fringing field is :

D2
Yepp © Yscorr = T3 b = Ay, where:
R cos B
b s
I = st J(ho-h)ds
'Sl '51

Similarly at the entrance :
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D’I

Ayo = ;
R cos’o

The integral Iy should be obtained experimentally for each sector under consideration.
Enge[1967] gives some values for typical sector designs of the order of 0.4 - 0.9. The effect
of the extended fringing field on the horizontal plane focussin g 1s to produce a zeroth order
(i.e. independent of y,z,y',z',5 ) displacement to the beam. Thus, if the sector is aligned
with respect to this new centre line all the first order horizontal plane matrix coefficients
calculated before are valid.

2.6.3 Vertical (x) plane motion

Vertical focussing effects occur because of the existence of a component of By in the fringing
field, i.e. the region where dh/ds is non-zero. The focussing force is proportional to
(dh/ds)tan y where v is the angle between the normal to the field boundary and the velocity
vector of the particle (Figure 2.14). Therefore the focussing forces are largest in the region
where dh/ds is greatest. The SCOFF approximation has h(s) as a step like function at the
virtual field boundary, so dh/ds is non-zero over a very localised region. For the SCOFF
exit fringing field y = f in the region of maximum dh/ds - i.e. the virtual field boundary
(Figure 2.13). The extended fringing field is different, however, as when the particle passes
through maximum dh/ds it has not yet experienced the full angle of deflection, so thaty < 3
and consequently the focussing force is less. There is no change to first order in the exit
coordinates for the EFF and SCOFF rays in the vertical plane if the fringe field is still
considered to be a thin lens for z focussing (see section 2.6.4). Let Y describe the direction
of the beam as projected down on the median plane, and z describe the length of path along
this projection (Figure 2.14). Consider a particle moving parallel to the median plane outside

the exit field i.e. at z = o, X = X, dx/dz = 0. Equations (2.36) and (2.37) can be rewritten

as .
dy _ h()
dZ R
dz = —]-)—— ds
cosy

Integrate this last equation once through the fringe field region :

33




(o=

Jcosvdv = -g fh(s)ds

H

Now fors =co,y=f so:

siny = sinf- -II% J. h (s) ds (2.37a)
Replace B by yin equation (2.35) to give :

By =D Bo sin 7%
Newtons' Law for motion in the x direction is :

vszl--z-)E I T Box sin y-cE

2 a2 mD ds

Now substitute mv, ~mv=-eBjR:

i x ___dh

; = o WY 5

and integrating this expression through the fringing field using the previous expression for
dz:

5 - J —tan ydh (2.38)
solve this by successive approximation by writing x =x, and y= B atlarges:

o0 [o=] oo

JCOSBdsJ—thdh

—_—
&
Il

D tan
e 28 [
cos B ¢
Dtan
x = BJhd
RcosB
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Substitute this expression into (2.38) together with an expression for tan y obtained from
equation (2.37a) :

tany = tanf - thds
cos B RS
o co [ oo
dx X Dtan B
— = EIJ -2 Jhds tanB-—PT— hds
d R cos B . Rcos'B §

and it can be shown that the total change in slope through the exit fringing field is :

[dx] 'El anB- 2 1+Sln2B]thJhds

cos B

to first order. The reduction in vertical focussing implied by the above equation is small
when D/R is small, and can be expressed as a decrease in the exit angle 3 so that the effective
exit angle is written as :

.2
DL (1+sinB)
tanf} = tanf- 2

R 0053[3

where I is given by :

= J dh J. hds
s, 8
Assuming that the fractional term above is small it is possible to simplify the equation to :

DL+ sinB) 239

R cos

and similarly for the entrance side :

.2
DI, ( 1 +sin'a) (2.40)

(XV = a -
Rcos o

The reduction in vertical focussing is accounted for if the poleface rotation angles o and B in
the vertical transfer matrix are replaced by the effective angles ot and B,
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2.6.4 Fringe field clamping

The previous section provides integral expressions for the effective entrance and exit angles
o, B which are used to account for the loss in vertical focussing caused by the presence of
extended fringing fields. Enge[1964] has calculated values of the integrals I; and I,
pertaining to specific pole geometries and coil arrangements. However, it is clear that precise
determination of the position of the virtual field boundaries and evaluations of the integral
equations (2.39),(2.40) for an arbitrary design requires experimental measurement of the
fringe field component Bx,o' Another problem is that realistic fringe fields have a long tail at
low field strength which extends far out from the magnet. The vertical focussing occurs

through the action of the component of B, in the fringing field (section 2.6.3) and from

equation (2.35) By is proportional to dh}zs)/ds. Thus, if dh(s)/ds is non-zero over an
extended region then so is By and the fringe field cannot be considered to act as a thin lens
for vertical focussing. To overcome these problems it has become common practice to
employ a technique known as 'field clamping' first developed in high energy physics. The
clamp is a piece of high permeability material placed near the edge of the magnet with a hole
to allow passage of the beam (Figure 2.15a). Such a clamp behaves as a 'magnetic short
circuit' and acts to terminate the fringe field in a shorter distance. Figure 2.15b illustrates the
action of the field clamp in 'collecting' field lines. As can be seen from figure 2.15b the
clamp tends to extract field lines from the pole gap and the field strength between the poles

falls off earlier causing the virtual field boundary to move closer to the mechanical boundary.

Investigations of the design of field clamps have been carried out with reference to sector
magnets used in particle accelerators by many authors, including Hubner and Wollnik
[1970]. Generally, it must be pointed out that many of the factors considered in these papers
are concerned with saturation effects due to the high magnetic fields used in these machines
(i.e. ~ 10000 gauss). Some designers, such as Crewe et al. [1971] and Egerton [1980],
have applied these designs directly to EELS spectrometers, even following the high energy
practice of rounding the edges of the sector polefaces. It has been shown by Braams
[1964] that this practice causes the field inside the magnet to fall off even sooner. The theory
is that by constructing the correct curvature [Steffen 1965] the virtual field boundary can be
made coincident with the mechanical boundary thus simplifying the calculations. In practice
the required hyperbolic surface is approximated by a 459 taper of the pole edges. There are

two objections to this:

1) By reducing the field in the gap the integral I is increased and h(s) is made to vary over a
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Figure 2.15a Magnetic Fringe Field Clamp (After Heighway)
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larger distance - thus violating the thin lens criterion of the fringe field calculations.

2) Secondly, the original purpose of rounding the polefaces was to remove edge effects
whereby the shape of the fringe field was altered by local saturation near the sharp edge
of the pole corner [Braams 1964]. It is true that these local saturations occur at fields very
much smaller than that required to saturate the main body of the spectrometer, but even so
they are very unlikely to occur in microscopy where the main field is so weak (~100
gauss). Also it is not clear that replacing one 90° edge with two 459 corners gives much
improvement.

2.6.5 Empirical methods for determining fringe field integrals.

Heighway [1975] has provided semiempirical expressions for evaluating fringe field effects
in clamped dipole magnets with pole gap to bending radius ratios D/R < 0.55 and poleface
rotations -45°< ¢, <450, The geometry of the clamp is as shown in Figure 15a. Integral
equations (2.39 )and (2.40) are replaced by:

. 2
sz[_’)-Ck_D_(_liS_nis_). (2.41)

R cosf

with a similar expression for a.,. The coefficient k replaces the integral I of Enge and the
coefficient C is a correction factor. Both C and k are experimentally determined parametric
functions of B, D/R, and t/D where t is the clamp to poleface distance. Heighway gives the
expression for k as:

2
k = 01326+ 0.0842[ ]_t)_ ] +0.00805 [ % ] (2.42)

The equivalent expression for the correction coefficient C has eighteen terms, which are
listed in the above reference, however the value of C is of the order unity. The location of the

virtual field boundary is described by:

2
e D t D t

where R, is the radius of curvature of the poleface. In the case of the straight edge magnets
considered up to now R, — eo. For the curved faces described in section 2.7.2 the field

clamp is curved also, so that its center of curvature coincides with that of the poleface.

The above equations were derived using sector magnet fields varying between 8000 and
15000 gauss. How well they apply to the low field conditions of EELS is open to question,
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however several successful spectrometers have been designed using these results [Shuman
1980, Scheinfein and Isaacson 1984].

2.7 SECOND ORDER COEFFICIENTS.

The previous sections have derived expressions for the first order focussing coefficients
including the effects of tilted polefaces and extended fringe fields. The remaining thirty
second order coefficients in equations (2.14 a-d) must now be considered. There are twelve
median plane coefficients (i.e. independent of x and x'), and eighteen others concerned with
motion off the median plane. A brief outline of the calculations will be given in the next
sections, based on the derivations of Brown [1964] and Enge [1967].

2.7.1 __Median plane coefficients of second order
These coefficients can most readily be derived from geometrical considerations. Figure 2.16

shows the trajectory of the central ray in the median plane of a sector magnet with no rotation
of the polefaces. Also shown is an arbitrary ray, A with entrance coordinates (y;,y;',0). It
is assumed that the trajectory of the central ray is an arc of radius R centre O, and the
trajectory of the arbitrary ray is also an arc, of radius R(1+ 8) (see equation (2.24)) centre P.
In the following calculations all quantities y, y', d are considered small as before. It is
convenient to replace the ray gradient y' used in the previous sections with an equivalent
small angle 6 and use the relation y' = tan 6 ~ 0. The bend radius R is normalised to unity
for convenience. Applying the sine rule to triangles OPQ and OPR gives:

1+
o 2 148 (2.44a)
sin (© +6,) sin 6, sin @
l+y 1+8
z = - = (2.44b)
sin (w-¢+6,) sin(®w-0) sin 6,
Solving these equations together with expressions obtained using the cosine rule:

[a]” = (1+8)"+ (1+y,)"- 2(1+8)(1+y,)cos 8, (2.44¢)

2 2 2

(1+8) - (l+y,)-a
cos® = - (2.44d)

TZ2a(l+x,)

gives the required expressions for y, and 6, to second order in the terms y;, 6, and 0.
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. 1
Y, = ¥, 08¢ + Bsing + 3(1-cos¢) - > ylzsinzq) + %Bzcos ¢ (1-cosd)

1 2.2 .
Eﬁzsm o + y,Osindcosd + y18sin2q) + 0dsind (1-cosd) (2.45a)

. . 1
0, -y sin¢ +6, cos ¢+ dsin¢- Eefsinq)- stin¢+y18sinq) (2.45b)

The three remaining focussing coefficients y 12, ¥19, and 638 in the expansion for 8, are all
identically zero. The above equations (2.45a,b) describe the first and second order optical
properties in the median plane of the simple magnet shown in figure 2.16. Note that the first
order coefficients are the same as those in equation (2.25).

7.2 fficien f neral r n

As described before the provision of a vertical focus requires that the polefaces of figure 2.16
be rotated at angles o and 3. This modifies some of the first order median plane coefficients
(see equation (2.27)) and the second order coefficients derived above will also be changed.
In order to obtain the best performance from a spectrometer, it is desirable to have some
degree of control over the magnitude of the second order focussing coefficients (see chapter
3). This can be done either by placing multipole corrector lenses before and after the magnet
[Tang 1981] or by curving the poleface boundaries to the appropriate arcs of circles [Kerwin
1949]. Figure 2.17a depicts the entrance side of such a magnet. The input face is rotated at
an angle o to provide vertical focussing and has a radius of curvature R; which is defined as
positive as shown. The centre of curvature is at point (Z;;,Y ;). The Y axis is coincident
with the poleface of the equivalent straight edge sector with no poleface tilt (Figure 2.16.).

The modified first and second order median plane coefficients can be derived by calculating a
transformation which transforms the initial conditions (y,0,0) of a ray entering the magnet
of figure 2.17a at position (y,6) to an equivalent input condition (y;,6;) which results in
the ray following an identical trajectory inside the magnet of figure 2.16 (see Figure 2.17b.).
A similar approach calculates the transformation at the output face (Figure 2.17c.). Here the
problem is to transform from coordinates (y,.8,) for a ray exiting from the magnet of Tigure
2.16 to the coordinates (ys3,93) corresponding to the actual exit conditions as shown.
Combining the three solutions gives the first and second order median plane focussing

coefficients for an arbitrary sector magnet with curved and rotated polefaces.

2.7.3 Entrance and exit transformations.
Figure 2.17a shows an arbitrary ray intersecting the curved poleface at position (Za,Y A).
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Figure 2.173 Geometry Of Curved And Rotated Entrance Face

y
x
% §
| {24 e .
Q ]
i
Ri :
!
i
ch ittt
Figure 2.17b Transform From Straight Entrance Face To Curved Face
R —
Z
(z A
Yo y
e AW —

central ray

(1+5)




The linear equation of the trajectory before it crosses the magnet boundary is :
y =z6,+ y, (for small 8) (2.46)

The equation of the poleface is:

2

X (2.47)

(y+Rlsin0L)2+ (z-Rlcosoc)2 = R

The simultaneous solution of (2.46) and (2.47) gives the intersection point (Z A>Y A)- The
equation of the circular trajectory A inside the magnet is :

[y-(YA- (1+5) coseo)]2+ [z- Z,+ (1+9) sineo)]2= [1 +8]2 (2.48)

i.e. a circle of radius (1+ &) intersecting the poleface at (Z A+ Y 5). Solving equation (2.48) for
y at z=0 gives the expansion for y, in terms of Y,, Z,, & and 8. Substitution of the
equations for Y, and Z, obtained from the simultaneous solution of (2.46) and (2.47) gives
the required expansion for y; in terms of y, 6 and 6. The expansion for 6; can be obtained
in a similar manner using tan 8, = dz/dx at z=0. The results are:

I 2 2

yl = yO - E yo tan & (249&)

11y ;
0, = yjano + 6+ 5 EOI- sec oL + ¥ P Otanzoc - y Otanct (2.49b)
Similarly for the exit side (Figs. 2.17c, 2.17d), the equations to be solved are:

Y3 = Yg- Zp8, (2.50a)
2 . an2 2

(z +R2cos|3) +(y+ R251n[3) = R, (2.50b)

2 2
(z- (1+9) sin92)2 + (y-(¥,- (1+ 9) 00562)) = (1+9) (2.50c)

The solutions are:

1 o
Y3 = Yyt 5 ¥, tnB (2.512)

2
1 2 3 1 y2 3
0= yanP + 0, = yjan B + 5[§;] secB - y B tanB - y,StanB  (2.51b)

Three transformations have been derived:

y1 = ¥q (%0:80:9) 8, = 6; (x0.80,9)
Y2 = ¥p (x0:80:9) 0, = 6, (x,8¢.%)
¥3= Y3 (XO?e()’S) 93 = 63 (Xo,eo,a)
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Figure 2.17c QOeometry Of Curved And Rotated Fxit Face
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The required transform is:

Y3 =Y (XO:GO,S) 63= 0 (x0,90,5)

which is obtained by the following procedure - substitute equations (2.49a,b) into equations
(2.45a,b) giving y,, 6, in terms of ¥ and 6. Substitution of the resultant expressions into

equations (2.51a,b) provides the complete first and second order median plane focussing
coefficients as listed in appendix 1. The first order coefficients are identical to those given in
equation (2.27) for a straight edge sector with poleface tilts o and B. This implies that
curvature of the polefaces does not alter the first order focussing properties of the magnet-an
important property for correction of second order aberrations.

2.7.4 Cross terms affecting median plane focussing

As shown in section 2.3.2 motions in the median and vertical planes are independent to first

order. This is not the case for second order terms of the type (yI/x02), (yl/xo'z), (y1'/%p%g)
etc. seen in equations (2.14a,b). The effect of these terms is to introduce changes in the y
position and slope of a ray at the exit of the magnet due to variations in the x position and
slope at the entrance . There are three perturbations to be considered:

1) The x component of the magnetic field off the median plane (B )is not the same as the x
component on the median plane (Bx,o) in the fringe field zones.

2) The coupling between the vertical velocity v, and the horizontal component of the
magnetic field B, which appears off the median plane in the fringe field zones.

3) The reduction in median plane velocity v, in the whole magnet when the particle has an x

component of velocity.

The first effect was mentioned in section (2.6.2) and is shown in figure 2.11a. The
component of the Lorentz force involved was written in section (2.6.2) as:
F = ev B
y 27X

It is necessary to modify the Taylor expansion for By (eqn.(2.33a)) to include the second
order effects due to motion in y-z planes off the median plane. This is done by adding

another term to equation (2.33a):
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X x,0° 7]
The last term in equation (2.52)produces second order perturbations in the velocity and
displacement of the particle in the y direction. The corresponding expressions for the changes
in gradient and position of the entrance and exit rays- A(dy/dx),, A(dy/dz),, Ay; and Ay, are
given in Enge [1967].

(2.52)

To consider the second effect figure 2.11a. shows that a horizontal component of the
magnetic field B, appears off the median plane in the fringe field zones. This component
couples with the vertical velocity v, giving an acceleration in the y direction caused by the
force -evyB,. The equation of motion is :

2
2dy e
VZ ——5 = - I—n--Vx BZ
dz
where from equation (2.34):
X dh(s)
B =—B
=5 (€08 B P

The solution of the above two equations gives the resulting changes in gradient in the fringe
field zones - A(dy/dz); and A(dy/dz), caused by this effect. There are no contributions to the
second order term for Ay.

For the third case, the calculations of previous sections have assumed that the particle
velocity v (x,y,z) ~ v,. When the particle has an x component of velocity, the projected

velocity on the median plane is:
2

=

2 X
vm=v(1-xi ) o~ V(l-—2—)

where x;' is the vertical slope measured inside the magnet i.e. from equation (2.28a):

xi' = xl'- [(xltan(x)/R]

where x, and x;' are the vertical plane entrance coordinates. The equation for vy, shows that
the particle has a reduced median plane velocity throughout the whole magnet. The
corresponding effect on the y direction slope and position at the exit is the same as if the
particle had a reduced momentum with Ap/p = 8 = -x;%/2. The perturbations are simply:
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[y'] x,” o1l k2 xx, ** tan’or
Ayz'—'—Tl=--¥— — - lana+ -

| 5] 1 8)] 2 R oR?

|

- - 2 ) ] 2
Ay, y| % y 1| ®° xx, X tan’o1
- =115 =11 = - tan o +
R [ 5 ] 2 51l 2 R R

The total effects on y displacement and slope at the exit are found by combining the effects
from the above three causes in the appropriate manner to yield the six second order median
plane cross coefficients (y/xz),(y/xx'),(y/x'z),(y’/xz),(y'/xx'),(y‘/x'z) as given in appendix
1.

2.7.5 Second order effects on vertical focussing.
The second order coefficients for vertical focussing can be found by a matrix calculation

similar to equation (2.29). Referring to figure 18 the angle of deflection ¢ 5 for the arbitrary
ray A can be found by noting that:

(0-9¢) = 180°- (¢ +x+y,)
where
x = 180"- (y,+®)
Solution of the above two equations gives:
o, =0+y -y,
Figure 19 shows the arbitrary ray A at the entrance face. The effective entrance angle o, for

this ray is:

Now Rlc ~X SO:
o~ y1/R1°°S o and o, = O+ y1'+ ( Y1/R1°°S a)

Similarly:
By= B-y,+ (yy/Rygos B)

The effective vertical plane lens strength at the entrance is from equation (2.28b):

y
~ =tan| o +y,+ ————| (1-8)
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cligure 2,18 Aid For Calculation Of Second Order Vertical Focussing
Y,

()
W
s)’. “7 arbitrary ray
x
b
1 RI
X >
“ T ~..- ~.~
s central ray
R,

o




The tangent in the above equation can be expanded in a Taylor series about & to give:

1 1 1 y |
f— = E tan o + ’ ! y]w+ 1 (]1‘8)
1 cos o R cos a
1 :
= Jena+ Iy N1 5o
R 2
cos & Rlcos (v
Similarly for the exit side:
1 tanf 1 ¥, y
e — - 7B 2 +—2 _ _Sunp
2 R(1+9) cos B R20033B

The arc length of trajectory A between the polefaces is:
L=R(1+8)(0+y-y, ) ~R(O+y~ y,+ ¢8)
There are also small flight paths between the y axes and the pole boundaries (Figure 2.19).

For small displacements y; and small angles y,' these approximate to y;tan & and y,tan B so
that the complete matrix equation for the x direction motion is therefore:

1
Xl 1 ygtanB
= 1
*1 o 1 {7

Multiplying this equation out and retaining only first and second order terms gives the twelve

second order coefficients for vertical focussing given in appendix 1.

2.7.6 Second order effects of extended fringe fields

The preceding second order calculations take no account of any second order effects of
extended fringe fields. Enge [1967] has calculated the magnitude of these effects by
comparing the results from ray tracing computer calculations using an extended fringe field
with those obtained using a very sharp cutoff fringe field (D/R = 0.04). The latter results
compared well with coefficients calculated analytically using the expressions in appendix 1 as
should be expected. Enge showed that changes (in going from SCOFF to EFF calculations)
in the second order median plane coefficients were small. However changes in the second
order cross terms and some of the second order vertical terms were of the same order of
magnitude as those of the first order coefficients for z direction focussing, i.e. of the order
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O/R).

In an attempt to improve the accuracy of the cross terms (which are more important than the
vertical plane coefficients from the point of view of energy resolution) the values of o and
used in section 2.7.4. can be replaced by the effective entrance angles for vertical focussing
o, and B,, [Shuman 1980]. Clearly for magnets with extended fringe fields (large pole gap
to bend radius ratio) the second order vertical plane coefficients will be in error by some
amount of the order of D/R. In practice the second order error introduced by the fringe fields
will be dominated by machining and alignment tolerances, inhomogeneity of the iron
polepieces and the effects of third and higher order aberrations. For these reasons most
spectrometer designs utilise external multipole corrector lenses for trimming the residual
aberrations of the sector.
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CHAPRTER 8

Calculation of Spectrometer Aberration Coefficients

Introduction

The previous chapter introduced the matrix multiplication method for calculating the optical
properties of beam transport systems and the first and second order focussing coefficients for
a general homogeneous field magnetic sector spectrometer were derived. This chapter shows
how the spectrometer aberration coefficients, and hence the optical properties, are generated
from the resulting transfer matrices. The influence of each aberration coefficient upon the
electron intensity distribution at the dispersion plane is discussed with particular regard to
parallel detection. As explained in the previous chapter it is possible to correct for some of
the second order median plane aberrations by choosin g appropriate curvatures for the
entrance and exit polefaces. It is shown by reference to calculations for two such second
order corrected designs [Scheinfein and Isaacson 1984, Shuman 1980] that the effect of the
uncorrected vertical plane aberrations must be considered in any parallel detection system.

3.1 EXPANSION OF TRANSFER MATRICES TO SECOND ORDER

The first order median plane and vertical plane transfer matrices developed in the previous
chapter (equations 2.15 and 2.16) can be expanded to second order to include the focussing
coefficients derived in section 2.7. The complete second order median plane transfer matrix
is of order 12 (i.e. 12 x12 coefficients) and the complete vertical transfer matrix is of order 8.
Equations (3.1) and (3.2) show the median and vertical plane matrices respectively. The
focussing coefficients are written in the abbreviated Taylor notation - the analytical

expressions for each coefficient are listed in appendix 1.

3.1.1 The transfer matrix coefficients

Equations (3.1) and (3.2) show the transfer matrices divided into four quadrants. The top
left hand quadrant contains the first order focussing coefficients which are independent in
the median and vertical planes, and the toprigh hand quadrant contains the second order
coefficients. The bottom left hand quadrant is uniformly zero and the bottom right hand
quadrant contains coefficients which are products of the first order terms. These terms are
necessary if the calculation involves more than one focussing element, and describe the
coupling of aberrations through the system. The derivation of these terms is very
straightforward. For example, the second order component (y,y;/R) is found by
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multiplying together the expansions for the first order quantities y;/R and y,".

4! ] Yol vyl .|y oMo der : ' ' nd
o4y Y y ¥y 1Yo y 1y 2 order
o o e | N WA
Multiplying this equation out and excluding all terms higher than second order yields the
sixth row of the median plane transfer matrix below (equation 3.1).

Equation (3.1) - Second order median plane transfer matrix.
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The second order vertical transfer matrix is constructed in a similar way :

Equation (3.2) - Second order vertical plane transfer matrix.

S X o xox o x o ox o x Xy
R X x| xy xy' Xy xy x8 x0o R
' S I S S S S .
X o T T T T — —= X
x X' | xy xy Xy xy x& x'd 0
X,y y
171 | Xy Xy Xy Xy Xxy xy Yo
00 -- - =22 -1 27 27
R? | xy xy' Xy xy xd x'9 R2
X, | xy' xy" xy' xy' xy' xy Xy 4
=yYi=] 0 0O -z - X Zr 2y 27y -0
R1 | xy xy" Xy xy' x8& x'8 Ryo
Y | Xy Xy Xy xy xy «xy Yo
x1_ O 0 T T T TS T F© T 0_
R | xy xy' xy xy x0 x'0 R
, . le‘ X'yl X| y' lel X’yl X' y , ,
av] Lo ol 20 50 20 00 sy v,
b | xy xy' Xy xy x8 x'b 0¥o
X X X
25l ool o 0o 0o o X X | |s
| X X R
8] lool o o o o X X x' 3
1 | X X 0

The quantities of most interest in many calculations are the first order positions and slopes
¥1/R, x1/R, y{', x{" at the exit of the spectrometer. Thus in many simple cases it is sufficient
to work with only the first two quadrants of the above transfer matrices-the extra terms in the

fourth quadrant are unnecessary.

3.1.2 Second order drift matrices.

The optical properties of an arbitrary homogeneous field magnetic sector spectrometer can be
derived by multiplying the above transfer matrices by the appropriate drift matrices. In order
to do this the first order transfer matrices for a drift space, developed in section 2.2.1, must
also be expanded to second order. The complete median plane and vertical plane transfer
matrices for a drift space are given in equations (3.3) and (3.4). As before the matrices are
divided into four quadrants. The top left hand quadrants contain the first order terms and are
identical to the first order matrices of section 2.2.1. The top right hand quadrants are
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identically zero, as there are no second order contributions to the trajectory of a ray in a drift
space. The lower left hand quadrants are zero as before and the bottom right hand quadrant is

obtained by multiplication of the appropriate first order terms exactly as described
previously.

Equation (3.3) - Second order transfer matrix of a horizontal plane drift space.

Yq 1L01000000000 Yo
Y, 010}000000000 Yo
3 o0 1l00 0 0 0o 00 0 o0 8

—Lx -

)
(o)
<D
(e
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Equation (3.4)- Second order transfer matrix for a vertical plane drift space:

Xy 0 0 1 L L 1?2 o o X, Y,
x1 Yi =10 0 0 1 0 L 0 0 X, y(')
vl Joor 0 o 1 L oo ol |xy,

3.2 TOTAL TRANSFER MATRICES <+ ABERRATION COEFFICIENTS

Following the simple procedure described in section 2.2 it is possible to obtain the total
transfer matrices for an arbitrary homogeneous magnetic sector spectrometer. These are
calculated by multiplying the second order transfer matrices (equations 3.1 and 3.2) by the
appropriate second order transfer matrices for a drift space (equations 3.3 and 3.4).

Referring to figure 3.1 the correct order of multiplication is :

[~]-[ell]l=] es

[+]-[¥]["] 6
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Figure 3.1  Definition of Median and Yertical Plane Object and Image Distances
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where [Ty ] and [Ty/] are the total median and vertical plane matrices respectively, and
matrices [M] and [V] are the transfer matrices of equations (3.1) and (3.2). [Qp] is the
second order median plane drift matrix for an image distance Qg and [Py ] is the associated
drift matrix for an object distance Pyy. [Qy] and [Py] are the corresponding drift matrices in
the vertical plane (see Figure 3.1). Equations (3.5) and (3.6) describe the optical properties

of the spectrometer for given object distances Py Py, and given image distances Q. Qy
in the median and vertical planes respectively.

The first order coefficients of the first row of the resulting total transfer matrices [Tyl and
[T/] describe the basic focussing properties of the spectrometer, whereas the second order
coefficients in the first row are known as the aberration coefficients - they describe the
departures from perfect focussing of trajectories other than that of the central ray. All the
aberration coefficients are functions of the object and image distances, as well as the
focussing coefficients.

The total transfer matrices are easily calculated but the expressions involved for all the
individual elements are lengthy and are not given here. It is sufficient to develop the
equations describing the optical properties of an arbitrary spectrometer imaging a point
source a distance U (U=P/R) from the entrance face and forming an image at some plane a
distance V (V=Q/R) from the exit face. In this case the object and image distances are the
same in both planes i.e. Pyj=Py and Q=Qy which is the most common situation in simple
systems. The quantities of most interest are the first order positions y, and x, of a trajectory
as it crosses the image plane (Figure 3.2), and also the first order slopes yy', x;".

3.2.1 _Aberration equations
The expansions for the first order properties obtained from the first and second quadrants of

the total transfer matrices can be written as:

, 2 "2
Y /R = (5 R+, +,(8)+ Y, (568 + Y, (5g) HY(®) +Yy(xg)

2 , (3.7a)
+ Y7(y0/R)2+ Yo (¥gyp /R) + Yo(yo8/R) + ¥ (%, /R)+ Y, X%y /R)

7, = Y7/ RIFY, (7 )+ Yp®) + oo (3.7b)
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x/R = X (xg/R) + X (x0) + X, (554 + X, (375) 570
.1C
+ X XY/ R+ X(xgyg /R) + X 1,7,/ R) + X, (x,3/R)

x)= Ko (g/R) + X, () + X, (% ¥g) + oo (3.7d)

where Y5-Y; are the median plane aberration coefficients and X5-X are the vertical plane
aberration coefficients. The ordering of the terms has been changed slightly to make the
notation consistent with that of Shuman [1980]. Equations (3.7 a-d) above can be simplified
in the case of a point source (as in EELS) where all terms containing the quantities y and x,
must disappear, thus the twelve terms in each of equations (3.7 a,b) are reduced to six terms,
and the eight terms of equations (3.7 ¢,d) are reduced to three. Expressions for the remaining
terms in equations (3.7a) and (3.7c), as functions of the focussing coefficients and the
normalised object and image distances U and V, are given below along with expressions for
the first order Y, and X, terms. Other elements of the total transfer matrices can readily be
deduced from equations (3.5) and (3.6).

y,y
Y. ==+ —V (3.8a)
v=fus Ll Lsulty, (3.8b)
y y y y
y, v
Y, ==+ —V (3.8¢c)
2 8 6 M
Y3=_Y.U+L+[_y_+u_y_ % 650
yd yd Lyd yd
y.2 ¥ y y' y' 2y'
Y, =2U'+ =—U+ =+ —=+U=—+1U \Y (3.8¢)
Ay oyt Iyt W vl
y vy
vg= 2+ 2V, (3.8f)
& 8
NI U N ID AN S Ay B 3.8
Y6—;2-U+ -X—x—,'U+ X'2+ [ X'2+ UXX'+ X2 M ( g)
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X
X, = —+ =V, (3.8h)
X = X X x' x'
1——X-U+ —_+ X_+ U—X— VM (381)
X2=1U2+ s X lu+ 2y [ [.._+— +U -—]V (3.8))
Xy Xy Xy X'y
X,= ~U+ —+| X s uvi|v (3.8k)

3.2.2 First order parameters
Reducing equations (3.7a) and (3.7¢) to first order gives:

Y1
2= Y, 00/ + Y )+ Y, 0 (3.92)
%: X, (x /R)+ X, (x ) (3.9b)

The condition for a first order focus in the median plane is clearly Y;= 0, i.e. the position at
which a ray strikes the image plane is independent of its direction when leaving the object.
The image plane which satisfies this condition is known as the dispersion plane. From the
expression for Y, given in equation (3.8b) this occurs at an image distance Vy given by:

Jlue LU+ D (3.10)
y y y y
For the vertical plane the equivalent expression is obviously X;= 0. From equation (3.8i):
v =-[§U+ i,]/[X—U+ f-,] (3.10a)
v X X X X

In general Vy# Vy so that point source is imaged to a line at the dispersion plane, and the
system is said to be single focussing. Setting Vyy=V)f=V gives a quadratic equation in U
which may or may not have any real solutions depending upon the values of the focussing
coefficients. If it does then, for that particular object and image plane only, the system is said

to be double focussing.

Assuming that a first order focus has been achieved, the median plane magnification is given
by the value of Yy at V=V The appropriate expression for Y, is given in equation (3.8a).
Similarly, the vertical plane magnification is given by the value of X, when X;= 0 i..
V=Vy. For the condition of a real object and real image the magnifications are always
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negative, showing that the image is inverted. In general, the values of Y and X, are
different for a given focus position, which means that the focussing is not truly stigmatic
even when Vy/=Vy, as the magnifications are different in the median and vertical planes.

Such pseudostigmatic imaging is not important in the case of EELs where the object is a
point source.

The remaining first order median plane term is Y, - the dispersion, defined in section 1.2.2.
It is always positive and describes the shift in median plane image position with change in
electron momentum. From equation (3.9a):

A
Ay,= RY,=2
Py
where py, is the momentum of the central ray. The relativistic kinetic energy of the electron
can be written in terms of the momentum as:
2
Ap _ AE E,+mc

P, E, E,+ 2m0c2

where E) is the kinetic energy of the central ray and m002 is the electron rest mass energy.
Substituting this in the above equation gives:

AE | E,+m ¢
Ay, =RYy— | —— (3.11)

2
EO E0+ 2m0C2

3.2.3 Second order parameters

The reduced forms of equations (3.7a) and (3.7c) for the simplified case of a point source

arc:

y,/R

Y (y) +Y,0)+ Y, (y8) + Y4(y0')2+ Y5(8)2+ 3{6(x0')2 (3.12)

x,/R = X, (x) + X, (7y) + X5 (x,8) (3.13)

The first order terms were discussed in the previous section, but there remain four second
order median plane aberrations (Y3-Y) and two second order vertical plane aberrations
(X,,X3) to be considered. The combined effect of these aberrations is to cause the image of a
point source to be broadened and defocussed at the dispersion plane, thus reducing the

spectrometer energy resolution.
The most important resolution limiting terms for serial collection are the median plane

aberrations Y, and Y. Expressions for these coefficients are given in equations (3.8¢) and
(3.8g) respectively. Effectively, these aberrations cause an electron leaving a point object
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with slopes (y;',X,") to be imaged to a position ¥1, in the dispersion plane, different to that
of the central ray. In the absence of other aberrations a point source is defocussed into a line
image in the dispersion direction. The magnitude of this effect is proportional to the square of
the spectrometer acceptance angle, so that for a given energy resolution the magnitudes of Y,
and Y¢ determine the maximum useful collection angle. It is obvious that similar
considerations apply to any parallel recording system.

The aberration term Y, (equation 3.8d) introduces a defocus with energy loss in the
dispersion direction which is equivalent to tilting the dispersion plane at some angle 1 to the
central ray (see Figure 1.4). This aberration is most important for parallel detection systems
for the reason already discussed in chapter 1 - it makes magnification of the dispersion plane
very difficult to achieve. In addition, in serial collection systems where the spectrum is
scanned across the energy selecting slits by auxiliary coils placed after the spectrometer, Y3
causes a loss of energy resolution as the spectrum moves away from the central ray.
However, if the scanning is done by varying the excitation of the spectrometer then Y5 has
no effect, as in this case 0 is effectively zero always.

The remaining median plane aberration term is Y5 (equation 3.8f), which is the dispersion
nonlinearity. This term systematically reduces or increases the dispersion as | 8 | increases,
i.e. Ay/AE is not constant. Again this aberration is not important in the case of serial
collection where the main field is varied; however in the case of parallel detection or post
spectrometer scanning in serial detection, the non-linear dispersion could introduce artefacts

into the recorded spectrum.

In the vertical plane there are only two second order aberrations to consider. The first is X,
(equation 3.8j) which is a defocussing term analogous to Y, and Y. In the absence of other
aberrations, this term causes a point source to be imaged to a line perpendicular to the
dispersion direction. X, is not so important for serial detection as long as the alignment of
the energy selecting slits is sufficiently parallel to the direction of defocus, otherwise signal
intensity can be lost. If X, is very large then the multiclement detector used in a parallel
recording system will need careful alignment, and also should be wider than the defocus so

as not to lose signal.

The last aberration to consider is X5 (equation 3.8k). This aberration is similar to Y5 and
causes a defocus in the non dispersion plane with energy loss, which is equivalent to tilting
the X focal plane. Again X4 is not so important for serial detection when the spectrometer
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main field is varied, but must be considered when post spectrometer scanning is used. As
far as parallel collection systems are concerned, large values of X5 influence the width and
shape of the spectrum in the non-dispersion direction, and this must be taken into account in
designing a magnification system and also when decidin g the geometry of the detector to be
used. In any real spectrometer design, all the above aberrations will exist to some degree.
The corresponding effect upon the image will be determined by the relative magnitudes and
the signs of the various coefficients. As mentioned in the previous chapter, it is possible to
provide some limited form of second order aberration correction for the median plane of
homogeneous field magnetic sector spectrometers by curving the input and output polefaces
to the appropriate shape. This is discussed in the following section.

3.2.4 Aberration correction

For an ideal (to second order) spectrometer all the coefficients in equations (3.12) and (3.13)
should be set to zero except Y,, the first order dispersion. There are altogether eight
coefficients to be made zero and eight sector parameters which can be varied - U, V,
R, ¢, a, B, R{, Ry and D. Unfortunately the coefficients are not linearly related to the sector
parameters and no ideal solutions have yet been found so that compromise solutions have to
be adopted. The conditions usually required for serial recording are:

1) First order double focussing (Y= X;=0).
The advantage of this condition is that the detector slit does not have to be carefully
aligned with respect to the x axis at the dispersion plane.

2) Second order median plane focussing (Y, =Yg =0).
Enables good energy resolution to be obtained at large spectrometer colledion angles.

3) Median focal plane perpendicular to the central ray (Y3 = 0).
This correction allows post spectrometer scanning of the spectrum in serial detection

without loss of energy resolution.

Several spectrometer designs exist which satisfy the above criteria. [Shuman 1980,
Scheinfein and Isaacson 1984, Krivanek and Swann 1981]. The solution of the simultaneous
equations involved requires numerical analysis techniques, particularly when the calculations
are of the extended fringe field type. A concise algorithm for deriving the values of the sector
parameters required to correct the above aberrations is described in the paper by Shuman

[1980].
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3.8 EVALUATION OF EXISTING SPECTROMETER DESIGNS

The spectrometers mentioned in the previous section are typical of the best designs currently
available using homogeneous field magnetic sectors. The performance of these magnets is
well characterised for serial detection techniques, where they have been applied with success.
However, transferring from serial to parallel detection methods requires a careful study of the
electron intensity distribution at the spectrometer dispersion plane, so that both post
spectrometer coupling optics and the geometry of the detector used can be optimised to suit a
given spectrometer. To this end two Fortran computer programs were written, one to analyse
the performance of any arbitrary magnetic sector spectrometer and the other to provide a
graphical display of the electron intensity distribution at the dispersion plane.

3.3.1 Spectrometer analysis program

The analysis program is called FSPECT and was written on an IBM 370 mainframe
computer running under the CMS operating system. The program requires as data the
magnetic sector parameters, together with information describing the position of the fringe
field clamps if such devices are used. The output consists of the first two quadrants of the
second order median and vertical plane transfer matrices (equations 3.1 and 3.2), followed
by the first two quadrants of the total transfer matrices (equations 3.7 a-d). Also calculated
are the first order image positions and magnifications in the median and vertical planes. A
listing of the code is contained in appendix 2.

The input data includes the sector parameters and information describing the presence and
position of fringe field clamps. It is assumed that the parameters entered are those of the
virtual field boundaries, which diverge from the mechanical boundaries as the polepiece gap
increases from zero. If data concerning the polepiece boundaries is not available, the program
can calculate the location of the virtual field boundary for clamped magnets using equation
(2.43). This gives the displacement of the effective edge from the mechanical edge and
allows the values of ¢, R, Ry, U and V to be recalculated with respect to the virtual field
boundaries; and the program can then be rerun using the new values. If the magnet has no
field clamps and there is no information concerning the virtual field boundary then an
estimate must be made concerning its position. Approximately 0.6 times the pole gap is a
reasonable assumption for the distance between the mechanical boundaries and the virtual
field position for unclamped magnets [Enge 1967]. Of course, accurate analysis of the sector
properties requires a careful determination of the position of the virtual field boundaries.
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Assuming that the virtual field boundaries have been obtained, the program calculates the
effective poleface tilts for vertical focussing. If the magnet has field clamps then Heighways
expression (equation 2.41) is evaluated for the entrance and exit faces. If there are no field
clamps a value of the integral coefficient I, (see section 2.6.3) must be supplied - e.g. for an
unclamped magnet with square pole edges Enge [1967] estimates that I, =0.475.

The next step is to calculate the first and second order focussing coefficients of equations
(3.1) and (3.2) using the analytical expressions given in appendix 1. These coefficients are
multiplied by the second order drift matrices, corresponding to the reduced object and image
distances U and V (equations 3.3 and 3.4), in the manner shown in equations (3.5) and
(3.6). The multiplication is done using expressions (3.8 a-k) and similar relations derived for
the other terms. The resulting coefficients form the first two quadrants of the total transfer
matrices and characterise the optical performance of the spectrometer.

All of the calculations are done using double precision arithmetic to minimise rounding
errors. The accuracy of the program was checked by comparing the output with the values of
analytical focussing coefficients derived for a straight edge sector magnet in Enge [1967].
Good agreement was found for all the terms.

3.3.2 Spectrum plotting program

Once the spectrometer aberration coefficients have been derived, it is useful to obtain a quick
display of the resultant aberration figure for a particular spectrometer acceptance angle 3. A
second Fortran program called SPECTRUM was written to plot the electron distribution at
the dispersion plane using the aberration coefficients calculated by FSPECT. SPECTRUM
assumes the spectrometer has a circular entrance aperture with a point source producing an
equal number of incident electrons per unit solid angle. The program is looped to allow the
energy of the incident electrons to vary by discrete intervals. SPECTRUM is also capable of
producing a plot of the spectrometer alignment figure [Egerton 1981, Jeanguillame et al.
1981], which is the image that is displayed on the CRT of a serial collection system in a
STEM when the entrance aperture of the spectrometer is systematically explored by the
electron beam. The alignment figure differs from the aberration figure in that only trajectories
which pass through the energy selecting slits at the dispersion plane are displayed.

The plots obtained from SPECTRUM do not strictly correspond to those that would be

obtained in practice as the point source/equal number of electrons per unit solid angle model
is only an approximation to the real conditions. A more accurate algorithm would be to
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model the spectrometer object using a Monte-Carlo simulation, however the results obtained
from FSPECT and SPECTRUM are adequate to provide a good description of the
performance of current spectrometer designs.

3.4 RESULTS OF CALCULATIONS ON REAL SPECTROMETERS

Two well known spectrometer designs [Shuman 1980, Scheinfein and Isaacson 1984] were
analysed using program FSPECT and the resulting electron distributions at the dispersion
plane were obtained using program SPECTRUM. The influence of the calculated aberration
patterns for each spectrometer on the design of a parallel detection system is discussed in the
following sections.

3.4.1_Shuman spectrometer
This spectrometer has a large bending radius and a corresponding value of D/R ~ 0.14,

which is small for a typical energy loss spectrometer, with the advantage that the effects of
extended fringe fields are lessened. Moreover, the complete system includes two external
quadrupole lenses before and after the spectrometer [Shuman et al. 1986], which can be used
to trim the first order focussing properties, but there are no correction lenses for second or
higher order aberrations. The quoted energy resolution is 0.5 €V at 1 mrad acceptance angle,
showing that good second order correction is achieved by the sector alone.

The physical parameters of the virtual field boundaries of the Shuman spectrometer were
obtained from two papers [Shuman 1980,1983], and are listed below. The value of the
polepiece gap is not given explicitly, but can be calculated knowing the value of I, (k in
Heighway notation) which is given as 0.174. The distance from poleface to field clamps is
given as t=D/2. However, substitution of this value in equation (2.42) gives a value for k of
0.177. Forcing k to be 0.174 gives a value for t of 0.47D, which is the value used in the
calculations. (Using t=0.5D gave higher residual values for some of the corrected

aberrations).
Bending Angle (0] 70°
Bending Radius R 165.1 mm
Pole Gap D 22.68 mm
Pole-Clamp Gap t 10.67 mm
Entrance Tilt a 11.744°
Exit Tilt B 28.785 90
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Entrance Radius Ry 116.72 mm

Exit Radius Ry -99.55 mm
Object Distance UR 594.36 mm
Image Distance VR 393.59 mm

Figure 3.3 is the output from program FSPECT given the above parameters for the virtual
field boundaries. As can be seen, the calculated values of the effective entrance and exit tilts
for vertical focussing are 10.26 © and 26.83 © respectively. These should be compared with
the mechanical values of 11.744 © and 28.785 © showing the influence of the extended fringe
fields. The values of Y| and X in the total transfer matrices are effectively zero, implying
that the spectrometer is double focussing at the given image plane, however the
magnifications in the median and vertical planes are not equal - the imaging is said to be
pseudostigmatic. The notation of Figure 3.3 is explained on the page preceding it.

The value of the dispersion coefficient Y, is 3.76 which, substituted into equation (3.11),
gives a dispersion of 3.4um/eV at a primary beam energy of 100keV. The energy resolution
limiting aberrations Y, and Y are well corrected, allowing large collection angles to be used.
For the Shuman spectrometer, the blurring at the dispersion plane caused by these two
aberrations for a 5 mrad circular spectrometer acceptance angle 3 can be written:

M = RB[ Iy, 1+ Iy, giving

max

Ay 0.33 um

max
corresponding to an energy resolution of ~0.1 eV. The aberration describing the dispersion
plane tilt, Y5 is reduced to -0.0031, which ensures that the dispersion plane is normal to the

central ray.

The dispersion nonlinearity Yy is calculated to be -5.8583 for this spectrometer. The total

first and second order dispersion terms can be written:

R

As can be seen from figure 3.3 Y, and Y are of opposite sign, so that in moving away from
the central ray in increasing energy (AE positive), the dispersion tends to decrease as energy
increases. Conversely, for electrons with energy less than the central ray , (AE negative) the
dispersion increases with energy loss. However, for a 2000eV spectrum the maximum value
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Figure 3.Z

OPTICAL PROPERTIES OF HOMOGENOUS MAGNETIC FIELD
SECTOR MAGNET USING FRINGING FIELD APPROXIMATION.

SHUMAN SPECTROMETER

VIRTUAL FIELD BOUNDARIES

BENDING ANGLE OF CENTRAL RAY =  70.00 Degrees
BENDING RADIUS OF CENTRAL RAY = 165.10 mm.
ENTRANCE POLEFACE TILT - 11.744 Degrees

EXIT POLEFACE TILT = 28.785 Degrees

'OBJECT POSITION = 594.36 mm.

POLEPIECE SEPARATION =  22.68 mm.

ENTRANCE FIELD RADIUS OF CURVATURE = 116.73 mm.
EXIT FACE RADIUS OF CURVATURE = -99.55 mm.
DISTANCE FROM ENTRANCE CLAMP TO POLE = 10.67 mm.

DISTANCE FROM EXIT CLAMP TO POLE = 10.67 mm.

ENTRANCE FRINGING FIELD PROPERTIES.

INTEGRAL COEFFICIENT K = 0.1740
CORRECTION COEFFICIENT C = 1.014%
EFFECTIVE VERTICAL POLEFACE TILT = 10.2660 Degrees

EXIT FRINGING FIELD PROPERTIES.

INTEGRAL COEFFICIENT K = 0.1740

CORRECTION COEFFICIENT C = 1.0141

EFFECTIVE VERTICAL POLEFACE TILT = 26.8333 Degrees



Figure 3.3  Calculation of the Aberration Coefficients of the Shuman Spectrometer
Using FSPECT.

The output of the program consists of the first three rows of the horizontal and vertical total
transfer matrices, corresponding to the position, slope, and momentum of the electrons as
described in matrix equations (3.1) and (3.2). The ordering of the terms has been changed
slightly from that expressed in equations 3.7a-d. In terms of the Shuman notation the first
row of the horizontal total transfer matrix corresponds to:

Yo, Y1, Yo, Yy, Y, Y5, Y3, Y7, Yy, Yg, Yy, Y

The ordering of the vertical matrix is:

Xp» Xyp> Xg» X3, Xy, X5, X7, X

The values calculated agree well with those published by Shuman [1983] except for X,. The

discrepancy is due to an error in Shuman's calculations which has since been resolved
[Shuman 1986]. The coefficients Y,-Y;; and X,4-X; have not previously been published.
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Figure 2.4

Theoretical Electron Intensity Distribution at the Dispersion Plane

of the Shuman Spectrometer for g Monochromatic On-Axis Point Source
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of the second term in brackets is approximately 1.5% of the first order term at 100keV. This
means that the variation in dispersion over an entire spectrum is only ~1.5% which is

negligible, especially when it is very unlikely that such a wide energy range would be
recorded simultaneously.

The two vertical plane aberrations X, and X5 have values of -0.0593 and 37.4568
respectively. The first term is small enough to be neglected even though it was not
specifically corrected for in the original design. However, the second term is large and
causes a defocus with energy loss in the x direction given by:

AE
Ax ~ 2RX.B| 25
X 33[2}3

For the Shuman spectrometer Ax=0.34 um/eV at 100 keV , assuming an entrance angle B of
5 mrads. Thus electrons with an energy difference of 1000 eV from the central ray are
defocussed to a line extending 340 pm in the x direction. This has obvious repercussions on
both the design of the post-spectrometer magnification system and the detector width. The
defocus increases linearly with acceptance angle 3, which must also be taken into account

when deciding the maximum entrance angle to the spectrometer.

The final aberration figure is a complex pattern influenced by all the component aberrations.
Figure 3.4 is a plot produced by SPECTRUM of the electron intensity at the dispersion plane
of the Shuman spectrometer assuming a monoenergetic point source (8=0) and a circular
acceptance angle [ of 5 mrads. As can be seen the extent of the defocus in the dispersion
direction is ~0.6 um, which implies an intrinsic spectrometer resolution of 0.2 eV at this
acceptance angle. Figure 3.5 shows the image of a complete spectrum assuming the same
entrance angle. The electron energy is varied in discrete steps of 100 eV, so that the energy
spectrum covers 2000 eV. Each 'bar’ on the figure consists of monochromatic electrons - in
a real spectrum the top bar would correspond to electrons of energy 100 keV, the next bar
down to 99.9 keV and so on, down to 98 keV at the bottom (the sector would have to be
adjusted so that the energy of the central ray was 99 keV). Clearly illustrated is the
defocussing effect of the X5 aberration. The thickness of each bar is constant owing to the

good correction of the Y aberration.

3.4.2 Scheinfein _and Isaacson spectrometer
The Scheinfein and Isaacson spectrometer [1984] is a more compact design than the Shuman
spectrometer, and consequently has a much larger value of D/R=0.25. The fringe fields will
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therefore play a bigger part in the optical performance. The complete Systerm contHing extamal
quadrupole lenses, a sextupole lens and an octupole comrector lens to eliminate residnal
second order and reduce third order aberrations. The quoted energy resolution is 0.5 eV at

7.8 mrad acceptance, angle using the external corrector lenses. The sector PArAMEIETS &re
listed below:

Bending Angle o 80°
Bending Radius R 100.0 mmm
Pole Gap D 2500
Pole-Clamp Gap t 9.50 nmmn
Entrance Tilt a 14.61°
Exit Tilt B 3505°
Entrance Radius Ry 72.80 mam
Exit Radius Ry -57.607 nmum
Object Distance UR 350.00 oo
Image Distance VR 182.17 oom

Figure 3.6 is the output from program FSPECT. The effective entrance and exit tilts for
vertical focussing are 11.95 © and 31.12 © respectively, compared with mechanical values of
14.61 9 and 35.05 ©. The difference is larger than that of the Shuman spectrometer because
of the more extended fringe fields.

The total transfer matrices indicate that the spectrometer is not perfectly double focussing
(X;=0.0863) and that the vertical focus lies some 4 mm behind the horizontal focus. This
could be corrected using the external quadrupole lenses, but is unnecessary for senal
detection. On its own, the defocus is small enough to be ignored for parallel detection
systems. The dispersion term Y, is calculated to be 3.6764 giving a dispersion of 2 Jpm/eV
at 100 keV. The aberration Y5 is very well corrected so that the dispersion plane is not tlted,
similarly Yy is of the same order as the Shuman specrometer and can be neglected for the
reasons given previously. Of the two median plane aperture aberrations Y, is corrected but
Yy is 0.3647 which will limit the energy resolution - i.e for an entrance angle B = 3 mrads:

2 . -
AY oy = RPY, giving

Ay = 091 ym

max

which gives an energy resolution of 0.5eV. It may be possible to reduce this value using the
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Figure 3.6  Calculation of the Aberration Coefficients of the Scheinfein and Isaacson
Spectrometer Using FSPECT.

The output of the program consists of the first three rows of the horizontal and vertical total
transfer matrices, corresponding to the position, slope, and momentum of the electrons as
described in matrix equations (3.1) and (3.2). The ordering of the terms has been changed
slightly from that expressed in equations 3.7a-d. In terms of the Shuman notation the first
row of the horizontal total transfer matrix corresponds to:

Yo, Y1, Yo, Yy, Y, Y5, Y3, Y7, Yy, Yg, Y3, Yy
The ordering of the vertical matrix is:
X0 Xy Xp» X3, Xy, X5, X9, Xg

The values calculated have not previously been published.




Figure 3.6

OPTICAL PROPERTIES OF HOMOGENOUS MAGNETIC FIELD
SECTOR MAGNET USING FRINGING FIELD APPROXIMATION.
SCHEINFEIN AND ISAACSON DESIGN

VIRTUAL FIELD BOUNDARIES

BENDING ANGLE OF CENTRAL RAY = 80.00 Degrees
BENDING RADIUS OF CENTRAL RAY = 100.00 mm.
ENTRANCE POLEFACE TILT = 14.610 Degrees

EXIT POLEFACE TILT = 35.050 Degrees

OBJECT POSITION = 350.00 mm.

POLEPIECE SEPARATION = 25.00 mm.

ENTRANCE FIELD RADIUS OF CURVATURE = 72.80 mm.
EXIT FACE RADIUS OF CURVATURE = -57.61 mm.
DISTANCE FROM ENTRANCE CLAMP TO POLE = 9.50 mm.
DISTANCE FROM EXIT CLAMP TO POLE = 9.50 mm.

ENTRANCE FRINGING FIELD PROPERTIES.

INTEGRAL COEFFICIENT K = 0.1658
CORRECTION COEFFICIENT C = 1.0194
EFFECTIVE VERTICAL POLEFACE TILT = 11.9497 Degrees

EXIT FRINGING FIELD PROPERTIES.

INTEGRAL COEFFICIENT K = 0.1658

CORRECTION COEFFICIENT C = 1.0181

EFFECTIVE VERTICAL POLEFACE TILT = 31.1235 Degrees



Figure 3.6

ELEMENTS OF HORIZONTAL TRANSFER MATRIX
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Figure 3.7 Theoretical Electron Intensity Distribution at the Dispersion Plane of the

Scheinfein + !saacson Spectrometer for a Monochromatic On-Axis Point Source
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external sextupole lens, however it is likely that altering Y will introduce an undesirable
change in Y,. The vertical aberration X, is ten times larger than that of the Shuman
spectrometer (-0.5253 vs -0.0593), however at B =5 mrads, for example, X, contributes
only 1 um to the defocus in x and can be neglected. The value of X3 1s 39.1123 which is
very similar to the Shuman value so that the defocussing effect is very similar, i.e. for a 5
mrad acceptance angle the defocus in x with energy loss is 0.2 um/eV.

Figure 3.7 shows the electron intensity at the dispersion plane of the Scheinfein and Isaacson
spectrometer for an on axis point source and § = 5 mrads. All the electrons have the same
energy as the central ray (6=0). As can be seen, the defocus in x is much larger than for the
Shuman spectrometer (~80 um vs 1 pum), due to the residual uncorrected first order
focussing term X;. In the dispersion (y) direction the figure extends ~ 1 um giving an
energy resolution of ~ 0.55 eV for this acceptance angle. The blurring in the y direction is
mainly due to the Y term.

Figure 3.8 shows the image of a complete spectrum assuming 3 = 5 mrads. As before each
'bar' consists of monochromatic electrons and the energy increment between each bar is 100
€V, so that the entire spectrum encompasses 2000 eV. From the figure it can be seen that the
spectrum is not symmetrical about y=0. The reason can easily be seen by writing the
equation for the defocus in x as:

ax = R[ X, ) + X, x9) |

The coefficients X, (=0.0863) and X3 (=39.1123) have the same sign, so that when 9 is
positive (y>0) the two components add, and when 0 is negative (y<0) the two components
subtract to give the pattern shown in figure 3.8. Consequently, the x defocus is at a
minimum at some non-zero value of & corresponding to an energy difference of -441.3 eV
from the central ray. The same effect occurs in the Shuman spectrometer but to a much

smaller degree, as X is close to zero.

Figure 3.9 shows the electron intensity distribution at the dispersion plane for
monochromatic electrons which have an energy 441.3 €V less than that of the central ray. As
can be seen, the defocus in the dispersion direction is the same as for the central ray, ~1um,
but the defocus in the x direction is reduced to ~1.2 um. Referring back to figure 3.8 it is as
though the spectrometer had an effective bending angle slightly greater than 70°. In practice,
for serial collection, the energy selecting slits could be displaced from the position of the
central ray (y = 0 mm) by -0.81mm so that the 'effective central ray’, (i.e. ray with minimum
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Fiqure 3.9 Theoretical Electron Intensity Distribution at the Dispersion Plane of the
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defocus in x) could be recorded. However, as there is no real difference in the energy
resolution between the two rays there is limited advantage in doing so.

3.4.3 Investigating the cause of the large X5_aberration.

An expression for calculating the value of the X4 aberration is given in equation (3.8k). As
can be seen the magnitude of X3 depends upon the values of four focussing coefficients,
x/x8, x/x'8, x'/x8, x'/x'8. An examination of the appropriate transfer matrices (Figures 3.3
and 3.6) firstly shows that the coefficients are of similar signs and magnitudes for each
spectrometer, and secondly that the values of the last two coefficients are the most
significant, being two orders of magnitude larger than those of the first two in each case.
Analytical expressions for these two coefficients are given in appendix 1. These can be
written:

% = F(6,a,B,D)-E(¢, @, B,D)C,

— =Fy(,0,B,D)-E(¢,0,8,D)C,

where Cj is the exit curvature (C, = R/R2cos3[3) and the functions Fj depend upon the sector
parameters. For both spectrometers, the values of the first terms on the right hand side of the
above equations are approximately equal in magnitude to those of the second terms, but of
opposite sign as the exit face radius of curvature R, is negative in each case. If R, were
positive then the magnitudes of the x'/x'd and x'/xd focussing coefficients would be much
smaller, and consequently the value of the X5 aberration much reduced. Egerton [1980] has
shown that correction of the median plane aberrations Y, and Y requires R; and R, to be of
opposite sign, and that designs with a negative entrance curvature tend to have lower values
of first order dispersion. For this reason most second order spectrometer designs have a
positive entrance curvature and negative exit curvature. From the above it can be inferred
that, at least in part, a negative curvature on the exit poleface coupled with positive values of

o and P tends to increase the value of the X5 aberration.

3.4.4 Higher order aberrations

Sector spectrometers produce aberrations of all orders. There is some evidence to suggest
that correction of second order aberrations can increase the values of third order aberrations,
to the point that these become resolution limiting even at moderate acceptance angles [Tang
1982]. Scheinfein and Isaacson [1984] noted that third order aberrations began to dominate
the residual second order aberrations for acceptance angles > 5 mrads. Derivation of third
and higher order aberrations by the matrix method is possible [ Fujita et al 1977, Matsuda
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and Wollnik 1970], but the calculations involved are extremely lengthy and require an
accurate determination of the fringe field profiles. The paper by Tang outlined a method
whereby these fringe field profiles could be calculated using the finite element analysis
programs developed by Munro [1973] for analysing round lenses. Correction of third order
aberrations using shaped polepieces is likely to be almost impossible due to the machining
tolerances required. External multipole lenses could possibly be used, however each new
element adds further cost and complexity to a detection system. At present, it seems that
obtaining good energy resolution with high collection efficiency is best accomplished using
the combination of a second order corrected spectrometer with post specimen lenses to
compress the angular distribution of the scattered electrons before the spectrometer.

3.4.5 Conclusions from spectrometer calculations

The two spectrometers analysed are typical of second order corrected homogeneous field
magnetic sector designs. It has been shown that correction of the median plane aberrations
tends to increase the value of the vertical plane aberration coefficient X5 to ~40, causing a
considerable vertical defocus with energy loss. It is very likely that other such spectrometers
behave similarly, and that the vertical defocus is a general property for spectrometers with
median plane aberrations corrected. It is obvious that careful calculations of the type shown
in this chapter are necessary to design a parallel collection system that successfully matches

an existing spectrometer.
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CRAPTER 4

Post-spectrometer magnification: quadrupole optics

Introduction

Parallel detection in electron energy loss spectroscopy requires that the dispersion plane of
the spectrometer be magnified to overcome the resolution limiting effects of electron
scattering within the detector, and that the shape of the magnified spectrum should match the
geometry of the particular detector used. This chapter describes the properties required of
such post-spectrometer magnification systems and discusses the advantages of using
combinations of quadrupole lenses as the magnifying elements. A review of the theory of
the focussing properties of multipole lenses is given and the transfer matrix for a magnetic
quadrupole lens is developed to second order. The optical properties of single quadrupoles
and quadrupole pairs are discussed, and the relevant matrix equations are developed.

4,1 POST SPECTROMETER MAGNIFICATION

The need for post spectrometer magnification has already been discussed in chapter 1
(section 1.2.4). A successful magnification system should be able to couple the spectrometer
dispersion plane to the detector with minimum loss of signal, and ideally no loss of
resolution. The magnification should be variable over a wide range allowing collection of
whole spectra at low energy resolution, and also detailed high energy resolution images of
ionisation edges and fine structure. Furthermore, it is desirable that the magnifications in the
median and vertical planes be independent, so that the dispersion of a spectrum can be
increased without changing its width in the nondispersive direction. Thus by adjusting the
non-dispersive magnification the width of the spectrum could be made to match exactly that
of the detector at every magnification. The choice of magnifying elements is discussed

below.

4.1.1 Advantages of quadrupole lenses over round lenses
There are two types of electron lens which can be used for magnifying the dispersion plane-
round lenses or quadrupole lenses. These lenses can be either magnetic or electrostatic,

however electrostatic lenses are less practical as they must be contained within the vacuum
system, whereas magnetic lenses can be external to a vacuum flight tube. This difficulty,
allied to problems of shielding the high voltages required suggests that magnetic lenses are
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more suitable for this application. The properties of round lenses and quadrupoles compare
as follows:

uadrupoles Round Lenses
1) Low power, no cooling required. High power, must be cooled.
2) No image rotation. Image rotation unless paired.
3) Short working distance. Long working distance.
4) Psuedostigmatic focussing if paired. Stigmatic focussing only.

5) Four second order chromatic aberrations. No second order aberrations.

The first point is important from a constructional point of view - water cooling of lenses is
best avoided if possible as it involves extra expense and complexity. Image rotation is
obviously undesirable as the detector would have to be rotated into a new alignment every
time the magnification was changed. Also it is advantageous to have as short a working
distance as possible between the spectrometer exit plane and the detector, both from a
mechanical point of view and also to limit the effects of external electromagnetic fields. The
advantage of psuedostigmatic focussing is that it is possible to make the magnifications in the
dispersive and non-dispersive planes independent. This feature is impossible to achieve
using round lenses. The rotational symmetry of round lenses excludes all aberrations of
second and higher even orders. Quadrupole lenses also have no second order aperture or
geometric aberrations, but do possess four second order chromatic aberrations which must

be considered.

Magnification systems using two and three post spectrometer quadrupoles have been
constructed [Egerton and Crozier 1987, Krivanek et al. 1987] and a system using four round
lenses configured as two anti-rotation pairs has been reported [Shuman and Kruit 1985]. The
latter system has a very long flight path and suffers from electromagnetic interference, to the
extent that a feedback system designed to reduce the effects of the external a.c. fields is
necessary [Kruit and Shuman 1985]. It seems that quadrupole lens systems offer much more
flexibility and ease of construction than equivalent round lens configurations, and can form
the basis of a more efficient magnification system. The following sections outline the theory
of magnetic multipole lenses, and quadrupole lenses in particular.
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4.2 MAGNETIC MULTIPOLE LENSES - THEORY

The electron-optical properties of any multipole lens can be derived using the matrix
multiplication method described in the previous chapters. An ideal magnetic multipole lens
produces a field which is transverse to the optic axis of the lens and possesses one or more
rotational symmetry planes. In the next sections the generalised form of the magnetic field of
a multipole lens is derived and the trajectory equations for the motion of electrons in such a
field are developed. Solution of these equations gives the transfer matrix focussing
coefficients for the particular multipole field of interest. The first and second order focussing

coefficients for a pure quadrupole field are used to form the quadrupole transfer matrix. The
derivations assume sharp cutoff (SCOFF) fringe fields, and follow the method of Steffen

(1965) and Nakabushi and Matsuo (1982).

4.2.1 The magnetic field of a multmole Iens
Figure 4.1 shows an arbitrary trajectory of an electron in a generalised multipole lens. The

electron enters the lens with coordinates (x,y,) at position z=0, and exits at position z=z
with coordinates (x7,y7). The magnetic field is assumed to be transverse and unsaturated, so
that the magnetic scalar potential ¢ has no z dependence, and the only symmetry condition is
that the scalar magnetic potential be an odd function of y:

¢ (x, 'y) = - q) x, Y) (4.1)
¢ must satisfy the Laplace equation which can be written in cylindrical polar coordinates :
9], 1 0%
2 +—=— =0 4.2
V2% (1, 0) = = | *29 4.2)

This equation can be solved using the method of separation of variables [Nakabushi and
Matsuo 1982] to give using (4.1):

k
00 = - 2 'j_ r sin n® n=1234.. (4.3)

where r and 0 are the plane polar coordinates in the x-y plane. Expanding equation (4.3):
k

K K
¢ (r,0) = -k,rsind -_Zirzsinze ; —3-6r3sin39 -—4§r4sin49 e (44)

It is easy to identify the individual multipole components from equation (4.4). For example
the term containing sin26 has two maxima and two minima as 6 rotates from 0 to 27 radians
about the z axis, suggesting a four pole or quadrupole type symmetry. Similarly the sin30
term is a sextupole field and the sin46 term represents an octupole field. The constants kg,
k¢ and kg are the field strength parameters of the quadrupole, sextupole and octupole field
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components respectively, whereas the k5 term represents a dipole field (such as a sector) and

is not considered further. Equation (4.4) can be expressed in cartesian form by substituting
sinB =y/r and cos6 =x/r to give:

2 1 3 3 3
¢(X,Y)=~k4xy-k6(xy—§y ) - kg (Ky-xy ) - . (4.5)
The magnetic field components can be now obtained using B=V¢ i.e.
2 3
B, = k,y + 2kxy + kg3x"y-y) (4.6a)
2 2 3 2
By = kx + k(x-y") + kg (x- 3xy") (4.6b)
B, =20 (4.6¢)

4.2.2 The trajectory equations
The equations of motion for an electron in a multipole lens field are obtained by combining
the Lorentz equation together with equations (4.6 a-c) to give:

mx = e'zBy (4.7a)
my = -ezB, (4.7b)
mz = -e(xBy—yBx) 4.7¢)

where the dot stands for time derivative as before. In order to change the independent
variable from time to z the differentials can be rewritten as follows:

X = Xz SO X =Xz+zX
where the dash stands for derivative with respect to z. Expanding the last term gives:

.ot . v ) o 2 0n .y’
ZX =z§z-(x z) = z(X z+z1$)=zx (asz =0)

Substituting back gives the following transformations:
X = X2+7°X (4.82)
V=yz+zry' (4.8b)

The velocity of the electron is:

2 .2 .2
V= x +y+z
2 v . 2 v e 2 2
vi=Xz)+(yz)+z

V= 2y D) (4.9)
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where v is particle velocity and dz/dt is the velocity component of the electron parallel to the
optic axis. From equation (4.8a):

oo 1
X = e
-2

z

(X-X z)

Substituting in the above equation for 2 using equation (4.9), X using equation (4.7a) and Z
using equation (4.7¢) gives:
1

_ [+ 12 ' 2 E ] 1 '
X'= —(+x+y [ Br 6B yBIX | (4.102)
A similar procedure gives for the y direction:

1

"

e RN . , ,
y'= iy DB+ By BY ] (4.10b)
To consider chromatic aberrations a momentum deviation is defined as before:

p = p0(1+8) and E ———[1 S+ 8- ] 4.11)

Equation (4.10a) can be written:
" [+ 3 v 2 1 2 [
X = -I-)-[By(1+§-x +—2—y )-Bx(xy)]

Where terms of greater than third order in x', y' have been neglected. Substituting for By

and By using equations (4.6 a,b) and including chromatic terms through equation (4.11)

yields, again to third order:
X ——[ [x+—xx +—xy -yy x]+k [ X~y ]+k [ -3xy ] -k, x &+k [y26 x28]+k xﬁ]

which can be rewritten as:

Cu co0 3 21 2
xirgx = qxd+h (y%x7) - qx8-hd(yx") + qkyy 53K Xy )+ pGxy*x’)  (4.12)
where:

q = -—— = quadrupole strength
h = -—= = sextupole strength

p = -—— = octupole strength
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A similar method develops the trajectory equation for y:
y-qy = -qy 8+ 2hxy (4.13)

where only terms of first and second order have been carried. Equations (4.12) and (4.13)
are the trajectory equations describing the motion of an electron through a general multipole
lens.

4.2.3 First order solution of the trajectory equations - quadrupole field

In the case of a pure quadrupole field the sextupole and octupole terms kg and kg must be
zero and the trajectory equations (4.12, 4.13) can be written to first order in x, y and 8:

X-qx=0 (4.14)
y+qy =0 (4.15)

The solutions to these equations are:

1
X = X£08qz + X;—=sinyqz (4.16)
JE
y = ycosh sinh (4.17)

qz+yOJ_

where X, Yo, Xo'» Yo are the initial values of the coordinates and gradients of the electron at
z=0. The form of equations (4.16) and (4.17) suggests that a pure quadrupole field is
convergent in one plane and divergent in the other. For positive q as above the x plane is
convergent and the y plane is divergent. Thus, particles travelling in the x0z plane
experience a focussing action whilst particles travelling in the yOz plane are defocussed,
which implies that a single quadrupole field images a point source to a line.

Equations (4.16) and (4.17) are linear and can be expressed in matrix form exactly as in the
case of the magnetic sector equations of chapter 2. Once more motions in the two orthogonal
planes are independent to first order. The first order transfer matrices for the x and y planes
of a pure quadrupole field are givenbelow in equations (4.18) and (4.19), where the
focussing coefficients for the second row are found by differentiating the approriate first row

coefficients with respect to z.
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First order transfer matrix for quadrupole convergent plane:

cosfq z Sl qz
(4.18)

q sin cos

First order transfer matrix for quadrupole divergent plane:

1 .
cos —=sinh/q z Yo
[ ] [ ﬁ ' (4.19)

Yo
qsm qz coshyqz

4.2.4 r le len

This section describes how a quadrupole field can be generated in practice. From equations
y=k4x, By=k4y and B,=0, where kg is the field
strength gradient, which should be constant. The quadrupole field B may be derived from a

(4.6 a-c) a pure quadrupole field has B

potential:
¢ = -kgxy as B=-Vo¢ (4.20)

The equipotential lines ¢ = -kqxy = constant form a set of symmetric hyperbolae in the x-y
plane. Figure 4.2 shows four such hyperbolae which represent the contour lines of the four
magnetic poles of an ideal lens. For the polarity shown the lens is focussing in the y direction
and defocussing in the x direction. In practical terms real polepieces can only approximate to
the infinite hyperbolae required. Further modifications to the contours may be necessary to
make room for coil windings. Deviations from the ideal pole shape will introduce higher
order field components (hexapole, octupole etc.) into the field expansion, but in general the
magnitude of these higher terms is small, and Grivet [1972] has shown that hyperbolic
polepieces can be approximated by circular polepieces without introducing any significant
departures from an ideal quadrupole field.

4.2. Iculation of th rupole field gradien
The equation of a hyperbola such as depicted in figure 4.3 is:
2 2 2
X-Y = a

with respect to the X-Y coordinate system. However the principal axes of the lens x,y are
rotated at 459 to this system. The equation of the hyperbola, with respect to the x-y axes, can
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be found by noting:

X = rcos (6 -45%) Y = rsin (0 -45")

Where r and 8 are polar coordinates as shown. The sine and cosine terms can be expanded
and written in terms of coordinate axes x and y as:

1 1
X=—— Y:—— -
ﬁ(X+Y) ﬁ(y X)

substituting these expressions into the original equation gives:

1 2 2
5[(X+y)-(y-><) ] = a’
2
1 X =E_
ie. y =3

If the polefaces are assumed to be equipotential surfaces the magnetic scalar potential is:
¢ = WNI
where NI is the number of amp-turns per pole. Substituting for ¢ in equation (4.20):
HoNI = -k, xy
-2 NI
k= —2

4 2
a

(4.21)

where a is the radius of the largest circle that can be inscribed inside the polepieces.

4.2.6 Higher order solutions of the trajectory equations
Solutions of equation (4.12) are given to third order by Nakabushi and Matsuo [1982] in the

form of matrix coefficients. The same authors also present solutions of equation (4.13) to
second order. It is interesting to note that pure sextupole fields (k4=kg=0) have no non-zero
first order focussing coefficients and hence do not affect first order focussing properties. For
this reason sextupole corrector lenses are often used to correct for residual second order
aberrations of magnetic sectors. Pure octupole lenses have no first or second order
coefficients so that they can be used to correct for third order aberration effects. Field
symmetry limits quadrupole lenses to eight non-zero second order chromatic focussing
coefficients in each plane - analytical expressions for these are given in appendix 3;and the
second order transfer matrices for the convergent and divergent planes of a quadrupole lens
can be constructed in an identical manner to those given in chapter 3 for a magnetic sector.
The transfer matrix for the x plane is given below in terms of the abbreviated Taylor
coefficient notation of chapter 2. The y plane transfer matrix is identical in form simply
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requiring substitution of the appropriate focussing coefficients.

Second order quadrupole transfer matrix (x plane):

X X | X X
x x 1x X8
! ], ' %o
X X X
X, X X, x X0 Xo
] Il LI I % (4.22)
=
x,'d ' ' X, 0
o ol|X X |~
X X

Unlike the magnetic sector there are no second order cross terms in a quadrupole lens, so that
motions in the horizontal and vertical planes are independent to second order.

4.2.7 Effects of extended fringe fields

The magnetic field in any real quadrupole lens does not disappear abruptly at the end planes
of the magnet. As in the case of a magnetic sector there exist fringe field zones outside the

magnet where B, and B,, are non-zero, and the fringe field does not have a pure quadrupole

y
configuration, as k4 is not constant and also a component of B, appears. To account for this
effect it is usual to represent the lens by three transfer matrices, one for the idealised main
field (i.e. equation 4.22), and two others to represent the actions of the entrance and exit

fringe fields.

The principal effect of extended fringe fields is to shorten the focal length of the lens and
hence change the first order focussing properties. Expressions for the focussing coefficients
of the fringe field matrices have been determined [Lee-Whiting 1970, Smith 1970, Matsuda
and Wollnik 1972] however the calculations require experimental measurements of the fringe
field profiles. Smith [1972] has shown that a SCOFF type calculation, where the constant
interior field is extended a distance beyond the mechanical edges to a virtual field boundary,
(Figure 4.4) can give a good approximation to the first order focussing properties of a real
lens. An expression for the 'effective length' L of the lens is given by Grivet [1972] as:

L=L+1la (4.23)

where L' is the mechanical length and a is the radius of the quadrupole aperture.
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4.2.8 Drift matrices and the total transfer matrix

As in the case of the magnetic sector the optical properties of a quadrupole lens are obtained
from the total transfer matrices for each plane. The second order drift matrix for a length U
is determined in exactly the same manner as for the magnetic sector i.e.

X (1 U o o]l %o
X, 0 1 0 O Xo
x5 1o o 1 uf|xs (424)
xlvg- 0 0 0 1 _Xo'5

[x][%] (425
[¥][*]

(4.26)

where [Ty] and [Ty] are the x and y plane total transfer matrices. [X] and [Y] are the transfer
matrices corresponding to equation (4.22). [Qy] is the second order x plane drift matrix for
an image distance Q, and [P,] is the associated drift matrix for an object distance Py. [Qy]
and [Py] are the corresponding drift matrices in the y plane. As mentioned before single
quadrupole lenses are incapable of stigmatic focussing, and as such are of limited practical
use for the magnification of an EELS spectrum. Obtaining any form of stigmatism requires

the use of a second lens.

4.3 QUADRUPOLE PAIRS

Starting from a real object, a single quadrupole gives a real image point in its convergent
plane and a virtual image in its divergent plane. Producing a real image in both planes
requires a pair of quadrupoles, Q1,Q rotated at 900 to each other as shown in figure 4.5.
Thus the focussing plane of the second quadrupole is aligned with the defocussing plane of
the first and the overall effect can be to produce focussing in both planes. Quadrupole pairs
are basic focussing elements in particle transport systems, and the next sections describe

some of their optical properties.
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4.3.1 Transfer matrices of quadrupole pairs

From figure 4.5 the distance between the effective ends of the quadrupoles is d. L{and L,
are the effective lengths of the quadrupoles and the respective excitations 81 and 6, are:

-ek 2
4 en,(NI)," L
e = L. = 1L = _.0__._1_ _l 4_27
1 =4J4 L p, Py 2y (4.27)
-ek 2
4 el (NI), L
0 = / L. = B _h 2 2 4.28
2 4 Ly Py 2 Py 2 (4.28)

where subscript 1 refers to the first quadrupole and 2 refers to the second. It is interesting to
note that the quadrupole strength is directly proportional to the quantity L/a. Figure 4.5
shows typical trajectories in each plane. In general, the image position in the
convergent-divergent (CD) plane is different from that in the divergent-convergent (DC)
plane, but by varying 67 and 8, it is possible to produce a psuedo-stigmatic image (V=W)
for any given object distance U. The choice of 61 and 6, is fixed by the required object and
image positions. The magnifications are then completely determined and are unequal, in
general the magnification is greatest in the CD plane.

The equations for the combined transfer matrices of a quadrupole pair such as shown in
figure 4.5 can be written :

[Ycp] = [x2][d][Y1] (4.29)
[xoc] = [¥2][d][x1] (4.30)

The notation can be explained as follows:

Both quadrupoles are assumed to be convergent in their y-planes and divergent in their
x-planes. The x-y coordinate axes of Q, are rotated at 90° to those of Q; so that a particle
leaving Q in its convergent y-plane enters Q5 in its divergent x-plane. Thus [X2] is the
transfer matrix for the divergent plane of quadrupole 2, [Y1] is the convergent transfer matrix
of quadrupole 1. Similarly [X1] is the divergent transfer matrix for Qy and [Y2] is the
convergent transfer matrix for Qy. The transfer matrix for the drift space between the lenses
is [d]. [YCD] is the combined transfer matrix for the CD direction, [XDC] is the
corresponding combined transfer matrix for the DC direction. The total transfer matrices for
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the two directions are given by:

[rveo] = [V][¥eo][v] @3

[txDc] = [W][xpc][v] (4.32)

where [UL[V],[W] are the transfer matrices for the appropriate drift spaces of the object and
image planes.

The total transfer matrices are the products of five individual transfer matrices, so the
expressions for each coefficient are extremely lengthy and are not listed here, but are quite
straightforward to derive. The conditions for a pseudo-stigmatic image (V=W) can easily be
obtained from equations (4.31) and (4.32) in a manner similar to that used in section 3.2.2
for a magnetic sector. Again the equations are very lengthy and are not listed here.

4.3.2 uadrupole pair_calculations

A Fortran computer program, QPAIRT was written to calculate the first order optical
properties of quadrupole pairs. The program requires as data the effective lengths Lj,L, of
each lens and the distance d between them, along with data describing the range of
excitations 01 and 6, to be considered. The desired ratio of the image distances W/V
should also be supplied. For pseudo-stigmatic imaging W/V=1, however other values can
be useful (see chapter 5). The program calculates the the combined transfer matrices
(equations 4.29,4.30) for each value of 81 and 6, , and then solves the appropriate
equations to find the object and image distances that correspond to the required conditions.
For example, if psuedo-stigmatic imaging is required the program calculates, for each 81, 8,
pair, the unique value of object distance U such that the image distance is equal in both
planes i.e. W=V. Also calculated are the associated magnifications in each plane.

The results of a calculation for the case where L{=L, =L and d=L/2 are shown in figures 4.6
a,b and c. The imaging condition imposed is that W=V i.e. pseudo-stigmatic imaging, and
81 and 8, are constrained to vary between 1.0 and 1.7. Figure 4.6a shows the universal
curves for this quadrupole pair, where the object and image distances have been normalised
by dividing by L. The vertical curves are for 81 constant whilst the horizontal curves are for
6, constant. The graph can be used to predict the values of 61 and 6y which will produce a
pseudo-stigmatic focus for a given object and image distance. The example shown is the

* Listing in Appendix 4 ’
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case where U/L=1 and V/L=2. The intersection of the two lines U/L=1 and V/L=2 occurs at
81 ~1.18, 6 ~1.05. Figure 4.6b shows the corresponding magnification curves for the CD
plane as a function of 8, for 6, constant. The associated magnification in the DC plane is
shown in figure 4.6¢c. As can be seen, the magnification curves in both planes are negative
so that the doublet produces an inverted image. In figure 4.6¢ the DC magnification is always
less than unity which means that the quadrupole pair is actually demagnifying in this plane,
over the given range of 61 and 6,. From figures 4.6b and ¢ the magnifications associated
with the pseudostigmatic focus above are: Mep=-5.70, Mp=-0.38.

The choice of object and image planes completely determines the values of 81 and 65 and
therefore the magnifications in each plane. It is however, possible to change the optical
properties by varying the distance d between the lenses - the effect of increasing the distance
d from zero is, for fixed values of 6 and 6, , to decrease the object and image distances and
to decrease the magnifications in each plane. In practical terms d can never be made to be
zero, as there must be a finite transition region where the field gradient is reversing. Also it
is likely that the physical gap between the lenses is determined by the dimensions of the coil
windings.

4.3.3 Towards a magnification system

It is clear that obtaining variable magnification with fixed object and image planes requires
another degree of freedom i.e. another quadrupole lens. The properties of quadrupole triplets
are well known from high energy physics where they are used extensively in beam transport
systems. With a triplet it is possible to vary the magnification in both directions over a wide
range while maintaining the same conjugate planes. It is even possible to arrange that the
imaging is truly stigmatic (magnifications equal in both planes) as in a round lens.
Unfortunately it is not possible to hold the magnification in one plane constant while varying
the other as is required in EELS. In order to make the magnifications in each plane
independent another lens is needed. The properties of quadrupole triplets and the design of a
suitable quadruplet magnification system are discussed in the next chapter.
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CHAPTER 5

A Post-Spectrometer Quadrupole Magnification System

introduction

This chapter describes the design of a four lens quadrupole system suitable for use in
post-spectrometer magnification in EELS. The configuration is basically an astigmatic
quadrupole pair running at fixed excitation, with two external 'thin' quadrupole lenses - one
to vary the magnification in the dispersion direction and the other to refocus the spectrum at
the specified image plane. A real object configuration is used in preference to a virtual
object, both for ease of alignment and elimination of stray electron scattering. A further
advantage of this mode is that the spectrum can be recorded in a serial manner if required.
The theoretical magrification range is from ~-5x to ~-97x at 100 keV, assuming a maximum
lens excitation of 200 amp-turns per pole. Chromatic aberrations of second order in the
quadrupoles are calculated (in a SCOFF approximation) within the given magnification
range, and their effect on the energy resolution is discussed. Methods of reducing stray
electron scattering within the flight tube are considered, and to this effect the optimum
placement of slits and spray apertures in the optical system is investigated. The effects of
external a.c. magnetic fields are an important consideration in any electron imaging system,
especially as the flight path increases in length. Systems using a real object configuration are
especially sensitive in this respect, as the flight path is extended beyond the spectrometer
dispersion plane - in this case by 22.5 cm. Calculations of the reduction in resolution caused
by the presence of an a.c. magnetic field of 1milligauss were carried out for a range of
magnifications (using a thin lens model), and the results are reported. The following
sections and illustrations explain the various procedures involved in the design process and

outline the operating modes of the system.

5.1 SYSTEM CONSIDERATIONS

The principal requirement of any post-spectrometer magnification system is to provide
suitable magnification of the dispersion plane, in order to overcome the effects of electron
scatter in the detection system, and thus produce the desired energy resolution. The
geometry of the magnified spectrum should match, as closely as possible, that of the detector
used, to avoid loss of signal and make for ease of alignment. From this it is obvious that the
detector geometry and magnification system are closely linked, each influencing the other.
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The proposed detection element for the parallel EELS system is a linear photodiode array
described in chapter 6. The array consists of 512 individual elements 25um wide and
2.5mm long, making the total active detector area 12.8mm by 2.5mm. These figures
therefore mark the maximum useful dimensions of the image produced by the magnification
system. It is assumed that the object for the magnification system is the spectrum produced
by the Scheinfein and Isaacson spectrometer discussed previously, since this spectrometer is
one of those which are commercially available and can be interfaced to the HBS.

5.1.1 Discussion of a suitable optical configuration
As mentioned in the previous chapter, maintaining fixed object and image planes with

independent magnifications in the dispersive and non-dispersive directions requires the use
of four quadrupole lenses. The requirement that the post spectrometer flight path be kept as
short as possible suggests the use of a virtual object. This approach was followed by
Krivanek et al [1987] who used one pre and three post-spectrometer quadrupoles in their
system. The quadrupole before the magnet performs two functions; firstly it compensates
for a varying object position and secondly it produces a pair of line foci one on either side of
the midplane of the first post-spectrometer quadrupole. In addition to coupling the pre and
post-spectrometer optics, this system must also affect the aberration correction of the
spectrometer, since exciting the pre-spectrometer quadrupole causes the object point for the
analyser to become astigmatic.

A simpler approach by Egerton and Crozier [1987] consisted of two post-spectrometer
quadrupoles in a virtual object configuration. The magnification and focus of the spectrum
are varied by altering the lens excitations and also by physically changing the relative
positions of each lens. This system is not capable of independent control of the dispersive
and non-dispersive magnifications, thus the width of the spectrum at the detector is a

function of the magnification selected.

There are two disadvantages to working with a virtual object - the first is the alignment
problem. In the case of the above designs no readily detectable real image from the
spectrometer is available even when the magnification system is off, and so the sector
alignment and aberration correction cannot be done independently of the alignment of the
magnification system. The second difficulty is that of multiple backscattering of electrons
which strike the walls of the flight tube. Some of these reach the detector, forming an
instrumental background signal which can degrade the recorded spectra. Elimination of this
stray scattering is usually accomplished with combinations of slits and spray apertures,
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Figure S.1 Quadrupole Post-Spectrometer Magnification System
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however the virtual object mode means that, especially in the dispersion direction, there are
no obvious positions to place the apertures without obstructing some signal electrons. For
these reasons, the system described in the following sections uses a real object, and is
correspondingly longer than an equivalent virtual object design. All the results presented
refer to the focussing of 100keV electrons.

Figure 5.1 shows the entire four lens system operating in low magnification mode with a
dispersion plane gain of ~-10x. The position of the various spray apertures and slits
discussed in section 5.2.2 is indicated. Some ray bunches have been traced through the
system to illustrate the imaging operation in the dispersive and non-dispersive planes. (For
the purpose of clarity, these rays are more divergent and further off axis than would normally
be expected, and the lack of apparent focus is due to a plotting artefact). For simplicity the
lens combination is designed to operate with the central quadrupoles , Q1 and Q,, running at
fixed excitation. Changing the excitation of Qg alters the magnification in the dispersion
plane, whilst Qg is used to refocus the spectrum at the image plane - essentially a two control
system. The optical properties in the non-dispersive plane are largely independent of Qg and
Q3, because of the particular optical configuration chosen.

5.1.2 The quadrupole pair - Q{_and Qs
The operation of the central quadrupole pair in isolation is shown in figure 5.2. The lens

orientation is convergent-divergent (CD) in the dispersion plane and divergent-convergent
(DC) in the non-dispersive plane, and the bores of all the lenses to be described are 2cm,
allowing for a flight tube to match the 2cm gap of the Scheinfein and Isaacson spectrometer.
The gap between lenses Qg and Q is 25mm, and the effective length L of each lens is
50mm, giving an L/a ratio of 5. Qq and Q, are operated in an astigmatic imaging condition
at fixed excitation, where the ratio of the non-dispersive focal distance W to the dispersion
direction focal distance V has been chosen to be 1:2 (fig.5.2). The Fortran programme
QPAIR, described previously, was used to produce the universal curves of figure 5.3a.
Choosing the object and image distances to be U=0.25 and V=1 (W=0.5) respectively,
where U, V and W have been normalised to L, gives from figure 5.3a excitation values 6
and 6, of 1.651 and 1.486. Using equations (4.27) and (4.28) these values correspond to
44.5 and 36 amp-turns per pole respectively. The resultant magnifications are obtained from
figures 5.3b and 5.3c as -11.05x in the CD (dispersive) and -0.18x in the DC

(non-dispersive)planes.

81



_aﬂm Plane

—W—>

(all dimensions mm)

>

—_—

The Quadrupole Pair
50
Universal Curves For Figure 5.2

A oouoysiq sbowT paisjousion

Mw v
y

&
2

/
=125+

Y4

aue{d yalgp =

Figure 5.2
Figure 5 38

Normalised Object Distancs U
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5.1.3 Varying the magnification - Q3

As mentioned in the previous chapter, the quadrupole pair excitations 6 and 6, are
completely determined by the chosen object and image planes. In order to provide variable
magnification a third quadrupole lens is necessary. This lens, Q3 is positioned so that the
non-dispersive focus occurs at its centre (fig 5.4). Thus, if Q3 is considered a 'thin’ lens, it

will have no effect on the position and magnification of the non-dispersive focus.

The design of Q3 requires some compromise, due to the different tasks required of it in each
plane. In order to provide high magnification in the dispersion plane the lens excitation
should be strong, however the length L3 cannot be made large as the lens would behave as a
thick lens, causing the non-dispersive focus position to vary. Simply using a large number
of amp-turns per pole is not the ideal solution as the excitation 8 o Y(NI), and heating
effects will limit the maximum value of NI. Accordingly, as the bore is 20mm the effective
length L3 was chosen to be 25mm, i.e. L/2.

A Fortran program QTRIP4, was written to calculate the optical properties of systems
containing up to four quadrupoles. It is essentially an extended version of QPAIR and uses
the same matrix calculations. Figures 5.5 a,b show the optical properties of the quadrupole
triplet configuration described above, as a function of the third lens excitation 63, for 6 and
07 constant. In this case the action of Qg is diverging in the dispersion (CDD) plane and
converging in the non-dispersion (DCC) plane. The object position is referenced to the
entrance face of Qq while the image positions are referenced to the exit face of Q;. As
expected, for 83=0 the optical properties are identical to those of Qg and Qp alone.
Increasing 03 causes the dispersive focus and magnification to increase, whilst the
corresponding quantities in the non-dispersive plane remain relatively constant. This
configuration is called the high magnification mode. Reversing the polarity of Q3 causes the
opposite effect, as shown in figures 5.6 a, b. Now an increase in 83 causes the dispersion
plane focus position and magnification to decrease, so that this configuration is known as the

low magnification mode. Again the non-dispersive properties remain largely constant.

5.1.4 Refocussing the spectrum - Qy

In order to position the dispersion plane focus at the required image plane a fourth lens is

necessary. If this lens, Q) is positioned so that the spectrometer dispersion plane is located at
its centre, then relatively coarse changes in the lens excitation will effect only small changes
in the effective object position as seen by the following lens Q1, producing a fine focussing
action. Again the construction of this lens requires a compromise between short length and
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Fiqure 5.4 Quadrupole Triplet Showing Position Of 03 Relstive To Q. And QZ
Q ‘ Q. Qs

Y
//’—_‘T\ﬁ

\__J,,—-——i/ v

Dispersive Focus

I S

X 4 / \\ L
\ /‘ ..

Non-dispersive Focus

.

Figure 5.58 Imaging Properties Of Figure 5.4 (High Mag Mode)

B3 o — non-dispersive

—— dispersive

T 1 T
%2 2s 19 15 2P 25 ap as
Normalieed Object and Image Postions

Figure 5.5b Magnification Properties Of Figure 5.4 (High Mag Mode)

B

A X 2.8 3
non-dispersive —
2.8
a7
a8

2.5

dispersive
24
2.3
a2

a COD MA a1
o OCC_MA _
i I 13 L T 1 I 2.0
—4p

-5 -30 -25 -29 -15 -19 ] "o
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maximum excitation. The effective length is chosen to be 15mm (i.e. 0.3L) and the lens is
positioned as shown in figure 5.1.

Figures 5.7a,b are the optical properties as calculated by QTRIP4 for the high magnification
mode, given the above configuration. Again 8¢ and 0, are held constant and the optical
properties are plotted as a function of 83, for constant values of 8. In this case Qq is
converging in the dispersion direction giving a CCDD arrangement, and diverging in the
non-dispersion direction to give the complementary DDCC configuration in this plane. As
can be seen, increasing 6y for constant 63 tends to reduce the dispersive focus and lowers
the dispersive magnification. The corresponding effects on the non-dispersive plane focus
and magnification are negligible, because of the demagnifying nature of this plane.

Figures 5.8 a,b show the associated results for the low magnification mode. In this
configuration the polarities of Qg and Qg are reversed, so that the dispersion plane
configuration is DCDC, and the non-dispersion plane configuration is therefore CDCD.
Now increasing 6 for 83 constant results in an increase in the dispersion plane focal
position. The effect on the magnification in this plane is more complex;- for 83 < 0.7 the
magnification increases, whereas for 63 > 0.7 the magnification decreases with increasing
8. At the crossover point it is interesting to see that the magnification is independent of 6,
however the image position is not. It is obvious from figures 5.7 and 5.8 that the excitations
of Qq and Q3 can be chosen so as to provide a variable magnification in the dispersion plane,
at fixed object and image positions. This is discussed in the next section.

5.1.5 Final image plane and optical performance

The location of the final image plane is determined by the desire to keep the optical system as
compact as possible, and yet provide large values of magnification in the dispersion plane,
without recourse to unrealistically large excitations of Q3. The chosen image position is
87.5mm (1.75L) after the exit of Qp, which corresponds to a distance of 50mm (L) after the
exit of Q3. This gives a complete optical system length of 232.5mm (not including the drift
space between the spectrometer exit and the dispersion plane), however since the object is at
the centre of Qg the optical flight path is actually 225mm. A further Fortran program,
QQUAD was written to calculate the correct focussing excitation 6y, for each value of 83,

which focusses the magnified dispersion plane at this image position.

The solution for the high magnification (CCDD) configuration is shown in figure 5.9a, along
with the associated magnifications in each plane (fig.5.9b). As can be seen from figure 5.7,
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Figure .82 |MAGING PROPERTIES OF QUADRUPLET (LOW MAG)
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Figure 5.9a Focussing Excitations Of Quadruplet ( High Mag)
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Figure 5.108 Focussing Excitations Of Quadruplet ( Low Meg)
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the smallest value of 93 for which a solution exists is 63 ~0.75, which corresponds to an
excitation of ~37 amp-turns per pole and gives a dispersion plane magnification of ~-27x.
The highest attainable magnification is determined by the maximum excitation of Q3.

Assuming that the maximum value of NI is of the order of 200 amp-turns per pole [ Hawkes
1970] then 63 1.« ~ 1.7, giving a magnification of ~-97x at 0 = 0.44. The magnification
in the non-dispersive plane remains constant at around -0.2x.

The solution for the low magnification (CDCD) configuration is shown in figures 5.10 a,b.
The behaviour of the system is now slightly more complex, and the maximum magnification
in this mode is -16x, occurring at 93 =0, 60 = 0.41. The minimum obtainable magnification
is determined by the maximum excitation of Q - if 6) were unlimited the minimum
magnification would be ~-3x. However, assuming NI, = 200 amp-turns per pole, 9o
max = 1.05 giving 63 = 0.8 (42 amp-turns per pole) and a practical minimum magnification
of ~ -5.2x. The magnification in the non-dispersive plane is invariant at -0.17x up to this
point, and then slowly increases.

Combining the two optical modes above gives a magnification range of ~-5x to ~-97x. The
dispersion of the Scheinfein and Isaacson spectrometer is 1.8um/eV, so that the range of the
magnified dispersion is ~ 9um/eV up to ~ 175um/eV, which is wide enough to cover most
practical requirements.

5.2 RAY TRACING AND REDUCTION OF ELECTRON SCATTERING

It is most important, in any magnification system, to eliminate electrons which have been
randomly scattered in the flight tube and which, if detected, would contribute to an
instrumental background signal. The most efficient way to do this is by constructing a
suitable series of spray apertures, fixed slits, and movable slits along the optical path. In
order to optimise the position and apertures of these elements a Fortran program, QTRACE,
was written to trace selected trajectories through the system. Trajectories of most interest are
those of the extreme rays which can be imaged at each magnification by the 12.8 mm
detector. The divergence of each ray bunch is calculated from the spectrum produced by the
Scheinfein and Isaacson spectrometer, assuming an entrance angle 3 of Smrads.

Output from QTRACE is displayed in graphical form in figures 5.11 to 5.16. The six
figures cover the entire range of magnifications, and are useful in determining the most
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efficient positions for the placement of slits and apertures. In all cases the maximum
excursion of any trajectory from the optic axis does not exceed 9mm in the dispersion
direction, and Smm in the non-dispersive direction. It is also obvious from the figures that
the width of the defocussed image in the non-dispersive plane is virtually independent of the
dispersion plane magnification, being determined solely by the angular divergence of the
electrons at the object plane. This angular distribution in turn is directly proportional to the
entrance angle B, so that the width of the magnified spectrum in the non-dispersive direction
can be controlled by varying the spectrometer collection angle. At the very lowest
magnification the source size does contribute a small amount to the broadening of the
defocus.

The position of the non-dispersive focus remains relatively close to the centre of lens Q3,
except at the higher magnifications when 83 becomes very strong. At this point the focus
position is pulled towards the entrance face, however the defocus at the final image plane
does not increase because the rest of the lens acts to compress the angular distribution of the
electrons. For example, at a magnification of -51x the focus position is shifted ~4mm away
from the centre of the lens. The entire shift over the whole magnification range is
approximately 10mm.

5.2.1 Energy selecting_slits.

Proper design of entrance slits is very important in order to reduce stray scattering effects.

The purpose of these slits is to block out all the electrons with energy differences greater than
the maximum range which can be detected at each magnification, and the optimium location
is at the spectrometer dispersion plane, conjugate with the final image plane i.e. at the centre
of Qq. At the lowest magnification of -5.19x, the maximum object size which can be imaged
onto the detector is 2.46 mm, corresponding to an energy range of 1369eV (for the
Scheinfein and Isaacson spectrometer). Thus, to prevent electrons outside this range
entering the magnification system the slits should be closed down to a gap of 2.46mm. At
the highest magnification of -97x the slits should be closed down to 0.13mm, corresponding
to an energy range of 73eV. If it is desired that the system be also capable of serial detection,
then the entrance slits should close down to < 1um.

In the non-dispersive plane a pair of fixed slits can be located anywhere inside the bore of
Q(), preferably after the energy selecting slits. The purpose of these fixed slits is to stop any
electrons which have been scattered inside the spectrometer and managed to pass through the
energy selecting slits. If the magnification system were perfectly aligned then these slits
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could easily be made less than 1mm wide. However, this narrow gap could make initial

setting up very difficult, so that a compromise gap of 2.5mm may be more convenient.

5.2.2 Spray apertures and fixed slits

After the energy selecting slits there is scope for the placement of a circular spray aperture of
radius 3mm in the gap between Qp and Q. This aperture would help to stop any high angle
electrons scattered off the edges of the energy selecting slits from progressing any further,
especially at lower magnifications. There is a beam crossover point in the dispersive plane
which is located after the exit of Qq and before the exit of Q,, the exact position depending
upon the magnification. A pair of fixed slits ~3mm wide placed at the entrance of Q, would
pass all the signal trajectories and act as a further impediment to the progress of randomly
scattered electrons. There are no further positions for the placement of slits or apertures in the
dispersion plane.

The most obvious place for a pair of fixed slits in the non-dispersive plane is at the focus
point at the centre of Q3, unfortunately the slits cannot be made too narrow because of the
slight movement of this focal point with change in magnification. However, a gap of 2mm
should be narrow enough to help to eliminate any spurious electron trajectories at this point,
without obstructing the signal path at even the most extreme magnifications. Figures 5.1 and
5.11 include schematic representations of the above mentioned apertures and slits. In the
latter case the figure refers to the lowest attainable magnification, where the electrons are
most displaced from the optic axis, and it can be seen that there is no obstruction to even the

most extreme trajectories.

5.3 CHROMATIC ABERRATIONS AND IMAGING PROPRERTIES

As described in chapter 4 quadrupole field symmetry excludes all second order aberrations
except second order chromatic aberrations. There are eight second order focussing
coefficients to be considered, four in each plane (the convergent and divergent planes are still
independent to second order). In order to obtain values for these coefficients a Fortran
program, QMATRIX was written to carry out the required second order matrix calculations
using the SCOFF approximation. The results are discussed in the following sections.
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5.3.1 Calculation of chromatic aberration coefficients

Figure 5.17 is an example of the output of program QMATRIX given lens excitations
corresponding to a magnification of -27.7x. Table 5.1 contains the results for other
magnifications covering the available range. The second row aberrations y'/y 8, y'ly'd,
x'/x8, x'/x'd are not listed, as they do not affect the final image resolution. However, the

corresponding focussing coefficients must, of course, be carried in the matrix calculation.

The expressions for the transformation through the whole system from an object position
(yO,xo), to the associated image position (y1.xy) are:

¥, §<y0)+—yy—.<y0'>+é(y06)+—;—5<y0'5) (5.1)

X X , X X :
K= 3 00 (xg) + — (igd) 2 (368 (52)

where the coefficients are obtained from the total transfer matrices for each plane (see
fig.5.17). The values of the chromatic aberration terms are complex functions of the
magnification and it is interesting to note from table 5.1 that the terms in the dispersion (y)
direction are always positive, while those in the non-dispersion (x) direction tend to vary in
sign. In practice only the terms in the dispersion plane are of importance.

Figure 5.18a shows a schematic spectrum from the Scheinfein and Isaacson spectrometer
covering an energy range of 700 eV, at an accelerating voltage of 100 keV. The spectrometer
acceptance angle P is 5 mrads, and it is assumed that the magnet excitation has been adjusted
so that the central ray corresponds to an electron energy of 99.65 keV. Figure 5.18b shows
an image of the spectrum magnified by -10.36x, produced by a Fortran program QPLOT,
which calculates the position of each electron entering the magnification system as it crosses
the final image plane. As can be seen the final image is magnified, inverted, and defocussed

to a constant width in the non-dispersive direction.

The effect of the y/y & term can be deduced using figure 5.18a and equation 5.1. For
electrons with an energy greater than that of the central ray both y,and & are positive, so
that as y/y 8 is always positive, the net effect of this aberration is to cause a positive y shift
at the image plane. For electrons with less energy than the central ray & and y, are both
negative, so the aberration causes a y shift in the same sense at the image plane. The overall
result is that a non-linearity in dispersion is introduced to the final image, as indicated in
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figure 5.18b. Obviously this effect is greatest for large values of 8 , and therefore most
obvious at lower magnifications where the energy range accepted is at a maximum. For
example, at the lowest magnification of ~-5.2x the energy range of interest is ~1369 eV,
corresponding to a maximum axial displacement Yo of 1.232mm. From table 5.1 the value
of y/y 8 at this magnification is 16.54, so that the image shift at the extremes of the
spectrum is:

Ay (shift) = 2 (ygnax) (Snax)
yo
Ay, (shift) = 16.54 (1.232x10"°m ) (684.5 €V/200000¢V)

Ay__ (shift) = 69.7um

Compared with a detector channel width of 25um. The magnified dispersion is 9.3um/eV,
so that this shift corresponds to a displacement of ~7.5 eV, or equivalently a non-linearity in
dispersion of ~1%. This is, of course, an extreme case; at a magnification of -50x the
corresponding non-linearity is reduced to 0.001% which is negligible.

The effect of the aberration y/y'd is to cause a blurring of the magnified spectrum with
energy loss i.e. it is analogous to the dispersion plane tilt aberration Y3 of a sector
spectrometer. If the assumption is made that the angular distribution of electrons entering the
magnification system is approximately independent of energy loss, then this aberration will
have the greatest effect at low magnifications where & is largest. Using the data in table 5.1
for a magnification of -5.19x and assuming a spectrometer collection angle of 5 mrads, the
magnitude of the defocus is:

Ay (blur) = == (ypmax) (Snax)
yo

Ay__ . (blur) = 0.1633m (0.012) (684.5 eV /200000eV)

Aymax(blur) = 6.7um

[The maximum angular divergence for the extreme electrons is ~12 mrads calculated using
equation 3.7b]. As before the magnified dispersion is 9.3um/eV, so that this corresponds to
a maximum defocus of ~0.72eV. The magnitude of the maximum defocus is relatively
independent of the magnification, remaining around 6jm, so that the effect is negligible at

higher magnifications.
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Fiqure 5.17

QUADRUPOLE QUADRUPLET HIGH MAG MODE MAGNIFICATION = —27.67x

LENGTH OF FIRST LENS = 15.00 mm.
First quadrupole strength = 0.09001
LENGTH OF SECOND LENS = 50.00 mm.
Second quadrupole strength = 1.65100
LENGTH OF THIRD LENS = 50.99 mm.
Third quadrupole strength = 1.48600
LENGTH OF FOURTH LENS = 25.00 mm.
Fourth quadrupoie strength = Q.75000
OBJECT POSITION = ~7.50 mm.

NORMALISED IMAGE POSITION = 1.00

LENS 1-2 SEPARATION = 5.21 mm.

LENS 2-3 SEPARATION = 25.09 mm.

LENS 3—-4 SEPARATION = 12.50 mm.

QUADRUPOLE @ CONVERGENT TRANSFER MATRIX

y/y y/y' y/yd y/y'd
| 0.9960 0.0150 0.0040  0.0000
| -0.5394  ©0.9960  ©.5387  0.0040
i ©.0000 ©0.0000 ©.9960  ©.0150
| ©.0000  ©0.0000 -—0.5394  0.9960

QUADRUPOLE © DIVERGENT TRANSFER MATRIX

x/x x/x’ x/xd x/x’d
1.0041 0.0150 -0.0041 0.0000
0.5408 1.0041 -0.5416 —0.0041
0.0000 0.0000 1.0041 0.0150
0.0000 0.0000 0.5408 1.0041

QUADRUPOLE 1 CONVERGENT TRANSFER MATRIX

y/y y/y’ y/yd y/y'd
—-0.0801 0.0302 0.8228  0.0171

|

| =-32.9139 -0.0801 14.2731 0.8228
| 0.0000 0.0000 -0.0801 0.0302
| 0.0000 0.0000 -32.9139 -—0.0801

QUADRUPOLE 1 DIVERGENT TRANSFER MATRIX

x/x x/x’ x/xd x/x'd
| 2.7020 9.0760 —2.0721 —0.0295
| 82.8857 2.7020 -115.0946 —2.0721
| 0.0000 0.0000 2.7020 0.0769
| 0.0000 0.0000 82.8857 2.7020

QUADRUPOLE 2 CONVERGENT TRANSFER MATRIX

y/y y/y' y/yd y/y'd
| 0.0847 2.0335 0.7403 0.0146
| -29.6132 0.0847 16.6768 0.7403
| 0.0000 0.0000 0.0847 2.8335
| 0.0000 0.0000 -29.6132 0.0847



Figure .17

QUADRUPOLE 2 DIVERGENT TRANSFER MATRIX

x/x x/x’ x/xd x/x'd
| 2.3228 0.0705 —-1.5577 -0.0228
| 62.3096 2.3228 -82.4474 -1.5577
| 0.0000 0.0000 2.3228 0.0705
| 9.0000 9.0000 62.3096 2.3228

QUADRUPOLE 3 CONVERGENT TRANSFER MATRIX

y/y y/y’ y/yd y/y'd
| 0.7317  ©.0227  0.2556  ©.0022
| -20.4492  ©.7317 18.4561  0.2556
| 0.0000 ©.0000 ©.7317  ©.0227
[ 0.0000  ©.0000 -20.4492  0.7317

QUADRUPOLE 3 DIVERGENT TRANSFER MATRIX

x/x x/x’ x/xd x/x*d
] 1.2947 0.0274 -0.3084 -0.0025
| 24.6695 1.2947 -26.8999 —-0.3084
| 0.0000 0.0000 1.2947 0.0274
| 0.0000 0.0000 24,6695 1.2947

ELEMENTS OF THE TOTAL C—C-D-D TRANSFER MATRIX

y/y y/y’ y/yd y/y'd
-27.6717  ©0.0000 55.7042  1.0626

I

| =321.7547 -@.8361 715.9514 12.2829
| 0.92000 0.0000 -27.6717 0.0000
| 0.90000 0.0000 —-321.7547 —0.0361

ELEMENTS OF THE TOTAL D-D—C-C TRANSFER MATRIX

x/% x/x’ x/xd x/x'd
] -8.6307 -9.3602 15.6004 0.5395
| -132.1037 -5.6294 120.7825 3.1234
| 0.0000 ©0.0000 -8.6307 -—0.3602
| 0.0000 0.0000 -132.1037 -5.6294

OBJECT POSITION = —7.50000 mm.
CONV-CONV-DIV-DIY MAG = -27.671786 AT IMAGE POSITION =  50.23531 mm.

DIV-CONV-DIV-CONV MAG = —-@.17764 AT IMAGE POSITION = -13.75264 mm.



Figure 5.18a

700eV Spectrum From Scheinfein + Isaacson Spectrometer
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It should be pointed out that the values for the above aberration coefficients were calculated
using the SCOFF approximation described in chapter 4. In practice real lenses have
extended fringe fields, which tend to increase the magnitude of the aberrations. However,
the previous calculations should be reliable enough to give a reasonable estimate of the
chromatic aberrations in a real system.

8.4 EFFECTS OF A.C MAGNETIC FIELDS

Time varying magnetic fields are present in every experimental environment to a greater or
lesser degree. It is possible to partially shield sensitive apparatus from these fields by
enclosing the equipment in a material with a high magnetic permeability, for example
'mu-metal’. However, it is virtually impossible to suppress all the field, and very likely a
small a.c. component < 1 milligauss will remain in the system. These fields vary at mains
and mains transformer frequencies i.e. 50-150 Hz, so that each electron traversing the optical
system experiences essentially a static field. The effects of these stray fields are discussed in
the following sections.

5.4.1 A.C. Field superimposed on a thin electron lens.
Figure 5.19 shows a schematic electron lens with an a.c. magnetic field B perpendicular to

the plane of the paper. Consider an electron leaving the object point O and initially traveling
along the optic axis. The effect of the stray field is to bend the trajectory away from the axis
in the arc of a circle, in a positive or negative direction depending upon the direction of B.
The radius Ry of this circle is just the cyclotron radius:
mv,
R = —= .
S B (5.3)

where the approximation that v~v, has been made. For a stray field of 1 milligauss
RS~104m. The electron cuts the plane z = 0 at point y = Ay at an angle yg. The equation of

the circular arc OP is:

(y-RY)’+ (z+U)' = R/
Setting z=0 gives the intersection point P:

2. 2 52
(Ay-RY*+ U" = R

- Ay’-2R Ay + U= 0
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Figure 5.19 Thin Electron Lens With Stray Field
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Solving this quadratic equation and choosing the smaller solution gives:

Ay =R (1- [1-UY/RY)

and as R¢ >> U the solution can be written:
Ay ~ U*/ 2R (5.4)
Now referring to figure 5.19 the expression for the angle of deflection W can be found:
an (Y/2) = x/h  where x == | U Ay ~ ~U
%72 = "7 Y73
andh~RS so that :
tan (\%/2) ~U/ 2RS ie. v~ U/RS (5.5)

where Y is assumed to be small. The effect of this displacement Ay and deflection Y can
be referred back to the object plane to produce an effective object yo* where:

Yo = (U-L)tany, = U (tany, - Ay)
= U(U/R;- U/2R)

= U2/2RS

i.e. the effective object size y,* is equal to the displacement Ay. After the lens this effective
object is magnified at the image plane, and there is also a contribution Ay; from the curvature
in image space. The size of the final image is thus:

y; = My, + Ayi

The displacement Ay; in image space is found in exactly the same way as for the object

space, so that the final image is just:

2
yf%[n M ] (5.6)

Of course the magnetic field acts in both senses so that the final image size is twice this

quantity.

5.4.2 Thin lens approximation for a quadrupole

The simplest way to estimate the effects of a small a.c. magnetic field on the whole system is
to replace the quadrupole lenses by their equivalent thin lenses. Any quadrupole transfer
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matrix can be replaced by an appropriate thin lens matrix with two drift matrices on either
side; e.g. for the convergent plane:

cos®  (1/fq)sine| [1 s ]l 1 oll1 s
-,/Esine cos 6 lo 1 -1/f, 1]]0 1

. 1- cos®
1/£,= Jq sin® S, = —— (5.7)

,/a sin 6

i.e. the focussing strength is the same, but the associated drift space is larger than L/2. A

where:

similar approach gives for the divergent plane:

1/f,= Jq sinh Sy= Ci;-?nh;; (5.8)
In this way the entire magnification system can be represented by four thin lenses with the
appropriate focal lengths. The influence of a.c. fields need only be considered in the
dispersion plane, as the non-dispersive plane is not critical, and the overall demagnification
of this plane will tend to reduce the effect. Referring back to figure 5.1 the object for the first
quadrupole lens Q is positioned at the centre of the lens, so that the object distance U in
equation (5.6) is zero, and therefore the net effect of the stray field is negligible in a thin lens
approximation. The purpose of this lens is to shift the object position for Q1, so this must be
taken into account in the optical calculation. The following sections carry out the necessary
calculations for a system magnification of -27.7x, using the transfer matrices of figure 5.17,
and assuming a stray field B~1milligauss, with a corresponding cyclotron radius Rg of

10%m.

5.4.3 Calculation of the defocus at the final image plane

First of all the thin lens equivalents are calculated for each quadrupole using equations (5.7)
and (5.8) and the data of figure 5.17. At the magnification of interest, -27.7x, the
quadrupole configuration is CCDD i.e. the high magnification mode.The relevant parameters

are:
f; = 30.38 mm S{= 32.81 mm
fy =-16.05 mm Sy = 2123 mm
f3 =-40.54 mm S3= 1195 mm
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The mechanical object distance is U=12.51mm but this is modified by lens Q) to be
12.52mm (using equation 3.10). The equivalent thin lens system is shown in figure 5.20.
Considering lens Qy, the object distance is Ui=U+S{ = 4534 mm. The image distance is
found using the simple lens formula, and is 92.108 mm, thus the magnification is -2.032x.

An on-axis point source will be imaged as a line, whose magnitude is given by equation
(5.6) to be ~0.6 um.

The following lens Q; is divergent in the dispersion plane, and the distance between Q1 and
Qyis:
d1_2 = Sl+ gap1.2 + 82 = 79.05 mm.

Thus the image produced by Q1 acts as a virtual object for lens Q,, where the object distance
Uy=-13.06 mm. The focal length of Q, is -16.05 mm, so that the lens will produce a real
magnified image at a position 70.18 mm to the right of Q. The magnification is therefore
5.37x. The size of the virtual object as seen by lens Q5 is modified by the curvature of the
trajectory in the drift space between lenses Q1 and Q,, however if U22<< Vlz this effect can
be neglected.

The size of the image produced by lens Q is therefore:

¥ =Mpyy + (MpUp)?/2Rg

yp ~ 3 um
This image forms a virtual object for the final lens which is seperated from Q, by 45.68mm,
making U3 =-24.51 mm. The image formed by Q3 is located at a position 61.98 mm to the

right of Qg and the magnification of the final lens is therefore 2.53x. The final image size can

be calculated as in the previous case:
y3=Mzy, + (M3U3)*/2Rg
y3~9um
Thus the effect of an a.c. magnetic field of magnitude ~ 1 milligauss is to cause an axial point

source to be imaged as a line of length 2y = 18 um. The overall magnification of the thin
lens equivalent system is the product of all the individual magnifications, which is -27.60x at
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TABLE 5.1 Chromatic aberration coefficient values

Mag x/xd x/x'd (m) ylyd y/y'd(m)
-5.19 -78.94 1.44 16.54 0.163
-10.36 -8.88 1.22 23.38 0.376
-16.02 10.33 0.96 33.27 0.601
-27.67 15.60 0.53 55.70 1.063
-51.31 3.27 -0.08 105.05 1.999
-89.64 -18.33 -0.69 191.87 3.518
TABLE 5.2 R ion in_resolution intr 1_milli .C. netic fiel
Mag fy(cm) fy(cm) fo (cm) f3 (cm) M, Mo Mg Image(um) Resolution(eV)
-5.22 -1.05 3.04 -1.60 436 -2.24 -4.88 -0.45 3.84 0.41
-10.29 -3.43 3.04 -1.60 840 -2.10 19.22 0.26 8.64 0.47
-27.60 185.4 3.04 -1.60 -4.54 -2.03 5.37 2.52 18.80 0.38
-51.75 12.17 3.04 -1.60 -12.9 -2.01 4.46 5.58 33.84 0.36
-92.06 8.15 3.04 -1.60 -6.04 -2.00 4.08 11.27 60.42 0.36

Note that the image size is the diameter of the image disc formed from a point source.



a final image plane located 50.04 mm after the last drift space. Results from the
corresponding matrix calculation are; magnification = -27.67x; final image plane 50.23mm

after exit of lens Q. The small discrepancy is probably due to arithmetic rounding errors.

The calculated defocus can be referred back to the object plane by dividing by the
magnification, to give an effective object size of ~0.7 um. The dispersion of the
Scheinfern and Isaacson spectrometer is 1.8um/eV so that the effective object resolution is
~0.4eV. Table 5.2 gives results of calculations done at other magnifications throughout the
available range. In each case the degradation in energy resolution is less than 0.5 eV,
showing that a.c. fields of this magnitude do not significantly reduce the energy resolution of
the magnification system.

The flight path from the spectrometer exit plane to the dispersion plane of the Scheinfein and
Isaacson spectrometer is ~182mm. The effect of a 1 milligauss a.c. field can be estimated
using equation (5.4), giving a value of Ay of 1.65mm. For the spectrometer alone, the
corresponding degradation in energy resolution is :

AE = 2Ay / dispersion = 1.84 eV.

Thus in all cases the spectrometer itself is the limiting factor in determining the energy
resolution, and not the post-spectrometer optics. In practice the resolution of this
spectrometer operating in serial collection mode is known to be considerably better than the
above figure, suggesting that a stray field remanent of 1 milligauss is a pessimistic estimate.

5.5 CONSTRUCTIONAL ABERRATIONS

Quadrupole lens systems are subject to defects arising from misalignment, inaccurate
machining, inhomogeneity of magnetic materials, and asymmetries in the magnetic circuitry.
These factors are of special importance as there is no simple device, such as a stigmator, to
correct for them. A generalised study of the effects of aberrations resulting from these
imperfections is not particularly feasible, because their relative importance varies widely with
the lens design and application. The defects can be broadly classified into two separate types;
cases where the quadrupole symmetry is maintained but the lens optic axis is shifted or
rotated with respect to its ideal position (figure 5.21a,b), and instances where the planes of
quadrupole symmetry are distorted by a displacement of one or more of the polepieces
(figure 5.21c,d). Departures from quadrupole symmetry tend to introduce extra 'parasitic’
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Figure 5.2 1

Quadrupale Constructional and Alignment Errors
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terms [Hawkes 1970] into the magnetic field expansion of equation (4.5), and the net result
is generally an introduction of second order aberrations to the image. Displacements and
angular rotations of the lenses result in the formation of deflecting fields which cause a
displacement in the image, and can also introduce second order aberrations.

Calculations of the required tolerances for the quadrupole system described in this chapter
have not been carried out explicitly, however order of magnitude values for the various
parameters involved can be estimated from the study of a symmetric quadruplet magnification
system carried out by Kawakatsu et al. [1968]. This quadruplet was designed to act as the
projection lens system for a microscope, so that the condition of stigmatic double focussing
was required at all magnifications. Each lens had a mechanical length L' of 3cm, bore radius
a of 1.5cm, separation d of 1.7cm, and the projector focal length was designed to vary
between 0.75 and 3.6mm. Kawakatsu et al. found that the condition that the radial and
rotational error in the magnification of the image be less than 3% at all magnifications gave
tolerances for this system of:

1) Lens rotation 0w <+ 1.7 mrad

2) Individual Polepiece radial alignment Aa/a <+0.063
3) Individual polepiece angular alignment 66 <+ 13 mrad
4) Axial Shifts 8x, 0y < 0.5mm

5) Lens tilt 6¢ < 10 mrads

where the relevant parameters are defined in figure 5.21. To keep AM/M <+ 104, where M
is the magnification, fluctuations in the lens current must satisfy AI/I <+£8 x 10°5. The
authors found that the deflection introduced by tilt and displacement of the lenses was
relatively harmless, hence the wide tolerances. In contrast, the quadrupole angular alignment
S seems very critical; - as noted experimentally by Crewe et al. [1967] who used a weak
quadrupole lens to correct for the aberrations arising when adjacent quadrupoles were twisted
with respect to each other. This weak lens was placed between the quadrupoles of interest

and its symmetry planes were oriented at 45° to the others.

It is not clear exactly how appropriate the above calculations are to a post-spectrometer
magnification system where the magnifications are greatly different in each plane; - at least an
order af magnitude correlation should be expected, considering the similar dimensions of the
components used. It is clear however, that constructional factors are extremely important in
all quadrupole systems, and as such must be treated with the greatest of care.
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Thir rder Aberration

The previous calculations do not include any effects caused by the third order geometrical
aberrations of quadrupole lenses. In particular, at the lower magnifications (eg. Figure 5.11)
the excursion of the extreme trajectories from the optic axis is very large, occupying almost
all of the bore of the final quadrupole lens. Thus third order axial aberrations of this lens
could introduce serious geometrical distortions to the magnified spectrum. Fortunately, for
quantitative analysis of EELS spectra such wide energy ranges as Figure 5.11 (~1300eV)
would not be required, and indeed dynamic range limitations of the detector (section 8.4)
reduce the most practical energy range for parallel recording to a few hundred eV. Thus it is
not anticipated that magnifications much lower than that of Figure 5.14 (~30x) would be
required.

The effects of third order aperture aberrations can be reduced by restricting the angular
divergence of the electrons at the dispersion plane. For example in the HB5 STEM equipped
with post-specimen lenses the effective spectrometer collection angle B is ~2mrads giving a
maximum angular divergence at the dispersion plane of ~6mrads using the Scheinfein and
Isaacson spectrometer. Smaller divergence can be introduced by further restricting the

spectrometer collection angle.

In principle, the matrix method used in all the previous calculations can be extended to third
order by incorporating extra transfer matrices for the quadrupole entrance and exit fields.
Analytical expressions for the third order aberrations of the central field regions of
quadrupole lenses have been published by Smith [1969], and equivalent expressions for the
third order aberrations of the fringing fields of such lenses are given in the paper by Matsuda
and Wollnik [1972]. The latter are expressed in terms of the distribution function of the field
gradient, which must be measured experimentally. The authors emphasise the fact that the
focussing characteristics described apply to perfect lenses only, and that mechanical
imperfections such as those described in section 5.5 must be considered.

It may be possible to reduce the effects of third order aberrations using suitably placed

octupole corrector lenses [Scherzer 19471, but clearly further work would be required to
determine the ultimate performance these aberrations would impose upon the optical system.
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CHARPTER 6

A Prototype Acquisition System For Eels - Instrumentation

Introduction

The design and construction of a prototype parallel recording system for EELS is described
in this chapter. The instrumentation was developed and tested in a vacuum chamber attached
below the camera chamber of a JEOL JEM 100C transmission electron microscope, allowing
irradiation of the detector by the electron beam. The performance of the detector under
various conditions is reported in chapter 7; this chapter deals mainly with the design,
construction and evaluation process of the detection system. The first section describes some
of the multielement solid state detectors which can be applied to parallel EELS, and outlines
the advantages of using wide aperture photodiode arrays in the indirect detection mode as the
detection elements. The operation of two such arrays, manufactured by E G + G Reticon
and Hamamatsu Photonics is described, along with the construction and function of the
various electronic circuits necessary to drive the devices. The data output from both arrays is
an analogue video signal, which must be digitised and processed. To this end, the design
and evaluation of a sample and hold / analogue to digital conversion circuit is described,
along with the digital electronics used to interface the output to a Motorola 68000
microprocessor monoboard, and hence to a VME minicomputer system for processing and
display. As the photodiodes operated in the confined space of the microscope vacuum
system, they were physically separated from some of their drive electronics. The effect of
this separation on the electronic performance is reported, and the design of a suitable head
amplifier for the Reticon array is given. In order to reduce the dark current generated in all
photodiodes, the arrays were cooled in operation using a thermoelectric cooler chip, and the

operation of this cooling system is also described.

6.1 ELECTRON DETECTORS

There are many different methods of recording, in parallel, the information present in an
EELS spectrum. The most fundamental choice is whether to design a system relying on the
direct detection of the electrons, for example in a semiconductor device, (direct detection) or
whether to employ an intermediate conversion screen to convert the electrons to photons, and
record the light signal generated (indirect detection). The latter method allows optional
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intensification of the photon signal before detection. Applications of both recording methods

are considered in the following sections, and the advantages of the indirect detection method
are described.

6.1.1  Direct detection methods

The simplest method of direct detection is to place a photographic film at the spectrometer
dispersion plane. After exposure to the electron beam the film is developed and di gitised for
quantitative analysis. Apart from dynamic range limitations imposed by over-exposure
effects, the sheer inconvenience of this method makes it impractical for use in a modern
detection system and it will not be discussed further.

An alternative solution is to detect the electrons directly using a solid state image sensor, such
as a charge coupled device (CCD), photodiode array (PDA), or resistive strip position
sensitive detector (PSD) located at the spectrometer dispersion plane, or preferably the final
image plane of a post spectrometer magnification system. This configuration has the
advantages of simplicity and very high detection efficiency at low beam currents, since each
100keV electron produces ~104 signal electrons in a silicon device. Single electron detection
can therefore be achieved using this method and several investigations of this type of
detection system have been carried out [McMullan et al 1985, Shuman 1981, Roberts 1980,
Bourdillion et al 1985].

The following is a brief summary of the operation of the three types of sensor mentioned

above;

1) Resistive strip (position sensitive) detectors.
These detectors consist of a silicon p-n junction, on the surface of which is fabricated
a resistive layer terminated by electrodes at each end. One contact is grounded, and
the other is connected to a charge sensitive amplifier, the output of which is
proportional to the distance from the grounded contact to the point of impact of the
electron. The main problem with this device is that only one electron event can be

handled at any one time.

2) Charge coupled device (CCD) image sensors.
This device is basically an integrated circuit consisting of an oxide covered silicon

substrate upon which is fabricated a linear or area array of closely spaced electrodes.
Each electrode is equivalent to the 'gate’ of a MOS transistor. Electrons or photons
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3)

absorbed in the silicon substrate produce a number of electron-hole pairs,
proportional to energy. This charge is trapped in the 'potential wells' formed in
depletion layers under electrodes supplied with an appropriate bias. After some
period, known as the integration time, the potential on the electrodes is varied in such
a way as to cause transfer of the accumulated packets of charge from one to the other,
with very little loss of signal. By repeatedly pulsing the voltages on the electrodes
between high and low levels the charge can be quickly transported to a shielded storage
region, and hence to the readout register, where it is sequentially applied to a charge
sensitive amplifier to form the video output. If the illumination is not blanked the
charge transfer must be accomplished in an interval that is short compared to the
integration time, otherwise light still incident upon the active area will cause image
smearing to occur.

The main problem with direct exposure of a CCD is that the high gain involved (~104
electrons produced per 100keV signal electron) soon causes the individual detection

elements to saturate, resulting in low dynamic range.

Photodiode array (PDA) image sensors.

Photodiode arrays consist of one or more rows of silicon photodiodes each with an
associated storage capacitance on which to integrate photocurrent, and a multiplex
switch to connect the diode to a common video line. Incident photons or electrons
generate charge (as in the CCD) which is stored on the diode capacitance. After an
integration time the diodes are connected, in sequence, via the multiplex switches to
the video line, and the charge pulse generated is converted to a video voltage output by
a charge sensitive amplifier. Again the dynamic range is limited by cell saturation
effects, although some diode arrays are constructed with large individual

elements which can store more charge.

The problems associated with direct detection using any of the above devices are low
dynamic range and, after prolonged exposure to 100 keV electrons, the occurrence of
radiation damage effects (less so for PSD). Radiation damage is usually manifested in
increased dark current, and a worsening of the device pixel to pixel response function. This
problem can be mediated somewhat by annealing the devices at 400 OC [Roberts 1980], but
not entirely removed. The construction of radiation hardened devices is a subject of current
interest in military applications, but as yet no such devices are available in the civilian sector.
In conclusion, direct detection is very attractive for recording weak signals where the high
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electron gain is most useful. Unfortunately, EELS spectra contain intensities which tend to
saturate currently available devices, and ultimately cause damage to occur. If, in future,
radiation hard devices become available with higher cell capacities (or reduced gain) the
merits of this form of detection will increase.

6.1.2 Indirect detection

Indirect detection of the spectrum has the advantage that radiation damage to the

semiconductor detection element does not occur, and higher dynamic range is available
because of the reduced gain. The penalty is that the system performance depends largely
upon the properties of the conversion screen, and that single electron detection is not
generally possible. This is discussed more fully in chapter 7.

The simplest method of recording the transmitted photons is using a commercial TV camera.
Optical coupling between the conversion screen and the camera can be provided using glass
lenses, or better still fibre-optic plates. In order to detect the low light levels generated at the
far energy loss region of the spectrum, it is usually necessary to place some form of image
intensifier between the screen and the camera. The literature available on image intensifying
camera systems is vast, as is the number of designs. A useful review is given by Schlagen
[1975]. Detection systems of this type have been constructed by Shuman [1984] and Egerton
[1981] using silicon intensified target [SIT] vidicon cameras.

Systems using image intensified TV cameras as detectors can suffer from a number of
disadvantages; the resolution of the camera itself is usually quite poor, and noise processes in
the image intensification stage can limit the dynamic range. Apart from this, the gain of the
image intensifier must be varied during the actual recording, in order to accommodate a
reasonable dynamic range, and also to prevent overload damage occurring at high input
intensities. Other drawbacks of traditional TV tube cameras include such undesirable
properties as image lag and image distortion, both of which reduce the attractiveness of these
devices for EELS applications. Recently low light level (LLL) cameras have become
available using CCD arrays as detection elements. LLL cameras do not suffer from the same
faults as electro-optic tubes, and are often used in TEM imaging systems. Their application
to EELS may be considered if cost is a limiting factor and the highest performance is not

required.

The preferred type of indirect detection system uses a solid state image sensor optically
coupled to a transmission scintillator screen. Again the optical coupling can be achieved
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using glass lenses [Monson et al 1982, Strauss et al 1987], or more efficiently by a fibre
optic link [Krivanek et al 1987, Egerton and Crozier 1987]. This configuration does not
suffer from the same kind of problems as the TV type systems. The detectors themselves are
available with many different geometries, and generally feature improved performance as
compared with those used in integrated camera systems. The choice of the most suitable
detector is discussed in the next section.

6.1.3 Choice of imaging element

There are many factors to be considered when deciding upon the optimum imaging element

for an indirect detection system. In practical terms, the types of sensor most suitable for this
application are area CCD arrays and wide aperture linear photodiode arrays. CCD arrays are
also available in linear form, but the element size is usually of the order of 25um square
which, from chapter 3, is much too narrow to image the full width of an EELS spectrum.
Area photodiode arrays offer inferior performance to the equivalent CCD arrays, and are not
considered further. The decision on whether to opt for an area CCD or a wide aperture linear
photodiode array is not clear cut, as the electrical performance is equivalent, and each sensor
has its own particular advantages. The important points are listed below:

1) The PDA cell capacity is ~ 100x larger than that of a CCD element, so that

cell saturation is less of a problem at low energy losses.
2) CCD noise performance is much better than that of PDAs, partly because of
the very much smaller source capacitance, however the dynamic ranges are

roughly equivalent due to the higher cell capacity of the photodiode array.

3) If all the CCD elements are used for imaging, then the electron beam must be
blanked during the CCD readout time, to prevent image smear.

4) Linear PDA readout time is very much faster than the time required to read out

a whole two dimensional CCD array.

5) Linear photodiode arrays are available with up to 1024 elements in the
dispersion direction, whereas the largest commercial CCD arrays are typically

512 x 512 elements.

6) CCD arrays can be used as two dimensional imaging devices e.g. for energy filtered
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imaging studies [Shuman 1986].

7) Area CCDs with fibre optic windows are ~ 5x more expensive than an equivalent
wide aperture photodiode array.

It is possible to improve points 3) and 4) by using only part of the CCD array to image the
spectrum, and shielding the remainder from the beam. In the case of Strauss et al. [1987], a
fractional area consisting of 5 x 512 elements is exposed to the spectrum. After an
integration time this image is transferred under a shield (transfer time for 5 rows of cells ~ 5
Hs) and another image is recorded. This is repeated until the array is full, by which time 100
consecutive images have been stored. Scan time is greatly reduced, since the CCD is only
read out once every hundred acquisitions, and the need for beam blanking is also much
reduced, as the charge packets need only be transferred across five elements each time.
Disadvantages include the fact that the active area is only 150 um wide, which is still too
narrow to image the defocussed spectrum, and non-standard drive electronics must be used
to control the charge transfer.

Taking all the above points into consideration, and noting that 2-dimensional imaging is not
required in this application, it seems that the simplicity of application of the linear
photodiode array tips the balance in favour of this sensor. Accordingly, the remainder of
this chapter is concerned with the operation of two such devices, purchased from different
manufacturers. The next sections describe the operation of the RLL128S photodiode array
manufactured by EG+G Reticon, and later sections deal with the S2304-512F sensor
manufactured by Hamamatsu Photonics.

6.2 RETICON § SERIES PHOTODIODE ARRAYS

The Reticon S series (scientific) self scanned silicon photodiode arrays are specifically
designed and optimised for applications in optical spectroscopy. The array under
investigation is the RL128S which has 128 elements, but the operation is identical to larger
arrays available with 512 or 1024 photodiodes. Each sensor element has a 100:1 aspect ratio
(25um x 2.5mm), and the maximum charge that can be stored on each diode is 14 pCi.e.
8.75 x 107 electrons. Normally light is incident on the photodiodes through a quartz

window. The following sections describe in more detail the operation of these devices.
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6.2.1 Principles of operation - RL 128 S

Each of the sensor elements in this device consists of a planar diode made by diffusing
p-type bars in an n-type silicon substrate. Light incident on the sensing area generates
charge, which is collected and stored on the p-type bars during the integration period. The
n-type silicon surface is also photosensitive, charge generated here divides between the two
adjacent p regions. Figure 6.1 shows a simplified equivalent circuit for the array. Each
individual cell consists of a photodiode and a dummy diode, both with an associated storage
capacitance. These diodes connect through MOS multiplex switches to video and dummy

recharge lines; one pair of recharge lines is common to all the odd elements, and another pair
is common to all the even elements.

The multiplex switches are turned on and off in sequence by two shift register scanning
circuits, thereby periodically recharging each cell to 5 volts and storing charge Qgqt On its
capacitance. After an integration time T, the diodes have discharged by an amount
proportional to the intensity of the incident light, and also an additional amount due to the
dark leakage current. This charge must be replaced through the video line when the diode is
sampled once each scan. Thus the output signal from each scan is a train of pulses each
proportional to the light intensity on the corresponding photodiode. In addition to the signal
charge, switching transients are capacitively coupled into the video lines by the multiplex
switches. By differentially amplifying the dummy and active video lines these transients can

be suppressed.

More detailed information on the operation and performance of these sensors has been
published by Talmi and Simpson [1980] . Spectral response and responsivity information is
also contained in 'Image Sensing Products' published by EG+G Reticon.

6.2.2 Drive electronics: RC-1024 SA evaluation board.
The electronic signals necessary to drive the array consist of timing circuitry to control the

integration time and the scan speed, and a signal processing circuit to produce a sampled and
held video output. Reticon supply an evaluation board, the RC-1024 SA which provides the
above functions for all the S series arrays. The circuit is constructed on a standard 4.5" x

9" printed circuit card, and all the connections are made via a 22 pin edge connector.
Figure 6.2 is a block diagram representing the four major circuit sections. The logic section

consists of TTL circuits which provide the program and control signals for clocking the
arrays. It includes an oscillator clock circuit with a frequency variable between 150 kHz and
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1.5 MHz. All subsequent timing signals, including the array integration time, are derived
from this master clock. The diode sampling frequency operates at one quarter of the clock
frequency, and is limited to a maximum of 300 kHz to optimise the low noise characteristics.
The length of the integration time is varied using a preset binary counter, up to a maximum of
16384 sample periods (1 sample period = 4 clock periods), which corresponds to 0.4
seconds at the slowest clock rate. The minimum integration time is determined by the scan
time (time required to read out all the elements) of the array and corresponds to an almost
continuous video signal.

The signal processor is an analogue circuit which amplifies the video signal and enhances the
signal to noise ratio using a double sampled auto-correlation technique (see chapter 7), after
which the odd and even signals are combined in a sequential sample and held signal. The
saturation video voltage is specified to be +3V, and the amplifier output impedance is 10
ohms. The gain of the video circuit is 2.14 x 1011 Volts/Coulomb or 3.42 x 10-8
Volts/electron.

The S series PDA is located in a DIL socket on the reverse side of the circuit board. The
interface circuits simply provide the necessary voltage translation from TTL to MOS levels
between the logic circuitry and the array inputs, and the reciprocal MOS to TTL transfer from
the array output connections.

Apart from the video output signal the RC-1024 SA board also provides oscillator clock and
start-of-scan output signals (positive TTL), and end-of-line (EOL) signals for the odd and
even scans (negative TTL). From a constructional point of view, the board was shielded
from external interference in a metal case, and all the output signals were carried on shielded
coaxial cable using BNC connectors with the cable shields connected to the board earth and
the case left floating. Further information, including detailed circuit and timing diagrams, is
available in the Reticon publication 'Operational Instructions for RC-1024 SA Evaluation
Board' [1978]. This publication also contains information concerning the setup procedure

which is discussed later.

6.2.3 Power Supplies

The DC power supplies required for correct operation of the photodiode circuitry are 15V at
75 mA and 175 mA respectively, and +5V at 500 mA. Obviously for the best performance
the supplies should be regulated, low noise units. The components used were Powerail
23005A 5V/3A, and Powerail 23215A +15V/0.8A supplies. The output ripple is specified
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at SmV pk-pk maximum, with a DC stability of +0.3% over a 24hr period. Each supply was
housed in a metal case to reduce external interference, and the output connections were made
using RS 8-way sockets. All the output leads were contained in a multicore screened cable,
which was mains earthed at the power supply end and left floating at the PDA end.

6.2.4 Alignment procedure - Reticon RL 128 S / RC 1024 SA

This section describes briefly the setup procedure for the RC 1024 SA evaluation board and
the RL 128 S photodiode array. The signals illustrated in figures 6.3a-e were monitored
using a Tektronix 7623A storage oscilloscope equipped with a 7A13 100MHz differential
amplifier unit and a 7A22 10mV differential amplifier unit. The full alignment procedure,

including the location of the relevant potentiometer controls, is described in the Reticon data
sheet for the evaluation board, the purpose of this section being mainly to introduce the
various waveforms involved.

For all experiments described in this work the oscillator clock frequency was set at 200kHz,
as this was convenient for digitisation of the output signal and matched the highest available
clock frequency on the Hamamatsu drive electronics (section 6.3.2). This sets the scan rate
at 50 kHz i.e. a sample time of 20 psec per diode. The maximum integration time is
therefore 0.32 secs, and the minimum integration time is 2.56 msecs, which is the readout

time for one complete scan.

Figure 6.3a shows part of the video output in the dark as might be seen after startup. The
integration time is 2.56 msecs and the array temperature is ~30 °C. Clearly there is a 1,2,3,4
type fixed pattern noise to the dark signal. The first pixel is displaced from all the others and
is ignored in this and later observations. The first step in aligning the board is to separate the
odd and even video signals by 200 mV in the dark (fig 6.3b). By altering the capacitance,
hence the signal coupling, between each pair of clock phases the imbalance in the odd and
even signals can be independently reduced (Figure 6.3c). Figure 6.3d shows the odd and
even signals correctly recombined to give a uniform dark signal. Note that the magnitude of
the sampling pulse feedthrough is greater for the even scan. This is shown more clearly in
figure 6.3e, which depicts the clock pulses superimposed upon the video output. Further
alignment is concerned with optimising the video amplifier gain balance for each channel,
and setting the retrace blank level coincident with the dark level at zero volts. This procedure

is described in more detail in the relevant Reticon data sheets.
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6.3 HAMAMATSU PCD LINEAR IMAGE SENSORS

The Hamamatsu S2304 series linear image sensors are monolithic self-scannin g photodiode
arrays designed specifically for applications in multichannel spectroscopy. The array under
consideration is the S$2304-512F, which has 512 elements of 25pmx2.5mm and is fitted with
a fibre optic input window. The saturation charge for each diode is 7.5 pC, corresponding to
an element capacity of 4.7x107 electrons.

6.3.1 Principles of operation : S2304 - 512F

The actual construction and operation of the sensor elements in this photodiode array is

extremely similar to that of the Reticon S series arrays, the main difference being in the
readout circuitry. Figure 6.4 shows a simplified equivalent circuit for this sensor. As can be
seen, there is only one video line, and the sampling switches are bipolar transistors compared
with the MOS devices used in the Reticon arrays. The single bipolar static scanning shift
register operates using three phase TTL compatible clocks. Advantages of this system
include a much reduced sample pulse feedthrough, so that no dummy photodiodes are
necessary, and the signal is available from only one row as a sequential output. This results
in much simplified driver and readout electronics, with corresponding increases in reliabiity
and ease of use. Further data is available in the Hamamatsu technical data publication, 'PCD
Linear Image Sensors S2301, S2304 Series'.

6.3.2 Drive electronics : C2325 / C2335

The drive electronics for the Hamamatsu array are supplied on two separate PCBs with the
PDA itself located on the C2325 driver/amplifier board, which generates the three clock
phases necessary to drive the shift register and includes a low-noise video amplification
system. The second board is the C2335 pulse generator, which provides the 'reference
clock' and 'start' pulses for the C2325 board. Figure 6.5 shows a block diagram of the main

circuit components.

The pulse generator board includes a quartz crystal oscillator ‘master clock' at a frequency of
IMHz. The 'reference clock' applied to the C2325 board is obtained by dividing down the
'master clock' frequency using preset switches arranged in a 1-2-5 sequence. In this way
the 'reference clock’ frequency can be varied between 0.02Hz and IMHz in discrete steps.
The 'start' pulses control the integration time and are generated either from the 'master clock'
or from the 'reference clock' depending upon the position of a circuit jumper. The maximum

available integration time in the 'master clock’ mode is 50 seconds, and the minimum usable

104
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integration time is again determined by the array readout time.

The amplifier section of the C2325 board uses a low noise charge integrator to detect the
diode output signal and a double sampling technique to reduce the reset or thermodynamic
noise (see section 7.1.2). The maximum video rate is restricted to 62.5 kHz, and as the
timing is identical to the Reticon diodes (i.e. one sample pulse every four clock periods) this
corresponds to a maximum 'reference clock' frequency of 250 kHz. The closest clock
frequency available from the C2335 board is 200kHz, giving a data rate of 50 kHz. With
512 elements the time taken to read out a complete scan of the $2304-512F array is therefore
10.2 msecs. The saturation video voltage is 3V, and the diode capacity is 7.5 pC, so that the
amplifier gain is 4x1011 V/C or 6.4x10°8 V/electron.

Apart from the video signal, the C2325 board also provides 'reference clock', 'start', and
'trigger’ outputs which are positive TTL signals. The 'trigger' pulse is used to provide the
'start convert' signal for the analogue to digital conversion board (section 6.4.2), and it
occurs at the start of the fourth clock period in each sample pulse. Other outputs include an
‘end of scan' (EOS) signal (negative LS-TTL compatible), and a 'video monitor' signal
which is used in setting up the C2325 board.

The two driver boards were initially housed in one metal casing, and the input/output
connections were constructed identically to those of the Reticon device described previously.
The power supply requirements are 15 V at 20mA each and +5V at 120mA, so that the
power supplies of section 6.2.3 could be used to drive both the Reticon and Hamamatsu

electronics.

6.3.3 Alignment procedure : S2304 -512F / C2325-C2
This section gives a brief description of the setup procedure for the C2325 evaluation board
and S2304-512F photodiode array. Further details are available in 'Operational Instructions
for the (2325 Series Evaluation Board' published by Hamamatsu. The following images
were obtained with the array in the dark, at a temperature of ~25°C.

The 'reference clock' frequency was set to 200 kHz, which is the maximum that the
C2325-C2335 combination can achieve, giving a video rate of 50kHz. The integration time
was set at 20 msec, which is the shortest usable value available on the C2335 board. Figure
6.6a shows the output of the 'video monitor' signal as displayed on the Tektronix
oscilloscope. This signal corresponds to the integrated video current signal, and is used for
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adjusting the switching noise cancellation and setting the output zero level. Figure 6.6b
shows the zero level adjusted to the oscilloscope ground, and figure 6.6¢ shows the 'video
monitor' signal after the reset pulses have been nulled out. The resultant correctly adjusted
video signal is shown in figure 6.6d. As can be seen there is no odd-even type pattern in the
signal due to the single video line, and the output waveform is a pulse rather than a sampled
and held type signal. The rounded edges and uneven tops of each pixel are probably due to
the fact that the board is operating at near maximum speed. As the clock frequency is
lowered, each pixel becomes more 'box like', however the rms noise is little altered, so that
the dynamic range does not change.

6.4 DIGITISING THE VIDEO SIGNALS

For quantitative measurements the diode array video signals must be digitised and stored in
computer memory for further processing. The actual conversion time must be fast enough to
match the diode readout rate, and sufficiently precise to complement the dynamic range of the
array. The following sections describe the digital timing / analogue-digital conversion
electronics built to enable computer controlled acquisition of the video data from both diode
arrays, via a 68000 microprocessor monoboard computer. Two circuits are required to cope
with the different timing signals and number of pixels from each array. These circuits were
constructed on the same PCB and shared some logic gates. Selection of the required circuit

is by an external hardware switch.

6.4.1 Digital timing / interface circuits RL12

The timing diagram for the output signals from the RC 1024S evaluation board and the
interface circuit is shown in figure 6.7. As can be seen from this and figure 6.3e, the video
signal is not constant over the four clock periods of each sample pulse. Obviously the
digitisation point should be well away from the sample pulse feedthrough in the first clock
period, and consequently it was decided to sample in the fourth clock period, where the
signal changes least rapidly. Referring to figure 6.7 the first pixel occurs on the10th clock
period after the positive edge of the 'start scan signal'. The preferred sampling point appears
3 clock periods later, and then every fourth subsequent clock period until the scan ends.

The digital timing circuit constructed to digitise the video signal is shown in figure 6.8.
Some extra components are included as these form part of the equivalent timing circuit for the

Hamamatsu array, the two circuits being combined on one board using some common
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Figure 6.7  Timing Disgram For Reticon RL 1285-RC10245
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elements. The operation is as follows:

1)

2)

3)

4)

5)

Initialisation is implemented by a ‘clear' pulse from the microprocessor board. Prior
to the 'clear' pulse, the output of flip-flop B is unchanged from its value at the end of
the previous scan i.e. high (at power on the output is indeterminate, and one 'dummy’
scan may be necessary to set up this gate), thus binary counter A is 'reset'.

The arrival of the ‘clear' pulse sets the output of flip-flop A high, causing binary
counters B, C, and D to be held in the 'reset’ condition. Tf the 'start scan' input is low,
the output of flip-flop B is set low, enabling counter A and disabling the clock input to
counter B. The falling edge of the 'clear' pulse causes flip-flop A to reset to low,
enabling counters B, C, and D.

The system now waits for the leading edge of the next 'start scan' pulse, which allows
the diode clock pulses to trigger counter A. After 10 clock pulses (i.e.9 clock periods)
the output of A is used to set flip-flop B output high, thus enabling the passage of clock
pulses to counter B and putting counter A at 'reset’.

Counter B is wired as a divide by four gate, giving one sampling pulse for every four
clock pulses, so that the first and subsequent pulses output from B coincide with the
desired sampling points. These sampling pulses are used to trigger two monostable
oscillators which provide the 'start convert' and 'hold' pulses for the analogue board,

500 nsecs for the former and 4 psecs for the latter.

The signals from counter B are simultaneously applied to counters C and D, which are
wired together to count 129 pulses. On the 129th pulse three things happen; the
input to counter B is disabled until the next ‘clear’ pulse, thus inhibiting the 'start
convert' pulses to the analogue board, the 'data ready' pulses described in
section 6.4.3 are inhibited, and an 'end of scan' pulse is sent to interrupt the

microprocessor and terminate the data transfer.

It is possible in step 2) above that the ‘clear’ pulse could arrive anywhere during the time
when the 'start scan' pulse was high. In this case counter A is not enabled until the falling
edge of the 'start scan’ pulse, and the rest of the scan is ignored, as counter B cannot receive

clock pulses until after the arrival of the next 'start scan’ pulse.
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The digital timing electronics were housed in a metal casing along with the analogue
electronics described in section 6.4.3, on separate circuit boards. All external signal
connections to the RL 1024 SA board were made by shielded coaxial cables using BNC

connectors, and the regulated power supply used was a separate unit from the supplies used
to drive the photodiode evaluation board.

6.4.2 Digital timing / interface circuits : S2304-512F

The timing diagram for the output signals from the C2325 driver/amplifier board is given in
figure 6.9. The digitisation procedure is made simpler than that for the Reticon diode by the
presence of the 'trigger’ pulses, and the fact that the falling edge of the 'start’ pulse
corresponds with the start of the first pixel. The digital timing circuit constructed is shown in
figure 6.10. As before, some of the components are shared with the Reticon circuit. The
operation is as follows:

1) Initiation is implemented by a 'clear' pulse from the microprocessor board. Prior to
the clear pulse, the output of flip-flops A, B, and C are unchanged from their values at
the end of the previous scan (at power on the outputs are indeterminate, so a 'dummy’
scan is sometimes necessary to set up the gates). The output Q of flip-flop A is low,
inhibiting the 'start' pulse, the Q bar output of flip-flop B is high, such that the
binary counters A,B,C are held at reset, while the complementary Q output being
low inhibits the passage of 'trigger' pulses to monostable B. The Q output of
flip-flop C is also low at this point.

2) The rising edge of the 'clear' pulse causes flip-flop A to change state, enabling the
passage of the next 'start' pulse to flip-flop B.

3) Upon receipt of the rising edge of the 'start' pulse flip-flop B changes state. Output Q
bar goes low, enabling counters A,B,C, and output Q goes high so that 'trigger' pulses
are able to clock the counters. At the same time as B changes, the Q output of flip-flop
C changes from low to high, enabling the passage of 'trigger’ pulses to the analogue
board via monostable B, which produces a 500nsec 'start' pulse for every 'trigger’

pulse.

4) The operation continues until 512 'trigger' pulses have been counted by counters
A.B,C, at which point the Q output of flip-flop C is set low, disabling the 'start

convert' pulses.
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Fiqure 6.9  Timing Diagram For Hamamatsu S2204-512F / 02325
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5) On the 513th count an 'end of scan’ pulse is sent to the microprocessor by monostable
A, flip-flop B output changes state to reset' the counters and inhibit the 'trigger'
signals, and flip-flop A output goes low to block any further 'start' pulses reaching
flip-flop B. The circuit now waits for the next 'clear pulse from the processor.

6.4.3 Analogue to digital conversion circuit : HTC 0300A / AD 578-L

The rms single pixel dynamic range of the RL 128 S array /RC 1024 SA evaluation board,
defined as the ratio of the peak signal / rms noise on one pixel, is specified to be > 10000:1.
This figure corresponds to ~9000 electrons rms noise. The equivalent figure quoted for the
$2304-512F array /C2325 driver-amplifier is a dynamic range of 15000:1, corresponding to
~3100 rms electrons noise. Thus, it can readily be seen that for both these devices single
electron detection in the indirect mode is not likely, unless an extremely efficient 100 keV
electron-photon conversion efficiency can be achieved.

The above figure of 15000:1 dynamic range requires a conversion accuracy of 14 bits if the
ADC is not to limit the dynamic range of the output. Conversion speed is also a critical
factor; from the previous sections the digitisation and memory transfer cycle must be
complete within four clock periods, i.e. with a clock frequency of 200 kHz 20usecs.
Unfortunately, the cost of ADCs rises rapidly with conversion speed and number of bits, so
it was decided that, for the purposes of evaluation, the digital accuracy should be
compromised slightly in favour of conversion speed. This allocated the maximum amout of
time to the transfer of the digital information into memory, so that special high speed
electronics, such as direct memory access (DMA) systems were not necessary.

The ADC chosen was an Analogue Devices AD578 L 12 bit successive approximation
converter with a maximum conversion time of 3usecs. The video signal was sampled using
an Analogue Devices HTC 0300A track and hold amplifier, which can track a 10V step in
input voltage to an accuracy of 0.01% in 300 nsecs. The layout of the analogue board is
shown in figure 6.11. The op-amps are Analogue Devices AD711 units, which settle to an
accuracy of 0.01% in 1usec, with a slew rate of 18V/usec at unity gain. Considerable care
was exercised to obtain the best possible performance from the components used. All the
analogue components were wire-wrapped onto an isolated circuit board, with an integral
ground plane. The power supply lines were capacitively decoupled following the
manufacturers advice, and solid state transient Suppressors were used to protect the devices
from power 'glitches'. The analogue circuit board was housed in the same casing as the

digital timing circuits. Input and output connections to the microprocessor were made using
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a standard 40 pin ribbon cable connector.,

The principa operational difficulty was found to be the noise performance of the
HTC-0300A track/hold amplifier, which proved to be ultra-sensitive to power supply
variations and circuit layout. The final circuit design of figure 6.11 is the best of many
different configurations tested, and is relatively noise free. Unfortunately there is no
protection circuitry in the signal path, since any additional components (e.g. zener diodes etc)
always seemed to degrade the performance, so great care has to be taken that the analogue
input does not exceed + 3V. The operation of the circuit is as follows:

1) The analogue video signal is amplified by -3.33x, to match the 0-3V signal from the
evaluation board to the 0-10V signal required by the ADC. The HTC 0300A has a gain
of -1x, so that the signal applied to the input of the AD 578 via the unity gain buffer
amp has the correct polarity.

2) The 'start convert' pulse from the digital timing board is applied simultaneously to the
ADC as a 500 nsec pulse, and to the HTC 0300 as a 4 psec 'hold' command. At the
instant the start convert pulse is applied, the end of conversion (EOC) output of the
ADC goes high, and then 3 psec later switches to low when the conversion is complete
and the data is valid.

3) The negative going edge of the EOC signal from the ADC is used to trigger two 8 bit
digital latches, causing the output of the ADC lines to be transferred to the output of
the latches, where it can be read by the microprocessor. The latched output remains
until the next conversion is complete. After every conversion the EOC signal triggers
a monostable on the digital board to produce a negative edge on a control line which
acts as a 'data ready' flag for the microprocessor. The operation of the

microprocessor controller is discussed in more detail in section 6.5.1.

6.5 COMPUTER INTERFACING : Motorola 68000 monoboard - VME system

Once the video data has been digitised it must be read by a computer and stored in memory
ready for processing. The computer must also provide and receive timing pulses, such as the
‘clear’ and 'data ready' signals mentioned in section 6.4. This section describes the

operation of the Motorala 68000 microprocessor system used to provide the hardware
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Figure6.1! Analogue To Digital Conversion Circuit
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interfacing between the A-D / digital timing circuit, and a Motorola VME minicomputer
system.

6.5.1 The microprocessor board: Motorola MC68000 KDM

The Motorola MC68000 KDM monoboard computer includes a 16 bit Motorola 68000
microprocessor with 32k bytes of dynamic RAM, two 16 bit peripheral interface adapter
ports (PIA1,PIA2), along with other facilities such as 16 bit timers etc. Communication to
the board is provided by two asynchronous communication ports (ACIAs). One ACIA is
configured to be connected to a standard RS-232C data terminal, and the other is configured
to simulate an RS-232C terminal, enabling communication with a host computer. Selection
of a transparent mode allows the KDM board to be bypassed, so that a program can be
directly created on the host computer and then downloaded into the microprocessor memory
for execution. Similarly, the contents of the microprocessor memory can be uploaded into

the host computer for processing and display.

Figure 6.12 shows the PIA input/output connections. The PIA ports are wired in such a way
that the A peripheral data registers (PDRA1,PDRA2) from each port can be read
simultaneously using one 16 bit read operation addressed to PDRA2. The system is
configured so that the four most significant bits from the ADC are read by the A3 to A0 lines
of PIA2, and the eight least significant bits are read by the A7-AO lines of PIA1. Line A4 of
PIA2 is used as an output line to provide the ‘clear’ pulse to initialise the timing circuit. All
other data lines are grounded. Control line CA1 of PIA1 is an input line which registers the
'data ready' pulse generated by the end of conversion (EOC) signal from the ADC, and
control line CA1 of PIA2 is used as an interrupt input which reads the 'end of scan' pulse

from the timing circuit.

6.5.2 Acquisition software
The assembly language program which controls the data acquisition is listed in appendix 5.

The program provides all the necessary instructions to acquire 10 consecutive digitised video
scans from either the Hamamatsu or Reticon arrays, and store the data in memory. In
practice, the program is stored on disk in the VME host computer system. The assembled
machine code program is downloaded into the KDM board for execution, and the digitised
video data is uploaded back to the VME system for processing. The program operation is as

follows:
1) Assign various constants and address locations required in the program.
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2) Clear a block of memory for the data.

3) Set up the PIA lines as inputs or outputs as described in the previous section. Line
CALl of PIA1 ('data ready") is initialised to respond to a falling edge, but the interrupt

is masked. Line CA1 of PIA2 (‘end of scan') provides a processor interrupt on receipt
of a rising edge.

4) The main program firstly checks to see if all 10 scans are complete, if they are the

program terminates. If there are still scans left to acquire a 'clear’ pulse is sent out
to the digital timing circuit.

5) The program enters a read loop which is only terminated upon receipt of the 'end of
scan' interrupt. Inside the loop the program continuously polls the 'data ready’ line. If
the line is set, a 16 bit read takes place, transferring the data from the PIAs to
memory.

6) When the 'end of scan' interrupt arrives the program control is transferred to an
interrupt service routine. This routine firstly causes 16 blank bytes to be inserted
in memory after the last received data byte, in order to serve as an end of scan
marker. The interrupt flag is then cleared, control is returned to the main program
and the cycle repeats until 10 scans have been completed.

The main difficulty the program must overcome is the relatively high data rate of the video
signal i.e. 50kHz. Allowing at least 3 pisecs for the conversion, the time remaining for data
detection, transfer and storage is <17 psecs. This is not long enough for the standard
handshaking/interrupt type interface between the processor and the ADC to be used. In order
to speed up the transfer process the simple polling routine of step 5) is used. The actual loop
consists of only four instructions, which take ~32 machine cycles to execute, i.e. at SMHz
clock rate the loop takes around 4 pisec. This time does not include overheads such as time
spent refreshing the dynamic RAM, so that the actual average execution time is longer.
Nevertheless this program enables data rates of up to ~75kHz to be acquired comfortably.

6.5.3 The VME host minicomputer system.

The Motorola VME host minicomputer system is a stand alone computer based on the 68000
microprocessor and running the VERSADOS operating system, which is compatible with the
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KDM board. Data and programs are stored on an integral hard disk, or on 5 inch floppy
disks. Serial ports are available for up to three terminals, and there is also a parallel printer
port. Read/write communication with the KDM microprocessor board is via one of the
terminal ports. The assembly language acquisition program described previously was
written and debugged on this computer using the resident 68000 assembler.

At the start of an experiment the assembled code is downloaded to the KDM board as a series
of 'S records' under VERSADOS control. After the microprocessor has finished the scans
and stored all the video data in RAM, it is transferred back up to the VME system and stored
in a data file again in 'S record' format. Each record consists of 8 identifier characters, 32
hexadecimal numbers corresponding to eight 16-bit conversions, followed by two checksum
characters. An interactive Fortran program, NRUN, was written to read this data file and
convert the hexadecimal numbers to decimal figures for further processing. This, and other
such programs are described more fully in chapter 7.

6.5.4 Testing the acquisition system

A simple experiment was carried out to check the operation of the data acquisition system.
The equipment was set up as in figure 6.13, with the video signal from the Hamamatsu array
replaced by a DC voltage, from a Time Electronics Model 2004 DC precision voltage supply.
The 'reference clock' frequency was set at 200 kHz, to give a sampling rate of 50 kHz. A
series of complete scans, consisting of 512 conversions, were acquired and transferred to the
host computer where the data was converted to decimal format and displayed on a monitor.
The average value of each scan and the standard deviation about the mean ¢ were then
calculated.

The AD 578 is a 12 bit converter, so that the digital output varies from O (all bits off) to 4095
(all bits on). The input voltage range is 10 volts, therefore one least significant bit (LSB)
corresponds to 2.44 mV. However, in terms of the video output signal 1 LSB corresponds
to 0.723 mV, because of the x3.33 gain introduced before the sample and hold amplifier.
The continuous analogue signal is partitioned into 4096 discrete ranges for 12 bit conversion,
so that all analogue values within a 1 bit range are represented by the same digital code
which is nominally the midrange value. This implies a quantising uncertainty of + 1/2
LSB, i.e. £ 0.366 mV.

The ADC was set up so that the transition from all bits off to LSB on ocurred at an input
voltage of +1/2 LSB i.e. 0.366 mV, and the final transition to all bits on occurred at full scale

113



- 3/2 LSB i.e. 2.9989V. Having fixed the end points of the conversion, the input voltage
was varied and the experimental conversion value was compared to the theoretical value.
The purpose of averaging the 512 nominally identical readings in each scan was to reduce the
effects of random electrical noise, so that a true measure of the system linearity could be
obtained. Figure 6.14a is a plot of the absolute deviation from the theoretical conversion
value, against the theoretical conversion value. As can be seen, the values are well within
the * 1/2 LSB quantisation error over the whole range, indicating that non-linearity effects
are negligible. The corresponding plot of the standard deviation 6 about the mean of each
scan, against theoretical conversion value is shown in figure 6.14b. It can be seen that, for

the most part,  is less than 1/2 LSB indicating that the noise performance of the circuit is
acceptable.

6.6 VACUUM CHAMBER AND COOLING SYSTEM

The experiments described in chapter 7 were carried out in the vacuum system of a JEOL
JEM 100 C electron microscope. The vacuum chamber shown in figure 6.15 was attached
below the microscope camera chamber in the position normally occupied by the STEM
detector, so that the arrays could be exposed to the electron beam. The chamber is made of
brass ~1.5 cm thick to absorb X-rays generated by the 100 keV electrons. Figure 6.16 is a
photograph of the entire detection system in situ, showing the vacuum chamber, power

supplies, and electronics used to drive the array

6.6.1  Mounting the photodiodes in the vacuum system
The Hamamatsu C2325 driver/amplifier board measures 10.6 cm by 6.3 cm so that it is small

enough to fit inside the vacuum chamber. The RC 1024 SA evaluation board is much too
large to do this, so that a special preamplifier board similar in size to the C2325 was
constructed, to operate the Reticon array in vacuum. The C2325 board has a slot cut directly
beneath the diode array, exposing the underside of the device for ease of cooling. A similar

slot was cut in the preamp board built for the Reticon array.

Inside the vacuum chamber the circuit boards were sprung mounted on four insulating
pillars, in order to force the back of the arrays into good thermal contact with the cold surface
of a Peltier cooler, described in section 6.6.2. The Peltier cooler was mounted on a copper
pillar attached to a copper vacuum flange, designed so that the entire cooling assembly could
be removed independently from the baseplate. Electrical connections to the cooler were made
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Figure 6.1S Yacuum Chamber, Diode Mounting and Cooling System
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through two metal-to -glass seals hard soldered into the copper flange. A further metal-to
-glass seal carried a pair of thermocouple wires, used for temperature monitoring.

The electrical signals used to drive the arrays were made via three D9 valve connectors which
were vacuum sealed with O rings and a metal clamping plate. In this way up to 27 separate
electrical connections could be made. The rotatable vacuum rod was originally included to
enable a beam blanking plate to be positioned over the array, but was never used in practice.

6.6.2 The Peltier cooling system

At low light levels the maximum integration time that can be used in a photodiode array is
limited by the build up of charge due to the dark leakage current. For example, at 25 ©C the
cells of the Reticon RL 128 S array are fully saturated in the dark after ~ 3 secs. In order to
increase the integration time, and reduce the dark current shot noise, the array must be
cooled. The most convenient method of cooling is to use a Peltier or thermoelectric cooler.
The device employed was a single stage, 6 couple device manufactured by Midland
Ross/Cambion for the purpose of cooling integrated circuits. The device number is
801-1029-01, the active area measures 26mm x 7.6mm, and the height is 5.3mm. The
cooler is capable of maintaining a temperature difference of 60°C between its hot and cold
surfaces.

Silver loaded thermally conductive epoxy resin was used to bond the cooler directly to the
copper pillar. The copper pillar and flange were designed to act as a heat sink by conducting
the excess heat away to the main body of the chamber, and the temperature of the cold
surface of the cooler was monitored using a Cu/Ni thermocouple connected to a Comark
electronic thermometer. Good thermal contact between the cold surface and the photodiode
array was ensured by the mechanical action of the spring loading, and some thermal paste
applied to the junction. Power for the Peltier cooler was supplied using a Powerline LAB

515 10 amp regulated d.c. power supply.

Figure 6.17a is a plot of the Peltier temperature as a function of the applied current. The
experiment was performed in the vacuum chamber attached to the microscope, one curve
represents the response with no heat load, and the other curve the response when cooling the
Hamamatsu photodiode. The start temperatures differ due to the heat generated by the diode
and surrounding electronics. As can be seen, with no load the temperature of the cold
surface can be varied over a range AT ~ 60°C. The initial variation is roughly linear, and

then the response starts to level off. The effect is more obvious in the curve with the heat
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Figure 6.17a Peltier Temperature v Applied Current
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load. In this case the temperature range AT is reduced to ~ 40°C, mostly because the copper
heatsink does not dissipate the excess heat efficiently enough. With more efficient

heatsinking AT could be made larger, and lower operating temperatures could be maintained.

The temperature stability was examined and the results for no heatload are given in figure
6.17b. Initially the Peltier current was fixed at 6A, giving a cold surface temperature of
-30°C. This temperature tends to increase with time as the heat removed from the cold
surface is transferred to the copper flange, causing the hot surface temperature of the cooler
to rise. The flange gradually heats up until some equilibrium point is reached, when the heat
extracted from the cold surface is just balanced by the heat dissipated from the flange. In an
attempt to measure the time constant of this thermal drift the temperature was monitored (for
a fixed Peltier Current of 6A) every 5 minutes up to 30 minutes, and then again at 45
minutes. After ~ 10 minutes, the change in temperature with time becomes roughly linear,
with a gradient of ~ 0.08°C/min. As can be seen from figure 6.17b the temperature was still
rising at this rate after 45 minutes, indicating the presence of a very long equilibrium time
constant, or possibly an external effect such as room heating. In comparison the longest
integration time used in these experiments was 10 secs, so that this level of temperature
stability was acceptable. Again, better heatsinking would decrease the drift rate.

6.7 OPERATION OF THE PHOTODICDE ARRAYS IN VACUUM

In order to operate the photodiode arrays in the vacuum system certain electrical
modifications had to be made. As the Hamamatsu driver-amplifier board fitted inside the
vacuum chamber, the only difference here was the increased separation of the C2335 and
C2325 boards. On the other hand, the Reticon RL 1288 array had to be completely removed
from the RC 1024 SA evaluation board, and placed on a specially constructed preamplifier
board. The design of this board, and the effects of vacuum operation on both arrays are

discussed in the following sections.

6.7.1 Operating the Reticon RL 128S array in vacuum

Operating the RL 128 S array away from the RC 1024 SA board is not an entirely
straightforward task, due to the sensitive nature of the device and its drive electronics.
Special attention must be paid to the effects imposed by the increased capacitance associated
with lengthy cable connections, both analogue and digital. The diode array must be
physically close to the video signal preamplifier for successful operation; it cannot simply be
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removed from the board on extended signal leads. Reticon have recently introduced a new
satellite preamplifier board for S series photodiode arrays, which measures 11.4 cm x
5.1cm, and comes complete with a mother board containing the drive electronics.
Unfortunately this was not available to be tested at the time of these experiments.

The preamplifier board constructed to operate the diode array in the vacuum system measured
10.9 cm x 6.8 cm, and was made from copper strip board with a top surface ground plane.
Input and output connections were made using the three D9 valve base connections. External
to the vacuum system, the digital connections were made using low-capacitance ribbon cable,
whilst the two video outputs (odd and even) were carried by shielded coaxial cable to reduce
noise pickup. The 40 cm long signal cable terminates in a standard RS 25 pin D connector
socket, which plugs into the box containing the RC 1024 SA board.

The circuit diagram for the preamp board is shown in figures 6.18, and is virtually identical
to the preamplifier stage of the RC1024 SA circuit. Certain modifications to the Reticon
circuit were necessary; the capacitive coupling for the odd-even clock adjust is provided by
the proximity of two PC tracks on the RC 1024 SA board. This was replaced on the preamp
board by the capacitive coupling obtained by twisting together two short lengths of insulated
wire connected to the relevant circuit points. Another difficulty was that the capacitance of
the coaxial cables carrying the video signals is 44pF to ground, as shown in figure 6.18.
This acted as a potential divider, reducing the overall gain of the amplifier circuit. In order to
restore the gain to the correct value, the gain of op-amps U21 and U28 was increased by
replacing their feedback resistors with 5k variable resistors. It was also found that the last
two diodes in the scan, 127 and 128, would only operate in a linear fashion if the EOS (odd)
line was grounded, and the EOS (even) line was loaded with 560 ohms to ground.

Figures 6.19 a and b show two dark scans, the first obtained with the photodiode array on
the RC 1024 SA board, and the second obtained with the array on the preamplifier board.
The integration time for both scans was 0.32 secs; the average values differ because the
operating temperature of the RC 1024 SA board was ~ 40 OC, whilst the preamp board ran at
~27 OC. Clearly, the fixed pattern is essentially unchanged, except for diode 1 which is

discounted anyway.
In order to examine the noise performance of the two configurations the reproducibility of

dark scans was investigated, as a function of integration time. Figures 6.20 a ,b are graphs
showing the results in each case, after subtraction of two consecutive dark scans. The video
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Figure 6.19a Reticon Dark Scan, Integration Time Q.32 sec, T= 40°C
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Flgure 6.20a Reproducibitity of Dark Scans - Reticon RL {285
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Figure 218  Reproducibility of Dark Scans - Hamamatsu 52304-512F
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rate was 50 kHz. If the two consecutive scans were identical, the average value of the
subtracted scan would be zero; any deviation from this value, greater than the inherent
uncertainty introduced by the presence of readout and digitisation noise, indicates the
presence of 'flicker' noise. The standard deviation about the mean of the subtracted scan
gives some indication of the magnitude of other noise sources, such as the readout and
digitisation noise mentioned above. Figure 6.20 a indicates that, not surprisingly, removing
the diode from the RC 1024 SA evaluation board does increase the 'flicker' noise in the
video signal. Figure 6.20b shows the standard deviation about the mean of the subtracted
scans. Clearly the noise here has increased by almost a factor of two.

These results imply that removing the diode from the evaluation board degrades the electrical
performance. Much of the increased noise seems to be picked up on the extended signal
leads, as the video signal was very sensitive to movements of these connections. Indeed,
setting up the preamplifier board correctly was almost impossible, as any movement of the
cables connecting the preamp board to the RC 1024 SA board disturbed the fixed pattern
shape of the scan. Further artefacts discovered in operating the Reticon arrays are discussed
in chapter 7.

6.7.2 Operating the Hamamatsu S2304-512F array in vacuum
The fact that the C2325 driver/amplifier board was small enough to fit inside the vacuum

chamber made this task relatively simple. Electrically, the only difference is that the signal
connections between the C2325 and C2335 boards were lengthened. Figure 6.21 plots the
average value of two consecutive dark scans after subtraction, with the array operating in the
vacuum system at video rate of 50 kHz. As can be seen, this average is very much less than
that for the Reticon array, showing that 'flicker’ type noise is much reduced. The standard
deviation is also slightly lower than that displayed by the Reticon array on the preamp board.
From a practical point of view, the sensitivity of the Hamamatsu device to movements of the
connecting cables was very much less than that for the Reticon array, and there was little
difficulty involved in correctly setting up the C2325 board in the vacuum chamber. Further
details concerning the operation of both arrays are gi<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>