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SUMMARY

This thesis describes the development of a simulator for use
in the real-time study of a mixed hydro-thermal power system. This
equipment can be used to incorporate real plant in system response
studies in order to eliminate modelling uncertainties It can also
be used to exercise speed governors on real plant through a wide
range of operating conditions obtained artificially. This is
particularly valuable for large conventional or pumped-storage
hydro-turbines.

To couple the real plant to the simulator, a measurement of
generator power is required and a means of injecting a simulated
system frequency into the governor of the test machine must be
provided. Two methods of test signal injection are described: One
for electronic equipment and the other for mechanical-hydraulic
governors.

The power system models used in the development and
subsequent use of the simulator are discussed with particular
reference to the representation of thermal plant behaviour.

Interfacing techniques and secure operating procedures were
established during preliminary tests with the simulator at Loch
Sloy Power Station. The results of these tests indicate the
potential of the technique in a wide range of investigations and
on a variety of egquipment.

A multiprocessor version of the power system simulator was
developed to alleviate the constraints on model complexity imposed
by the finite computation speed of a single processor.

On~-line tests with a coal-fired plant model demonstrate some
of the features of the behaviour of hydro-thermal power systems
The use of the simulator to establish the merits of a particular

governor configuration is also illustrated.

vi



Tests on a diesel engine in the isolated system of the
Western Isles demonstrate the application of the technique to
generating plant that forms a significant proportion of the real
power system In this situation, which would be encountered if the
technique were to be used on large hydro~electric or steam
turbines, the simulator must prevent effects of the test on the
real system from influencing the test result.

Finally, the power system simulator is used to investigate
the potential of a device to enhance the performance of existing
governors, and to compare the response obtained with that of the
standard equipment. In this way, the use of the technique to study

novel governor designs is demonstrated.

vii



CHAPTER 1

INTRODUCTION

A power system simulator has been developed to investigate
the response of generating plant to load changes on the national
grid. The value of this equipment is twofold: Firstly, it may be
used to incorporate real plant in studies of system response in
order to eliminate modelling uncertainties and, secondly, speed
governors on real plant can be exercised throughout a wide range
of operating conditions obtained artificially.

The project was carried out in collaboration with the North
Of Scotland Hydro-Electric Board (NSHEB), and so attention was
particularly directed to governors for hydro-turbines, although
the power system simulator can, in principle, be applied to most
types of generating plant supplying power to the national grid.
The focus of attention is worthwhile because conventional and
pumped~storage hydro-electric plant has an important role to play
in the operation of the grid system and because hydro-turbines
exhibit rather unusual transient behaviour requiring governors
with specialised control characteristics. The power system
simulator was also used to study the performance of diesel engines
supplying power to isolated systems in conjunction with wind-
turbine generators.

The techniques used to control a power system and the
contribution made by hydro-electric generators will be described
in this chapter. The principal hydro-turbine governor types will
also be outlined before the concept of the power system simulator

is introduced.



1.1 THE INTERCONNECTED POWER SYSTEM AND ITS CONTROL

Since 1935, the generation, transmission and distribution of
electricity in the United Kingdom has employed the national grid
system,1 providing for the nation a cheaper and more secure
supply of electrical power. Economies of scale have been made with
the construction of very large power station complexes and the
size of individual generating units has increased with 660MW
machines now the norm,

The centralisation of power generation resources has led to a
general reduction in operational flexibility accelerated by the
shift to nuclear fuels and so the onus for system control has
fallen on a smaller proportion of the generating plant. The
expected daily demand curve, usually predicted with an accuracy of
about 1%, can be met approximately by manual ordering of the
available machines. However, the system's initial response to
random variations, abrupt changes in demand and sudden
disconnection of generation or load must be provided by
automatically controlled generators. Plant waiting in a partly-
loaded 'spinning' or 'immediate reserve' state must be available
to cope with generation deficits and the prime movers must also
respond to load reduction by decreasing their output. Rapid load
changes as large as 2GW can occur in connection with television
programmmes or in the event of a trip of the cross-channel d.c.
link or a loss of night-time pumping load at pumped-storage power
stations.2’3

Under normal operating conditions, the system's generators
run synchronously and supply together the power that is being
drawn by the consumer loads and the transmission losses. If a
balance does not exist between the electric energy production and

consumption rates then the difference adds to or depletes the



kinetic energy stored in the rotating machinery synchronised to
the grid. As the kinetic energy stored depends upon generator
speed, a power imbalance will translate into a speed (and
frequency) deviationu and so the precise matching of generation to
load is achieved by regulating prime mover speed and hence
electrical frequency. While the supply fregquency is subject to
statutory limits of 49.5 to 50.5Hz, it is normally kept between
49.8 and 50.2Hz,

Al though manual intervention is important in the longer ternm,
short-term control is provided automatically by speed governing
equipment fitted to the generating plant. When the system
frequency deviates from its nominal value, the governors sense a
speed error and adjust the mechanical power supplied to the
electrical generators. The fractional power change per fractional
frequency deviation is the effective gain of a governor, and its
inverse is referred to as the droop. In the UK system, governor
droops of around 1 to 4% are typical, corresponding to governor
gains in the range 100 to 25. Following a disturbance and
subsequent governor action, system operators request loading
changes to move the system frequency back to 50Hz.

Regulation of the transmission system voltage is dependent on
the import and export of reactive power and is essential for the
correct transfer of power between areas with the minimum lossu.
Control of a generator's terminal voltage is performed by an
automatic voltage regulator (AVR), whose dynamies are usually
faster than those of the speed governor on the set. The resilience
of the power system to short circuits or less severe disturbances
in the electrical network is dependent on generator dynamics and
AVR oper-ationu. The system and generator voltage control functions

may occasionally affect governor operation but apart from where



the electrical system impinges on governor tests, it will not be
discussed further here.
1.2 CONTRIBUTIONS TO SYSTEM RESPONSE

In the event of a sudden generation deficit, thermal plant,
fuelled by coal, oil or gas, normally contains the initial system
frequency swing by providing power from the kinetic energy stored
in the rotating masses and from thermal energy reserves in the
boiler and pipework. The frequency is restored to a post-transient
steady-state value determined by the overall droop of the system
and the extent by which the load changes with frequency. However,
the steam plant is unable to maintain this situation because the
boiler pressures fall before firing rates can be increased. By
this time, hydro-electric plant, will have increased its output in
response to the fall in frequency. It may be able to provide
sufficient power to maintain a constant frequency until the
boiler-turbine units are once again.able to increase their output,
or manual intervention recovers the situatibn by starting gas
turbines and increasing output from the generating plant already
on the system.

The operational flexibilty of nuclear generation is limited
and it normally plays no part in this sequence of events. In the
UK, nuclear power stations are not normally required to follow
system load changes because rapid reductions in output cause a
'poisoning' of the reactor with xenon. This effect inhibits
subsequent increases in output for a period of some }nour-s,5
although, in countries wifch a high proportion of nuclear plant
such as France, Belgium and Sweden, this drawback has to be
accepted and the individual units take their turn on load-
following duty in rotation, allowing time for reactor r*ecover'y.6

As ‘indicated above, conventional and pumped-storage hydro-



electric turbine-generators have an important contribution to make
to system response and indeed Dinorwig Power Station in Wales was
built for precisely this purpose. Two of the station's six 300MW
machines are sufficient to provide most of .the immediate reserve
requirement of the Central Electricity Generating Board (CEGB).7
These turbines can be maintained in an unwatered spinning
(synchronised) condition waiting to load rapidly in response to
low-frequency relays set at 49.85Hz, say, or at the request of the
grid control centre, The turbines are capable of reaching full-
load output from the initial 'spinning generate' mode in 11
seconds, Rapid changes in pumping load are also used to control
the system. Once loaded, the Dinorwig turbines are highly
responsive to changes in grid frequency. The governors have a
droop setting of 1% giving a change in generator output of about
60MJd for a 0.1Hz change in f‘requency.8 The other pumped-storage
stations, Ffestiniog (lix9OMW)8, Cruachan (lix’lOOMW)9 and Foyers

(2x150Mi) 10

are also extensively used to accommodate short-term
system load fluctuations. It is advantageous to use hydro-electric
power to control the system because fossil-fired thermal sources
suffer efficiency loss if their operating point is manipulated.

The control applied to each turbine must be appropriate to
the overall dynamics of the mixed nuclear-hydro-thermal system.
The behaviour of the system frequency with changing loads depends
very much on the system size and composition. Especially severe
situations occur following the separation of sections of the
network, a real possibility in parts of the Scottish system.
'Islanding' of the Scottish system as a whole has also occur'r-ed,"1
although this is now less likely than in the past.

Turbines of Francis design are used in all the larger

conventional hydro-electric installations in the UK and, by virtue



of their reversibility, are ideal for pumped-storage schemes. The
following description of hydro-turbine control will, therefore,
relate to the governing of turbines of this design rather than
variable-pitch propeller 'Kaplan' turbines where control of the
impeller or 'runner' blades must also be considered.12
1.3 HYDRO-TURBINE CHARACTERISTICS

Bydro~turbines accommodate large load changes much more
readily than steam plant. The only restrictions imposed are limits
on the rate of movement of the governor valve guide vanes, A
maximum loading rate is imposed to prevent the surgé shaft
emptying completely causing the entrainment of air in the pipeline
and possible damage to the turbine runner. In the form of a
minimum guide vane opening time, this has a value of about 20s for

.Sloy (llx32.5MW)13 and T7s for Dinortwigw

turbines. A maximum
closing rate is also imposed to prevent over-pressure in the
pipeline after sudden load reductions, although turbine bypass
'relief' valves help to alleviate this problem on schemes with
surface pipelines where it is more dangerous. Minimum closing
times for Sloy and Dinorwig are 4 and 7s respectively.

The water in the tunnel between the dam and the surge shaft
is prone to mass oscillation and large load rejections followed by
reconnection of load after a few minutes can cause pr-oblems.15 At
Sloy, this oscillation occurs at a frequency of around 0.00452.16

The constraints imposed on hydro-turbines are quite modest in
comparison with the rest';rictions on thermal generation. However,
the dynamics of the plant are rather unusual and it is difficult
to harness fully the hydro-turbine's natural ability to contribute
to system response.

The most prominent factor which makes a hydro-turbine unco-

operative is the inertia of the water column in the pipeline.w



Although the turbine valve opening may be changed rapidly, the
water column inertia prevents the flow from increasing as rapidly.
As a result, after a rapid increase in gate opening and before the
flow rate has had time to change appreciably, the water head at
the turbine runner drops as a function of the increase in area of
valve opening, So the turbine power, which is proportional to the
product of head and flow, drops before it increases. For small
deviations around an operating point, this behaviour can be
18

described by the following transfer function:

oW 1-ssTW

P — 1.1
AL 1+0.58T

where AW is the normalised change of power of the turbine, AAis
the normalised change of control valve area and Tw is the water
inertia time, Tw varies with pipeline geometry and valve position

and is calculated f‘rom:13

T = 'é% o 1.2
where H is the total head and Q is the volumetric flow in sections
of pipeline of length, L and cross-sectional area, A, g is the
acceleration due to gravity. Full load values of Tw for Sloy and
Dinorwig turbines are 1.1813 and 1.63“‘ respectively. In schemes
with more than one turbine, Tw increases above the value for one
set as other turbines come on load and change Q in the common
sections of pipeline.

The water column inertia makes a hydro-turbine difficult to
control and, if a purely proportional governor is used, as on most
other prime movers, stability is lost when the generator becomes
isolated from thermal plant with its high inertia, The governor
must, therefore, have additional components to provide isolated

load stability. Unfortunately, these components also reduce the

rate of response to frequency deviations when the hydro-turbine is



connected to the grid. It is difficult to combine stability under
all operating conditions with a rapid response to disturbances in
a large system.

Most hydraulically-controlled hydro~electric schemes,
including those of the NSHEB, utilise 'temporary droop' speed
govefnors (Figure 1.1), which use proportional action with a
dashpot providing a temporary increase in feedback (i.e. a
decrease in gain) during speed transients,

1.3 GOVERNOR CHARACTERISTICS FOR LARGE TURBINES

Paynter'“9 indicated that the optimum temporary droop governor
response was obtained with a temporary droop of
| b, = 2.5 ”Tw 1.3

t Ta
and a temporary droop time constant of

Td = 5.9 Tw 1.4
Where Ta is the alternator inertia time constaﬁt. When substituted
in the governor transfer function, these settings give ~a dominant

governor time constant of

RIRE
g~ brT"¥
p a

where bp is the permanent droop setting Without greater capital

T 1.5
expenditure to increase the cross-sectional area of the pipeline,
Tw is generally larger for big hydro-turbines and in order to
avoid slow response during grid-connected operation, alternative
forms of governor must be considered. For Sloy turbines with a 3%
droop (bp=0.03), Tw=1.1s and Ta=7.0s, the dominant governor time
constant, Tg is 85s. Dinorwig figures of Tw=1.6s and Ta=8.65 give
145s for a 3% droop and, in fact, the situation is even worse
because a 1% characteristic is required.

A reduction in response time to about one fourth that of the
temporary droop design can be obtained with the double derivative

20,21

governor shown in Figure 1.2. The first derivative term



accomplishes the same function as the temporary droop feedback in
the more conventional governor. Both produce a single phase lead
term in the numerator of the transfer function which compensates
for the water column inertia. The second derivative provides an
additional lead term to overcome the lag inherent in the valve
servomotor,

The same performance can be obtained with a three-term 'PID'
contr-oller-22 (Figure 1.3) with proportional, integral and
derivative components, Long-term droop is provided by the feedback
~of valve position or a measurement of generator power output to
the proportional and integral terms of the controller after
comparison with a power setpoint., However, the double-derivative
scheme offers a number of practical advantages such as a more
convenient insertion of the load control signal.20’21’23 The
double derivative governor uses the pilot servomotor to perform
the function of integration whereas the PID.gover'nor' requires a
rapid closed-loop response from the pilot servomotor and is,
therefore, harder to implement. Various modifications are
appropriate depending on the type of electro-hydraulic actuation
employed. In both configurations, the compensating terms may be
complex giving a faster rise time., The performance is, therefore,
superior to that of a cascade compensator of the same o1r-der-.20
These governors are intended to increase the hydro-turbine's
contribution to system response whilst maintaining stability under
all conditions. They do not attempt to improve isolated load
performance.

Hydraulic implementation of these governor characteristics is
generally not practicable and so they were not used on earlier

installations., However, the availability of electronic equipment

has led to the adoption of both double derivative and PID



governors for recently constructed plant.zo’zu’zs

A microprocessor-based governor with a double-derivative
algorithm was developed and installed on a 32.5MW hydro-turbine at
Loch Sloy Power Station in the course of previous work at Glasgow

13,26,27,28 This governor provided a considerably

University.
faster response than the existing temporary droop type, but
further improvements were possible if the control parameters were
adapted according to the operating point of the turbine. It was
then possible to compensate for the load-varying water time
constant and other non-linear-ities.26 The microprocessor approach
permitted this adaption to take place in a straightforward manner.
1.5 ANALYSIS OF HYDRO-TURBINE GOVERNOR BEHAVIOUR

A range of analytical techniques have been used in the search
for optimum governor settings. Paynter19 defined a stability
region for a hydro-turbine with a temporary droop governor on
isolated load by direct experimentation on an electronic analog

29

simulation. Hovey put this work on a theoretical footing using

the Routh-Hurwitz technique and applied it to fixed-blade
propeller turbines in a practical power system. The effects of the
permanent droop feedback and the load self-regulation had been
omitted but these were added by Chau_dry.30

Thorne and Hill developed a more detailed model of a 100MW
Kaplan turbine with an electronic PID governor for simulation

31 32,

studies and used eigenvalue analysis to investigate stability~;

the Routh-Hurwitz technique being impractical for a model of this
complexity. The effects of the derivative gain and other factors
were considered sub.s;equen‘c.‘l.y.33 Other authors considered the
effects of the derivative term with a simple turbine model using

34

eigenvalue analysis and the Routh-Hurwitz and root-locus

techniques. 35

10



All of these studies used linearised models and took no
account of governor deadband which can have a significant effect
on stability.3%'37 stein3® and Faso137 studied the effect of
governor deadband using harmonic response tests and describing
function methods. The effects of governor valve rate and position
limits and the non-linear relationship between gate position and
turbine torque were assessed by Undrill and WOodward38 using
.digital computer simulation. Other studies of hydro-turbine
behaviour have been reported by various authors.

In using the techniques which position poles in the complex
frequency plane, it must be borne in mind that adding damping to
reduce the power output overshoot may not be desirable., Given that
a particular hydro-turbine is stable on isolated load, increasing
the governor damping beyond a certain point will increase the
frequency overshoot following a change in 1oad.36 Acceptability of
the time domain response should also be considered.

1.6 ON-LINE TESTING OF HYDRO-TURBINE GOVERNORS

Actual tests of isolated operation have been carried out on
some hydro-turbines,13 but the progressive interconnection of
systems and the increasing size of the machines has made such
tests increasingly difficult to perform.>°

After studying the optimisation of temporary droop governors
using analog .simulat;ion,17 Schleif and Angell39 devised a
technique for examining the performance of the actual turbine and
governing system at any load setting as though it were actually
serving an isolated load. By simulating isolatinon of the hydro-
turbine unit under test, Schleif dispensed with the need to
measure all the turbine and governor parameters because all the
unknowns are represented in the plant itself. In particular, all

the non-linearities are automatically included and tedious

11



calculations of water inertia times at various load levels are
avoided. This technique has been used in previous work at Glasgow

University26 and elsew here.uo 41

Use of this technique has
consistently shown the need for more stabilisation than the
analytical studies suggest.Bg’uo

To simulate isolated operation, a measurement of generator
power is connected to a simulation of the alternator inertia and
the load characteristics. The output of the simulator is a
simulated system frequency which is, in principle, substituted for
the machine speed signal normally fed to the governor. The
governor is tricked into thinking that the hydro-turbine is
isolated from the grid. In the original work, the simulated
frequency signal was injected mechanically. In more recent tests
on electronic governors, the signal was injected either as a dec
voltage at the summing junction of an operational amplifier26 or
using a voltage controlled oscillator to drive the normal governor
input in place of the machine speed tr'anscluoer.u1

Other simulators have been built to check out the performance
of power plant cont'.r'ols,uz’u3 but these are different in concept
in that they replace the plant itself rather than the surrounding
system.
1.7 THE CONCEPT OF THE POWER SYSTEM SIMULATOR

With the increasing use of hydro-turbine plant to control
large power systems and the availability of governors able to
select alternative parameters on load, it is important to
investigate the performance of the mixed hydro-thermal system as a
whole. A governor must provide isolated load stability before a
hydro-turbine is synchronised, but afterwards it can switch to

parameters which provide a greater contribution to system

response. The governed turbine is then no longer stable under all
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operating conditions and the stability limit occurs for some
islanded system where the hydro-turbine is a larger than
anticipated proportion of the generating plant. For example, it is
recommended that the Dinorwig turbines are not operated with the
high governor gains intended for system operation if the grid size
falls below 5Gw.25

Off-line simulation has been used to study the effect of
particular governor settings on overall system behaviour'uu. Such
studies require the simulation of a number of coupled generation
blocks of differing characteristics (Figure 1.4). The outputs of
these generation units are weighted according to their relative
predominance in the power sytem to be modelled and the total
output is then compared with the consumer demand which may vary
with frequency. The modél is completed by an equivalent machine
representation of generator inertia, This single flywheel model of
the individual alternators uses a lumped acceleration constant
appropriate to the particular mix of plant on the system. This is

45 where voltage effects and

an average system frequency model
inter-machine oscillations are ignored. It is assumed that the
deviations in frequency from the system average, which are
associated with inter-machine oscillations, have no appreciable
effect on the machine governors and mechanical power. Load flow
calculations are not included because the changes in transmission
loss following a disturbance have a only a secondary effect on the
system response.

While valuable results may be obtained from off-line studies,
there is considerable incentive to test the response of the real
hydro-turbine plant under a comprehensive range of conceivable

operating conditions, The benefit of such on-line testing lies in

the elimination of modelling uncertainties, particularly those
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associated with plant non-linearites such as governor linkage
backlash. It is also useful to demonstrate that an installed
governor can perform its control function effectively and to check
the tuning of its parameters.

It is impracticable to perform extensive testing on the real
power network because the disruption necessary to establish a
particular grid sub-system would be unacceptable. However, as an
extension of Schleif's method for simulating isolated operation,
the power system dynamics seen by a particular item of generating
plant may be altered through the use of a real-time power system
simulator connected into the speed governor control loop. A wide
range of tests may then be carried out without unduly disturbing
the normal operation of the grid. The generation and load dynamics
in the power system of interest are represented in the simulator,

.The arr‘angément employed for the on-line studies remains as
outlined in Figure 1.4, However, the nuclear, coal and oil fired
plant are all simulated in real time, while the hydro-electric
generation is represented by the actual plant. The simulated
mechanical output torques from the thermal plant are summed along
with a measure of the real mechanical output torque from the
hydro-turbine. This composite torque is fed into a real-time
simulation of the system inertia and load, and the resultant
simulated frequency signal is fed back to the governors of all of
the generation units, both simulated and real. In this manner the
dynamic behaviour of the hydro-generator is coupled into the
simulator, although the machine continues to supply the grid. This
scheme is an enhancement of the technique for simulating isolated
operation.

The relative amounts of each generation type and the

characteristics of the inertia and load may be altered with ease
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and generation excess or deficit incidents can be simulated. The
disturbance of interest often involves a generation deficiency
caused by a loss of generation. However, it is conceptually easier
to view this as an increase in load. With an appropriate choice of
parameters, the one (real) hydro-turbine can be used to represent
a much larger machine or a group of similarly-governed machines
whose total output is of significance to the grid.

If a large pumped storage scheme were to be built in Scotland
with governors settings appropriate to system operation, a real
possibility of instability would exist in the event of islanding.
Although predictions could be made using off-line simulation, no
on-line confirmation could be obtained without the use of a power
system simulator.

Novel governor designs, perhaps intended for smaller plant in
remote parts of the system, can also be thoroughly investigated
with this equipment.

1.8 OUTLINE OF THESIS

Chapter 2 will describe practical aspects of the power system
simulator and its use in more detail, covering the digital
computer hardware and software implementation, numerical
integration methods for the simulation models, interfacing
requirements and the on-site test procedure.

The models used in the simulator will be discussed in Chapter
3 with particular emphasis on the dynamics of the thermal plant
providing the bulk of the electricity production in the UK.
Particular reference will be made to the models used by the CEGB
in system response studies

Preliminary tests of the power system simulator technique at
Loch Sloy Power Station will be reported in Chapter 4 with the

results of both isolated and mixed hydro~thermal system tests. The
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test signal was coupled into the real plant in two ways: one by
direct injection into an electronic governor and the other by
using the speeder motdr on a mechanical-hydraulic governor.

As the complexity of the system response test increases, the
computational resources of the basic computer hardware
configuration is no longer adequate to complete numerical solution
of the model equations in real time., Chapter 5 describes the
development of a multiprocessor simulator to alleviate this
problem, The multiple computer configuration was also used to
provide additional input/output facilities.

The results of tests at Sloy using a more elaborate power
system model are presented in Chapter 6. The behaviour of both
double derivative and temporary droop governors was investigated
in a number of power system configurations with thermal plant of
various types..

Chapter 7 descrit;es the application of the technique to
diesel engine generators in an isolated power system. Particular
problems arose, because the engine under test consituted a
significant part of the real system. Some of these difficulties
were overcome and the power system simulator was used to
investigate the behaviour of wind-diesel power systems.

The power system simulator was also used to examine the
potential of electronic devices that could be connected easily to
existing hydro-turbine governors and provide an improvement in
their response to system disturbances. Chapter 8 looks at the
performance of these devices in comparison with the double
derivative and temporary droop governors

The overall conclusions that can be drawn fron the work will
be presented in Chapter 9 together with recommendations for

further work.
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Aspects of the work reported in this thesis have been

published in References 46, 47 and 48.
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CHAPTER 2

THE POWER SYSTEM SIMULATOR

This chapter describes the implementation of the real-time
power system simulator with particular attention to the
arrangements for on-line tests and the deéign and development of
the software. The choice of numerical integration method used to
solve the power system model in real-time is also discussed.
Development of the simulator continued throughout the study and
evolution of its hardware structure and software organisation took
place between site visits and so the test results were obtained
with several different configurafions. In the following
description, reference will generally be made to the equipment in
its later stages of development.

The real-time simulation is carried out digitally in a
microcomputer system. Despite its digital nature, the simulator
can be made to appear very much like a box of traditional linear
electronics. However, the use of a digital simulation technigue
allows the direct modelling of process non-linearities required
for large-signal tests.49 It also provides flexible implementation
of plant and operator interfaces which can then be adapted quickly
to meet changing requirements. Of course, because continuous
signals are approximated by discrete time series in the digital
implementation, the input/output data rate must be fast enough to
avoid compromising the accuracy of the simulation
2.1 THE SIMILATOR HARIWARE

The real-time power system simulator was constructed using
Intel Multibus products. The first implementations of the

simulator used an Intel SBC 86/14 single board computer, which is
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based on the 8086 16-bit microprocessor. In addition to its
processor and memory, this board contains programmable digital
input/output ports and additional modules expand this capability
to include analog-to-digital (A/D) and digital-to-analog (A/D)
channels. The board fits into a rack-mountable chassis with a
Multibus backplane which permits additional single board
computers, memory, and input/output cards to be included as
requiréd. This approach provides flexibility for future expansion.

A computer intended for real-time simulation work must be
able to perform numerical.calculations at high speed. In the past,
the complexity of the mathematical model used in a simulator has
usually been limited by finite computational speed rather than
small memory size or inadequate interfacing facilities. The
capability of this microcomputer system was enhanced by fitting a
module containing an Intel 8087 numeric co-processor. This chip
removes the burden of mathematical computation from the main
processor by performing floating-point operations in hardware with
consequent substantial speed improvements.
2.2 THE POWER STATION INTERFACE

Figure 2.1 shows in detail the arrangement of the simulator
for on-line tests As with many control experiments on real plant,
the means adopted for test signal injection dictates the scope of
investigation possible., In this case, the ideal injection point
for simulated frequency deviation is the summing Jjunction where
the hydro-turbine governor compares the machine frequency with
the frequency reference. An additional electrical analog input can
usually be provided at this point in an electronic governor.

In the older mechanical-hydraulic governors, injection at the

summing junction is impractical because speed sensing is performed
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by flyball movement which is compared mechanically with a speed
reference and used to operate a hydraulic piston. In these cases,
however, it is possible to perform limited testing using the
raise/lower controls of the speeder motor which positions the
frequency reference (a mechanical component). By moving the
frequency reference in the opposite sense to the simulated
frequency transient, the governor can be perturbed just as if the
test signal had been applied directly to the summing junction, The
raise/lower controls normally drive a d.c shunt motor and so the
rate of movement should be independent of the torque load on the
motor. The speeder motor can, therefore, be expected to integrate
the raise and lower pulses quite accurately. Various experiments
show that, in practice, this is the case. This injection technique
is established by chtrolling the raise/lower interposing relays
from an additional relay box connected to a digital I/0 port on
the simulator. The injection signal can be disabled quite simply
by unplugging the 240V a.c. supply to this box. In Figure 2.1, the
availability of two injection techniques is notionally indicated
with a switech.

Providing the measurement of turbine mechanical torque
required by the simulator generally presents less of a problem.
The alternator attached to the hydro turbine is normally grid-
connected and hence running at near constant speed. A measure of
its electrical output power, therefore, provides a good
representation of the mechanical torque supplied by the turbine.
ﬁhen the electrical output power is measured, it is important to
minimise the lag associated with power transducer filtering so the
'two-wattmeter' method of three-phase power measurement with its

inherently fast response is desirable., Suitable digital filtering
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is aﬁplied to the power measurement in the simulator to guard
against the effects of electrical noise. At the start of a
simulator run, a reading of the generator power output meter is
supplied by the operator. This is used by the simulator to
calibrate the generator power output signal.

2.3 CORRECTION FOR GRID FREQUENCY DEVIATIONS DURING A TEST

In both of the signal injection techniques, the real machine
speed signal remains connected to the governor. This is necessary
to ensure that proper control of the turbine can be maintained.
The plant under test can be immediately returned to its normal
operational mode simply by removing the simulated frequency from
the governor. However, this arrangement also means that the
 turbine and governor under test will respond to genuine grid
frequency variations because the generator is synchronised to the
. grid., However, the effects can be nullified by measuring the real
grid frequency and then offsetting the simulated frequency
deviation in the appropriate direction. In order to retain control
of turbine speed if abnormal conditions arise, this correction is
only applied if the grid frequency stays within the normal
operational limits of 49.8 to 50.2Hz.

To obtain a measure of the grid frequency for this
correction, a sduared-up grid voltage waveform is used to generate
interrupts in the simulator, and these cause the program to read a
digital counter in the computer running at 1.2288MHz, A number of
such readings are averaged in order to reduce the effects of mains
waveform distortion and noise resulting from slight variation in
the interrupt response time of the microprocessor. The input
voltage waveform is taken from any convenient 240V a,c outlet, It

is essential that the square wave signal is applied through a
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monostable because multiple cross-overs occur quite frequently due
to switching glitches and other electrical noise. The interrupt
controller on the single board computer is quite unable to cope
with two interrupts in rapid succession on the same channel
without suspending operation of the main program. The monostable
ensures that only one triggering transition per cycle is applied
to the interrupt input.

2.4 THE OPERATOR INTERFACE

The main processor board in the simulator was interfaced via
two 8-bit parallel input/output channels to a BBC Microcomputer,
This computer with its screen and keyboard is employed as an
intelligent terminal to permit the selection of model parameters
and configurations before executing a simulation. This approach
was found to contribute significantly to security of operation. 1In
contrast to an arrangement based on potentiometers and switches,
the operator is forced by terminal prompts to consider test
options and controls in a sequential manner and the risk of
oversight is considerably reduced. The selected parameters are
automatically stored on floppy disk for subsequent retrieval and
printing to make a permanent record of the values used in all of
the tests,

Once the simulation is running, the BBC microcomputer is used
to monitor and display graphically the analog signal connections
between the simulator and the real plant. The computer's screen
shows the selected signal as a slow-~-speed trace rather akin to
that of an ultra-violet recorder. A chosen signal can be displayed
in real-time as a test progresses and this was found to be very
useful. The time scale of the display can be altered and once the

trace reaches the right hand side of the screen, it can be
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restarted at the left hand side. A permanent record of tests is
made separately as described in Section 2.6. This display system
is also a powerful tool in the development and set-up stages
because it can be used to examine any signal that can be applied
to its A/D converter,

2.5 THE TEST PROCEDURE

It is important to achieve a 'bump-less! transition of the
turbine from normal to simulator-connected running. This is
straightforward with computer-based test equipment. Operating
points for the internally represented 'generation blocks are
selected during the simulator initialisation dialogue and the
hydro-electric generator is set at a suitable loading from the
control room desk. The simulator can be made active at any time
thereafter by pressing a particular key on the operator terminal.
The software automatically sets the initial consumer demand equal
to the weighted sum of the simulated and real generator outputs.
In this way, the simulator initial conditions are matched to the
operating point of the real plant.

Once the simulator has been started, it is usual to allow
time for the closed loop system comprising the real and simulated
plant to settle, since it is rare for the hydro-turbine to be
exactly in a steady state when simulator operation is initiated.
The complete system can then be perturbed using demand
trajectories of a preselected form and magnitude, These computer-
generated perturbations are triggered by operating a simple
digital switch connected to the simulator.

It is useful to interpose a potentiometer between the
simulator output and the governor test input. This can be used to

remove a standing test signal returning the turbine to its initial
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operating point in a gradual fashion 1In the event of a failure of
the simulator system, this device can be very useful.

If speeder motor injection is employed to carry out tests on
a mechanical-hydraulic governor, the maximum rate of governor
reference movement is generally too slow to reproduce the
frequency swing caused by an instantaneous demand step. However,
by applying the perturbation at a finite rate, it is possible to
obtain accurate test responses Initially, a linear increase from
initial to final demand was used for this purpose. This trajectory
was not entirely satisfactory because it contains two
. discontinuities and the response to the second is superimposed on
that of the first which results ina confused picture., A simpler
form of finite rate transient can be obtained by passing a step
throqgh a first order lag. This type of perturbation produces more
easily characterised responses and is probébly more x;epresentative
of actual loading disurbances
2.6 DATA ACQUISITION

During test runs, signals of interest are presented as analog
voltages to a computer-based data acquisition system based on a
general-purpose microcomputer fitted with 12-bit analog-to digital
conversion hardware, where they are recorded in a digital form In
the early stages of the project, a Vector Graphic MZ was used but
this was later replaced by an IBM PC, allowing faster sampling
rates, longer logging times and some filtering of the input
signals, The provision of data acquisition facilities was
maintained by Dr H., Davie and Dr M. Macaulay.

The logged data are stored on floppy disks and subsequently
plotted using the computer. The use of a computer-based logging

system offered various advantages in that the plotted data can be
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scaled readily in both voltage and time axes allowing sections of
the recorded signal to be expanded for detailed examination.
Duplicate copies of the logged data can also be made easily.

The use of a data logger with analog inputs is not entirely
satisfactory because some of the signals recorded are already
available as digital quantities within the simulator which
measures them for its own purposes, taking the average of a number
of samples, In order that these quantities can be recorded by the
logger, they are once again converted to analog voltages and
subjected to a noisy environment. A more satisfactory arrangement
would incorporate a direct digital connection between the logger
and the simulator allowing such signals to be recorded without any
unnecessary interconversions, saving on execution time and
avoiding the ingress of noise, In fact, if sufficiently powerful
hardware was available, a fully developed form of the equipment
would perform both functions on the same computer.

2.7 SOFTWARE FOR REAL-TIME SIMULATION

It is unfortunate that the adjective 'real-time'! is
frequently used to describe computer systems that are not in any
way synchronised to physical time; rather, these computers are
'interactive', having a response sufficiently fast that they may
operate on-line and service their user's request with reasonable
speed. The 'real-time' nature of the power system simulator is
quite different. The complexity of a general purpose mul ti-tasking
operating system like RMXSO is not required and an interrupt
subroutine and a few lines of code in the main simulator program
are sufficient to achieve synchronisation with real time and
control the operation of the equipment. Figure 2.2 outlines the

structure of the software for the simulator.
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The dynamic model solution computed by the power system
simulator must be produced in synchronism with physical time, To
achieve this, a hardware counter/timer operating from a 153.6kHz
clock is used to generate processor interrupts at a specified rate
(600Hz). The subroutine which handles these interrupts maintains a
count of 'the number of times it has been called. In order to
provide filtering of the turbine power output measurement, the
subroutine also obtains an A/D conversion value from the
appropriate channel and adds it to an integer sum of these values.
When the specified number of interrupts have occurred (30 for an
integration interval of 0.058), a flag is set by the subroutine
and the count of clock intervals is reset to zero., The main
program remains in a waiting loop until it finds that this flag
has been set, It then calculates an average value of turbine
output from the integer sum of the A/D values and performs one
step of the simulation procedure. The simulated system freduency
signal to be injected and other signals to be recorded are then
written to the appropriate D/A channels Finally, the timing flag
is reset and the main program returns to the waiting loop.

A second interrupt handler activated by the a.c. supply
cross-over signal obtains values from the 1.2288MHz timer for grid
frequency measurement. These values are written to a circulating
buffer and are then used by the main program to calculate an
averaged grid frequency value. The cross-over interrupt has a
higher priority than the real.- time synchronisation interrupt to
minimise variation in the delay between the cross-over itself and
the point at which the timer is actually read.

Interrupts of both types continue to occur throughout the

execution of one step of the main program. To avoid corruption,
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the processor interrupts must be temporarily disabled when the
main program accesses the values that are obtained by the
interrupt subroutines. The interrupt handlers are restricted to
integer arithmetic so that use of the 8087 numeric coprocessor is
avoided. There is then no danger of problems with the 8087 such as
overflow of the internal stack in the event of two nested
interrupts.
2.8 SOFIWARE DEVELOPMENT FACILITIES

In the early stages of the project, software development was
carried out on an Intel Microprocessor Development System (MDS).
This process was later transferred to an IBM PC AT which offered
considerably reduced compilation times through the use of its hard
disk, The programming language used was an Intel implementation of
Fortran specifically intended fof stand-alone system development,
It provides additional procedures to handle peripheral devices
such as input/output ports, timers and interrupt controllers.
Using this compiler, it is also possible to deal with processor
interrupts entirely within the high-level language, This meant
that low-level assembly language programming was only used for a
few special-purpose routines where precise handling of individual
data bits is required or where particular control of the processor
itself is important.

The program to be tested can be 'down-line loaded' from the
MDS to the target system, in this case the 86/14, via a serial
interface and then debugged using the rather primitive facilities
of a machine code monitor. Alternatively, an in-circuit emulator
(ICE) may be used to provide a considerably more powerful
debugging facility. For example, the emulator maintains a trace of

the instructions and data that have been processed, It also
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provides details of any interrupts received by the microprocessor.
The emulation can be stopped at the press of a key and so a
program that is operating incorrectly can be caught at the
particular time when its execution starts to go wrong, Examination
of the trace information coupled with the use of the other ICE
facilities will often reveal the nature of the fault.

The final version of the machine code for a particular
simulator is normally stored in erasable programmable read only
memory (EPROM) chips which are installed in sockets on the single
board computer, Operation of the computer reset button is then
sufficient to set the program running. This means that the
simulator is a stand-alone system with no need for floppy disk
storage or keyboard input to load and run its software. This is a
considerable advantage when the equipment is used for real plant
tests.

Although the simulator software is developed and debugged in
the laboratory, experience has shown that limited revisions may be
required on-site. The Intel MDS is not readily transportable and
so an IBM PC is normally taken on-site to permit such revisions.
No ICE facilities are employed with this system so debugging
facilities are restricted to the machine code monitor incorporated
in the down-line loader.

2.9 METHODS OF NUMERICAL INTEGRATION

Due consideration was given to the selection of the numerical
integration method used to solve the power system models in the
simulator. A system response simulation is an initial value
problem in a system of ordinary differential equations and there
is available a wealth of published work on possible numerical

integration techniques, see, for example References 51, 52, 53,

28



54, 55 and 56. However, few authors mention real-time applications
where the requirements are rather different. Indeed, many
integration methods exist which allow a system to be simulated
very accurately and efficiently, but many of these are only
suitable for use in non real-time or 'off-line' applications,

A numerical integration technique used in a real-time
simulator must be able to cope with discontinuous inputs and model
non-linearities and it must provide a model solution which can be
made to proceed in synchronism with the outside world. Absolute
accuracy is not the prime consideration because of limited
measurement accuracy and the finite (12-bit) resolution of the A/D
and D/A convertors,

The ease of implementation of the Euler method is an almost
over-riding consideration, but, in fact, there are other sound
reasons why this algorithm should be used.

- 2.9.1 Review of the Methods Available

A number of integration techniques achieve high performance
in off-line simulation by adapting their integration interval
according to the needs of the solution as it progresses. These
variable-step methods provide a complete problem solution in the
minimum computation time but may be very slow at some stages,
particularly in the region of discontinuities where repeated
reduction of the step size is necessary. Thié makes them
unsuitable for a simulation which must proceed in synchronism with
real time,

Numerical integration methods of fixed (and vafiable) step
length may be divided into those which operate on information
available in the current integration interval, the single-step

methods, and those which draw on information available in previous
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intervals as well. The second group, the multiple-step methods,
are efficient in'smooth' problems where derivative evaluations

are computationally expensiv e56

s, but they have difficulty with
cliscont:l.nu:ltiess1 and are, therefore, not as suitable for use in a
real-time simulator where the inputs are not smooth. Predictor-

corrector algorithm $54155,56

are in this category.

A further classification can be made into methods of explicit
form where a calculation stage draws only on numerical values
formed in previous stages and implicit methods where this
restriction is relaxed. The backward Euler and trapezoidal rule
are implicit methods of first and second order respectively. The
trapezoidal rule, in particular has been widely used in power

57,58,59,60 These methods are unconditionally

56,61

system studies,
stable for poles in the left hand half of the complex plane,
but they require an iterative solution. To avoid this, the
differential equations can be incorporated in the integration
algorithm, but, f‘or' non-linear systems, this is awkward to carry
out and not always successful. State variable limits are also more
difficult to apply.61 These drawbacks preclude the use of implicit
methods for the solution of the non-linear equations used in the
real-time simulator,

After these eliminations, only single-step explicit 'Runge-
Kutta' methods remain.

Use of the simulator imvolves the coupling of a discrete-~time
system to continuous-time plant and so simulation accuracy must be
evaluated in the continuous-time domain i.e, the simulation error
must be evaluated over all time, t, not just at the successive
points of the solution, t=kh (where h is the integration step

length and k is an integer). A previous st:udy27 has shown that
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this consideration tends to favour methods of lower order, in
particular the first-order Runge-Kutta 'Euler' method. The Euler
method can achieve a higher continuous accuracy with a given
processor computation speed than the fourth-order Runge-Kutta
method, notwithstanding the higher point accuracy and longer step
length possible with the latter., This is particularly true in the
region of discontinuities,

There is a further problem with the higher order Runge-Kutta
methods because correct implementation requires new A/D conversion
values at each intermediate stage of the algorithm. This is
inconvenient and erodes the computation time saved through the use
of a longer step length.

The Euler method has poor stability for poles close to the
imaginary axis but for-tunately this is not a problem. The dynamic
behaviour imvolved in the simulation of power system response to
loading disturbances is generally well-damped with a predominance
of poles on or near the real axis of the complex plane. The
complexity of high order methods which achieve stability for poles
near the imaginary axis is, therefore, unnecessary.

2.9.2 Multiple Rate Integration Schemes

Generally, power system dynamic models exhibit widely
different rates of change of variables or of groups of
variables.51 This 'stiff' system property can result in excessive
computation times and round-off errors if the slower parts of the
model have to be integrated with step lengths short enough to

provide stability for the fast component:s.61 Implicit methods and

other more specialised solution algorithms
to avoid this problem but these are unsuitable for implementation

in real-time due to their complexity and their use of iterative
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calculations and variable step lengths.

In power system studies, subsets of equations of differing
response times are easily identified and there are often only a
few interface variables between subse’cs.51 An intuitive grouping
of the equations guided by the physical partitioning of the
modelled system is, therefore, effective. The subsets can be
solved using different step lengths (and/or methods) consistent
with the rates of change of their variables and a large saving in
computation time can be obtained in this way. Such schemes have
been used for off-line simulation in transient stability studies51 .
and for real-time simulation of a fossil-fuelled power plant in an
operator training simulator.6u

Formal model decomposition algorithms have been applied to
the long~term simulation of power systems.65 Al though these
methods méy achieve‘a greater computation saving than the ad hoc
approach described above, they are not easily applied to large-
signal, non-linear models. The ad hoc scheme also has the merit of
simplicity and requires less programming effort.

A multiple rate integration scheme was used for the off-line
simulation carried out in this study. This allowed simulation runs
of complex systems to be obtained rapidly. The power system model
can be decomposed simply by separating the equations for the
different generation types. For example, the thermal unit models
can be integrated adeguately at a rate slower than that required
for the hydro-turbine models If a greater computational saving is
necessary, the thermal models could be split into boiler and
turbine sections. The boiler equations could then be integrated at
an even slower rate. This ad-hoc approach to decomposition can be

guided by the time-frame of the response of the various
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66
components.

In the work reported here, the real-time simulator did not
reach a sufficient complexity to require multiple rates of
integration. However, if larger problems were to be studied, it
might be advantageous to use a multiple rate scheme to relieve the
computational load on the hardware, This could be implemented most
easily on a mul tiprocessor system and so this possibility will be
discussed further in Chapter 5.

2.9.3 Implementation of the Euler Method

The Euler method was used in the power system simulator and
the plant simulator described below. It was also used in all the
off-line simulation studies carried out in the course of this
work. This provided the maximum correspondence between on-line and
off-line conditions, .

The integration algorithm can be described quite simply in
words: Calculate the values of the model derivatives i.e. the
derivatives of the state variables, multiply these by the
integration step length and add the result to the previous value
of the state variable, then repeat. Expressions for the initial
conditions of the state variables can be obtained in terms of the
model operating point by setting the derivatives to zero,

The adequacy of an integration step size for a particular
model was checked by the simple expedient of repeating a sample

’

off-line simulation with a smaller step size and checking that no
change in the results could be seen.56
2.10 LABORATORY TESTING FACILITY FOR THE SIMULATOR

In order that correct operation of the power system simulator

can be verified before it is coupled to the real hydro-turbine

plant, a general-purpose 'plant' simulator was established using
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an IBM PC fitted with analog-to-digital and digital-to-analog
conversion hardware, A simulation of a hydro-~turbine and its
governor was programmed using the Microsoft assembler and Fortran
compiler, Real-time synchronisation is achieved using a timer
internal to the PC and the plant interfaces are emulated in detail
using the same voltage scalings as the Sloy microprocessor
governor. A non-linear model of the hydro-turbine and its governor
is used so that the simulator represents the behaviour accurately
over almost the full operating range. Alternative parameters can
be selected easily in the initialisation stage. The Euler
integration method is used with a step length of 0.01s and the
model equations and data are given in Appendix 1.

This equipment is used in the laboratory during the
development of the power system simulator. It is also used, both
in the laboratory'and on site, for trial runs with particular
simulator configurations intended to verify that untoward
situations will not occur when the equipment is coupled to the
real plant. Several versions were developed to cater for the
different plant types encountered. These included Sloy turbines
with either electronic or speeder motor injection and, later,
Stornoway diesel engines. The plant simulator was used to test
various other items of equipment including an implementation of
the load controller described in Chapter 8.

2.11 OFF-LINE SIMULATION

An IBM PC AT programmed with Turbo Pascal was used for the
majority of the off-line simulation work carried out in connection
with this study and a simulation package was established with
graphics facilities. In order to obtain results in a reasonably

short time, a multiple rate Euler integration algorithm is used as
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discussed in Section 2.9.2

Special arrangements must be made when Pascal is used for
simulation: The variables in the model procedures must be made
global otherwise they will not retain their values from one
integration step to the next. This approach is somewhat at odds
with conventional Pascal usage but the alternative of long
parameter strings in procedure calls is impractical. However, the
use of variables that are only declared once is much less error
prone than the COMMON block construction of Fortran. The variables
for a particular model are contained in a 'record' so that
multiple'copies of a particular model can be used without changing
all the variable names. The model procedures have three sections:
A dialogue phase, an initialisation phase and an execution phase,
This avoids the need for extensive parameter passing,

Off-line simulation was used in the development and
evaluation of the power system models used in the simulator. The
generation block and alternator models were implemented as
separate procedures which could be included or not depending on
the mix of plant to be studied. The models were then implemented
in the real-time simulator in a fully developed form. The
simulation package was very much more interactive than the real-
time simulator equipment and so it was much more convenient for

investigating changes of parameters and configurations,
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Figure 2.2 Structure of the simulator program



CHAPTER 3

MODELS FOR POWER SYSTEM RESPONSE SIMULATION

Realistic mathematical models of a number of power system
components had to be assimilated in a form suitable for real-time
simul ation before the simulator could be used to study problems of
practical interest. Included in the list were boilers burning
coal, o0il or gas; steam turbines; nuclear plant; generator
inertia; and consumer loads. It is the purpose of this chapter to
describe the dynamic models used in the hydro-thermal power system
study.

The general state of power system simulation will be reviewed
in the context of the UK system and compared with power station
and grid control centre operation in practice. The features of an
oil-fired boiler-turbine model used for preliminary tests will be
outlined briefly before a coal-fired plant model is described in
full. This second model was used for more detailed studies of a
mixed hydro-thermal system reported in Chapter 6. The development
of co-ordinated control schemes for boiler-turbine units will also
be considered. To complete the power system model, a mathematical
description of the variation in consumer demand with system
frequency will be presented along with a single alternator model
of the generators.

3.1 POWER SYSTEM SIMULATION

A wealth of material has been published on power system

simulation applied to a number of problem areas such as transient

67,68,69,70 58,71,72,73 oijer-

stability, system operator training,

44,59,75 and, in the

turbine eontrol”, long-term system dynamics,
USA, automatic generation cont‘,x~ol.57’76’77 Although the time

scales are d:I.f‘f‘erent,66 a substantial common ground exists between
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these applications.

The response time of a large fossil-fired boiler is of the
order of minutes,78 so0 transient stability analyses for steam
plant usually include the dynamics of the turbine but assume that
the boiler pressure remains constant over the time-span of
interest (10s). Conversely, longer-term studies do not need to
include detailed models of synchronous machine behaviour.

The models used in studies of governor response should be
valid for the first few minutes following a disturbance.
Thereafter, measures taken by grid control engineers such as the
starting of gas turbine or pumped-storage plant take effect and
governor response is no longer the primary concern It is not
necessary to model longer-term effects such as load increases due
to voltage regulation at load bulk supply poipts. These features
are more relevant to studies of load-shedding pcol:l.cies.75

A system response model has been developed by the
CEGB.2’M’79 This model has been validated against system test380
and it has been used to study the response of pumped-storage plant
and to review load-shedding relay polic:i.es.ml

A simulation methodology for long-term power system dynamiecs
has been developed in the USA under the direction of the Electric

60,75,81 It has been used in

82,83 and

Power Research Institute (EPRI).
studies of system behaviour following major disturbances

A This package is intended to

automatic generation control.
provide a complete simulation of a power system over both short
and long time scalés and so it includes representation of
individual machines and the transmission network. A transient
stability program is used for a period of about 10s following an

electrical disturbance. Thereafter, the simulation switches to a

long-term mode where the inter-machine oscillations are removed by
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artificially increasing the damping term in the swing equations of

the individual machi nes.8u

The trapezoidal integration method is
used to provide numerical stability for a step length appropriate
to the components of the long-term model. The dissimilar
responses of generating units can lead to excessive tie~line

85 .nd so a load-flow

loading following large system upsets,
calculation is included so that protective tripping of
transmission lines can be predicted. The software has been written
in such a way as to allow the selection of model configurations by
appropriate choice of data without any need for r-eeod:l.ng.86
However, some difficulty has been encountered in recent EPRI work
to develop a 'production grade' program for full simulation of

59,60 It has been

power systems for periods of up to 20 minutes.
found that the modelling requirements for long-term simulation are
incompletely defined and that little data is available for the
parameters of the models used in the simulation
3.2 A COMPARISON OF NATIONAL SYSTEMS

International variation in the relative capacities of
different types of generating plant is considerable for economiec,
historical and political reasons. There is high dependence on
nuclear power in France, Belgium, Sweden, Taiwan and Kor-ea6 and}
considerable hydro-electric development in Norway, France, Italy,
Canada and the UsA.%7

Much work on power system modelling has been done in the USA,
but the grid system in the North American Continent differs
markedly from that in Britain in a number of respects. The
American system is about six times 1arger.78’87 Some of the load
and generation centres are very widely separated and, therefore,

tend to be less tightly coupled in the transmission system than

the supply and load points in the UK and European systems, 3600rpm
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generators are difficult to construct so 1800rpm generators with
two pairs of poles are frequently used in the 60Hz American
system. This tends to lower the system inertia for reasons
discussed further in Section 3.8. In the USA, considerable
attention is directed to the automatic generation control
equipment (AGC) preserving the scheduled power interchanges
between the individual electricity supply utilities, which are
mostly in private ownership. The grid frequency is very tightly
controlled in order to maintain the power transfers in the system.
In the UK, programmed transfers between the CEGB regions, the SSEB
and the NSHEB are regulated adequately by manual control at the
grid control centres, '

3.3 PROPORTIONS OF PLANT IN THE UK SYSTEM

The approximate proportions of plant capabilites in the UK

system are as f‘ollows:87
Coal 61%
0il1 21%
Hydro 2%
Pumped-storage 5%
Nuclear 11%

The corresponding values for the Scottish system are:

Coal 36%
0il 28%
Hydro 10%
Pumped-storage 6%
Nuclear 209

Gas turbines are expensive to run for long periods and are,
therefore, only used for 'peak-lopping' at times of very high
demand. However, they can be started quickly and are used in
emergencies. The balance between coal and oil plant depends on the
relative cost of these fuels which can be quite variable. However,
oil-fired boilers are generally more flexible and are, therefore,
more suitable when generation is required for short periods. The

mix of generating plant and frequency regulation of the system
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varies with the daily demand curve and can be affected greatly by
industrial action.88
3.4 POWER STATION AND GRID CONTROL CENTRE OPERATION IN PRACTICE

In order to evaluate more effectively the wide range of power
system response models available, some time was spent observing at
first hand the operation of power stations and grid control
centres in the UK. Hams Hall 'C' (6x65MW, non-reheat), at that
time buring natural gas; Rugeley 'B' (2x500MW, reheat, coal-fired)
and Peterhead (2x660MW, reheat, oil or gas-fired) were visited and
inspected in some detail as were a numberj_of hydro-electric
stations in the NSHEB area. The operation of the coal-fired
boiler-turbine units at Longannet (4x600MW) and the pumped-storage
units at Dinorwig (6x300MW) was observed during a longer period.
The system control function was seen at the NSHEB, SSEB and CEGB
Mi‘dlands Region grid control centres.
3.5 NUCLEAR PLANT

Dynamic models of nuclear plant are availableag, but, as
indicated in Section 1.2, reactors in the UK play no part in
system regulation and so they are represented in the simulator by
a power contribution that does not vary with frequency.
3.6 THERMAL PLANT

Realistic dynamic models of coal- or oil-fired boiler-turbine
units are essential in a simulation of the UK power system because
of the predominance of this type of plant. The system frequency is
normally regulated in the medium term using pumped-storage plant.
However, large fossil-fired units should control the initial
frequency swing and will be required to contribute significantly
in the event of a failure of the pumped-storage units or a system

split which leaves a section of the system without such plant.

This is a possible occurrence because all of the pumped-storage
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plant is in relatively remote parts of the grid system.
3.6.1 Thermal Plant Operation

The arrangement of a modern coal-fired boiler-turbine unit
based on the reheat cycle is outlined in Figure 3.1 and a much
simplified description of its operation follows: Water is
circulated in the tubes forming the wall of the furnace and the
steam produced separates in the boiler drum at 360°C and 160bar.
It then flows through the superheater where its temperature is
raised to about 560°C. This improves the thermodynamic efficiency
of the overall cycle and ensures that the steam entering the
turbine is absolutely dry. The steam flows from the superheater
through the governor valves to the high pressure (HP) turbine and
is then taken back to the boiler where it passes through the
reheater at a pressure of ab_out 32bar to have its temperature
restored to 560°C. The steam then flows through the interceptor
valves into the intermediate pressure (IP) cylinder and
subsequently into two, or possibly, three low pressure (LP)
cylinders. Finally the steam, at a pressure of about 0.04bar
(absolute) is condensed and returned to the boiler drum by the
boiler feed pump which is, in fact, driven by a small steam
turbine, Some thermodynamic advantage is obtained by passing the
condensate through a series of feed water heaters where its
temerature is raised to about 252°C by steam bled from the turbine
at various stages. Fans maintain a supply of combustion air to the
furnace and a proportion, the 'primary' air, is used to transport
pulverised coal from the mills to the burners on the furnace wall.
Usually, all the turbine rotors are mounted on a single shaft
along with those of the alternmator and the exciter,

Traditionally, thermal units have been controlled in a

'boiler-following-turbine' mode of operation where the governor
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valve is positioned according to the frequency of the system and
the desired loading on the unit. Movements of this valve cause a
change in steam flow rate from the boiler drum through the turbine
stages. For an increase in flow caused by a fall in system
frequency, say, the steam pressure in the boiler drum falls, A
'master pressure controller' senses this fall in pressure and
increases the fuel input to the boiler by increasing the speed of
the coal feeders or the rate of o0il supply to the burners in an
oil-fired furnace. If a large change of firing is required on a
coal-fired boiler, then it is necessary to change the number of
coal mills in service, Changes in firing take some time to work
through to an increase in steam product.1.on.3’90
3.6.2 An Example of Plant Operation - Load Changes on a 600Mi Unit

Some time was spent at Longannet Power Station observing the
operation of a 600MW unit. Only scheduled load changes were
observed because the unit was operating at a high load level
without free governor action. However, observation of the plant
behaviour illustrated two things: Firstly, that governors on high
merit plant like the Longannet unit are often wound well out of
range with the speeder motor so that the steam valves are fully
open. This achieves electricity production at maximum efficiency
but means that the unit will not contribute to frequency
regulation without manual intervention, Secondly, the plant
behaviour is to an extent unpredictable and time-dependent with a
complex interaction of a number of components.

Figure 3.2 shows the behaviour of the plant during a mill
changeover. The same behaviour would, in fact, be observed if the
unit was required to decrease its output by 100MW and immediately
increase it again by the same amount because a load change of this

size is implemented by manually starting or stopping a coal mill.
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Six mills out of eight available are required for full load on the
unit and so one mill provides fuel for about 100MW. Closer control
of firing is obtained by varying the speed at which the coal is
fed to the mills in service,

When the process of taking a mill out of service begins, the
unit output rises initially as the pulverised coal supply from the
mill increases as it empties after the feed is stopped. Once the
mill has emptied completely, the unit output falls quite rapidly.
When the fuel/air valves are closed, the unit output rises again
as the primary air supply to the removed mill becomes available
for the other mills,

When the new mill is put into service, the unit output drops
initially due to a reduction in the primary air supplied to the
other mills when the new mill is warmed through with air before it
is supplied with coal. The output then rises, taking about 30
minutes to reach a steady state,

Notice that there is a temporary drop in power output towards
the end of the operation due to a fall in superheater temperature
as feed water is sprayed into the steam before it enters the
superheater in order to arrest the temperature drift. The split in
the two-sided drum level measurement is reduced after the mill
change because the new burner combination provides a more even
flame.

Although it does not show the response of a regulating
thermal unit to a system frequency excursion, this example does
illustrate the difficulty in modelling thermal plant. The
behaviour has unpredictable aspects and only some of the plant is
automatically controlled. Detailed modelling of a particular
unit's behaviour would be very difficult to accomplish and would

not represent the aggregate behaviour of all the boiler~turbine
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units on the system. It is only possible to produce a model which
behaves in a fashion that is typical of thermal plant. Experience
shows that the observed behaviour varies considerably from power

By The dynamics of all units are

station to power station.
different, and differ in themselves with time and with load level.

Elements of the plant dynamics are time-dependent caused by
factors such as boiler tube slagging, variability in condenser
vacuum, air leakage in the mills and air heaters, mill wear and
coal quality and wetness. The inability of existing control loops
to cope with these and similar situations leads to many instances
where the operator has to revert to manual cont:r'ol.3 Mill control
is particularly difficult. Different mills have different
responses and their influence depends on the position of the
associated burners on the furnace wall.

While many units operate with at least some degree of manual
control, it must be assumed that the average effect of manual
intervention on a number of units is comparable to the effect of a
reasonable automatic control,

Tests are carried out on the mational grid to investigate the
-response of thermal plant to system disturbances. However, their
realism is doubtful because the unit operators are forewarned and
have their plant in a higher state of readiness than is normal.
3.6.3 Some General Observations on Thermal Plant Modelling

Prior to a discussion of particular boiler and turbine
models, it is appropriate to state some general points relating to
thermal plant modelling.
3.6.3.1 Boiler Auxiliaries

In a system response simulation, it is not necessary to model
all of the components of a boiler-turbine unit. It is generally

held that while feed water control on drum boilers is critically
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important to plant operation, it does not greatly affect the
dynamic behaviour of the unit power output. This is also true for

44,91 In Figure 3.2, the 600MW unit shows a

temperature control.
dip>in power output that can be associated with a fluctuating
superheater temperature, However, this was the result of manual
intervention and it is assumegi that, when the outputs of several
units are averaged, the effects of temperature deviations will
~ cancel out.
3.6.3.2 Turbine Bypass Circuits

In United States and Continental practice, various_turbine
bypass circuits are employed, particularly with once-through
boilers. These are used during unit start-up and shut-down or to
accomodate load rejections without tripping the unit. Steam bypass
circuits are not normally provided on British fossil-fired plamt92
and are, therefore, not included here, . |
3.6.3.3 Interceptor Valves

The interceptor valves and their control were not included in
the models used here because their action is normally restricted
to limiting overspeed in load rejection situation593 and 'fast
valving' to improve transient stability.gu (Fast valving is the
term applied to the use of special hydraulic components to effect
rapid movement of the interceptor and, possibly, governor valves,
on the detection of a power system fault, usually by means of an

1.95’96) Its contribution to system fregquency

acceleration signa
regulation is, therefore, infrequent and rather unpredictable and
its inclusion here would not be beneficial. Use of the interceptor
valve for normal governing could increase the spinning reserve

capability of a unit.?’ However, this would result in a loss of

efficiency and is, therefore, not common practice.

45



3.6.3.4 Range of Validity

The model used should be valid over a range of at least 50 to
100% of full load. The range of validity of linearised models is
not sufficient and a non~linear model must be employed. This is
not a problem because non-linear equations of'ten relate clearly
to the physical properties of the plant components and can be
implemented quite easily on a computer-based simulator.
3.6.4 Boiler Models

A number of very detailed models using 100 equations or more
are available to describe the dynamic behaviour of large boilers,

98

see for example Kwan and Ar-mor-gg. These and other detailed

models of parts of the plant such as the coal milling

100 101 and draught plant102 are

equipment, feed water system
intended for use in the development of boiler controls and are too
complex for power system response simulation.

Boiler simulators have been constructed for the purposes of

103,104 but these are unsuitable for this

operator training,
application because the expertise of a fully-trained operator is
required to complete a model of boiler response.

Some of the published models describe 'once-through' designs
usually intended for supercritical steam conditions. These are not
directly applicable in this study because there is only one
boiler-turbine unit (300MW) of this type in the UK.87

The boiler models used to study the response of the UKM and
USASQ’60 systems are roughly similar and it has been shown that
boiler models of apparently quite different structure can be
essentially equivalent. 105
3.6.5 A Thermal Plant Model for Preliminary Tests of the Simulator

A simple non-linear boiler model of a 160MW boiler-turbine

unit developed by Astrom and Eklund106 was used in earlier work at
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Glasgow University by Thompson.107 This model is based on physical

principles with one differential equation to describe the rate of

change of boiler drum pressure:

dp _ 5/8
3t © a1(u2p au) + asu, = a3u3 3.1
where p is the drum pressure, u1 is the fuel input, u, is the

governor valve position and u3 is the feedwater flow. a,l—au are
constants derived from experiments on the plant. Thompson added
representations of the oil fuel and feed water circuits and their
controllers, Both circuits were described by first-order lags and
the controllers were of proportional-plus-integral form. The
boiler drum level was obtained by integrating the difference
between the f‘eed water and steam flow rates

Two algebraic relationships were used by Astrom to derive the
turbine output power and boiler steam flow. Thompson replaced
these by a more detailed representation of the turbine simil.ar' to
that described below in Section 3.6.6.7.

Astrom assumed a linear relationship between governor valve
position and steam flow, and so Thompson was able to incorporate a
more detailed governor valve description by replacing u‘2 in
Equation 3.1 with a variable u)‘l which was the per unit steam flow.
The equation used (3.12) is given in below in Section 3.6.6.6.

This boiler-turbine model was used in early versions of the
power system simulator for the purposes of establishing the
feasibility of the technique for on-line studies. A simple
description of the governor valve was re-instated in order to
remove the computational burden associated with the elaborate
expression used by 'I.‘hompsson.107 Al though adequate for preliminary
tests, this thermal plant model proved unsatisfactory in that its

form was not suited to the selection of alternative parameters and

adaption to represent other plant. The results of tests using this
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model are presented in Chapter 4 and the equations and numerical
data used are listed in full in Appendix 2.
3.6.6 A More Flexible Thermal Plant Model

Later versions of the power system simulator used a thermal
plant model based on that used by the CEGB in system response

2,44

studies and in earlier work at Glasgow University by

Aitken, 108

Although the turbine section was substantially similar,
this model offered a number of advantages over that described in
the previous section. The components of the boiler were more
readily identified allowing more flexible selection of parameters.
The model also proved to have a greater ability to cope with
extreme disturbances making the simulator more robust in its
operation. Where a specific source of data is not indicated below,
the values used were obtained by Aitken108 from NSHEB staff. In
the final equation set, all variables are normalised with respect
to full load values.

The boiler model used by the CEGB for system response
studies is outlined by the block diagram in Figure 3.3. The
components of the fuel feed system model do not directly
correspond to particular jtems of plant but they are chosen to
have an overall response characteristic similar to that of the
real plant auxiliaries
3.6.6.1 Master Pressure Control

The drum pressure error, pe is the difference between the
boiler pressure, Py and a set-point, Py (1pu):

Pe = Pg = Py , 3.2

The integral term of the pressure controller is described by

dy _
at = ¥1 Pe 3.3
where y is the output of the integrator. The master firing control

signal, M is given by
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M=y+k, p 3.4
This signal is limited to 0.2 to 1.2pu. Aitken found reasonable
values of k1 and k2 to be 0.015 and 5.0 respectively. Derivative
action is not normally included in a master pressure controller
due to unsatisfactory operation in practice because of short plant
lags and dead times.109
3.6.6.2 Fuel Feed System
Modelling the fuel feed system in a general way is difficult
because the installed equipment varies considerably from unit to
unit. However, typical dynamic behaviour can be obtained with the
following model.
Coal transportation to the coal mills is described by a pure
time delay of length, Td:
E = Me "7d 3.5
where Em is the coal feed rate to the mill. Em is limited to the
range 0.001 to 1.05pu. The implementation of fuel feed delay used
in the power system simulator differs slightly from that used by
the CEGB. It is difficult to determine whether a particular
disturbance would require the starting of additional coal mills,
In an off-line simulation, a mill start delay can be modelled by
limiting Em to a particular value until a set time has elapsed
following an increase in demand. In a simulator for on-line tests
this is not possible because disturbance events and power inputs

80

are not predetermined. A T, value of 60s  was used to approximate

d
the effect of coal feed transport delay and mill starting time

combined over several units,
The mill grinding process is represented by a first-order
lag:

dF
dti

where Fi is the fuel that is picked up by the primary air. A

= (Em - Fi) / Tc 3.6
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suitable value for Tc is 45s.
There is some storage of pulverised fuel in the mills and

coal/air pipes and this is described by

dF, _

dtd = (Fi - Qi) / ’I'm 3.7
where Fd is the fuel density and Qi is the input to the boiler.
A suitable value of the time constant, 'I'm is 2s, Fd is also

limited to the range 0.0071 to 1.05pu.

The delay in the fans providing combustion air is assumed to

91

be negligible and so the heat input to the boiler is the

product of control signal and fuel density“:

Q -MFd 3.8

=
(It is assumed that the feed water enthalpy is constant.)
3.6.6.3 Boiler Drum
The boiler drum pressure variation is described by
dp, _
where W1 is the steam flow rate and a suitable value for the time
80

constant, Tb is 240s.

3.6.6.4 Representation of Oil-fired Plant
Oil-fired plant may also be represented with this model by
reducing the fuel feed delay, Td and mill time constants, Tc and

Tm. The boiler time constant, T, should also be reduced slightly

b
because oil-fired furnaces are physically smaller then coal-fired
furnaces of the same rating
3.6.6.5 Steam Turbine Governor
The governor is described by the differential equation
%%c:((fref-fs)/bp-ax)/'rg 3.10
where Tg=0.1s and the governor output, ax is limited to the range

0.001 to 1.0pu. fre is the governor frequency reference, fs is

£
the system frequency and bp is the governor droop.

The valve actuator equation is
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a
da, | (ax—az) /T 3.11

dt gv

where a2 is the valve position. Many hydraulically operated valves

are opened under oil pressure and closed by the action of a spring

and so they can be closed very quickly at the expense of slower

110 This asymmetrical governing was included in the model

44,91

opening.
because system test results cannot otherwise be reproduced.
For opening, Tgv=o’1s and, for closing, Tgv=0.7s. Additional small
lags or a pure time delay could be added to the governor and valve

110 but this was not done here,

actuation models if required,

The governor droop, bp is normally found to vary with
operating point.?! Although the overall droop may be 4%, the
incremental droop is often lower at low load levels and may be
very large near full load with almost no governor response to
frequency changes., Analysis of system disturbances shows that
overall system regulation (droop) is often much higher than the
specified 44 because many units are not operated with free
governor action.89

The model used here is representative of a mechanical-
hydraulic governor. This is appropriate because the majority of
steam turbines in the UK have governors of this type.

The characteristics of electro-hydraulic governors are
broadly similar to those of mechanical-~hydraulic governors,
although the flexibility of electronic implementation allows
various features to be added. These are intended to improve the
reliability and protection of the turbine and to provide the
capability to interface to other control equipment. By reducing
the minimum times for governor valve opening (0.258) and closing
(0.158), electro-hyraulic actuation also provides a faster
response to load changes and is able to make a contribution to

94,111

generator transient stability. This is particularly
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important on modern sets which have relatively low inertia. With
electronic governors, it is possible to employ a non-linear droop
characteristic., For example, on high-merit plant, it might be
appropriate to have no regulation between the limits of 49.95 and
50.05Hz, and 4% droop outside these limits.
3.6.6.6 Governor Valves

Modern steam turbines normally have four governor valves,
each admitting steam to one quadrant of the HP turbine., British
practice favours simul taneous operation of these valves giving
throttle control, whereas sequential opening 'nozzle' control is
sometimes used in the United States and el:sewher-e.92 Some turbines
in the UK have a throttle control arrangement but, up to 50%
m.c.r. (maximum continuous rating), two out of four valves are
opened. Above this level, the first pair of valves are fully open
and the turbine is controlled on the other two. This arrangement
complicates the characteristic relating grid frequency to unit
output.

The flow characteristic of a steam valve gives rise to a non-
linear steady-state relationship between the steam valve position

and the turbine power output. This can be modelled by the

following expression for the steam flow: 0:112,113
I+1 2 1
- 2% 1 P\ p
Wy= Ay [ 1-Y RT (51) ¥ - (TQK 2 3.12

where ¥ is the index of isentropic expansion, R is the universal
gas constant, T is the absolute temperature of the steanm, pi is
the inlet pressure and P, is the outlet pressure. This expression
was used by 'l'homp.son.w7 Although it describes the relationship
between effective valve area, A, and steam flow rate, Wi, the non-
linear dependence of valve area on governor output is not

included. In practice, the overall relation between steam flow
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rate and governor output is linearised approximately (for one
value of valve inlet pressur'e70) through the use of variable ratio
levers or cams in mechanical actuation and electrical function
circuits in electro-hydraulic actuation.gu (Feedback of a
measurement of first turbine stage pressure is commonly used in
the USA.92) In a simulation model, it is reasonable, and certainly
convenient, to assume that all non-linearity is fully compensated
and to omit these features, although, in fact, the l1imited rates
of valve movement prevent full linearisation during rapid changes

in position With this approximation, the expression for the per-

unit steam flow can be greatly simplified £0:67270
Wy =3 Py 3.13
A lag is used to represent the steam storage between the valve and
the first stage of the HP cylinder:®7
- IR 3.1

where Wi and Wo are the steam flows into and out of the storage
volume and TL is in the range 0.1 to 0.14&;.1“l

Al ternatively, neglecting this lag, the governor can be
considered to regulate pressure rather than flow. The per-unit HP
inlet pressure, p1 is then the product of the boiler drum
pressure, p, and the per-unit valve position, a.
i.e. p1 = 82 Py 3.15
This simple description of the governor valve is widely usedzm’115
and was chosen for the work reported here,

No deadband or backlash was included in the model al though
deadband caused by wear in mechanical governors can lead to very
high effective droop at rated s:,peed.94 Limit cyecling has been

116 caused by a

experienced on some plant at around 75% m.c.r.
combination of wear and a change in direction of the steam force

acting on the governor valves. In a system response study it is
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normally assumed that the aggregate thermal plant response shows
no evidence of backlash.91 When several units are operating
together, the effects of backlash on the individual machines tend
to cancel out when their power outputs are summed.
3.6.6.7 Steam Turbine

Steam transit times for turbine cylinders are of the order of
10ms, This is a negligible period for most turbine control
problems and so a cylinder can be considered as a single un:l.t.110
Indeed, the intermediate and low pressure stages of the turbine
are normally lumped together for the purposes of simulation with
negligible loss of accuracy. Over the range of speed and load
level of interest in system response studies, the efficiencies of
the turbine stages are approximately constant and can, therefore,

be removed from a normalised model.'w’110

114 has been widely used in

A linear model of a steam turbine
a number of power system simulation studies, see, for example,
references 57, 58, 68, 75 and 94. In this transfer function
model, the turbine and pipework steam storage is represented by a
cascade of first order lags and the stage power outputs are taken
off at appropriate points, However, this model does not take into
account the effect of turbine stages on the stages lying
upst:r'eam.”o’117

Following an increase in governor valve opening, the initial
change in the high-pressure turbine output is greater than the
steady-state change. This is because the back pressure on this
stage increases relatively slowly due to steam storage in the
reheater. The inlet pressure, however, increases quickly and so
the enthalpy drop across the stage is larger than when steady-
111

state conditions are reached.

The effect of this interstage coupling can be represented by
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67,110

e [2 2
w1 = K Py P5 3.16

where W1 is the steam flow, Kisa cbnstant and p1 and p2 are the

the following equation:

inlet and outlet pressures, A number of more detailed equations

can be used if desir'ed.”()"]12

The stage power output, Pm1 is proportional to the product of

steam flow and enthalpy drop:67’110’113

P K p,\ &
where is 1.3 for superheated steam and K is a constant.
After normalisation, these expressions for steam flow and

power output become

1
[1 - R(PZ) 2:] 2
W, = P, Py - 3.18

1-Rr2

|- R(gz) 0.231
P =K W 1 3-19
mt ” AT s - g 0-231

where R is the ratio of full-load reheater pressure to full-load
boiler drum pressure. A reasonable average value for this
parameter is 0.35. Modern steam units have a rather smaller ratio,
K4 is the proportion of the turbine capacity constituted by the HP
stage and a suitable value is 0.2, In Equation 3.18, precautions
are taken to prevent the simulation program failing in an attempt
to calculate the square root of a negative number,

The reheater is modelled as a storage element with

dp, _
where W2 ls the steam flow in the IP/LP stage and Tr=10.0s for

modern plant. Setting Tr=2.0$ makes the overall behaviour that of
non-reheat plant., (Some lag is retained because the LP cylinder
itself constitutes a significant fraction of the total storage

volume.) The transport delay associated with the reheater pipework
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70 but the effect is small and

has been modelled by some authors
has not been included here,

The intermediate and low pressure turbine stages taken
together can be considered as a condensing turbine where the back
pressure is so low, at about 0.1% of inlet pressure, that it does

67,110

not affect the steam flow through the cylinder. The

normalised equation for IP/LP steam flow is, therefore, simply:

W 3.21

2= P2
Calculation of enthalpy drop for the IP/LP stage is

complicated because the steam becomes wet in transit through this

stage. However, the power output from the stage, sz is found to
be approximately proportional to the steam f‘low,67’110 so, in per-
unit terms:

Pm2=(1-Kls) w2 3.22

The impedance of the steam piping has been neglected in this
boiler-turbine model becauge it is small when compared with that
of the partially-closed governor valve.91 The superheater is,
therefore, not represented.

It is also assumed that the steam bled from the various
turbine stages remains a fixed percentage of the steam flow and
112

can, therefore, be omitted from a normalised model.

A number of other authors have used the turbine model
described in this section with various minor alterations and
addi'cic)ns.97
3.6.7 The Effect of Low System Frequency on Auxiliary Plant

Prolonged periods of under-frequency can lead to a reduction
in output from thermal generation when the performance of
electrically-powered auxiliary plant is im paired.83 However, for

frequency excursions limited to perhaps 2%, excess auxiliary

capacity is normally sufficient to maintain the required power
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g, 118

outpu This effect was, therefore, not included in the power

. plant models used in this study.
3.6.8 Co-ordinated Boiler-turbine Control Schemes

The above model describes a boiler-following-turbine mode of
operation with free governor action which in many ways is no
longer typical of all thermal plant in the UK. Many units operate
under pressure control where the governor valve is held open and
the turbine output is controlled by varying the firing to the
boiler and allowing the drum pressure to vary with load. This
'turbine-following=-boiler' mode is often achieved under entirely
manual control although some automatic control schemes have been
developed to support this turbine-following-boiler or 'sliding
pressure' mode of operation. Feed-forward control of boiler firing
directly from frequency disturbance has been suggested but,
because of the phase lag associated with the slow mill and boiler
dynamics, such control has a de-stabilising effect on the grid

system7u’119

and so widespread implementation is not desirable,
Sliding pressure schemes undoubtedly reduce the immediate
response capability of a boiler-~turbine unit although they are
convenient for the plant operators and increase the efficiency of
the unit. Because'of the long mill and boiler time constants of
coal-fired plant, an immediate response can only be provided by

78 and this is impossible

making use of energy stored in the boiler
if the governor valves are already fully open. There is ultimately
a conflict between the objectives of electricity production at
maximum efficiency and satisfactory control of the power system.
Re-appraisal of boiler-~turbine control has become necessary
particularly as modern boilers store less energy in relation to

their size than older plant109 but the governor is an inherent

part of a turbine and modifications would be very expensive.
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Recent approaches to this problem have focussed on co-ordinated
boiler-turbine control schemes usually implemented on

computers. 78,85,92,109

In some respects these schemes are a
compromise between the system operator's desire to obtain the
maximum response from the thermal plant and the need to protect
the boiler from large drum pressure and level excusions with
attendant risk of furnace tube failure and water carry-over to the
turbine, The governor remains connected and is available in the
event of problems with the co-ordinated control equipment.

One particular scheme for co-ordinated 'unit' control of
boiler-turbine plant has been applied successfully to a 120MW
coal-fired unit at Rugeley A power station and on a 500MW oil-

fired unit at Fawley power station,3’109:116,119 ,

'pressure-
governing' loop maintains the boiler pressure at a set‘ value by
operating the speeder motor to open or close the governor valves
The task of the other boiler control loops, notably those
regulating the boiler drum level and final steam temperature, is
made easier when the drum pressure is tightly eont:r'olled.”2
Frequency regulation is obtained in the first few minutes
following a disturbance by using energy stored in the boiler which
is made available by modifying the set-point of the pressure
governor loop. As with traditional operation, the first response
comes from the mechanical tﬁr'bine speed governor, with subsequent
control via the pressure set-point controller. In the longer term,
regulation is obtained by changing the firing signal to the
boiler. When the unit output .fs increased with no net change in
boiler pressure, there is an increase in energy stored in the
boiler and the m:i.lls..m9 During an increase in load, the fuel

input to the boiler must be greater than its final value, so

'over-firing'! of the boiler is used to avoid a shortfall in
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generated power.

This boiler-turbine control scheme achieves a higher degree
of system stability than is common with conventional boiler
pressure control which is often not capable of coping with
isolated conditions.''d This suggests that al though the present
operation of the grid system is satisfactory, some frequency
disturbances are unnecessarily large.

Co-ordinated control schemes have appeared in some simulation

60,120 1yt the status of these schemes in the UK is

studies,
uncertain and discussion with the CEGB indicated that modelling of
such control for system response studies has not yet been carried
out, Following the completion of the mixed hydro-thermal system
tests, which are reported in Chapter 6 and used the coal-fired
plant model described above, a worthwhile next step would be a
study of co-ordinated control schemes alongside hydro-turbine
plant, Although some preliminary work was done on the
implementation of a model of this type of control, it was not
possible to use it for on-line tests.
3.7 THE VARIATION OF CONSUMER DEMARD WITH FREQUENCY

Comparatively little is known about the behaviour of power
system loads with changing frequency, but a linear one percent
increase in real power load for every percent increase in
frequency is commonly assumed for large systems in a number of

countxr-ies,z"'26 ,41,44,57,119,121

although some sources have
. 31,57,122

suggested a higher figure, This is equivalent to 2%/Hz in

a 50Hz system. The effect is of significance to system response,

particularly in systems with low inertia and marginal stability,

because load increases with frequency contribute positive damping

beneficial to system stability.

This variation of the load with frequency can be described by
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a2 df
= k%%

p 3.23
where P is the load power, f is frequency and kf is the load self-
requlation factor Bergm?”124 presents typical values of k, for a

f
few types of load often encountered in practice:

Filament lamp 0
Fluorescent lamp -1
Heater 0
Induction motor, half load 1
Induction motor, full load 2
Reduction furnace -0
Aluminium plant -0

Individual areas may exhibit values both lower and higher
than 2%/Hz depending on the relative predominance of motor and
impedance loads in that locality.13’123

Measurements of the overall sytem load/frequency
characteristic are élusive because the effect is difficult to
separate from that of the governor droop characteristics relating

generated power to t‘r'equency.1‘22

Large generation loss incidents,
the usual basis for estimates, present a picture which is confused
by the effects of system inertia and accompanying voltage
depressions.125 However, available results do support a 2%/Hz

122

variation , which is an intermediate value from a stability

point of view.
2,44

In line with CEGB system response studies, a

load/frequency variation of 2%/Hz i.e, kf=1-0 was used in the
simulator. This is a convenient value to use because it equates to
a constant electrical load torque for frequencies around 50Hz.
That this is so established by the following where P is power, T

is torque and £ is frequency:

P= Tw=z 2nIf 3.24
50 dP = 2nfdT + 2nTdf 3.25
dp _ dI, 4f .26

and p= Tt f 3
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but, for kf=1 .0,

ok

wh

3.27

K [e)

b
"
o

3.28

That is, the fractional change of torque is zero.

If the load demand is PD at 50Hz and PL at a frequency, f,

then PL = PD + dP 3.29
P _ P dPP
Normalising . PL = PD P PD 3.30
[e] [o]
%D (148 3.31
D

where Pé is the chosen system My normalisat:@pn base, here equal to

the total system capacity.

So P£=P5(1+-d§) 3.32
= Pb-f—;—gf 3.33
= P1'3 it 3.34

where, for clarity, ' denotes a per-unit quantity. So, in per-unit
terms, the actual load is numerically equal to the demand at 50Hz
multiplied by the actual system freguency.
3.8 THE EQUIVALENT MACHINE MODEL OF THE INTERCONNECTED GENERATORS

Studies of electrical transient stability and generator
dynamics require the representation of individual generators and
the electrical network69, but this is not necessary in a
simulation of loading disturbances in a power system that is
tightly coupled electrically.2 For such systems, there is no need
to incorporate load flow calculations because the changes in
transmission loss following a disturbance are quite small relative
to the generation/load imbalance. Prediction of circuit tripping
due to overload is not required in a simulation that is intended
for the study of governor response.

The kinetic energy, EK (J) stored in the rotating components

-1
of a turbine-generator set at a speed, W (rads ) is
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1 2
EK =5 1w 3.35

where I is the moment of inertia (kgmz) about the centre-line. The
H constant of the set is the ratio of EK at rated speed, W , to
o

the power rating, P0 (W).

2
H = %15‘:0 3.36

Notice that the stored energy and the H constant are proportional
to the square of speed. This explains why hydro-turbines and other
lower speed machines are much more sensitive to proportionate
power imbalances than 3000rpm steam turbines even though their
rotational parts may have considerably more mass,

Strietly, H is the ratio of E 110

K
units of MWsMVA™'. So for a generator with a particular H

to the MVA rating and has
constant, neglecting the rated power factor (typically 0.8)
results in a 20% underestimate of the stored energy and the
inertia time constant. However, uncertainty in the measurement of
the inertia of an interconnected power system makes this omission
_ insignificant., This uncertainty is discussed further in the
following section.

For a difference in mechanical (generated) power, Pm and

electrical (load) power, P,

e

Pm-Pe=%EE 3.37
1 do
-ZIdet 3.38

Manipulating Equations 3.36 and 3.38 and normalising:

g@w _Tm-F 3.39
dt ~ 2Hw'
OI' gz' - Pl'n - P’e 3'40
dt -  2Hf!
T - Te Y
or, in terms of torque dot m- "e 3.
dt -~ 2H
T
wherew'zg,f'=-§,P'=-§ andT':E
“o 0 ) )
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In an isolated load simulation, Equation 3.40 or 3.41 represents
the alternator. Ta=2H is often referred to as the alternator or
ineftia time constant,

For N interconnected generators,

1.2 ;.2
EKtot = 2I1c.:1 + cee + 21N“N 3.42
) 1, de 1, dw
So Patot = Petot = 211294l *+ +-- + 2IN2”ﬁgEN 3.43

If the machines are electrically coupled, their normalised speeds

must be the same, neglecting intermachine oscillations

i.e. w! =2 = eee = Wh = =N =z w! 3.4
1 6)01 N UON
) 1,2 1, .2 du?
So Potot = Petot = ( 2TqWoq + «+ + Ty ) 2u'gt 3.45
Pntot = Fetot

du?
= 1 2 1 2
and dt ( 2I1fo°1 + oees + 2INuon ) w' / (P°1 + e + PoN) 3.46

P.H + ... + P_H .
and H o = ol . P°N N 3.47
o1 oN

So the overall system H constant is the weighted average of the
individual machine H constants, as expected intuitively, assuming
that the load has zero inertia

For a system with a real hydro-turbine and simulated plant
consisting of base load (non-regulating) generation and two
thermal units, the single alternator equation is

QuoPoen = P VES + QhPct/fg) / T, 3.48

L - (e

dt n‘on”* Qc1Poc1 +
where f's and f‘g are the simulated system and real system

P

frequencies respectively; P and P, are the simulated

on’ “oc1t 2

nuclear and thermal plant outputs and Poh is the measured hydro-
turbine power output. All these quantities are in per-unit form.

Qn’ Q and Qh are the chosen proportions of each plant type

ct’ Qc:2
in the system to be studied. Note that:
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Ty = 28 3.49

a sys
Poc = Ppy + Ppp 3.50
and Qn + Qe1 + ch + Qh = 1 3.51

3.8.1 System Imertia Values

For a predominantly thermal system, an Hsys value of 5s is

reasonable. However, the values of Hsys obtained from tests on
various power systems tend to be between 1.3 and 3.0 times this
theoretical estimate.ao’sg’125 The source of this discrepancy is
unclear but two explantations have been advanced. It could be that
the inertia of the load contributes very significantly to the
 total inertia but transient stability analysis of the natural
oscillations of the power system rules out this possibility.125 It
has also been suggested that the apparent increase in system
inertia is due to a voltage depression following the disturbance,
which reduces the load, but again this is not supported by
transient stability analysis., Under-estimation of the overall

system droop certainly does not account for the discrepancy.126

Ashmole'25

reported that a good fit to system test data was
obtained if the system inertia constant was set to 10.4s at the
time of the disturbance but decayed exponentially to 5.2s with a
time constant of about U4s, Auto-correlation analysis of system
response to small loading fluctuations suggests a system inertia
value close to the total generation inertia. Only larger
disturbances seem to produce an inertia discrepancy. These studies
suggest that the apparent increase in ipertia is due to some non-
linear network effect that does not persist for long and is not
represented by transient stability programs.

In system response studies, the CEGB normally use a fixed

system inertia constant with a value of 108“ (i.e. an alternator

time constant of 20s) and this figure was used for the mixed
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system studies reported here.
3.9 IMPLEMENTATION OF THE POWER SYSTEM MODEL

A simulation of the coal-fired plant model was established
using the Euler integration method as deseribed in Section 2.9.3.
A integration step length of 0.05s was found to be suitable.
Equations for the single alternator and system load models were
added to complete the power system simulation. Off-line studies
showed that this model produced responses that were comparable
with those obtained from real system t:estslm and it was concluded
that the model provided a reasonably realisfic simulation of the

UK power system and its response to loading disturbances.
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CHAPTER 4

PRELIMINARY TESTS OF THE TECHNIQUE

Preliminary evaluation of the power system simulator was
carried out on the 32.5MW hydro-electric turbine generators at
Loch Sloy Power Station. Two types of test were performed: For the
first, the electronic double derivative governor available on No.3
machine was used, while the second involved a temporary droop
hydraulic governor on No.1 machine, This chapter presents the
results of these tests which were intended to prove the viability
of the simulator system and to establish secure operating
procedures.

4.1 TESTS USING AN ELECTRONIC GOVERNOR

Due to the relativ_e simplicity of the interfacing required,
the power system simulator was initially tested on a hydro-tu;-bine
with an electronic governor. The microprocessor governor on Sloy
No.3 machine is equipped with a range of additional test inputs
and signal outputs. An additional fregquency term can be injected
on the front panel and a two-wattmeter measurement of generator
power is available. Both of these signals are in the form of
analog vol tages.

It was important to verify that the maximum rate of change of
Pf‘iEe mover torque that could be initiated by injecting signals
into the electronic governor was not sufficiently fast to cause
significant oscillation of the generator rotor angle. This was
achieved by applying a voltage step to the test frequency input on
the electronic governor and observing the effect on the governor
output, generator power and machine frequency. The logged

transients for a 1.0V step, corresponding to a frequency change of
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0.5Hz, are shown in Figure 4.1. The response of the governor and
the turbine corresponds to that for a frequency change of 0.5Hz on
the national grid. In effect, Figure 4.1 shows the open-loop
transient response of the double derivative governor because the
geperator constitutes a very small part of the power system and
hasvery little effect onits frequency. The slight dip in power
output at the start of the response is due to the effect of the
water column inertia discussed in Section 1.3.

The machine frequency measurement is derived from current and
voltage transformers connected at the generator terminals and any
significant rotor angle oscillation will appear as a corresponding
'ringing' on this signal and on the power output. For comparison,
Figure 4.2 shows the same signals as Figure 4,1 during
synchronisation of the generator to the grid. Quite severe
oscillation is evident on the power and f“requency (speed) traces
with some sign of a response from the governor. There is no
evidence of oscillation on any of the signals in Figure 4,1 which
is a satisfactory result, because it demonstrates that there is no
coupling between the test frequency input and the machine
frequency signal seen by the governor., It also means that the
turbine torque can be accurately inferred from the measurement of
generator power.39
4.1.1 Tests of Isolated Load Operation

As a first step in the development of the power system
simulator, the new equipment was used to reproduce the results of
earlier studies of isolated load oper'at.ion.13 By configuring the
simulator to represent a system with alternator inertia only and
no other generation, the turbine was made to appear to the

governor as if disconnected from the grid. The model used
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consisted of a single alternator with a time constant, Ta of 7.0s
which is the appropriate value for Sloy generators, and a
load/frequency dependence of 2%/Hz ie a load torque independent
of frequency.

The plot of injected frequency, governor output and generator
power shown in Figure 4.3 shows limit cycle oscillation building
up to an approximately steady amplitude. This oscillation occurs
when a turbine operates in isolation from the rest of the grid and
is caused by backlash in the mechanical linkage between the
governor actuator and the turbine guide vanes., Figure 4.3 also
shows the effect of a 4% step increase in demand at about 90s and
Figure 4.4 a corresponding decrease also at about 90s, In these
tests, the hydro-turbine was operating at around 4MW and 10MW
respectively. The turbine and governor responses are superimposed
on the 1imit cycles and tend to shorten the period of oscillation
The linkage backlash is quite difficult to model in an off-line
simulation and one advantage of real plant test is that such
effects are automatically included in the study.

Figure 4.5 shows the response for an 8% increase in demand at
about 90s and a decrease in demand of the same size at about 140s
The power output from the turbine was initially about 6.5MW. The
effect of 1imits on the rate of governor servo movement can be
seen clearly on the governor output. The maximum rate of closure
is full-stroke in 4s whereas that for valve opening is 20s and so
the governor is very much more hampered by the rate limit for a
step in the loading direction and the result is a significant
frequency and power overshoot.

These test runs, where a steady-state oscillation is present,

illustrate the need for 'point-of-wave' switching when a step
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change in demand is applied if consistent results are to be
obtained. It is best to apply a step in the loading direction when
the power output reaches its lowest value in the limit cycle
oscillation and vice versa. If this is not done, the deadband in
the governor linkage tends to absorb a proportion of the
governor's response to the disturbance,

During these tests, no attempt was made to prevent the
governor responding to genuine grid frequency fluctuations but
these are negligible compared with the large signals injected when
isolated operation is simulated. The grid frequency in fact
remained reasonably constant throughout all of these runs.

When tests are conducted on hydro-turbine plant, it is
important to ensure that the disturbances do not excite
'‘waterhammer' pressure waves in the pipeline. The frequency of
oscillation involved in isolated load operation is about 0.05Hz
which is much lower than the lowest waterhammer frequency at Sloy
which is approximately 0.37Hz.13 It is also well above the mass
oscillation frequency of the water in the low pressure tunnel
between the dam and the surge shaft (0.004Hz). These tests,
therefore, do not cause any problems in the pipeline system.

The results of the simulated isolation tests described in
this section are quite similar to the results of real isolated
operation tests carried out in earlier work on the same
machine.13 This confirms that the configuration of the simulator
and the governor is suitable for on-line tests
3.1.2 Preliminary Tests of a Mixed Hydro-thermal System

A simple model of an oil-fired boiler-turbine unit was used
for the first attempts to couple the electronically~-governed

hydro-turbine to a thermal plant simulation, This model was
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established in earlier work at Glasgow Univepsity107 and was
described in Section 3.6.5.

In these preliminary tests, the simulator parameters were
chosen such that the hydro and thermal components of the sy stem
were of equal rating. The behaviour of the oil-fired plant was
represented within the simulator while the dynamies of the hydro-
electric component were furnished by the real plant, The simul ator
was configured to reproduce the response of a power system
provided with 32.5MW oil-fired and 32.5MW hydro-electric
generation. By changing the values on the plot axes, the
representation could be of a system with hydro and thermal units
of 660MW rating

The simulated frequency transient for a step increase in
consumer demand of 13MW is shown in Figure 4.6 together with the
responses of the simulated oil-fired plant and the real hydro-
electric plant. The initial thermal and hydro ﬁower outputs were
20Md and 6MW respectively. The plots clearly show the initial,
fast pick-up by the thermal plant followed by a reduction in
output once the boiler steam reserves have been exhausted while
the response from the hydro component is slower but sustained. The
frequency trajectory is similar in form to that of genuine grid
inecidents.

This result was not obtained at the first attempt, but
methods for reliable and repeatable testing were established quite
quickly using the equipment and techniques described in Chapter 2.
3.1.3 Some EBxperiments with the Simulator

Once a procedure had been developed for incorporating real
Plant in system response studies using the power system simulator,

the effect of various model parameter changes were investigated
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The existing oil-fired plant model used in the simulator was
made into a crude representation of coal-fired plant by increasing
the time constant of the first-order lag in the fuel feed section
Instead of the original 10s, a much larger value of 600s was used
to correspond to the transport delays in the coal handling and
milling equipment. This has only a small effect on the response in
the first 120s (Figure 4.7) with a slightly greater fall in output
from the steam turbine and a lower frequency of 49.57THz rather
than 49.69Hz at 120s. The drawn-out nature of the response after
the initial transient is evident in Figure 4.8 where the test has
been plotted over a much longer time scale., The thermal plant
response falls off dramatically before the fuel feed to the
furnace can be increased. This type of response is typical of
coal-fired plant. During this test, the grid frequency varied
considerably and the effect on the results is quite apparent. If
longer term tests such as this are to be performed, some method of
compensation for the effects of grid frequency fluctuation is
required.

Another modification to the model involved an increase in the
thermal plant governor droop from 4% to 8%, with the fuel feed
time constant returned to 10s. By reducing the frequency
sensitivity of the steam plant to a level considered to be an
appropriate average for thermal plant on the UK system, the onus
for system control falls more heavily on the hydro component of
the system. The initial frequency swing is increased (Figure
4.9), reaching 48.88 rather than 49.2THz (Figure 4.6) and the
hydro-turbine responds more rapidly and with a larger change in

output.,
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4.2 TESTS USING A MECHANICAL-HYDRAULIC GOVERNOR

The second series of tests was performed on No.1 set which
has a mechanical-hydraulic governor. The test signal was,
therefore, injected through pulsed closure of the speeder motor
interposing relays. A measurement of machine power output was
obtained from control desk metering which had a response that was
adequate for the purposes of tests of a hydro-thermal system. The
simulator was again configured to reproduce the response of a
power system provided with 32.5MW oil-fired and 32.5MW hydro-
electric generation,

Figure 4.10 shows the response of the hydro-turbine to a
raise pul se of 3.54s duration. From this type of test, the length
of pulse required for a full load change in output was estimated
to be 7.58. Together with a value of the permanent droop of the
governor (3%), this speeder motor calibration figure is used by
the simulator to calculate .the pulses that have to be injected to
approximate a particular fregquency trénsient.

The pulse shown in Figure 4.10, in fact, corresponds to a
frequency drop of about 0.THz (over 3.54s). In comparison with
Figure 4.1, which shows the response of the double derivative
governor to a 0.5Hz change in frequency, the slower response of
the temporary droop governor is quite evident.

The simulated frequency transient for a 13MW increase in
consumer demand at a rate of 2.6 MW per second is shown in Figure
4.11 together with the responses of the simulated oil-fired plant
and the real hydro-electric plant. The speeder motor pulses
applied to represent approximately this frequency transient have
also been plotted. In this test, the initial thermal and hydro

power outputs were 20MW and 12MW respectively.
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Figure 4.12 shows the corresponding test with the electronic

double derivative governor. The response is not directly
comparable with Figure 4.11 because the electronie governor test
used a step rather than a ramp change in demand. However, the
effect of the different governor characteristics can be seen in
the detailed shape of the plots, With both governors, the initial
delay before the hydro-turbine responds is due to the backlash in
the guide vane linkage which absorbs some of the initial governor
output. With the hydraulic governor, a slight tendency to
oscillation can be observed on the frequency and power traces.

The test described in this section shows that useful results
can be obtained for hydraulic governors by injecting a signal via
the speeder motor. This is important because governors of this
type are still in the majority on conventional hydro-turbines.
4,2.1 Tests of Isolated Operation Using Speeder Motor Injection

The above section described tests that were performed on a
mechanical-hydraulic governor with a temporary droop
characteristic. The success of this approach suggested that it
might be possible to simulate isolated load operation using the
same method. This is a more difficult proposition because the
simulated system frequency that has to be injected is
considerably more lively due to the reduction in alternator
inertia appropriate for isolated load simulation. The application
of step changes in demand is certainly not possible, but it was
found that results can be obtained using 10% demand steps applied
through a first-order lag with a time constant of 7.5s

Figure 4.13 shows the response of the turbine to a reduction
in demand when its initial power output was 30.5MW. Limit cycle

oscillation is evident following the disturbance. The fourth
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channel plotted is a signal produced by the simulator which
indicates the error involved in using the speeder motor injection
technique. This signal is the difference between the simulated
system frequency and the signal that is actually injected. During
the initial transient, there is some error because even when the
lower control is held on continuously, the rate of change of
frequency reference is too slow to reproduce the fast swing,

A repeat of this test at 12MW is shown in Figure 4.14. The
limit cycle behaviour is quite different and the oscillation is
hardly sustained Variation in the form of limit cycle oscillation
was observed throughout all of these tests with particularly large
amplitudes occurring at a 20MW operating point.

Al though these tests of isolated operation using the speeder
motor can show up some of the features of the governor's
behaviour, the rate limiting effect of the speeder motor makes
development of this technique quite difficult. However, there is
no other way to check the isolated load performance of hydraulic
governors apart from real tests in an isolated system. Power
measurement lag has an effect on this type of test and, ideally,
two-wattmeter instrumentation should be used.

4.3 CONCLUSION

This chapter has presented results which demonstrate the
feasibility of the power system simulator technique and its
potential for real plant tests, Methods of injecting the test
signal have beenideveloped which will allow the simulator to be
used with the majority of hydro-turbines and other generating
plant. The more flexible approach is possible with electronic
governors, but useful results can also be obtained for mechanical-

hydraulic equipment.
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Labels for Figures 4.1 to 4,14

POH - hydro-turbine power output
DSP - hydro-turbine governor output (desired servo position)
NBFREQ - generator frequency

FES - simulated system frequency

P00 - o0il-fired plant power output

GFREQ - real grid fregquency

SPDINP - speeder motor pul ses

FDISC - error signal for speeder motor injection



'32.5

PCH

0.0
50.25

NBFREQ

(Hz ) oo - : eyt o

49.75
0.0 Time (s) 120.0

Figure 4.1 Test signal injection on electronic governor

32.5

POH
( MW )

Dsp
(%)

0.0
50.25

NBFREQ
(Hz )

48,75
0.0 Time (s ) 120.0

Figure 4.2 Generator synchronisation with electronic governor



25 0 —-~—/\/\/\/\/\’/\

16.25

POH
{ MW )

‘~/f“\__,f-.,~,-—\___,—~.

0.0 Time (s ) 160.0

0.0

Figure 4.3 Isolated load test with electronic governor

52.5

FES \/\/\/\/\/\/\/\/W
{Hz )

(%) MW

25.0
16.25

(MW ) )

0.0

0.0 Time (s) . 160.0

Figure 4.4 Isolated load test with electronic governor



52.5

FES
{Hz )

25.0
16.25

POH
[ MW )

0.0

0.0 Time (s ) 160.0
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CHAPTER 5

A MULTIPROCESSOR SIMULATOR

At various stages in the development of the power system
simulator, the hardware resources of one single-board computer
became insufficient. Additional digital input and output (I/0) was
required to drive raise/lower control relays when the simulator
was adapted to use speeder motor injection; extra memory was
required to implement a delay subroutine for a second thermal
plant model; and additional analog I/0 was needed to output
variables internal to the simulation It was also anticipated that
the processing power of a single 8086/8087 combination would
become insufficient to complete numerical solution of all the
components of the power system model in real time.

The computational load on the hardware would increase
dramatically if a large number of prime mover models were required
in the simulation. It would also increase if the integration
interval had to be reduced to accomodate short term effects that
had to be included when tests were performed on particularly
responsive plant., In order to accomodate growth of the model used
in the power system simulator, the feasibility of a multiprocessor
version was investigated. The inherent parallelism at several
levels of the system dynamics made decomposition of the problem
reasonably straightforward.

For many years, combined analog and digital 'hybrid'
computers were used to speed up the solution of large simulation

82

problems. The system differential equations were solved in

parallel by analog circuits under the control of the digital

computer. With a sufficiently large number of analog modules, the
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solution rate was independent of the size of the simulated system.
By replacing the analog components with microprocessors, the
resulting parallel computer can retain a high speed of solution
but add the flexibility, reliability and ul timately lower cost of
a digital implemen’c,at;ion.127 The selection of parameters and
configurations in software is much more comnvenient than the patch
panels and potentiometers used in analog computers

This chapter reviews the application of multiprocessor
systems to real-time simulation and describes how Intel single
board computers can be used to implement such a system. Software
development aspects are discussed with particular reference to
interprocessor communication and decomposition of the power system
model for allocation to individual processors. The specific
implementation of a model with two boiler-turbine units will be
described. Finally, possible alter;ations to achieve higher
performance will be outlined. .
5.1 MULTIPROCESSOR SYSTEMS

A particularly suitable form of parallel processor for real-
time simulation is the multiprocessor. A multiprocessor is a
single computer with multiple processing units each of which is
capable of independent operation. In a true multiprocessor, the
processors have common access to memory and input/output channels
and are controlled by a single operating system.128 Some authors
insist that all memory in a multiprocessor must be addressable by
évery processor129, but this is neither required nor helpful in
many practical applications. The individual processors in a
multiprocessor system need not be identical but they will usually
have comparable performance. Frequently, the processors will not

be equivalent because their I/0 configurations are different.
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The simplest multiprocessor systems use a time-shared bus to
connect the processors and common memory, al though more elaborate
shemes can provide higher performance when large amounts of data
must be transferred between processors.128 Data written to common
memory by a particular processor is then available to that or any
other processor in the system. Accelss to the common memory is
controlled by hardware arbitration logic which interfaces the
common and local buses. From a software point of view, common
memory is identical to local memory and both are accessed by a

single read or write :I.nss'c,r'uc’c.ion.13O

Since the common memory is
only used for data transfer, interference is kept to a minimum.
Networks of microcomputers loosely coupled by serial or
parallel I/0 channels are not strictly multiprocessor systems
because they have no shared memory. Strongly connected
multiprocessor systems are more suitable when high processing
speeds are needed for dedicated tas_ks.130’131 Expansion is also
simpler in a common memory system and the number of processors can
be readily altered to suit the application
5.2 SOME APPLICATIONS OF MULTIPROCESSOR SYSTEMS
Multiple processor systems of various types have been applied

86,132,133 particularly in the areas of

to power system problems,
transient stability129’133’133’135’136 and load flow
ealcmlations.135 However, they have not yet been used in the
simulation of system response to loading disturbances.

Real-time multiprocessor systems are commonly used in
operator training simulators for nuclear and fossil-fired power
plant, 932137 .n4 in the aerospace industry for pilot training
Simulators and aircraft138’139 or jet enginew0 design studies

Mul tiprocessor systems based on microprocessors have been
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developed for control and simulation applicationsg!®3:130,141,142
and used to study the control of high-voltage d.c, transmission' ™3
and for the real-time simulation of an internal combustion
ngine.mu’ms
5.3 PARALLEL PROCESSING IN THE MULTIBUS ENVIRONMENT

A number of Multibus boards could have been used to provide
additional resources for the power system simulator. An SBC 517
I/0 expansion board was set up in the laboratory to drive the
relays controlling the speeder motor on hydraulic governors.
However, two 88/25 single-board computers (based on the 8088
microprocessor) were available and the intention was to use these
to increase the computational capability of the real-time
simulator. Consequently, a multiprocessor system was established
using the 86/14 and one 88/25 board to provide additional I/0
facilities, Dual-port RAM on the 86/14 could be accessed not only
from the on~board processor's local bus, but also from the system
Multibus and so this memory could be used for interprocessor

146, 147, 148 An 8087 numeric coprocessor and two

communication.
8kbyte RAM chips were added to each 88/25 to expand their
capability.

In the first implementation of the mul tiprocessor system, the
88/25 merely collected values for output from the 86/14 and
carried out the appropriate I/0 functions, although, at one stage,
it also carried out the grid frequency measurement described in
Section 2.3, passing the result to the 86/14.

Unfortunately, the 86/14 board became unreliable because of
faulty operation of its multibus interface circuitry and had to be

removed from the system. The fault was intermittent in nature and

nay have been due to a cracked track in the multi-layer printed
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circuit board.

The arrangement of the hardware for the multiprocessor System
was then as shown in Figure 5.1. There are two SBC 88/25 processor
poards, each with local memory for program and data storage and
one SBC 032 common memory board for shared data and control flags.
411 I/0 is local to one or other of the processor boards so the
common bus is not used to access I/0 devices, The single-board
computers use their own local bus and memory for code and data and
they can, therefore, execute their programs in parallel without
accessing the global bus,

In-circuit emulation (ICE) facilities were not available for
the 8088 and so this powerful debugging tool could not be used
when the 86/14 was no longer functional. However, a new debugging
program, which ran on an IBM PC, provided some of the facilities
of the in-circuit emulator,

5.4 BUS ACCESS ARBITRATION

Whether it is on the Multibus or in the form of dual-port RAM
on one of the single board computers, the common memory appears in
part of each processors memory map. Whenever the arbitration logic
detects that the processor wishes to access a memory (or I/0)
address that does not exist on the local bus, it claims use of the
Multibus if it is free or if the current user has a lower
priority. The buffers between the eo‘mmon and private buses are
then enabled and the memory cycle is completed. During this
process, and if the Multibus is not immediately available, the
memory cycle of the microprocessor is eitended by inserting extra
clock cycles, called 'wait statés‘. The whole process is
transparent to the processor.,

System arbitration mechanisms are included to accomodate

79



conflicts over the use of a particular common bus cycle., A
hardware mechanism assigns each processor a priority based on its
physical bus position.

A serial priority resolution technique can be implemented by
chaining the bus priority signals from one bus arbiter to the
next. This 'daisy-chained' arbitration scheme was used for the
power system simulator and is suitable for use on systems with up
to three processors, or more if the frequency of the system bus
clock is reduced. If the simulator were to be expanded beyond this
number of processors, gate propagation delays would preclude this
serial arbitration scheme, with the standard 10MHz bus cloc:k,149
and centralised parallel resolution would have to be

150 Whichever scheme is used, an arbiter gaining

implemented.
priority over another must wait until - the present occupant
completes its access cycle so that transfer integrity is ensured.
This is achieved with another control l:l.ne.151

in a parallel resolution scheme, a separate bus request line
from each arbiter on the bus must be taken to centralised logic
which activates the bus priority line connected to the highest
priority requesting arbitex*.w9 Up to 16 processors can be used
with a parallel scheme, but above this number, signal loadings may
become s:ignif‘icant.w1
5.5 A PROGRAMMING LANGUAGE FOR THE MULTIPROCESSOR

As with many hardware advances, the development of supporting
software has not kept pace with the application of
multiprocessors, High level languages for multiprocessors should
allow the program to reflect the structure of the problem and not
that of the hardware.'* In a simulator, the program should itself

be a good expression of the underlying physical reality. A number
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of high level languages have features that 80 some way towards
this goal. For example, the 'task' and 'package' constructs of Ada
support simultaneous execution and data transfer with a
1pendezvous' to provide synchronisation and the programmer is
freed of the need to effect bus communication dir*ec:tly.140
However, while useful high level language structures have been
established, a general method of mapping program code to different
hardware configurations has not yet been developed.

Although the Intel Fortran compiler offered no particular
features for multiprocessor systems, it was found to be adequate
for generating code for the system used here. Shared data items
could be located in common memory by placing them in COMMON blocks.
and then using the locater utility software to position the COMMON
blocks at addresses corresponding to part of the Multibus RAM
board. Semaphore handling routines were written in assembly
language and these could be linked easily with the main Fortran
program.

5.6 AN OPERATING SYSTEM FOR THE MULTIPROCESSOR

The requirements of an operating system for a dedicated real-
time application are quite different from those of a general-
purpose mul tiprocessor system.130

The term 'parallel processing' is often applied to both
nul tiprocessing and mul tiprogrammimg which is unfortunate because
they are entirely different. Multiprocessing supports the
simultaneous execution of two or more tasks, whereas
nul tiprogramming only provides interleaved executionona single
Processor i.e. 'concurrent! exer,'x.l't',ion.128 However, many of the

sof tware techniques used in uniprocessor operating systems can be

applied to mul tiprocessors.
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For most multiprocessors, the master~slave operating system
is the most readily implemented and this configuration was used
here. The master processor generates signals to activate the
slaves and synchronise them with the real-time clock. Al though
symmetrical and independent operation of processors offers
advantages in certain applications and achieves greater

utilisation of resources, 128

the extra programmimg effort required
is not usually worthwhile for dedicated systems unless graceful
degradation is important. Master-slave configurations have been
u??d in pither real-time Simulators wusing
mul tiprocessors, 103,137,142

Data exchange is controlled by the master and the resulting
rigid synchronisation avoids conflicts of access to memory and
deadlock situations. Only items of data that have to be
transferred are held in commén memory. This keeps interference to
a minimum,
5.7 MUTUAL EXCLUSION

In a multiprocessor system, it must be ensured that two
processors cannot access a particular item in common memory at the
same time. For example, if one processor reads sequentially the
four bytes of a real number, then the value obtained will be
corrupted if another processor starts to change the number before
the first has finished.

Semaphores can be used to prevent memory access conflicts.
The semaphore, in its simplest form, as used here, is a flag bit
or byte in the shared memory that indicates whether or not a
Particular variable is available for access. Before entering a
a

Program section that must access a variable in common memory,

Processor inspects a semaphore to determine whether it can access
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that variable. At the same time, it sets the semaphore anyway
1

claiming access to the variable. These two operations must be
performed indivisibly to avoid the possibility of two processors
inspecting the semaphore and finding it clear before either can
set it. If it turns out that the semaphore was already set, no
harm is done by setting it again, In this application, the
processor waits until the semaphore is reset but it could, if
desired, execute some other code and return later. When the
processor finds the semaphore clear, it accesses the shared data,
resetting the semaphore when it has finished, Semaphores with no
associated data can be used to achieve synchronisation of
processors. !

Mutual exclusion can, in fact, be implemented entirely in
sof tware using variables which can be read or written in single,
indivisible oper*at'.ionss,152’153 but a much more convenient approach
is possible with semaphores and a 'test and set' instruction. The
8086 and 8088 microprocessors provide this operation in the form
of a locked exchange instruction. The LOCK prefix byte activates a
hardware signal from the processor which ensures that control of
the local and system buses is not lost before the exchange
operation is completed. The exchange instruct;on swaps the
contents of a designated register and the semaphore byte in

150

meémory. In this application, there is no need to implement the

more elaborate forms of semaphores which are used to control the
execution of tasks with 'wait' and 'signal' procedures.151’15u

Putting the common data, the associated semaphores and the
procedures for accessing them in a single progran unit called a

'monitor' eliminates a potential source of error by removing the

responsibility for mutual exclusion from the programmer to the
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compiler. 154

However, this approach is more appropriate to
mul titasking environments where program code is shared between
processors or tasks and it was not used here,
5.8 INITIAL SYNCHRONISATION OF THE PROCESSORS

Before discussing methods for mutual exclusion, most authors
make assumptions about the initial state of semaphores in the
common memory area. Few describe how to start up the system. One
specifically designated processor can initialise the common memory
while the other processors are delayed for a sufficient time
either artificially or by their own initialisation.'®' When
appropriate links are fitted to the master board, it is also
possible to lock the system bus from an I/O port and this facility
can be used during initialisation.

Neither of these schemes were used here. Instead, an explicit
synchronisation method was established. Following oper-étion of the
central reset button on the system, the master processor
initialises the common memory communication flags and then
repeatedly sets and resets a synchronisation flag, Before it
executes any other code, the slave processor waits until it sees
the synchronisation flag in the common memory changing state. It
then sets another flag indicating that it is ready to proceed and
enters a waiting loop where it performs background I/0 tasks. When
the master processor sees that the slave is ready to proeeed, it
leaves its set and reset loop and continues with the
initialisation of the system. The use of the dynamic scheme where
the slave processor waits for a flag to change state guards
against the possibility of the common memory flag being in the
A

active state when the system is first switched on.

synchronisation scheme depending on a statiec value will fail in
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this situation. The dynamic scheme can easily be extended to a
system with more than one slave processor.
5.9 DEADLOCK AVOIDANCE

Deadlock occurs in a mul tiprocessor when one processor is
waiting for data from a second processor while the second is
waiting for the first, Three or more processors can be imvolved in
a'circular wait'. Deadlock can generally be avoided by careful
programming and is not a problem in the power system simulator
because the interaction between processors is entirely pre-
determined.
5.10 DECOMPOSITION OF THE POWER SYSTEM MODEL

The partitioning of the power system model follows physical
rather than purely mathematical lines. The models of the plant
components are distributed according to their physical grouping in
the real plant. This not only makes the software organisation of
the models very clear but also minimises the data transfer between
the processors,

Physically-based partitioning of simulation models normally
results in a communication overhead which is insignificant
compared to the overall computation time and an intuitive

134,144 This approach has the

allocation of tasks is adequate.
advantage that communicated variables have physical meaning and
program design and testing are simplified. Physical partitioning
is a 'top-down' approach and, therefore, has all the advantages of
top-down techniques in software development. The method is
problem~dependent but its simpliecity far outweighs this
disadvantage.

A distinction can be made between parallel and cascade

de°°mp081tion.wu’w8 In a system response simulation, separating
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the prime mover models is parallel decomposition whereas a cascade
decomposition would allocate a boiler model to one processor and a
turbine model to another.,

5.11 SCHEDULING OF TASKS

In parallel computers, it is important to utilise each
processor evenly and to minimise degradation in system throughput
due to excessive interprocessor communication.

Effective use of multiprocessors in general purpose computers
requires dynamic scheduling because the executed tasks are of
indeterminate length and sequence. However, in a dedicated sy stem,
the execution time and required sequence of tasks is known in

130 Task execution

advance and static scheduling is appropriate.
control can be permanently embodied in the operating system
sof tware and the elaborate scheduling and multi-user facilities of
'real-time executives' like RMX155 are not required

Mathematical methods are available for the allocation of
tasks to processors in a real-time applieation,156’157’158’159 but
these are more applicable to networks of computers where it is
very important to minimise interprocessor communication. An ad-hoc
approach was found to be quite satisfactory for the power system
simulator. If the multiprocessor is operating at the limits of its
computational power, then the allocation of model sections will
become critical. However, it is probably more cost-effective to
add another processor board than to attempt to use elaborate
methods to achieve the highest possible utilisation of the
existing hardware,
5.12 IMPLEMENTATION OF A POWER SYSTEM MODEL ON THE MULTIPROCESSOR

To demonstrate the application of the multiprocessor system

to the real-time simulation of a power system, a model with two
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coal-fired boiler-turbine units was established. Some of the
results reported in Chapter 6 were obtained with this
pul tiprocessor simulator. The flow diagram shown in Figure 5.2
outlines the organisation of the programs for the master and slave
processors. One thermal plant model is allocated to each processor
and the master also solves the single alternator model.

Following synchronisation of the two processors as described
in Section 5.8, the slave processor enters a waiting loop where it
performs background I/O tasks, transferring data between the
common memory and its I/0 ports, The master processor performs its
own initialisation and proceeds through the operator dialogue,
placing data for the slave processor in common memory. The slave
is then re-activated to copy its data from the common memory and
to calculate the initial conditions of its model. Once both
processors have caliculated thé initial conditions of their models,
the master processor starts the real-time clock

At each integration interval, the master commands the slave
to perform one step of its thermal plant model and then processes
its own model equations. When both processors have finished the
step, the master collects the slave's power output value and
performs one step of the single alternator model, putting the
resulting system frequency value in common memory. After the
master has sent the injection and logging signals for output, it
returns to a loop and waits for the next time interval. While the
slave is waiting to execute its thermal plant model, it performs
background I/0 tasks.

The interrupts for turbine power and grid frequency
measurement processed in the single processor implementation are

handled in the same way by the master in the mul tiprocessor

87




configuration.

The control flags used in this implementation are single byte
variables and, in fact, neither these nor the shared data need be
protected by semaphores because the interaction of the two
processors is fully determined in advance. At all points of
interaction, one processor waits for the other and there is no
possibility of data corruption

In an alternative system, the slave processor could be
allowed to run asynchronously to the master processor while using
its own timer to provide real-time execution. In this case, the
shared data would have to be protected by semaphores.

At one stage, the slave processor was used to provide
additional analog outputs for the simulator so that a larger
number of internal simulation variables could be recorded in the
data logger. The slave processor was not solving any model
equations and so it was not synchronised to the master processor.
The two-byte integer values transferred to the slave were,
therefore, protected by semaphores,

5.13 SEMI-AUTOMATIC DECOMPOSITIORN

Writing separate programs for each processor is a direct but
cumbersome approach. Al though this method was used here, a means
of writing the multiprocessor software as a single program would
be extremely useful. Such systems have been developed for other
""11t"iDr'oeessor-.<5130’137’”0 and would be straightforward to
implement for the power system simulator. A text translating
package such as STAGE 2B could be employed to separate the
sections of source code for each processor and add these to an
appropriate operating software and synchronisation kernel.

Directives to the translator could be included in the comment
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lines of the source code which could then be linked with different
libraries to run without alteration on a uniprocessor. This ty pe
of facility would reduce the scope for programming errors that
exists when two or more interacting programs have to be
constructed directly.

5.14 ALTERNATIVE CONFIGURATIONS

The modular nature of multiprocessor systems is a major
advantage because it makes expansion relatively easy.

With the 8086/8088-based Multibus systems, there is the
possibility of improving the performance by using single board
computers based on the more powerful 80286 or 80386
microprocessors. These microprocessors are code compatible with
the 8086 and the 8088 and so performance improvements can be
obtained without any great need for re-coding

A synchronous executioﬁ procedure has the disadvantage that
for a large number of processors working on a particular problem,
there may be a time in the simulation cycle when there is a
particularly heavy load on the common bus., This tends to lead to a
degradation in performance because the system is delayed while the
data transfers take place. Allowing the processors to communicate
asynchronously has the advantage that they could run at different
rates and the communication load would be more evenly distributed
in time.160 However, the communications protocol is mare involved
and more complex programming is necessary.

The two-processor system described here has sufficient
°°mputafional power to solve at least six of the thermal plant
models in real-time. If more detailed models were used, requiring
a shorter integration interval for some components, it would be

advantangeous to use a multiple rate integration scheme. This
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would most easily be implemented by solving the fastest components
on the master processor, because the D/A comvertors would normally
be updated at the fastest integration rate. The slower components
would be simulated on the slave processor (or processors) with its
own real-time clock. The two processors would run asynchronously
so the shared data would require protection by semaphore,
5.15 DEGRADATION IN PERFORMANCE DUE TO BUS CONTENTION

Frequently, the addition of extra processors does not achieve

the expected performance impr'ovement,129

because of the overhead
introduced by communication and synchronisation

A number of autho;'s have described methods to estimate the
degradation in the performance of multiprocessors due to common

memory access contention and other factor's.161’162

Grasso et
al.163 studied the memory interference in mul tiprocessor systems
foz; control and simulation applications, When processors are added
to a system, a point is reached where adding a processor does not
increase the overall throughput of the system. The number of
processors at which this occurs depends on the fraction of time
each processor requires the common bus.

The smallest fraction considered by Grasso et al., was 4% and,
for this value, no degradation in performance was observed with
eight processors, the maximum number investigated. Inspection of
the program code for the power system simulator, suggests that the
corresponding fraction for the simulator is certainly less than
19. It should, therefore, be possible to expand the system to the
full sixteen processor configuration supported by the Multibus

hardware, without encountering significant common bus

interference.
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CHAPTER 6

DETAILED TESTS OF A MIXED HYDRO-THERMAL SYSTEM

After various improvements had been made to the power system
simulator, further tests were conducted at Loch Sloy Power Station
on No.3 machine with its microprocessor governor and No,2 machine
with its mechanical-hydraulic governor. These tests used a more
realistic thermal plant model based on that used by the CEGB in

off-line system response sx'c.udiesz’M

and described in detail in
Chapter 3. The simulator implementation also included a mechanism
to compensate for grid frequency movements occurring in the course
of a test. A range of operating situations were investigated by
changing the key parameters of the simulation and the effects of
variation in the following areas were considered: Characteristics
of the thermal plant; relative proportions of generating plant
types; operation of the hydro-turbine at a different load level;
proportion of non-regulating plant on the system and the amount of
spinning reserve held on the steam plant.

A dual-processor simulator had been established (Chapter 5)
and this had been used to implement a power system model
consisting of two plocks of thermal generation whose parameters
could be selected independently during the operator dialogue. This
was used to investigate the operation of two steam units of
different configuration in a mixed hydro-thermal system.

Using the speeder motor injection technique, some of the
tests were repeated on No.2 machine with its hydraulie temporary
droop governor.

Some of the tests were re-run and this confirmed the

repeatability of the results which are presented in this chapter.
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In all the systems studied, the MW ratings of the thermal
units vary according to their size relative to the real 32.5 MW
hydro-turbine. For example, in a system with 90% thermal and 10%
hydro-electric generation, the rating of the thermal unit will be
292.5Mi. The total MW capacity of the system will, therefore, also
vary depending on the proportion of the system constituted by the
real hydro-turbine. It would be possible to keep the system size
constant at, say, 1000MW and consider the rating of the hydro-
turbine to change merely by altering the values on the plot axes,
The frequency transients and plant responses would essentially be
the same in a 1000MW or a 10,000MW system with proportionate plant
mixes and generation/load imblances. In all of the plotted
responses, the hydro-turbine power output is scaled over a 15MW
range which corresponds to about 46% m.c.r. (maximum continuous
rating). The thermal- plant responses are plotted over the same
percentage range but as the generation mix changes, the end-point
values in MW must also change.

A1l of the tests reported in this chapter used simulated step
changes in demand of 10% of the total generating capacity on the
system. Although all the tests imvolved increases in demand, there
is no reason why results could not be obtained for reductions It
is convenient to remove an increase in demand before stoppinga
test run, but this will not give accurate results for a decrease
in demand because the boiler model will not have returned to a
steady state. To study this type of incident, the simulator should
be restarted with a negative-step selected so that the boiler
model is re-initialised.

For all of the tests deseribed in this chapter, the

parameters of the thermal models were as given in Section 3.6.6;
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in particular, the droop was 4% (b,=0.04) and the fuel feed delay,
Td was 60s. These values are appropriate to a coal-fired unit. The
response of an oil-fired unit could be investigated if desired but
this was not done here, The reheater time constant, Tr- and the
operating point of the thermal plant model were changed for some
of the tests. As discussed in Section 3.8.1, 20s is a reasonable
figure for the system alternator time constant, Ta’ and this value
was used for all of the tests.

6.1 ELECTRONIC GOVERNOR IN A MIXED SYSTEM WITH ONE THERMAL UNIT

The starting point for the series of tests with the coal-
fired plant model was, as in the preliminary tests with the oil-
fired plant model, a system with two equally-sized generation
blocks. One of these was the real hydro-turbine with its
electronic double derivative governor and the other was the
simulated coal-fired boiler~turbine unit. The reheater time
constant, Tr was 10s. The hydro-turbine output power was initially
10M¥ (31% m.c.r.) and the coal-fired plant was operating at 80%
m.c.r. The response of this system to a 10§ step increase in
consumer demand is shown in Figure 6.1. This test may be regarded
as a base case for comparison with the results presented in the
following sections.

After the step change in load, the system frequency falls
rapidly until it is brought up at about 49.39Hz by the operation
of the governor on the thermal unit. For this size of disturbance,
the steam valves reach their fully open position causing a 'knee'
in the generated power trajectory where the rate of increase in
power output is reduced. The power output continues to rise as the
extra steam appears at the IP and LP turbipes. When the frequency

rises again, the governor valves move off their end-stop and the
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power output falls sharply. By this time, the thermal energy
stored in the boiler is becoming depleted, reducing the drum
pressure and tending to reduce the power output from the steam
turbine until the fuel feed to the furnace can be increased. The
hydro-turbine does not respond as rapidly as the steam turbine but
its change in output is sustained. The ability of the hydro-
turbine to complement the thermal plant by providing power when
the thermal energy reserves are depleted is of great importance,
6.1.1 Operation with Non-reheat Plant

If the time constant, Tr’ of the first-order lag representing
steam storage in the reheater is reduced from 10s to 2s, the model
behaves like non-reheat plant and this has a significant éffect on
the response (Figure 6.2). Increases in steam flow through the HP
turbine stage can immediately feed through to the IP and LP stages
which, in total, constitute 80% of the capacity of the turbine.
This means that non-reheat plant can respond more rapidly to
loading disturbances, at least while boiler pressure is
maintained. A more rapid thermal plant response and a
correspondingly reduced frequency swing to about 49.53Hz can be
seen in Figure 6.2. This type of behaviour was typical of steam
plant about 30 years ago before construction of plant for the
reheat cycle became economic. The hydro-turbine is not required to
respond as rapidly although it eventually reaches the same load
level as in Figure 6.1. The states of the systems are the same at
120s with a frequency of 49.85Hz showing that the longer term
response is determined by the dynamiecs of the boiler rather than

those of the turbine.
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6.1.2 Variation of Plant Proportions

A system with 50% thermal and 50% conventional and pumped-
storage hydro-electric generation, as used in the above tests, 1is
most unlikely to occur in the UK system as a whole. At the most,
the proportion of hydro plant could reach 1094 if abnormal
conditions arose at a time of low demand during a summer night.
However, if all or part of the Scottish system were to become
disconnected, much higher proportions of hydro-electric generation
could occur, particularly if more pumped-storage plant were to be
built in Scotland.

The succession of responses shown in Figures 6.1, 6.3 and 6.4
illustrates the effect of varying the relative proportions of
hydro and thermal plant on the system. For these tests, a reheat
turbine model was used (TP=1OS). With a 50% hydro component
(Figure 6.1), the frequency transient is large, reaching 49.39Hz,
and the hydro-turbine makes a large initial contribution driven by
this swing. If, instead, the system has 20% hydro and 80% coal-
fired plant (Figure 6.3), the initial frequency swing is reduced,
reaching 49.51Hz, because more stored thermal energy is available.
However, the frequency at 120s falls from 49.85 (Figure 6.1) to
49.79Hz because there is less hydro plant to provide a response in
the mid term. Reducing the hydro component further to 10% (Figure
6.4) results in a further reduced frequency transient (49.55Hz),
but, again, the freguency at 120s is lower at 49.77Hz. As the
proportion of hydro-electric plant decreases, the shape of its
response changes considerably. The initial increase in output is
smaller but there is a gradual climb to a load level that is
higher when the hydro-turbine is a smaller proportion of the

systen,
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This sequence illustrates a problem that may arise if the
Scottish system is required to operate in isolation from the rest
of the national grid. The proportionate reduction in plant
providing a response in the first 5s or so of a disturbance may
lead to large frequency swings with consequent shedding of load by
protective relays. However, the results illustrate the ability of
hydro-turbines to complement the response of thermal plant by
providing power in the mid-term period when the steam turbines are
suffering from a drop in boiler pressure,

The small deviation in the hydro-turbine power output in
Figure 6.3 is caused by a fault in the microprocessor governor
which causes an occasional glitch on the governor output.

The system aiternator time constant, Ta was kept at 20s for
all of these tests, although it would ‘be reasonable to reduce it
somewhat for a system with a high proportion of hydro plant. A
value of 16s would be suitable for a 50% hydro system. Reducing
the alternator time constant would increase the size of the
initial frequency swings and produce slightly more oscillatory
behaviour. The effects of variation in this parameter could be
investigated if desired but this was not done here.

6.1.3 Variation in Hydro-turbine Operating Point

When tests are repeated at different hydro-turbine operating
points, the responses obtained are slightly different. Figures 6.5
and 6.6 correspond directly with Figures 6.1 and 6.4 except that
the initial power output of the hydro-turbine was 24MW (T4%
m.c.r.) rather than 10MW (31% m.c.r.). When the hydro-turbine is
50% of the generating plant on the system (Figures 6.1 and 6.5),
there is a noticeable difference in the form of the initial

frequency transient. The initial swing is larger when the hydro-
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turbine is at a higher load level, reaching 49.34 rather than
49,39Hz, and the behaviour as a whole is Slightly more
osciilatory. This is the result of two features: The increase in
the pipeline water time constant, Tw with increasing load and the
increase in the effective gain of the hydro-turbine governor
associated with the non-linear relationship between valve position
and water flow rate. The overall increase in power output from the
hydro-turbine is also slightly larger (0.25MW) in Figure 6.5 due
to the increase in gain which, in fact, reaches a maximum at about

80% m.c.r'.?’g’m8

If the hydro-turbine is a smaller proportion of
the system as in Figures 6.4 and 6.6, then these factors have less
effect. Generally, the margin of stability of the mixed hydro-
thermal system decreases as the hydro content increases., The
initial dip in the hydro-turbine response caused by the pipeline
effect is quite evident in Figure 6.5. This dip becomes more
pronc;unoed at higher loads as the pipeline water time constant, Tw
increases,

If the hydro-turbines in a power station are supplied from a
single high pressure pipeline, the water inertia time constant
also changes if other sets are running. With more plant
generating, Tw is larger which leads to a reduction in the
stability of the sets. However, this effect is usually less
pronounced than the variation of Tw with load on a particular
machine because only part of the pipeline is shared between the
turbines. The running of other sets at Sloy in the station was
found to have very little effect on the response of the test
turbine in the hydro-thermal system configurations used here. If

the stability of the system was margimal, the effect would be more

important.
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6.1.4 Increased Base Load Capacity

The response shown in Figure 6.7 is for a system with 50%
thermal (reheat), 20% hydro and 30% base load (non-regulating)
plant and that in Figure 6.8 is for 50% thermal, 103 hydro and 40%
base load. There are two effects here: As the proportion of
nuclear or other base ioad plant increases, the magnitude of the
initial frequency swing becomes larger, reaching 49.25Hz in Figure
6.7 and 49.20Hz in Figure 6.8. The swing is considerably extended
in comparison with Figure 6.1 where the frequency fell to 49.39Hz.
As a result of the large frequency swing, the steam valves stay
- fully open for longer, changing the shape of the thermal plant
response. The second effect is the increasing activity of the
hydro plant as it is reduced from 50% to 20% and then 10% as a
proportion of the overall system. As the amount of base load
capacity increases and the hydro-turbine becomes a smaller
proportion of the system, the frequency at 120s drops from. about
49.83Hz (Figure 6.1) to 49.72Hz (Figure 6.7) and 49.63Hz (Figure
6.8).

Figures 6.4 and 6.8 are both for systems with 10% hydro and
comparison of these shows the effect of an increase in non-
regulating capacity while the proportion of hydro remains the
same, In Figure 6.4 with 90% thermal plant (regulating), the
system frequency is about 49.78Hz at 120s

6.1.5 Larger Reserve on Thermal Plant

When a larger reser\}e is maintained on the thermal plant, the
behaviour of the system is rather differenﬁ. Figure 6.9
corresponds to Figure 6.8 except that the thermal plant is
intially operating at 70% rather than 80% m.c.r. The generation

deficit is then not sufficiently large to take the governor valve
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to its fully open position and the thermal plant is able to
contain the disturbance more readily. The frequency swing is held
to 49.40Hz and the hydro-turbine is not called upon to make such a
large contribution. The system frequency at 120s is not changed
much by the increase in spinning reserve because the same change
in boiler firing is required.

6.2 ELECTRONIC GOVERNOR IN A MIXED SYSTEM WITH TWO THERMAL UNITS

Using the dual-processor simulator, tests were conducted on a
system consisting of two blocks of thermal generation, some non-
regulating capacity i.e. either nuclear or base-load hydro or
thermal generation, and the real hydro-turbine. Both the thermal
units were represented using the model described in Chapter 3 and
used in the studies already reported in this chapter. Throughout
all of the tests described in this section, the thermal units were
each 25% of the total system capacity.

An initial test with the base case parameters confirmed that
this version of the simulator produced results that were identical
to those obtained with the single thermal plant model (Figure
6.1). The result of this test has been plotted (Figure 6.10) to
facilitate comparison with the tests of different configurations
described in the following sections.

6.2.1 Different Thermal Plant Operating Points

If one thermal unit is operating at 90% and the other at 70%
of full 1oad when a 10% generation deficit occurs (Figure 6.11),
the frequency transient is little different from that obtained if
both units are operating at 80%. This shows that even though the
individual responses are quite different, the aggregated response
is similar to the individual responses if both units are operating

at 809 load (Figure 6.10) or the response of a single unit
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operating at 80% m.c.r. (Figure 6.1). If the operating points of
the thermal plant are split in such a way that the amount of
spinning reserve is the same, the output from the more efficient
unit can be increased without greatly affecting the system's
ability to deal with a disturbance.
6.2.2 Operation With Non-reheat Plant

If one of the thermal units has a non-reheat turbine (Figure
6.12) with a consequently faster response, the frequency swing is
reduced, reaching 49.48 rather than 49.38Hz, and this initiates a
smaller hydro-turbine contribution. As in Figure 6.2, the state of
the system at 120s is not affected by the change in reheater time
constant., By operating the non-reheat plant at 70¢% and the reheat
plant at 90% of full load, the disturbance to the reheat plant can
be cohsiderably reducgd (Figure 6.13) although the frequency
transient is unaffected. This illustrates the advantaée of
allocating immediate reserve duties to generally older and lower
merit non-reheat plant allowing the efficient reheat plant to
operate continuously at or near maximum output. If the thermal
plant operating points are interchanged, the frequency swingis
slightly increased, reaching 49.41 rather than 49.46Hz, and there
is more disturbance to all the plant including the hydro-turbine
(Figure 6.14).
6.2.3 Increased Base Load Capacity

Figure 6.15 corresponds to Figure 6.8 but the former was

obtained with the dual coal plant model. The hydro-turbine was

| also operating at a higher load level (20MW, 62% m.c.r.). Both of
these responses are for systems with 504 thermal, 10% hydro and
40% base load capacity. The responses show the larger and longer

frequency deviation associated with an increase in non-regulating
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capacity and the increasing activity of the hydro-turbine as it
becomes a smaller part of the system.
6.3 OPERATION OF THE GRID FREQUENCY CORRECTION MECHANISM

Figure 6.16 shows the simulated system frequency, injected
frequency and real grid frequency signals for the test shown in
Figure 6.15 plotted over a longer time scale, The injected signal
is offset to compensate for the grid frequency disturbance
occurring towards the end of the test. There is no sign of a
deviation in the turbine power output and this shows the
effectiveness of the grid frequency correction mechanism. Note
that the grid frequency and injectéd signals are plotted on a
different scale,

6.4 HYDRAULIC GOVERNOR IN A MIXED SYSTEM WITH TWO THERMAL UNITS

Following the tests with the dual coal plant model simulator
on No.3 machine with its electronic governor, similar studies were
performed on the hydraulic temporary droop governor on No.2
machine. (No.1 machine had been used in earlier tests of this
type, reported in Section 4.2, but it was not available at this
time.) The test signal was injected via the raise/lower controls
as described in Sections 2.2 and 4.2. The calibration figure for
the speeder motor on this set was measured to be 8s for a full-
load change in output i.e. a 3% change in frequency.

The simulated system was provided with 10% hydro plant in the
form of the real hydro-turbine, two regulating (4% droop) reheat
thermal units of equal capacity and some base load plant. The
thermal unit capacities were reduced together in accordance with
the amount of non-regulating plant selected One thermal unit was
operating at 90% and the other at 703 mcr. and the initial power

output from the hydro-turbine was 10MW.
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Figures 6.17, 6.18 and 6.19, for 0, 20 and 40% base load
respectively, show the responses of the system to 10% increases in
demand applied through a first-order lag., This lag had a time
constant of 2.5s and was used, as described in Section 2.5, to
avoid the rate-limiting effect of the speeder motor injection
technique, As the amount of base load capacity is increased, the
frequency swing becomes larger and the hydro-turbine is called
upon to provide more of the deficit. The minimum system
frequencies are about 49.61, 49.48 and 49.28Hz for the systems
with 0, 20 and 40% base load respectively. The simulated systen
frequency plots appear gquantised because they had to be
reconstructed from the‘record of the pulses applied to the
raise/lower controls,

Figure 6.20 shows a repeat of the temporary droop governor
test with 40% base load (Figure 6.19) at a higher load level. In
this test, the initial power output from the hydro-turbine was
20MW, It can be seen that, aswith the electronic governor tests,
the frequency swing is slightly larger at the higher load level,
reaching 49.23Hz. This is due to the increased pipeline time
constant, Note that Figures 6.19 and 6.20 have been plotted over
different time scales. A second run of this test with the same
parameters and initial conditions confirmed the repeatability of
the results obtained using the speeder motor injection technique.

6.5 A COMPARISON OF THE TWO GOVERNOR TYPES

In order to make a comparison between the responses of the
double derivative and temporary droop governors, one of the
previous tests on the electronic governor on No.3 machine had used
a lagged demand transient with a time constant of 2.5s. The result

of this test is shown in Figure 6.21 and the form of the demand
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disturbance is shown in Figure 6.22, The system composition was
504 thermal in the form of two units at different operating
points, 40% base load and 10% hydro. The initial power output from
the hydro-turbine was 20MW and the response is, therefore,
directly comparable with the test of the temporary droop governor
shown in Figure 6.20. (Figure 6.15 shows the corresponding double
derivative response for a step increase in demand.)

Thesé two tests show clearly that the type of governor
affects the shape of the hydro-turbine power trajectory. It can be
seen that the double derivative governor has a more rapid and
sustained response. With the temporary droop governor, the hydro
power output tends to fall back slightly after the thermal plant
has restored the system frequency to a reasonably steady value.
The minimum system frequency is only slightly improved from 49.23
to 49.28Hz, but, considering the smail relative capacity of the
hydro~turbine, the improvement in the system frequency at 120s
from 49.43Hz (Figure 6.20) to 49.55Hz (Figure 6.21) is very
significant. The reduction in disturbance to the thermal plant is
also worthwhile.

6.6 CONCLUSION

The results presented in this chapter have illustrated a
number of the features of the behaviour of a nuclear-hydro-thermal
power system. More importantly, they have demonstrated the ability
of the power system simulator to investigate the response of mixed
system to loading disturbances and to establish the merits of
particular governor configurations on a real hydro-turbine. The
use of a multiprocessor simulation vehicle to relieve constraints
on the problem size has also been demonstrated in the environment

of on-line tests at a power station.

103




FES
POH
POC
POC1
POC2

FESCR

GFREQ

PD

Labels for Figures 6.1 to 6.22

simulated system frequency

hydro-~turbine power output

coal-fired plant power output

coal-fired plant 1 power output

coal-fired plant 2 power output

simulated system frequency corrected for grid frequency
deviations

real grid frequency

consumer demand




FES
( Hz )

48,0

POH
(MW )

5.0
32.5

poc
( MK )

7.5

0.

51.0

FES
(Hz )

48.0

POH
( MW )

KB

Time (s )

Figure 6.1 Mixed system test with electronic governor
(reheat plant, 50% hydro)

120.0

I

.0 ) Time {8 )

Figure 6.2 Mixed system test with alectronic governor
(non-reheat plant, 50% hydro)

120.0




. ‘f

(MW )

70.0

0.0 Time (s ) 120.0

Figure 6.3 Mixed system test with electronic governor
(20% hydro, 80% thermal)

51.0

FES

(Hz ) _\/

POH
( MW )

{ MW )

157.5
0.0 Time (s )

120.0

Figure 6.4 Mixed system test with electronic governor
(103 hydro, 90% thermal)
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Figure 6.8 Mixed system test with electronic governor
(50% thermal, 10% hydro, 40% base load)
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Figure 6.9 Mixed system test with electronic governor
(50% thermal, 10% hydro, 40% base load, larger reserve)
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(50% hydro)
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Figure 6.12 Mixed system test with two thermal units
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Figure 6.15 Mixed system test with two thermal units
(50% thermal,10% hydro, 40% base load)
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Figure 6.16 Operation of the grid frequency correction mechanism
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Figure 6.19 Mixed system test with hydraulic governor
(10% hydro, 50% thermal, 40% base load)
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Figure 6.20 Mixed system test with hydraulic governor
(103 hydro, 50% thermal, 40% base load)
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CHAPTER 7
APPLICATION OF THE TECENIQUE TO DIESEL ENGINES IN AN ISOLATED

POWER SYSTEM

Previous chapters have described the development, testing and
subsequent use of the real-time power system simulator on hydro~
turbine generators at Loch Sloy Power Station. These generators
have a rating of 32.5MW which is small in the context of the
national grid (maximum demand over 40GW87). Consequently,
generator output variations in the course of a test with the
simulator have only a negligible effect on the frequency of the
grid system. The running of a test does not itself alter the real
system conditions seen by the governor. For convenience, the
effects of unrelated grid frequency disturbances can be nullified
by offsetting the injected test signal by an appropriate amount.
This is not absolutely essential because the likelihood of the
grid frequency remaining reasonably constant during a test is
fairly high and any affected tests can be repeated.

However, these favourable conditions would not be encountered
if the power system simulator were to be used on larger hydro-
turbines such as those in the pumped-storage stations at Foyers
(150M¥ generators), Dinorwig (300MW) or the proposed Craig Royston
scheme, or if on-line tests were to be performed on steam plant at
Peterhead (660MW), for example. Changes in output from generators
of this size have an appreciable effect on the national grid and
the resul ting changes in system frequency would be seen by the
governor, In effect, there is a feedback coupling from the
governor test input causing the change in power output, through
the real power system to a change in frequency seen at the

governor summing junction. Some of the effect of the test input
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signal 1s undone by a change in the real system conditions and the
power system simulator would have to contend with this feedback
coupling Grid frequency disturbances during test runs would no
longer be a matter of chance, they would be a certainty, In this
situation, some mechanism to correct for these disturbances would
be essential in order to isolate the plant under test from the
effects of its own actions on the real system.

Al though Peterhead and Foyers were considered for tests with
the power system simulator, in the event, neither of these were
available, However, a similar situation was encountered when the
simulator was applied to diesel engine generators at Stornoway
Power Station in the Western Isles of Scotland. These machines
operate in a power system isolated from the mainland grid and so
the generator under test was supplying a significant proportion of
the load. At times, the test machine constituted as much as 50% of
the generating plant on the island system. This situation
presented difficulties for the simulator technique of greater
severity than would be expected if the equipment was used for
tests on any mainland generation This chapter describes how these
difficulties were overcome, insofar as this was possible, and how
the technique was applied to the study of a wind-diesel system.
T.1 THE BENEFIT OF ON-LINE TESTS OF DIESEL ERGINE RESPONSE

Diesel generators are an appropriate application of the power
system simulator because the dynamics of the engines and their
governors are not particularly well known.mu'165 Very little has
been published on the dynamic modelling of this type of plant,
although some authors have used computer simulation of the
thermodynamic cycle in the design pr'ocess.166 Manufacturers have
available empirical steady-state models which can be used to

caleculate various outputs for a given set of inputs but provide no
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indication of how the plant will move from one state to another.
Such a2 model has been incorporated in system simulation studies
with some suecessmu and others have introduced a form of lagged
behaviour by interpolating linearly between initial and predicted
final states over a suitable time :i.nt:er'val.167

Some identification studies have been carried out on one of
the Stornoway diesel engines (1‘10.3),168’169 but one of these'®%
was intended for performance monitoring and the resul ting model is
only valid for small ac. signals of frequency greater than about
0.5Hz. It also does not include an observed pure time delay. The
outcome of the other study was a non-linear difference equation
model relating fuel rack position to engine torque,169 but
documentation of this model is not complete. Knowledge gained
during the tests described here suggests that models based on
identification work on one particular machine may not be typical
of the rest of the engines Certainly, the electronic governor on
No.3 engine can be very much more responsive than the mechanical
governors used on the other sets. Experience also shows that no
two diesel engines have quite the same behaviour and also that
even this dissimilar behaviour of an engine changes with time in
some relation to the number of hours run since its last overhaul
and to its long-term maintenance history.

As a consequence of these factors, use of the power system
simulator should provide further insight into the response of
Power systems incorporating diesel plant, It allows studies to be
performed where the dynamics of a real diesel engine and its
governor are coupled into a system response study thus obviating
the need for a model of this component of the system. Al though the
engine used in the study will provide only an example of the

behaviour, the results obtained should still be more realistic
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than those obtained off-line with existing models, Experience

shows that the conditions encountered by a control system on real
plant are almost invariably more onerous than first analysis would
suggest and on-line tests display features of behaviour not
predicted by off-line simulation.
7.2 THE WESTERN ISLES POWER SYSTEM

Along with the Shetland Islands, the Quter Hebrides are not
connected to the mainland electricity supply, although the laying
of a submarine cable link is proposed. Lewis and Harris are
supplied by nine diesel engines at Stornoway Power Station with a
total installed capacity of 30.4MW and, at Chliostair and Gisla,
three small hydro-electric generators totalling 2.16MW. Two 11MW
gas turbines are available but are not normally used for iong
periods., The ratings and inertia constants of the individual
machines are as follows: (There is no longer a No.4 machine at
Stornoway. )

Rating H constant
(M) (s)

Stornoway No.1 2.0 1.73

Stornoway No.2 2.0 1.73

Stornoway No.3 4.6 2.00

Stornoway No.5 3.0 1.60

Stornoway No.b 2.0 1.73

Stornoway No.T 3.5 1.74

Stornoway No.8 3.5 1.74

Stornoway No.9 4.6 2.00

Stornoway No.10 5.2 2.00

Chliostair No.1 0.81 0.847 (induction)
Chliostair No.2 0.81 0.847 (induction)
Gisla 0.54 0.549 (synchronous)

Using Equation 3.47, the overall inertia constant was
calculated to be 1.78s. Without the hydro plant, the value is
1.85s,

The frequency of the Western Isles system is much less
tightly controlled than that of the mainland system. Figure 7.7

shows a log of the system frequency during a period of relatively
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close regulation. In contrast, the effect of the switching of
large industrial loads can be seen in Figure 7.8. A log of the
mainland system frequency is also shown for comparison (Figure
7.9).
7.3 SIMPLE DIESEL ENGINE MODELS FOR PRELIMINARY STUDIES
WOodward170 has suggested that diesel engine governors may be
represented by a transfer function equivalent to that shown in
Figure 7.1 and that the majority of speed governors used are of
the hydraulic type with a temporary droop characteristic as shown
The mechanical governors installed on the Stornowaiy diesels are of

171

this type. 'I‘y is determined by the servo geometry and is not

adjustable, bt and Td are the temporary droop or 'compensating!'
feedback gain and time constant respectively and are adjusted at
no load with the generator unsynchronised. By closing a needle
valve, Td is increased until stable operation is obtained vf‘or the
minimum possible value of bt' In the absence of any other

information, the engine itself can be represented by a first-order

lag with time constant, Te.

170

Values of these parameters were indicated by Woodward. For

the arrangement shown in Figure 7.1, these were: Ty=0.025s, bt=0.1

170

and T .=1.0s. An engine time constant, Te of 0.1s was used,

d
supported by a values of 0.064s at full load and 0.117s at no load
found by Goodwin and Ng''2 on a 200kW diesel engine,

One of the Stornoway diesels (No.3) has an electronic
governor with the arrangement shown in Figure T7.2. The frequency
and power measurement lags, T1 and T2 and the actuator lag, T3 are
0.073, 0.60 and 0.12s respectively. The other parameters are given
by

g = 128 (1-a) 7.1

108



= —0.85_ 1,47
2o Tty * 1 7.2
. 88
%% 1 7.3
2 _ 1,13
a(1-a)(1~b) 7.4

The constants, a and b are determined by the gain and reset
potentiometer settings respectively, The values of these constants
were not known but reasonable behaviour in off-line simulation was
obtained with a and b both equal to 0.2.
7.4 TEST SIGNAL INJECTION POSSIBILITIES

The original intention was to carry out tests on No.3 engine
with its electronic governor which had provision for the injection
of a test frequency signal in much the same way as the Sloy
microprocessor governor., Measurements of the real and reactive
power outputs from Sets 3 and 9 were also available in the form
of d.c. voltages., However, two problems arose that prevented the
use of the set in conjunction with the power system simulator.

No.9 engine was used to make a slow change to the system
frequency of about 0.4Hz and the change in power output from No.3
was measured. The steady-state droop of the electronic governor on
No.3 machine was then calculated to be about 4% using the machine
rating given in Section 7.2. Average frequency and power values
were used by working from a data logger plot. When the load on
No.3 was changed, the droop of the hydraulic governor on No.9
engine was found to be around 5%.

In accordance with the usual on-site procedure, a variable
d.c. voltage source was applied to the test signal injection point
in order to confirm its operation and to measure its gain When a
step change in voltage was applied to this input, considerable
ringing was observed on the the power output trace. Figure 7.10

shows the effect of a 2V step. The discontinuous input causes a
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severe oscillation at about 2Hz but only a small steady-state
change. Application of the same voltage change in the form of a
ramp over about U4s caused no ringing. Even'with a responsive
frequency measurement with a rise time of about 0.1s, the system
frequency trace shows no sign of any oscillation, However, the
power output on No.9 machine rings in anti~phase with the No.3
signal. This suggests that rotor angle oscillation is taking place
with the generators exchanging energy along the 11kV busbar. At no
stage were inter-machine swings excited by speeder motor action on
any of the machines,

Arrangements were made to log the governor output during the
transient and some sign of the oscillation was seen Although the
reliability of the signal was doubtful, the observed osciliation
was probably the governor's response to the rotor angle swings
appearing as a speed oscillation at its input. The speed signal
is derived locally to the generator and so the oscillation is seen
by the governor while it is absent from the system frequency
measurement which is obtained from a 240V a.c. supply electrically
remote from the generator.

The test frequency input was calibrated during these tests by
calculating the apparent change in frequency at the summing
junction in the governor. This is the sum of two parts: The
frequency change required to produce the observed change in power,
with a droop of 4%; and the observed system frequency deviation
caused by the power change. (When the test signal is applied, some
of its effect is undone by a change in frequency on the island
System as the engine takes up or reduces load. This effect must be
taken into account when the sensitivity of the test input is
calculated.) Following gain adjustment, the scaling of the input

was established to be 0.5HzV ™ .
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At this stage, it was apparent that No.3 engine was very much
more responsive than No.9. Figure 7.11 shows the response of the
two machines on reconnection of the 33kV line to Harris, Some
rotor angle oscillation is again evident, but it is quite clear
that No.3 engine provides a very much greater contribution.
Unfortunately, no system frequency log was obtained for this
event.

7.5 OPERATION OF THE GRID FREQUENCY CORRECTION MECHANISM

In order to observe more clearly the effects on the system as
a whole, the first tests on No. 3 set were attempted during night-
time low-load conditions v}hen No. 9 engine was the only other
plant running. This also meant that the inconvenience to islanders
would be minimised in the event of untoward happenings, With only
two sets on, the engine under test constituted 50% of the system
generation and the 'grid' frequency correction term was
incorporated in the simulator in order to isolate the simulated
system from frequency changes in the real system. The block
diagram shown in Figure 7.3 depicts the coupling of the real and
simulated power systems,

Gc is a constant with a value between 0.0 and 1.0 specified
in the simulator, This determines the extent of correction for
real system frequency deviations with a value of 1.0 giving full
compensation Use of this correction mechanism has some
destabilising effect on the grid. If G c=1.0, the engine under test
no longer contributes to the regulation of the real system and the
remaining plant must perform this task alone, For this reason, a
Ge value of 0.8 or 0.9 was used throughout these tests, al though
operation with Gc=1.0 should be possible., For the tests on the
Stornoway diesel engines, the correction was only applied if the

system frequency remained between 49.6 and 50.4 Hz.
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Immediately following the start of a run, when the simulator
is given control of the governor and engine, the injected signal,
initially zero volts, should change only by an amount. necessary to
compensate for any deviation of the system frequency from its
value at the start of the test, If the simulated system demand is
not changed, the simulator should hold the test engine's output
constant, irrespective of real system frequency changes (within
certain limits).

7.6 SIMULATION OF ISOLATED OPERATION WITH THE ELECTRONIC GOVERNOR

Despite the difficulties with rotor angle oscillations
excited by the injection of step voltages, an attempt was made to
simulate, on-line, isolated load conditions on No.3 set using the
test equipment. The simulator would not normally inject step
disturbances; rather, its output would change at a finite rate
determined by the inertia of the simulated system, although
increasing with the size of the generation/load imbalance., As long
as the maximum rate of injection was less than about 1Vs'1,
serious rotor angle oscillation would not occur.

When simulator runs were attempted on No.3 set, it was found
that the mechanical governor on No.9 machine was not sufficiently
responsive to regulate the real system within acceptable limits.
Even before the application of any step, No.9 engine was not able
to cope with the power changes in the real system associated with
the extremely rapid behaviour of No.3 engine in the simulated
system. Th fluctuations on the island system frequency were
unacceptably large. Simulation of isolated operation was not

possible on No.3 set even with an unrealistically large ipertia

time constant, '1'a of 20s,
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7.7 TESTS OF A MIXED DIESEL~-THERMAL SYSTEM

In view of this difficulty with testing on No.3 engine, a
decision was made to change to No.9 and use the speeder motor
injection technique described in Chapter 2. The responsive
governor on No,3 was then available to regulate the real system
and absorb changes in generation while tests were carried out on
the other machine,

After the interface relay box had been connected
appropriately, the speeder motor characteristics were measured By
controlling the speeder motor from switches connected to the data
logger, pulses of measurable length, T, were applied and the
change in power output, AP, observed. As with the calculation of
the test input sensitivity, it is necessary to take into account
the change in system frequency, Af, caused by the action. The
effective change in power output, APt is

AFP

f‘obp

AP = AP + 7.5

where Po is the generator rating, fo is the rated system frequency
(50Hz) and 1:«p is the governor droop (0.05pu). The pulse length for

a full load change is
P T
T
fl1 = aP!
It was found that the speeder motor would require a raise or

T 7.6
lower of about 10s duration to provide a full load change i.e. an
apparent change of frequency of 5% if this is the measured value

of droop.

Before isolated load simulation was attempted on No.9
engine, tests were first carried out with the simulator configured
with the coal-fired thermal plant model described in Chapter 3. A
mixed diesel-thermal system is of little practical interest in the

UK, although such systems do occur on larger island systems
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overseas. However, the availability of a contribution from
simulated plant eased the difficulty of coupling a real diesel
engine into a simulated system response test. Operating alongside
a coal-fired boiler~turbine unit of equal size, the diesel engine
was relieved of the need to meet the load exactly. The confusion
of 1imit cycle oscillation was, therefore, eliminated and a
technique for tests could be developed.

Figure 7.12 shows the response of a 50% diesel/50% thermal
system to a 20% step reduction in load. It can be seen that No.9
engine is quite heavily damped in this configuration. Operation of
the grid frequency correction mechanism is also evident here. The
injected signal is larger than the simulated system frequency in
order to compensate for the fall in real system frequency caused
by the reduction in output from the diesel engine, Gc was 0.8 for
this test.

7.8 SIMULATION OF ISOLATED OPERATION WITH THE HYDRAULIC GOVERNOR

Following the success of the diesel-thermal system tests, the
possibility of isolated load simulation on No.9 engine was
investigated. Figure 7.13 shoﬁs a run where the alternator time
constant was 20s, Limit cycle oscillation can be seen at the start
of the trace followed by the response to a 10§ step increase in
load. The oscillation caused by the disturbance is only lightly
damped. Al though the stability of No.9 engine on isolated load is
certainly marginal, it is unlikely that this severe oscillation is
a true picture of the machine's behaviour; rather it is the effect
of additional lag and rate limiting associated with the speeder
motor injection technique.

Attempts to reduce the alternmator time constant towards the
more realistic value of 4s resulted in sustained or growing

oseillation Examination of an auxiliary signal produced by the

114



simulator showed a gradual increase in the error involved in the
speeder motor injection technique, As the oscillation grows, the
speeder motor is unable to keep up with the rapid changes in
frequency, and the resultant lag further inereases the
instability.

7.9 THE INTEGRATION OF WIND ENERGY CONVERSION SYSTEMS

In recent years, attention has focussed on large-scale power
generation from 'renewable' sources such as wind, wave, tidal and
solar energy. Wind power is probably the most readily utilised for
bulk electricity production and, although it will never be
practicable to supply the UK entirely from this source, several{
wind-turbines of moderate (250kW) to large (3MW) size have been
installed around the British isles.

Wind energy conversion systems are being constructed in a
number of countries and studies of various aspects have been
reported. Many of these wind turbines operate in conjunction with
diesel engine generators173’174’175’176’177 in remote, isolated
power sSystems ranging in size from about 100MW maximum demand (in
Crete)wu down to a few kilowatts (on remote telecommunications
sites).175’177 Some of these systems include oil-fired steam

plantwu or solar po;\ve1".175’177

The NSHEB, in particular, operate wind-turbines in Ox'lcney178
and Shetland, and there are possible sites in the Western Isles.
The installation of aero-generators inevitably has an effect on
the long-term stability of these remote, and in the case of
Shetland and the Western Isles, isolated power systems, Temporary

isolation of the Orkney Islands also occurs in the event of a

fault on its submarine cable.

Two questions arise: Will the system as a whole always be

able to accomodate the fluctuating output of the aero-generator
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and will a reduction in conventional regulating plant capacity
associated with a significant penetration of wind-turbine plant
degrade the response of the system to generation/load
disturbances? Generally, the wind turbines will be operating in
partnership with diesel generators and so the acceptability of the
wind power depends on the ability of the engines to absorb the
variability of the wind-generated contribution. In fact, if its
control system is carefully designed, the wind turbine may
actually improve the frequency regulation of the s,w,'st;em,‘178
without the need to resort to fast-switched dump loads. 1951179
7.10 SIMULATION STUDIES OF WIND-DIESEL SYSTEMS

Off-line simulation studies of wind-energy integration have

been reported by a number of authors'(91180,181,182,183,184

164

including the NSHEB , although not all of these consider plant

dynamics and system control issues. Some use an hour-by-hour

simulation to assess the economic benefit of wind energy

180,181

utilisation or to evaluate the reliability of the mixed

generation system.182'183 Apart from the simple model of a wind-

181

turbine with an induction generator used by Bossanyi, these

latter studies do not include the dynamics of the system.
Some investigations of wind-diesel system control use a

periodic function or a random time series rather than a dynamic

1 8
model to represent the aero-generator power output. 64,184 A wind-

turbine's sensitivity to system frequency deviations either
through its mechanical transmission or its control system cannot
be represented in this way.

Computer simulation has been widely used in the design of

aero-generators worldwide and, consequently, a wide range of
models have been published, see, for example, References 185, 186,

191

187, 188, 189, 190 and 191, although some of these are not
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sufficiently detailed for system response studies. Implementation
of wind-turbine models is relatively straightforward, and, in
contrast to diesel engines, the dynamics of the aero-generators
are not particularly time-dependent so the accuracy of the
simulation should be high.

Wind turbines intended for operation on a large power system
can use cage induction generators, possibly with fixed-pitch
turbines, allowing significant cost sav:l.ngs.192 However, on
smaller systems, it is desirable for the wind turbines to
contribute to system voltage and frequency control and so
synchronous generators are normally pref‘erred.193 The Orkney
machines are of this type and so simulation models of induction
aero-generators, such as described in References 165 and 192, are
not appropriate for a study of isolated wind-diesel systems in the
UK.

Interest was shown in the possibility of programming the
power system simulator with a suitable wind-turbine dynamic model
and using it to incorporate a real diesel engine in a study of the
behaviour of a wind-diesel system.

7.11 FEATURES OF WIND TURBINE DYNAMICS

The design of wind-turbine generators has ranged widely
kthroughout their development. However, all designs attempt to
decouple the generator from wind speed fluctuations by absorbing
the resulting short-term blade torque fluctuations in the gearbox
and coupling between the rotor and the generator.193

In some designs, the casing of the gearbox is free to rotate
over a limited angle against springs and dampers in order to
introduce some compliance into the transmission.wu This 'soft

shaft' configuration is widely used with synchronous

generators, 193
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It is possible to use a fixed pitch turbine and a synchronous

generator with statie rectifier/inverter frequency

comrex".‘s:lon19""195 to allow the turbine speed to vary, but this
option tends to be expens.:l.ve189 and is not well suited to
operation in an isolated system.

Only one simulation model was implemented since the objective
of the work reported here was to establish whether the power
system simulator could be applied to this problem; a comparison ofv
wind-turbine control/coupling designs being outwith the scope of
this thesis. The example chosen was the 3MW, 60m diameter aero-
generator189 installed on Orkney and due to be commissioned in
1987. This machine utilises a novel form of mechanical power
transmission and its size is typical of recently constructed wind-
turbilnes throughout the world. In view of the small size of the
Orkney and Western Isles power systems (minimum demand around

MNWS)

, the 3MW rating of the installation would represent a very
significant penetration of wind-turbine plant in the event of
separation from the national grid.
7.12 A SIMULATION MODEL OF THE 3MW WIND TURBINE

In this design, the synchronous generator is directly
connected to the grid and is driven by the turbine through a
differential gearbox. The third shaft of the gearbox is coupled to
a variable speed 'reaction machine' which is supplied from a
variable frequency rectifier/inverter. The reaction machine acts
as a torque controller and turbine torque fluctuations are
accomodated by allowing the turbine shaft speed to deviate from

the generator shaft speed. The generator torque is determined by

the reaction machine torque.
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7.12.1 Torque Transmission System

A mathematical model of the transmission system and its
control was ava:l.lable189 and a block diagram describing the
transient behaviour is shown in Figure 7.4, This model deseribes
the behaviour for perturbations about an operating point ie the
steady-state values of the variables are zero, The foliowing

parameter values, provided by GEC Energy Systems Ltd., were used
in the model:

1

High rate torque control constant K,q = 2400 Nmsrad~
Low rate torgue control constant Koo = 150 Nmsrad™ |
Turbine shaft inertia Jb = 3144 kgmz
Reaction machine inertia Jp = 338 kgm2
Inertia compensation constant K‘1 = 313 kgm2

All of these are values referred to the generator shaft (1500rpm,
157.08rads"1). The inertia of the synchronous generator is 195kgm"'2
which can be used with Equation 3.36 to calculate the generator H

constant as 0.802s.

The gearbox system can be described by the following

equations:
49
dtb = (Tow - Tog) / dy 7.7
Wy = Wy - 157.08 (fg - 1) 7.8
Y1 = (W - Wyq) /T 7.9
dt 1 = {dy = Wpy e
where Ub and W _ are the turbine shaft and reaction machine speeds

(rads"), T _ and TOS are the turbine and generator torques (Nm),

ow
fa is the simulated system frequency and Wny is an intermediate
variable. A suitable value for 'I'c was found to be 0.1s using off=~
line simulation. This time constant is only introduced to make the

derivative term realisable and to provide some filtering and its

value is not critical.
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The generator torque is

gt Jr
Tog=_1zwm+ (Kc-%) wm 7.10
and the per unit generator power is
P =+¢ (0, + "T'Qg )
ow s 'wt Tofl 7.1

where K, is the torque control gain and Ow is the per unit

t
operating point of the wind turbine and Tof‘l is the full load
generator torque (19098.6Nm). The absolute generator torque is
Te = Oyt Top + Tog 7.12
In order to compensate for the inertia of the reaction
machine, additional torque is generated proportional to the
reaction machine acceleration. The effective reaction machine
inertia is then
Ip = Ip - K‘j 7.13
The torque control algorithm for the reaction machine is
shown diagramatically in Figure 7.5. Reaction machine torque and
thus generator torque is controlled as a function of reaction
machine speed. When the turbine speed lies between the lines wsw7
and mswa, a change in turbine speed (i.e. a change in reaction
machine speed) causes the torque to change according to the low
value torque/speed constant, Kco' Wind gusts or troughs, or cyclic
variations, tend to accelerate or decelerate the turbine and the
generator torque is maintained substantially constant. When a drop
in wind speed and hence turbine torque causes the turbine speed to
drop below that defined by the characteristic wgW,, the reaction
machine torque is reduced in sympathy, according to a gradually

increasing torque/speed gain. If the turbine speed reaches that

defined by 4 w,, the reaction machine torque is reduced accor ding

3

to the high value torque/speed constant, K ,. The torque
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controller behaves in the same manner for increases in reaction
machine speed except that the generator torque is increased rather

than reduced.

The torque control algorithm can be implemented as follows:

wkc =Wy + (Topy = Tg) / L
ch = KcO for ws < Wye < w6
Keg = Koo + (W5 = ¢p) Kegrad for Wy <wp, <wg
Kea = Keq ' for W, < W,
Kea = Koo + (Yo = Yg) Kegrad for Wy > W, ., > W,
Ked = Koy for W, > &, T.14
where
K Kc1 M KeO _ Kc:1 * KcO 7.15

cgrad w5 - w1 w2 - u6

The selected value of Kc is.filtered with a first-order lag

d
to obtain Kc:

4K | _
at® = (Ked - Kc) / Tye 7.16

The first-order lag is used to smooth out the effects of the
dicontinuities caused by switching ch. Using off-line simulation,
a suitable value of ch was found to be 1s.

Unfortunately, neither the characteristics of the turbine
blades nor the details of the tip-blade pitch angle control system
on this turbine had been published. GEC were not in a position to
provide exact details of these components. However, a reasonable
substitution was made using the corresponding information for the
Inerican DOE/NASA 2.5MW (MOD-2) wind-turbine.’87+188 mtnougn 1t
employs a more conventional design of soft transmission, this is a
comparable machine which has been used as the basis for a control

System study.1 93
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7.12.2 Turbine Blade Characteristiecs

The turbine blades were not modelled individually and so wind
shear and tower turbulence effects were not included. Oscillation
of the driving force at a frequency corresponding to twice rotor
speed is, therefore, not modelled. The yaw control system was not
of interest here and was not included either.

Imperial units were used in the documentation of this

model 187

and so wind velocity is measured in miles per hour rather
than metres per second al though the value in the SI unit will be
given in brackets in the following sections

The turbine characteristics are non-linear so an absolute
model is used and the turbine shaft speed must be referred from

1500rpm (157.08rads’1) to 17.55rpm (1.8378rads'1) in absolute

form:
w

b
wbb = (1 + m) 1.8378 T.17

The tip speed ratio, ¥ is then given by

I <
=

Y = 7.18

£

bb
where Vw is the wind speed (mph), and the power coefficient is
C, = 0.5 (¥- 0.0228% - 5.6) e 0178 7.19
where B is the blade angle.

The torque generated by the rotor is

Ti = 0.0001372 V5 C,¥ 7.20

where T<'>w is a normalised variable with a value of 1.0 giving
full load output. For Equation 7.7, Tow is calculated from

0 7021

Tow = Tor1 (Tow = ) 1
For this wind-turbine, 'cut-in' wind speed is 13mph (5.8ms™")

and full-load output is reached with a wind speed of 45mph

(20.1ms™1).
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7.12.3 Tip-blade Pitech Control

In the absence of more exact information, the tip-blade
control system shown in Figure 7.6 was used in the simulation. The

controller was described by the following equations:

Perp = (fg = frep) / bp + Pow = Prer .22
&,
dt! = Ferr 7.23

where Pref is the power output set-point, bp is desired droop,

f

ref is a frequency reference and Xy is an intermediate variable

used to implement the integrator. The pitch angle demand, Bd is
given by the expression

B K P + K.x

d ¥ “perr i® 7.24
Using an off-line simulation, suitable values of the proportional

and integral gains, Kp and Ki were found to be 2.0 and 0.2
respectively. These settings were chosen to make the pitch control
very slow, forcing the reaction machine to accommodate as much as

possible of any disturbance.

The pitch actuator was described by the differential equation

4B _ - 7.25
at = (Bg = B/ T
where the pitch servo time constant, Tp was taken to be 59ms, this

186
being the value for a 100kW wind turbine of similar design

supported by a value of 50ms for a 6MW machine. 90 Limits of £10
degrees/sec were imposed on the rate of blade pitch movement19°,
although the value of +8 degrees/sec used by Hwang186 is slightly
more restrictive. The blade angle position was limited to the
range 0 to 90 degrees.
7.13 ON-LINE TESTS WITH THE WIND TURBINE MODEL

The wind turbine model described above was implemented in the
simulator. The equations and data are listed in Appendix 4. Three

types of tests were performed with this simulation in conjunction
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with Stornoway No.9 engine. The combined wind-diesel system was
perturbed with step increases in wingd speed, wind gusts and
generation deficit incidents., In each type of test, all the
disturbances used were of the same sign ie, wind speed reduction
and excess generation incidents were not investigated. This was
only due to lack of time on-site and there is no reason why such
perturbations could not be used.

7.13.1 Response to a Step Change in Wind Speed

This type of disturbance was investigated first because it
produces the most easily analysed responses. Al though a step
change in wind speed is not a realistic perturbation, it is an
approximation to a change in mean wind speed and the combined
system must be able to cope with such a disturbance. For these
tests, the simulator was configured for equal proportioné of
diesel and wind plant, This is appropriate because the 3MW wind
turbine could conceivably provide half of the generation of an
isolated system the size of Orkney or the Western Isles, This
choice of plant proportions also simplifies the interpretation of
the preliminary tests reported here,

The response of the wind-diesel system to a step change in
wind speed from 30mph (13.llms"1) to 32.5mph (1&.5ms"1) is shown in
Figure 7.14. The wind turbine is initially able to absorb some of
the extra energy by allowing the rotor and reaction machine to
accelerate. The power output increases relatively slowly at this
stage. However, once the reaction machine speed approaches its

limit, the extra torque must be transferred to the generator by

increasing the torque control gain, Kc. Acting more slowly, the

tip-blade pitch angle control increases the blade angle in order
to return gradually the turbine output to its set point which will

be temporarily reduced by the high system frequency following the
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wind step. The diesel engine's output is reduced to compensate for
the increase in power from the wind turbine.

Although the simulated system remained in a reasonably steady
state after the start of the run shown in Figure 7.14, it was much
more common in the wind/diesel system tests for limit eycle
oscillations to build up almost immediately. The wind turbine
initially contributes very little to the system control because
the torque control gain, Kc is set to its low value making the
power output insensitive to reaction machine speed and hence
system frequency. Consequently, the diesel engine is effectively
operating in isolated conditions and limit cycle oscillations
caused by backlash in the fuel rack linkages and el sewhere build
up rapidly as soon as there is a slight perturbation from the real
or simulated systems.

This situation can be seen in Figure 7.15 where large
amplitude oscillation and a downward drift of the diesel engine
output and simulated system frequencies is evident, This downward
drift occurred in all runs where sustained oscillation occurred
To investigate this, a series of alternate raise and lower pulses
of length, T, each separated by the same time, T, was applied to
the speeder motor on the test machine for about four minutes. With
0.5s pulses, this produced a downward drift of about 1.3kWs™! even
though the system frequency drifted down with the decline in
generation at about 0.30mHzs™ . (The system frequency would have
to rise to produce a downward drift.) With T=0.1s, the minimum
duration of pulse generated by the simulator, a dowmward drift of

-1
about 1.1kWs~' took place with a frequency decline of 0.26 mHzs™ '.

This experiment was not repeated, so it is not certain that the

shorter pulses would always produce a slower drift.

It is clear that the speeder motor travels more rapidly in
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the lower direction, but it is not clear why longer pulses should
produce & faster rate of drift. It may be that there is a second
effect where the speeder motor accelerates more rapidly in the
raise direction and which will be more pronounced for a train of
shorter pulses thus reducing the rate of drift. Notice that in
Figure 7.15, the rapid drift occurs with pulses of about 4s
duration closely spaced whereas there is no drift at the start of
Figure T.12 even though the raise and lower controls are being
operated frequently with short pulses, Complete .and conclusive
explanation of this effect requires further investigation.
However, it seems that a lower pulse on this particular relay box
and speeder motor combination is a few percent more effective than
a raise pulse. A similar but less pronounced effect had, in fact,
been observed at Sloy during the tests described in Section 4.2.1.

Whatever the explanation, this drift interferes with the
test. As the diesel power output drifts downwards so too does the
simulated system frequency and the wind turbine reaction machine
speed increases until a point is reached where the wind turbine
torque control becomes more active and contributes to the system
frequency regulation and reduces the limit cycle oscillation If
the wind speed step is now applied as in Figure T7.15, the wind
turbine is unable to absorb any of the extra energy because the
reaction machine speed is already high following the drift. The
test is, therefore, not a true indication of the wind-diesel
System's response.

To avoid this problem, the wind speed step must be applied
before the system has had a chance to drift. Figure 7.16 shows the
 response of the system to a wind speed step from 30mph (134ms™")
to 32.5mph (14.5ms™ ') applied during the period of limit cyecle

osecilllation, Point-of-wave switching was used to obtain a
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repeatable response of reasonable clarity. The step was applied
when the diesel engine output was at the bottom of a downswing.
This point, which is the opposite of the usual procedure, was used
because the absorption of the initial part of the wind speed step
causes a delay of about half the limit cycle oscillation period
before a large change in output appears from the wind turbine,

A limit cycle oscillation regime of smaller amplitude and
longer period is evident after the step has been applied and the
wind turbine has been moved to a region of its characteristic
where it contributes significantly to system regulation. If the
test were run for a sufficiently long time, the pitch control of
the wind turbine would operate to bring the reaction machine speed
back to zero and the turbine to a new steady state suited to the
changed wind speed. With operator action on the diesel engine to
bring the simulated system frequency back to 50Hz, the behaviour
would eventually return to the initial regime _of' large amplitude
limit cycle oscillations.

This test was repeated with a 5mph (2.2ms'1) wind speed step
(Figure 7.17). The ability of the reaction machine to absorb the
extra wind energy is now rapidly exceeded and the change in
turbine output and the resulting frequency swing are much larger.
The diesel engine has to make a much larger change in output to
control the system.

7.13.2 Response to a Wind Gust

The effect of a gust on the wind-diesel system was also

86,187,188
investigated. The following equai:i.oxfl ! ! was used to

generate the wind speed
o B P octer 7.26
w 2 T

where the gust is initiated by a switeh A and T are the amplitude

Ve = Vum

and duration respectively. Before and after the gust, the wind

127



speed 1s constant at the mean level, Vv

Figure 7.18 shows the response of the 50% diesel/ 50% wind
system to a gust from 30mph (13.4ms”') to 35mph (15.6ms™') of 10s
period. As with the wind speed step, point-of-wave switching was
used to obtain the clearest response. It can be seen that the wind
turbine is able to absorb some of the gust until the reaction
machine approaches its speed limit and further excess energy must
be transferred to the system,

With a 10mph (ll.llms—1) gust of 7.5s period (Figure T7.19),
which contains more energy, the disturbance is greater with a
larger frequency swing requiring more regulation from the diesel
engine.

The amplitudes and periods of the gusts used in these tests
were chosen to exercise the wind turbine-~diesel engine system and
to 1llustrate various features of their behaviour., They were not
intended to represent any particular recorded data. Hwang,186’187
in fact, used shorter gusts of larger amplitude.,

7.13.3 Response to a System Load Increase

The third type of disturbance considered was a
generation/load imbalance in the wind-diesel system. The wind
turbine control system design reported in Reference 189 is
intended for operation on a large power system. If the aero-
generator was to be used in an isolated system, some changes would
be necessary. In particular, the reaction machine cannot itself
distinguish between a rise in rotor speed caused by a wind speed
increase and a fall in generator speed caused by a generation
deficit. In the former case, the control system should attempt to

keep the generator torque constant whereas in the latter, it

should be increased.

If the wind turbine controller is provided with a measurement
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of system frequency, perhaps using the method outlined in Section
2.3, @ scheme could be devised to recognise a system frequency

disturbance and change the torque control gain, K ina manner to
(o]

respond to the load change by drawing stored energy out of the
rotor. Implementation would be straightforward because the
controller is microprocessor-based. Such a scheme was not used
here, but Kc was held at its high value to obtain the maximum
response from the wind turbine throughout the system disturbance
tests described in this section,

Figures T7.20, 7.21 and 7.22 show the response to a 5%
increase in demand for systems with 50% diesel/50% wind, 80%
diesel/20% wind and 90% diesel/ 10% wind respectively. The demand
step was applied through a first-order lag as described in Section
2,5 with a time constant of 1.0s for the first two and 2.0s for
the third run

With 204 wind turbine penetration, limit cycle oscillation of
the diesel engine begins to predominate, Tests with smaller
proportions of wind turbine plant were attempted but as the diesel
engine approached isolated operating conditions, difficul ties were
encountered due to the test signal injection method being used (as
described in Section T7.8).

Two measurements of the speeder motor characteristic at this
point produced average values of 5.9 and 7.3s for the raise time
for full load change and 5.6 and 6.9s for the corresponding lower
time, This is much lower 'than the value used by the simulator to
calculate the injected signal and, to some extent, accounts for
the instability of isolated load simulation

It is not clear why the speeder motor characteristics should

change from one measurement to the next. However, a slip coupling

1s provided between the speeder motor shaft and the 'synchroniser!

129



(summing junction) adjusting gear on the governor. This friction
coupling allows the synchroniser to be adjusted on the governor
itself and prevents damage to the motor when the speed setting
stops are reaehed.171 It may be that the degree of slip in this
connection is rather variable which would explain the
inconsistency in the speeder motor rate measurement. It is also
possible that minor adjustments to the engine between one
measurement and the next may have inadvertantly altered the
characteristices of the set.
T.14 PARAMETERS FOR THE DIESEL ENGINE AND GOVERNOR MODEL

The diesel-thermal system test shown in Figure 7.12 was
reproduced in detail using off-line simulation and the parameters
of the temporary droop governor and diesel engine model were
altered to obtain a close fit to the experimental data., The
responses of No.3 and No.9 engines to the reconnection of the
Harris line (Figure 7.11) were also used. It was also required
that the chosen parameters should predict the instability of
isolated load simulation using the speeder motor injection
technique for inertia time constants less than about 10s

Although a range of parameters provided a reasonable fit to
the data, it was found that the best representation of the overall
behaviour was obtained with Ty=0.0253, bt=0.8 and Td=0.55. The
engine was represented by a first-order lag with a time constant
of 0.1s, a delay of 0.5s and a backlash of 2%.
7.15 CONCLUSION

Despite the problems with speeder motor calibration and
asymmetry, the work on the Stornoway diesel engine has proved that

the power system simulator can be used on a system where the test

machine is a significant proportion of the generating plant. A

| means of injecting a test signal has been established and although
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isolated load tests were not very successful, useful results were
obtained with a mixed diesel-thermal system configuration The use
of the technique to investigate the behaviour of an isoi'ated wind-
diesel power system has also been demonstrated. If a rotational
posit;Lon transducer was fitted to the reference dial on the
mechanical governor and used to provide a feedback signal to the
simulator, it might be possible to eliminate the uncertainty
associated with the open loop nature of the speeder motor
injection technique.

Although no simulator tests were completed successfully using
d;r-ect injection on the electronic governor on No.3 engine, this
approach merits further investigation. If tests were performed
during heavier load conditions where No.3 set was only, say, 25%
of the generating plant on the Western Isleg system, then the
other plant might well be able to regulate the system adequately.
The tests reported in this chapter were carried out on two
different occasions and it was found on the second visit that,
following overhaul, the electronic governor was very much less
responsive than previously. This improves the potential for
successful tests because the mechanical governors will be able to

keep up with the electronic governor during tests
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Labels for Figures 7.7 to 7.22

GFREQ

real grid frequency

POD3 - No.3 engine power output
POD9 =~ No.9 engine power output

FES - simulated system frequency
POD - diesel engine power output
POC - coal-fired plant power output

FESCR - simulated system frequency corrected for grid frequency

deviations
SPDINP - speeder motor pulses
FTRACK - injected frequency signal
POW - wind turbine power output
TOW - wind turbine rotor torgue
WB -~ wind turbine rotor speed
WM - wind turbine reaction machine speed
KC - wind turbine torque control gain
B - wind turbine tip-blade pitch angle

W - wind speed

PD - consumer demand
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CHAPTER 8
A DEVICE TO ERHANCE THE PERFORMANCE OF EXISTING HYDRO-TURBINE

GOVERNORS

The advantages of electronic governors for large hydro-
electric installations have been widely established23’2)"‘?6 and
such equipment has been used in recently constructed plant.
Governor characteristics of greater complexity, such as the PID or
double-derivative algorithms, can be used with electronic
~implementation to provide a faster response to system
d;sturbances. Microprocessor goverhors, in particular, allow
straightforward implementation of adaptive algorithms where the
governor parameters are matched to the operating point of the
‘turbine in order to coﬁpensate for non-~linear plant
characteristics and provide good performance at all load levels,

However, the NSHEB operates about 60 hydro-turbines of 5 to
50MW capacity which still employ the original hyraulic governors
fitted when the schemes were constructed around 30 years ago.
Regular maintenance has ensured that the governor components are,
in general, mechanically sound and operate according to their
design, albeit with a correspondingly slow response to system
disturbances.

In view of the small size of these hydro-turbines, and the
considerable plant modification that would be required, it is
difficult to justify the fitting of the electro-hydraulic
actuators necessary for the installation of electronic governing
whether of analog or microprocessor form. The benefit of improved

control during operation on the national grid cannot be presented

easily in terms of a cost-saving
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Consequently, interest lies in any electronic control device
that can be connected easily to a hydraulic governor and provide
an improvement in response. The only existing electrical route
into a hydraulic governor is via the speeder motor which positions
the governor speed/load reference (a mechanical component). The
power system simulator was used to investigate the performance of
a device using this route to enhance the response of a governor
and the results are presented in this chapter.

8.1 POSSIBLE ADJUSTMENTS TO HYDRAULIC GOVERNORS

It is possible to improve the grid-connected response of
hﬁrdraulic governors by reducing either or both of the temporary
and permanent droop feedback gains, The temporary droop feedback
can be reduced to zero, by holding open the dashpot bypass valve,
>giving a purely proportional governor. Al though hydro-turbines
have been operated with no temporary droop feedback for long
periods, such operation is unsatisfactory, particularly for plant
in thinly connected areas of the power system.17’29 The necessary
adjustments are mechanical in nature and can only be made on the
governor equipment itself. If the turbine is unexpectedly required
to operate in isolation from at least the major part of the
national grid, then it will be unstablga and an operator in a
control room, possibly at a remote site, will be quite unable to
reset the governor parameters to their original values.

8.2 A HYDRO-TURBINE LOAD CONTROLLER

During earlier work at Glasgow University, Davie and Clilek196
developed a hydro-turbine load controller which was subsequently
tested with success at Sloy, Fasnakyle and Torr Achilty Power

Stations, By driving the raise/lower controls to the speeder motor

with appropriate pulses, this computer-based device implements
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power output changes under automatiec control using feedback from a
peasurement of generator power output. Loading changes can be
provided either as quickly as possible or at a specified rate.
This device was intended for use in the remote operation of hydro-
electric power stations from centralised control rooms. The load
controller employs a fairly elaborate algorithm in order to cope
with the saturation effect present in most hydraulie governor
designs incorporated to provide fast loading

Examples of the load controller's operation are shown in
Figure 8.2, where it has been commanded to increase the power
oﬁtput from 10 to 30MW as quickly as possible, and Figure 8.3
where the power is to be ramped down from 27 to 5MW over a 100s
period. The effect of saturation in the temporary droop feedback
‘term can be seen in Figure 8.2 where the power output, after
increasing gradually, suddenly breaks away and climbs rapidly. It
is this feature that makes precise and rapid control of the
turbine output difficult both for an automatic load controller and
an operator using the raise/lower controls directly.

As originally conceived, the load controller is not a
frequency sensitive device but rather an aid to an operator ina
remote control room with a large number of turbines to control.
However, by adapting it to respond to grid frequency changes, a
device is obtained which can be fitted very simply to a hydraulic
governor and provide improvements in response to system
disturbances. The processing power required is not great and it
would be possible for one computer to operate several turbines.
Improvements in response could, therefore, be obtained for only a

small outlay per set and no modifications to the hydraulic

components would be heeessar'y. In the event of a malfunction of
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the equipment or isolated operation of the turbine, the standard

governor would still be available,
8.3 A GOVERNOR ENHANCEMENT DEVICE USING THE LOAD CONTROLLER

In utilising the load controller as the basis of a device to
enhance the performance of an existing hydraulic governor, the
load controller itself was taken as a functional unit and not
altered in any way. Frequency sensitivity was provided by a
component driving the target power level input to the load
controller,

The load controller's function is to regulate the turbine-
géﬁerator output to a target power setting and to provide the
basic operations shown in Figures 8.2 and 8.3, the target level is
held constant or changed to a new value either instantaneously or
at a finite rate. However, the load controller is quite capable of
accepting a continuously varying target level input although it
will not necessarily be able to make the generator output track a
rapidly changing signal. This robust behaviour aliows freedom of
choice in the frequency-to-target algorithms preceding the load
controller,

Two frequency-to-target chéracteristies were investigated In
the first, the target power was held constant until the grid
frequency fell below a certain value, at which time, the load
controller was commanded to increase the output power by a
predetermined amount. The second algorithm provided a form of
continuous control where the target level was varied in accordance
with the variations in grid frequency.

As indicated above, the load controller was taken as a given
functional unit and no attempt was made to tune its parameters to

the frequency algorithm in use. The load controller is normally
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tuned over step and ramp targets and there is no particul ar reason
to re~-tune it for other input types

The effects of these governor enhancement devices on a mixed
hydro-thermal power system were investigated using off-line
simulation and the established algorithms were tested on Sloy No,2
machine using the real-time power system simulator. The
arrangement of the various items of equipment is outlined in
Figure 8.1.

In all of the tests, the hydro-electric plant controlled by
the device was 10% of the simulated system; the remainder being a
mi;c of thermal and base load plant. Satisfactory operation of the
devices would be difficult to achieve on plant constituting more
than 10% of the system generation. | |

For some of the tesf.s, the two thermal units in the system
were set at different load levels. Operating the two equal
components at 90% and 70% m.c.r. rather than both at 80% m.c.r.
has little effect on the behaviour of the system.
8.4 A LOW FREQUENCY RELAY DEVICE

The first type of frequency driven load controller is
intended to mimic the operation of Dinorwig pumped-storage units
in their low frequency relay activated loading.8 While the NSHEB
turbines cannot be dewatered and spun in air to provide an
economic spinning reserve state, they can be maintained at a low
power level and then moved to a higher power when a specified low
frequency is detected. This type of operation is similar to one
mode of the Dinorwig machines. NSHEB turbines controlled in this
way would provide spinning reserve at greater running cost than
Dinorwig, but their contribution would be of significance when

circumstances reduce the overall system regulation. Such a mode of

136



operation could be very desirable in the event of transmission
circult fallures causing separation of the SSEB and NSHEB systems
from the CEGB.

Figure 8.4 illustrates the behaviour of a system with 90%
thermal and 10% hydro generation where the hydro component (Sloy
No.2 machire) is provided with a low frequency relay driven load
controller set at 49.75Hz with a subsequent load increment of 50%
m.c.r. corresponding to a 1% droop.

Increasing the base load capacity to 40% (Figure 8.5)
increases the overall droop of the system and the frequency
de;iation is larger, particulary in the initial transient where
the hydro~turbine is not yet contributing to the response. The
hydro power output trajectory is unchanged from Figure 8.4 because
this .jLoad controller device is not sensitive to system frequency
after it has been triggered and before it has been reset.

If a frequency driven load controller were to be permanently
installed on a hydro-turbine, the machine frequency drive would
not be removed from the governor. The turbine would, therefore,
respond to frequency transients with contributions from both the
load controller and the governor itself., It is not possible to
induce the governor's own contribution when testing a frequency-
driven load controller on a real hydro-turbine. The load
controller requires exclusive use of the speeder motor and the
simulator is unable to inject a simulated frequency signal.
However, the governor's own contributionis quite small and its
absence does not greatly affect the behaviour of the complete
system. Any action taken by the governor itself is eventually

undone by the load controller regulating the turbine output to a

target power.
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Off-line simulation shows that the governor's effect is, in
fact, beneficial in that it causes the hydro contribution to
appear slightly earlier. The performance of the enhanced governor
for a real system disturbance would, therefore, be slightly better
than the tests with the simulator suggest.

The load controller's use of the speeder motor also prevented
the correction of grid frequency fluctuations during a test but a
measurement of grid frequency was logged along with the other
signals of interest. This was then checked for deviations large
enough to have interfered with the test which could then be re-run
if necessary. A visual check could also be maintained on a digital
grid fregquency meter,

8.5 A CONTINUOUS FREQUENCY DEVICE

An alternative frequency-to-target scheme which can provide a
continuous action is obtained if the target level input to the
load controller is made proportional to the deviation of the
system frequency from 50Hz. In this way, the effective droop of
the hydro-turbine can be increased and the load controller can be
used to overcome the temporary droop feedback which normally
dominates the plant's response., In contrast to the low-frequency
relay device, a proportional scheme causes the hydro plant to
assist more effectively with the regulation of the system when the
frequency remains close to 50Hz. A deadband could, however, be
incorporated so that the device was inactive when the frequency
deviation was less than a certain value. The droop could also be
made dependent on the size of the frequency error in order to
produce a contribution greater than pro-rata for a larger

deviation.

The behaviour of this type of enhancement device differs from
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that of the low frequency relay in that the control is
continuously active anq the device will respond to the effects of
its own actions. In view of this closed-loop situation, fully
stable operation of the hydro-turbine is not guaranteed. The
succession of Figures 8.6, 8.7 and 8.8 show results obtained with
a device driving a load controller on Sloy No.2 machine in direct
proportion to the simulated frequency signal provided by the power
system simulator. The configuration is once again a 90%/10% mix of
generation types with a thermal droop of 4%. The frequency-to-
target droop is 2% in Figure 8.6, 1.5% in 8.7 and 1% in 8.8. As
e#éeeted, the reductions in droop increase the hydro-turbine
response with a correspondingly improved post-transient frequency
value., Unfortunately, limit cycle oscillations also become
prevalent indicating an imprudent choice of gain and causing
unacceptable continuous operation of the speeder motor.

With a frequency-to-target droop of 2%, the effect of an
increase in the proportion of base load (non-regulating) capacity
with a corresponding reduction in regulating thermal plant was
investigated. Figures 8.9, 8.10 and 8.11 are for base load
capacities of 0, 20 and 40% respectively. In the arguably more
realistic situation of a significant proportion of non-regulating
plant causing a larger initial frequency swing following the
disturbance, the overshoot in the hydro-turbine power output
becomes quite marked, In fact, during the test with 404 base load,
the turbine relief valve operated when the water control valve was
closed rapidly by the governor, following the overshoot,
indicating the strenuous nature of the response. As with the
reduced droop tests, the reduction in system regulation in these

tests leads to the appearance of limit cycle oscillations in
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Figures 8.10 and 8.11. These results indicate that operation with
a droop of 2% may not be satisfactory.

Figures 8.12 and 8.13 are for 3% droop with 20 and 40% base
load capacitly respectively. The hydro-turbine's behaviour is no
longer so lively and the onset of limit cycle oscillation has
receded\ to a higher base load capacity.

The addition of a derivative term to the proportional
frequency-to-target algorithm was investigated by off-line
simui ation but the effect was not found to be beneficial.

The limit cycle oscillation of the continuous frequency
d&iée for low droop values was not predicted by off-line
simulation. This illustrates the ability of the power system
simulator to show up problems with a control scheme which only
_become evident on the real plant.

8.6 COMPARISON WITH THE BASIC GOVERNOR TYPES

In order-to compare the performance of the two enhancement
devices with that of the basic governor types, responses were
obtained for a system with 40% base load generation and a 10% step
increase in load applied through a first-order lag with a time
constant of 2.5s, Figure 8.14 is for the low frequency relay and
Figure 8.15 for the continuous device with a 3¢ droop. For
convenience, the corresponding responses for the temporary droop
(Figure 6.20) and double derivative (Figure 6.21) governors have
been replotted here with a change of scale as Figures 8.16 and
8.17 respectively.

Very good performance is obtained with the low frequency
relay device. Although the magnitude of the initial frequency
swing is not much reduced, the frequency is much closer to 50Hz

after the transient. This is due to the 1% droop setting of the
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relay device.

A degree of overshoot is evident on the power output response
with the continuous frequency device but the frequency trace is
still much improved over that obtained with the temporary droop
governor alone. Although the overall droop of the turbine is still
3%, the device is able to overcome the effect of the temporary
droop feedback and provide a fast response. The overshoot is not
in itself important and steam turbines are regularly expected to
follow this shape of power output trajectory. If the hydro-
electric plant controlled by this type of device was less than 10%
of the system, it would be possible to use a lower droop valuue.
The continuous frequency device achieves a response that is
comparable to that of the double derivative governor although it
"does not maintain isolated load stability.

8.7 CONCLUSION

The investigation reported in this chapter has established
the potential of electronic devices to improve the response of
hydraulic temporary droop governors for system operation. The low
frequency relay device would appear to be the most practicable.
This scheme could be used to obtain a much greater contribution
to system response from existing hydro-turbine plant. The
investigation has also illustrated the use of the power system
simulator to demonstrate the advantages of a novel governor

design.
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Labels for Figures 8.2 to 8.17

SPDINP

speeder motor pulses
POH - hydro-turbine power output
FES - simulated system frequency

POC1

coal=-fired plant 1 power output

poc2 - coal=-fired plant 2 power output
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Figure 8.6 Mixed system test with continuous frequency device
(2% droop, no base load)
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Figure 8.8 Mixed system test with continuous frequency device
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Figure 8.10 Mixed system test with continuous frequency device
(2% droop, 20% base load)
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Figure 8.11 Mixed system test with continuous frequency device
(2% droop, 40% base load)
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Figure 8.12 Mixed system test with continuous frequency device
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Figure 8.13 Mixed system test with continuous frequency device
(3% droop, 40% base load)
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CHAPTER 9

CONCLUSIONS AND RECOMMENDATIONS FOR FURTHER WORK

A power system simulator has been developed to investigate
the response of generating plant to loading disturbances on an
interconnected power system. On-site tests at Loch Sloy Power
Station have established the potential of the equipment for real
plant tests, Methods of injecting the test signal have been
developed which allow the simulator to be used with the majority
of hydro-turbines and other generating plant. More extensive
in;estigations are possible with electronic governors, but useful
results can also be obtained for mechanical-hydraulic equipment.

Tests with a coal-fired plant model have illustrated a number
of the features of the behaviour of a nuclear-hydro-thermal power
system More importantly, they have demonstrated the ability of
the power system simulator to investigate the response of a mixed
system and to establish the merits of particular governor
configurations on a real hydro-turbine. The use of a
nul tiprocessor simulation vehicle to relieve constraints on the
problem size has also been demonstrated in the environment of on-
lipe tests at a power station

Application of the technique to a Stornoway diesel engine has
proved that the power system simulator can be used on a system
where the test machine is a significant proportion of the
generating plant. Useful results were obtained with a mixed
diesel-thermal system configuration and the technique was used to
investigate the behaviour of an isolated wind-diesel power system.

A further investigation on hydro-turbine plant has

established the potential of electronic devices to improve the
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response of hydraulic temporary droop governors for system
operation This investigation has illustrated the use of the power
system simulator in the development of a novel controller design.
9.1 FURTHER WORK

The potential of the simulator has been displayed on small to
medium sized plant. It is not anticipated that any major
modifications would be required if the technique were to be
applied to large turbines such as those at Foyers (2x150MW) or
Dinorwig (6x300MW), but this supposition could usefully be
substantiated Tests were proposed for Foyers, but these could not
be—. carried out due to plant availability constraints, Such tests
would demonstrate the application of the power system simulator to
large plant and might indicate possible improvements to the

governor settings.
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APPERDIX 1

A NON-LINEAR HYDRO-TURBINE AND PIPELINE MODEL

49 _

ag = (1 - Hp) /7 T,
2 2

HT=Q / C

P=QHT

Q -~ volumetric flow
HT - pressure head at the turbine

Tw - full load water intertia time constant
C - valve position

P - power output

Reference:

. Sloy

Sloy

Sloy

Wylie, E.B., Streeter, V.L.

Fluid Transients

McGraw-Hill, London, 1978

values:

Tw=1.1s

Rate of change of .C limited to -0.25pus™! to 0.05pus”
temporary droop governor:

Ty=0.3s, bt=0.25, Td=163, bp=0.03

Temporary droop feedback limited to +0.015pu

double derivative governor:

T,=0.3s, T,=0.3s, x,ss.o, K,=2.3, b;=0.03, T =18

161

1



APPENDIX 2

EQUATIONS AND DATA FOR THE OIL-FIRED PLANT MODEL
o. 625

dt = -31 (WSP - an) + 32u1 - a3u3 A2.1
‘qx1 =p -
dt ref = P A2.2
du, . (x (p - p) + KK
dt 1 ‘Pref = P) + KiKoxg = uy) /1, R2.3
dd _
at = (U3 = wy) /T, A2.4
'gifZ = dref - d A2.5
dus (g (q d
dt 3 {drer = d) + K3Kyxy = u3) / 14 £2.6
a4=0.370, T1=10.Os, T2=10.Os, T3=21$.Os
K1=5.o, K2=00002’ K3=001’ Kn=0o001
wg = (17.39 (p = pp) )02 8.7
pHP = Vg pv 42.8
W p = 3.521 pp - R0
e o (6, (f . =f)mvs) /T 22.11
dt? © ‘Y1 Y'pef s G G '
dp, _
at? = (Wg - wyp) / Tg A2.12
ARp o (W= w ) /T 42.13
dt HP =~ YLp R :

_ 0.23
Pogp = 1-087 wyp (1 = (Pp/Pyp) ) A2.14
P A2.16

oo = Ponp * FoLp
G,=25.0, T,=0.1

Ts=1011s, TR=7ou1S’ pA=0'0077
p - boiler pressure
d - boiler drum level

u1 - fuel feed flow

u3 - feed water flow

X, = intermediate state variable
Xy - intermediate state variables
Wg = superheater steam flow
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Py - pressure at turbine stop valve

Pyp = high pressure stage inlet pressure
pR - reheater pressure

Py - condenser vacuum pressure

Wap = HP turbine steam flow

Wp- IP/LP turbine steam flow
POHP - HP turbine power

PoLp ~ IP/LP turbine power

P__ - total turbine power

00

Vg - govermor valve position

f‘s - simulated system freguency

A1l variables except steam pressures are normalised with
respect to full load values, Pressures are normalised with respect
to normal boiler pressure,
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APPENDIX 3

EQUATIONS AND DATA FOR THE COAL-FIRED PLANT MODEL

Pe = Pg = Py 13.1
dy _
at = ¥q Pe 13.2
M=y+k,p A3.3
Mis limited to 0.2 to 1.2pu

-sT
Em = M e d A3.u
Em is limited to 0.001 to 1.05pu
dF, _ v
att = (B = F) / T, 3.5
dF, _ ;

Fd islimited to 0.001 to 1.05pu

Q = M F, | A3.T
dp, _
= (Q=-¥) /Ty 23.8

Ps=1 ’ k1=0.01 5, k2=5.0

Td=608, Tc=2}58, T,=28, Tb=21t03

ax islimited to 0.001 to 1.0pu
'3%2 = (8, - 8,) / Ty, 23.10
bp=0.014, T8=0.1s, Ty(opening)=0.1s, Tgv(closing)=0.7s
- A3.11
Py = 8 Py
1
[1- R(%’2)2:l2 A3.12
W1 = Py ; .
1-R
. RFZ) 0.231
P A3.13
P =K, W . 1
m1 |
1-R 0.231
dp, . - A3.1%
- A3.15
W, = P,
A3.16
A3.17
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R=0.35, Kll=0'2’ TP=10.Os

Py = boiler drum pressure
Pe - boiler pressure error
Yy - intermediate variable

M - master firing signal

=
1

fuel feed rate to mill

F, - fuel pick up

Fd ~ fuel density

Q - heat input to boiler

W1 - HP turbine steam flow

W, = LP turbine steam flow

a_ - governor output

a. - gwerrior valve position

Py - HP turbine inlet pressure

Py - IP/LP turbine inlet (reheater) pressure
Pm1 - HP turbine power

Pm2 - IP/LP turbine power
P - total turbine power

oc

All variables are normalised with respect to full load
values,
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APPENDIX }

EQUATIONS AND DATA FOR THE WIND TURBINE MODEL

_d_
t0 = (Toy - Tog) /3y

W =
m

_q_m_(w -wm)/T

T, = .—I#é W o+ (K = :IL“) W

og Tc m c '1‘e m1
Pow = fs (Owt + ;Qg )

ofl

Te = Ot Topy + Tog

Jl'n = Jm - KJ
“e = Wn ¥ (Topy = Te) 7/ Koy
ch = KcO

Koq = Kog + W5 = @) Kograd
Rog = Ko

Kog = Koo * (Yo = Y6) Kograa
Kea = Keq

K - Kc‘l * Kco - Kc=1 * Kco
cgrad w5 - Wy w2 _ 06
'g%e = (Koq = Ke) / Te

-1

Kc1=21400Nmsrad Kco=1 50Nmsrad

KJ=313kgm2, H=0.802s, T, =18,
u1=-0005’ w2=0005, w5=-0.0u, ‘U6=0.04

Wep = (1 + 757, 08) 1.8378

" Wep
C,= 0.5 (G- 0.0228° - 5.6) e -0.17%

2
TY, = 0.0001372 Vo C ¥

T

ow - Tofl (Toe = Ot)
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Tc=0.1s, T

AY.1
Au.2
A4.3

A4.5

A4 .6
Ay, 7

for w1 <‘"kc <m5

for w, < w1

ke
for w2 > Wie > U6

for Wie >wy Ay.8
A%.9

A4.10

-1, Jb=31uukgmz, Jm=338k5m2

£1 =19098.6Nm

Aj,12

A4,13
A4, 14

A4.15



err - (fs - frer) / bp * P~ Pref A4.16
@, p

dt’ = “err Ab, 17
Bd = Kpperr + Kix.l Ay .18
4B _

at = (Bd - B) / Tp A}.19
Kp=2.0’ Ki=002’ Tp=59ms

Rate limits of +10 degrees/sec are imposed on B

B is limited to 0 to 90 degrees,

“b - turbine shaft speed
Wy = reaction machine speed

T _ - turbine torque

ow
Tog - generator torque
Pow - per unit generator power

fs - simulated system frequency

“m1 -~ intermediate variable

ch - desired value of torque control gain

Kc - torque control gain

wbb - absolute turbine shaft speed

Tém - per unit turbine torque

owt - per unit operating point
V, - wind speed

¥ - tip speed ratio
Cp - power coefficient

T = absolute generator torque

Pref

bp - pitch controller droop

- power output set-point

f - pitch controller frequency reference

ref

x1 - intermediate variable

Bd - desired pitch angle

B - tip-blade pitch angle
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MIXED SYSTEM SIMULATOR USING COAL FIRED PLANT MODEL
REQUIRES BBC TERMINAL

USES EULER

INCORPORATES AVERAGING OF TURBINE POWER MEASUREMENT
VERSION FOR ELECTRONIC GOVERNOR

MULTIPROCESSOR VERSION WITH GRID FREQUENCY ADJUSTMENT
CODE FOR PROCESSOR 1

EXTERNAL NUMIN,NUMOUT,BYTIN,BYTOUT,SCANIN,ANINIT,ANIN,ANOUT
EXTERNAL CYCLE,SAMPLE,GETSEM,GIVSEM

REAL*4 DELAY,LIMIT

REAL*4 H

REAL*4 READMW,TIMSCL,PWSCL, FESSCL,POSCL , POHSV, FGSCL

REAL*4 PD,PL,PON,POC,POH, FG, GFRLML , GFRLMH

REAL*4 POC2,TD2,TR2,BPC2

REAL*4 QN,QC1,QC2,QH,TA,PDSTEP,PDRATE,PDL,PDH,PDTRIG, TDEM
REAL*4 FREQ,FES,FESCOR,GFREQ, GFREQI

REAL*4 DFREQ,DPD

REAL*4 TG,PREF,K1,K2,TC,TM,R,KH,KL,TB, FREF,TD,TR,BPC

REAL*4 POHMCR,POCIMCR, POC2MCR, PONMCR, TOTMCR, WIML , PMAML
REAL*4 AX,Y2,F1,FD,AXV,P2,PB

REAL*4 DAX,DY2,DFI,DFD,DAXV,DP2,DPB

REAL*4 PERR,MX,EM,QI,TGV,P1,W1,W2,PM1,PM2

INTEGER*1 INTCT1,INTCT2,PORTA,PORTB,PORTC,PRTCTL

INTEGER*1 TIMERO,TIMER1, TIMCTL,T1LOB,T1HOB

INTEGER*1 CTLIN,CTLOUT

INTEGER*1 FSAMPL, ICNSMP,NSAMPL ,NCOUNT,KSIM, ISPCTL, IPDCTL, IPDSW
INTEGER*2 1,CNSAMP(50),TOLAST, IPD, 1POC, IPOH, 1FES, IFESCR, IGFREQ
INTEGER*4 CNTSUM, IPOHSM

LOGICAL*1 LGFROK,LGFRCR,LGFRLM,LRISEG, LRISE, LFALLG, LFALL, LAGDEM
LOGICAL*1 SYNC,P2RDY,P2INIT,P2EX,LSTART

LOGICAL*1 LFLAG3,LFLAG4,LFLAGS,LFLAG6
COMMON/SAMPL 1/NSAMPL , NCOUNT ,KSIM

COMMON/SAMPL2/1POHSM
COMMON/SAMPL3/FSAMPL , ICNSMP, TOLAST, LGFROK,, CNSAMP
COMMON/SYSTEM/H
COMMON/PRLL1/1SPCTL, 1PDSW, LGFRLM, LFLAG3, LFLAG4 ,LFLAGS ,LFLAGS
COMMON/PRLL2/SYNC, P2RDY, P2INIT, P2EX
COMMON/PRLL3/POC2, TD2, TR2, BPC2, FREQ

COMMON/PRLL4 /LSTART

PARAMETER(CINTCT 1=#0COH, INTCT2=#0C2H)

PARAMETER( PORTA=#OC8H , PORTB=#OCAH ,PORTC=#OCCH , PRTCTL=#OCEH)
PARAMETER(T IMERO=#ODOH, TIMER1=#0D2H, T IMCTL=#ODGH)

DISABLE PROCESSOR INTERRUPTS
CALL DSABLE

INITIALISE MULTIPROCESSOR CONTROL FLAGS
P2EX=.FALSE.

P2RDY=.FALSE.

P2INIT=.FALSE.

RESET SPARE ERROR INDICATIONS
LFLAG3=.FALSE.
LFLAG4=.FALSE.
LFLAG5=.FALSE.
LFLAG6=.FALSE.

SYNCHRONISE PROCESSORS
CONTINUE
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SYNC=.FALSE.
SYNC=.TRUE.
IF(.NOT.P2RDY) GOTO 3

30 SAMPLES PER 0.05 SECOND INTEGRATION INTERVAL
H=0.05
T1L0B=0
T1HOB=1

SET UP DAC AND INITIALISE CHANNELS TO O VOLTS
CALL ANINIT(7)

Do 5 1=0,7

CALL ANOUT(I,2048)

CONTINUE

SET UP FREQUENCY MEASUREMENT
LGFROK=.FALSE.

FSAMPL=25

TOLAST=0

ICNSMP=FSAMPL

SET UP FREQUENCY FILTER
DO 10 I=1,FSAMPL
CNSAMP(1)=1.0

CONTINUE

SET UP FREQUENCY SCALING CONSTANTS
TIMSCL=FLOAT(FSAMPL )*1228800.0/50.0
FGSCL=4096.0/(1.005-0.995)

SET UP INTERRUPT CONTROLLER
CALL OUTPUT(CINTCT1,#13H)
CALL OUTPUT(INTCT2,#20H)
CALL OUTPUT(INTCTZ,#0DH)

SET UP TIMER O

CALL OUTPUT(TIMCTL,#34H)
CALL OUTPUT(TIMERO,0)
CALL OUTPUT(TIMERC,0)

SET UP VECTOR AND UN-MASK FOR MAINS CROSS-OVER INTERRUPTS
CALL SETINT(#20H,CYCLE)
CALL OUTPUT(INTCTZ2,#OFEH)

RE-ENABLE PROCESSOR INTERRUPTS
CALL ENABLE

SET UP SBC 86/14 PARALLEL PORTS
CALL OUTPUT(PRTCTL,#0A6H)
CALL OUTPUT(PRTCTL,#0DH)
CALL OUTPUT(PRTCTL,#05H)

OUTPUT PULSE TO SET UP INPUT PORT
CALL OUTPUT(PRTCTL,#034)
CALL OUTPUT(PRTCTL,#02H)

ESTABLISH COMMUNICATION WITH BBC
CALL BYTIN(CTLIN)
IF(CTLIN.NE.#10H) GOTO 40
CTLOUT=#11H
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CALL BYTOUT(CTLOUT)
CONTINUE

SET UP GRID FREQUENCY CORRECTION LIMITS
LGFRLM=.FALSE.

GFRLML=0.996

GFRLMH=1.004

SET UP AVERAGING OF TURBINE POWER OUTPUT
NSAMPL=30

NCOUNT=0

KSIM=0

SEND SWITCH STATUS
IPOCTL=IPDSW
CALL BYTOUT(IPDCTL)

LOAD PROPORTION OF NUCLEAR PLANT
CALL NUMIN(GN)

LOAD PROPORTIONS OF COAL PLANT
CALL NUMIN(QC1)
CALL NUMIN(QC2)

LOAD PROPORTION OF HYDRO PLANT
CALL NUMIN(QH)

LOAD COAL FIRED PLANT OPERATING POINTS
CALL NUMIN(CPOC)
CALL NUMIN(POC2)

LOAD FUEL FEED DELAYS
CALL NUMIN(CTD)
CALL NUMIN(TD2)

LOAD REHEATER TIME CONSTANTS
CALL NUMIN(CTR)
CALL NUMIN(TR2)

LOAD COAL FIRED PLANT DROOPS
CALL NUMIN(BPC)
CALL NUMIN(BPC2)

LOAD ALTERNATOR TIME CONSTANT
CALL NUMIN(TA)

LOAD DEMAND STEP SIZE
CALL NUMIN(PDSTEP)

ESTABLISH TYPE OF DEMAND TRANSIENT
CALL BYTIN(CTLIN)
IF(CTLIN.EQ.#4CH) THEN
LAGDEM=.TRUE.
ELSE
LAGDEM=.FALSE.
ENDIF

LOAD DEMAND TRANSIENT PARAMETERS
IF(LAGDEM) CALL NUMIN(TDEM)
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DECIDE ON USE OF GRID FREQUENCY CORRECTION
CALL BYTIN(CTLIN)
IF(CTLIN.EQ.#59H) THEN
LGFRCR=.TRUE.
ELSE
LGFRCR=.FALSE.
ENDIF

COAL FIRED MODEL CONSTANTS
FREF=1.0+BPC*POC

76=0.1

PREF=1.0

K1=0.015

K2=5.0

TC=45.0

TM=2.0

R=0.35

KH=0.2

KL=0.8

7B=240.0
WIML=1.0/(1.0-R*R)
PM1ML=1.0/(¢1.0-R**0.231)

SYSTEM CONSTANTS
PON=1.0

CALCULATE PLANT MAXIMUM CONTINUOUS RATINGS
POHMCR=32.5

TOTMCR=POHMCR/QH

POCTMCR=QC1*TOTMCR

POC2MCR=QC2*TOTMCR

PONMCR=QN*TOTMCR

SET UP DEMAND STEP CONTROL
LRISEG=.TRUE.
LRISE=.FALSE.
LFALLG=.FALSE.
LFALL=.FALSE.

ANALOG OUTPUT SCALING CONSTANTS
FESSCL=4096.0/(¢1.05-0.95)
POSCL=(4096.0-2048.0)/¢1.0-0.0)

CALCULATION AND AVERAGING OF GRID FREQUENCY VALUE
CONTINUE

1F(.NOT.LGFROK) GOTO 75

CNTSUM=0

DO 77 1=1,FSAMPL

CALL DSABLE

CNTSUM=CNTSUM+INT4(CNSAMP(1))

CALL ENABLE

CONTINUE

GFREQI=TIMSCL/FLOAT(CNTSUM)

OUTPUT INITIAL FREQUENCY DEVIATION
1FES=2048
CALL ANOUT(O, IFES)

OUTPUT INITIAL CORRECTED FREQUENCY DEVIATION

15:40 09-Dec-1987
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1FESCR=2048
CALL ANOUT(4,1FESCR)

OUTPUT INITIAL GRID FREQUENCY
IGFREQ=2048+NINT(FGSCL*(GFREQI-1.0))
IF(IGFREQ.GT.4095) IGFREQ=4095
1F(IGFREQ.LT.0) IGFREQ=0

CALL ANOUT(6, I1GFREQ)

LOAD MW METER READING
CALL NUMIN(READMW)

CALCULATE HYDRO OPERATING POINT
POH=READMW/POHMCR

MEASURE AVERAGE VALUE OF TURBINE OUTPUT POMWER
IPOHSM=0

DO 20 1=1,NSAMPL

CALL ANIN(1,1POH)

1POHSM=1POHSM+INT4 ( IPOH)

CONTINUE

ANALOG INPUT SCALING CONSTANTS
PWSCL=(POH-0.0)/(FLOAT(IPOHSM)-2048.0*FLOAT(NSAMPL))
POH5V=2048.0*PWSCL*FLOAT (NSAMPL )

CONTINUE

CALCULATION AND FILTERING OF GRID FREQUENCY VALUE
CNTSUM=0

DO 65 I=1,FSAMPL

CALL DSABLE

CNTSUM=CNTSUM+INT4(CNSAMP(1))

CALL ENABLE

CONTINUE

GFREQI=TIMSCL/FLOAT(CNTSUM)

MEASURE AVERAGE VALUE OF TURBINE OUTPUT POWER
1POHSM=0

DO 90 1=1,NSAMPL

CALL ANIN(1,IPOH)

IPOHSM=1POHSM+ INT4 (1PON)

CONTINUE

POH=PWSCL*FLOAT ( IPOHSM) - POHSV

IPOHSM=0

CALCULATE INITIAL DEMAND VALUE
PD=QN*PON+QC1*POC+QC2*POC2+QH*POH

SET UP DEMAND STEP PARAMETERS
PDL=PD :
PDH=PD+PDSTEP

PDTRIG=PDL

OUTPUT INITIAL COAL TYPE 1 POWER OUTPUT
1POC=2048.0+NINT(POSCL*POC)
1F(1POC.GT.4095) IPOC=4095
IF(IPOC.LT.2048) 1POC=2048

CALL ANOUT(1,1POC)

09-Dec~1987
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IF(P2INIT) GOTO 95

RESET START FLAG
LSTART=.FALSE.

SET UP TIMER 1

CALL OUTPUT(TIMCTL,#74K)
CALL OUTPUT(TIMER1,T1LOB)
CALL OUTPUT(TIMER1,T1HOB)

SET UP VECTOR AND UN-MASK FOR TIME INTERRUPTS
CALL SETINT(#24H,SAMPLE)
CALL OUTPUT(INTCT2,#0EEH)

WAIT FOR INTERRUPTS
CONTINUE
IF(KSIM.NE.1) GOTO 30

START PROCESSOR 2
P2EX=.TRUE.

SET PC4
CALL OUTPUT(PRTCTL,#0BH)

CALCULATION AND FILTERING OF GRID FREQUENCY VALUE
CNTSUM=0

DO 100 I=1,FSAMPL

CALL DSABLE

CNTSUM=CNTSUM+INT4(CNSAMP(1))

CALL ENABLE

CONTINUE

GFREQ=TIMSCL/FLOAT(CNTSUM)

CALCULATE TURBINE OUTPUT POMER
CALL DSABLE
POH=PWSCL*FLOAT (I1POHSM) - POH5V
1POHSM=0

CALL ENABLE

MASTER PRESSURE CONTROLLER
PERR=PREF-PB

DY2=K1*PERR

MX=Y2+K2*PERR
MX=LIMIT(MX,0.2,1.2)

FUEL FEED SYSTEM
EM=DELAY (MX, TD,MX)
EM=LIMIT(EM,0.001,1.05)
DF1=(EM-F1)/TC
DFD=(FI-Q1)/TM
FD=LIMIT(FD,0.001,1.05)
QI=MX*FD

GOVERNOR
DAX=( (FREF - FREQ)/BPC-AX) /TG
AX=LIMIT(AX,0.001,1.0)

STEAM VALVE
IF(AX.GT.AXV) THEN
TGV=0.7
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OUTPUT INITIAL HYDRO PLANT POWER OUTPUT
IPOH=2048. 0+NINT (POSCL*POH)
1FCIPOH.GT.4095) 1POH=4095
IFCIPOH.LT.2048) IPOH=2048

CALL ANOUT(2, IPOH)

OUTPUT INITIAL DEMAND VALUE
1PD=2048+NINT (POSCL*PD)
IFCIPD.GT.4095) IPD=4095
IFCIPD.LT.2048) 1PD=2048
CALL ANOUT(5,1PD)

OUTPUT INITIAL GRID FREQUENCY
IGFREQ=2048+NINT(FGSCL*(GFREQI-1.0))
IFCIGFREQ.GT.4095) IGFREQ=4095
IFCIGFREQ.LT.0) IGFREQ=0

CALL ANOUT(6, IGFREQ)

OUTPUT INITIAL COAL TYPE 2 POWER OUTPUT
1POC=2048. 0+NINT (POSCL*POC2)
IFCIPOC.GT.4095) 1POC=4095
IFCIPOC.LT.2048) 1POC=2048

CALL ANOUT(7,1POC)

ECHO PARAMETERS TO BBC
CALL NUMOUT(PD)

CALL NUMOUT(PD*TOTMCR)
CALL NUMOUT(PON)

CALL NUMOUT(PON*PONMCR)
CALL NUMOUT(POC)

CALL NUMOUT(POC*POCIMCR)
CALL NUMOUT(POC2)

CALL NUMOUT(POC2*POC2MCR)
CALL NUMOUT(POH)

CALL NUMOUT (POH*POHMCR)

LOOK FOR COMMAND TO START SIMULATION
CALL BYTIN(CCTLIN)
IF(CTLIN.NE.#53H) GOTO 60

SET START FLAG FOR DELAY FUNCTIONS ETC
LSTART=.TRUE.

SET FLAG FOR PROCESSOR 2 INITIALISATION
P2INIT=.TRUE.

INITIAL CONDITIONS
AX=POC

Y2=POC

F1=POC

QI=POC

FD=1.0

AXV=POC

P2=POC

PB=1.0

FREQ=1.0

MX=Y2
EM=DELAY (MX, TD,MX)

WAIT FOR PROCESSOR 2 TO FINISH INITIALISATION
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ELSE

TGv=0.1
ENDIF
DAXV=(AX-AXV)/TGV

TURBINE

P1=AXV*PB

W1=P1*SQRT(ABS((1- (P2*R/P1)**2.0)*WIML))
W2=p2

DP2=(W1-W2)/TR

PM1=KH*W1*(1.0- (P2*R/P1)**0.231)*PMIML
PM2=KL*W2

POC=PM1+PM2

BOILER
DPB=(QI-W1)/T8

NUMERICAL INTEGRATION
AX=AX+H*DAX
Y2=Y2+H*DY2
FI=FI+H*DFI
FD=FD+H*DFD
AXV=AXV+H*DAXV
P2=P2+H*DP2
PB=PB+H*DPB

WAIT FOR PROCESSOR 2 TG FINISH
IF(P2EX) GOTO 120

SYSTEM

PL=PD*FREQ

DFREQ=( (QN*PON+QC1*POC+QC2*POC2-PL )/ FREQ+QH*POH/GFREQ)/TA
FREQ=FREQ+H*DFREQ

COLLECT DEMAND CONTROL
IPDCTL=1PDSW

CALCULATE DEMAND VALUE
IF(LRISEG.AND.IPDCTL.EQ.#00H) THEN
PDTRIG=PDH
LRISEG=.FALSE.
LFALLG=.TRUE.
ENDIF
IF(LFALLG.AND.IPDCTL.EQ.#01H) THEN
PDTRIG=PDL
LFALLG=.FALSE.
LRISEG=.TRUE.
ENDIF
IF(LAGDEM) THEN
DPD=(PDTRIG-PD)/TDEM
PD=PD+H*DPD
ELSE
PD=PDTRIG
ENDIF

TEST FREQUENCY INPUT

FES=1.0-FREQ

IFCLGFRCR) THEN
FESCOR=FES+GFREQ-GFREQ]

ELSE
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FESCOR=FES
ENDIF
IF(GFREQ.LT.GFRLML.OR.GFREQ.GT.GFRLMH) LGFRLM=.TRUE.

OUTPUT FREQUENCY DEVIATION
IFES=2048+NINT(FESSCL*FES)
IFCIFES.GT.4095) IFES=4095
IFCIFES.LT.0) IFES=0

CALL ANOUT(O,IFES)

OUTPUT COAL TYPE 1 POWER OUTPUT
IPOC=2048.0+NINT(POSCL*POC)
IF(IPOC.GT.4095) 1POC=4095
IFCIPOC.LT.2048) 1POC=2048
CALL ANOUT(1,1POC)

OUTPUT HYDRO PLANT POWER OUTPUT
1POH=2048+NINT(POSCL*POH)
IF(IPOH.GT.4095) I1POH=4095
IFCIPOH.LT.2048) 1POH=2048
CALL ANOUT(2,I1POH)

OUTPUT CORRECTED FREQUENCY DEVIATION IF GRID FREQUENCY OK
IF(.NOT.(LGFRLM.AND.LGFRCR)) THEN
1FESCR=2048+NINT(FESSCL*FESCOR)
IF(IFESCR.GT.4095) IFESCR=4095
IFCIFESCR.LT.0) IFESCR=0
CALL ANOUT(4,1FESCR)
ENDIF

OUTPUT DEMAND VALUE
1PD=2048+NINT(POSCL*PD)
IF(IPD.GT.4095) IPD=4095
IFCIPD.LT.2048) 1PD=2048
CALL ANOUT(5,IPD)

OUTPUT GRID FREQUENCY
IGFREQ=2048+NINT(FGSCL*(GFREQ-1.0))
IF(IGFREQ.GT.4095) IGFREQ=4095
1F(IGFREQ.LT.0) IGFREQ=0

CALL ANOUT(6,1GFREQ)

OUTPUT COAL TYPE 2 POWER OUTPUT
1POC=2048.0+NINT(POSCL*POC2)
IFCIPOC.GT.4095) 1POC=4095
IF(IPOC.LT.2048) IPOC=2048
CALL ANOUT(7,1POC)

RESET 0.1S FLAG
KSIM=0

RESET PC4
CALL OUTPUT(PRTCTL,#0AH)

LOOK FOR COMMAND TO FINISH SIMULATION
CALL SCANIN(CTLIN)
IF(CTLIN.NE.#46H) GOTO 30

IF FINISHED DISABLE PROCESSOR INTERRUPTS AND RESTART
CALL DSABLE
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GOTO 70

END

SINTERRUPT

SUBROUTINE SAMPLE

EXTERNAL ANIN

INTEGER*1 INTCT1,PRTCTL

INTEGER*1 NSAMPL ,NCOUNT ,KSIM
INTEGER*2 IPOH

INTEGER*4 IPOHSM
COMMON/SAMPL 1/NSAMPL ,NCOUNT ,KSIM
COMMON /SAMPL2/ 1POHSM
PARAMETER(INTCT1=#0COH, PRTCTL=#OCEH)

C RE-ENABLE PROCESSOR INTERRUPTS
CALL ENABLE

c SET PC4
CALL OUTPUT(PRTCTL,#0%H)

c MEASURE TURBINE POWER OUTPUT
CALL ANIN(1,IPOH)
IPOHSM=1POHSM+INT4 (IPOH)

c INTEGRATION CONTROL
NCOUNT=NCOUNT+1
+ IF(NCOUNT.EQ.NSAMPL) THEN
NCOUNT=0
KSIM=1
ENDIF

C RESET PC4
CALL OUTPUT(PRTCTL,#08H)

c SEND EOI TO PIC
CALL OUTPUTCINTCT1,#64H)

RETURN
END

SINTERRUPT

SUBROUTINE CYCLE

EXTERNAL TIMCNT,ANOUT

INTEGER*1 INTCT1,INTCTZ,PRTCTL

INTEGER*2 TOLAST, ICOUNT

INTEGER*2 CNSAMP(50)

INTEGER*1 FSAMPL, I, ICNSMP

LOGICAL*1 LGFROK

COMMON /SAMPL3/FSAMPL , ICNSMP, TOLAST , LGFROK, CNSAMP
PARAMETER(CINTCT1=#0COH, INTCT2=#0C2H, PRTCTL=#OCEH)

c SET PC5
CALL OUTPUT(PRTCTL,#0BH)

C READ TIMER

15:40
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CALL TIMCNT(TOLAST,ICOUNT)
IFCICOUNT.GT.24699) ICOUNT=24699
IFCICOUNT.LT.24454) 1COUNT=24454

SEND COUNT VALUE TO FILTER

CNSAMP (ICNSMP)=ICOUNT

ICNSMP=ICNSMP- 1

IF(ICNSMP.EQ.0) THEN
ICNSMP=FSAMPL
LGFROK=.TRUE.

ENDIF

RESET PC5
CALL OUTPUT(PRTCTL,#0AH)

SEND EO! TO PIC
CALL OUTPUT(INTCT1,#60H)

RETURN
END

REAL*4 FUNCTION DELAY(VAL,TD,STRVAL)

INTEGER*2 1

INTEGER*2 NSTRCL,STPTR1,STPIR2

REAL*4 VAL,TD,STRVAL

REAL*4 STORE(1200)

REAL*4 H

LOGICAL*1 LSTART

COMMON/SYSTEM/H

COMMON/PRLL4/LSTART

IF(LSTART) THEN
NSTRCL=NINT(TD/H)
pO 10 I=1,NSTRCL
STORE(1)=STRVAL
CONTINUE
STPTR1=0
STPTR2=1

ELSE
STPTR1=STPTR1+1
IF(STPTR1.GT.NSTRCL) STPTR1=1
STPTR2=STPTR2+1
IF(STPTR2.GT.NSTRCL) STPTR2=1
STORE (STPTR1)=VAL
DELAY=STORE(STPTR2)

ENDIF

RETURN

END

LIMIT FUNCTION

REAL*4 FUNCTION LIMIT(VAL,BTMLIM,TOPLIM)

REAL*4 VAL,BTMLIM,TOPLIM
IF(VAL.LE.BTMLIM) LIMIT=BTMLIM
IF(VAL.GT.BTMLIM) LIMIT=VAL
IF(VAL.GE.TOPLIN) LIMIT=TOPLIM
RETURN

END

15:40 09-Dec-1987
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MIXED SYSTEM SIMULATOR USING COAL FIRED PLANT MODEL
REQUIRES BBC TERMINAL

USES EULER

INCORPORATES AVERAGING OF TURBINE POWER MEASUREMENT
VERSION FOR SPEEDER MOTOR INJECTION

MULTIPROCESSOR VERSION WITH GRID FREQUENCY ADJUSTMENT
CODE FOR PROCESSOR 1

EXTERNAL NUMIN,NUMOUT,BYTIN,BYTOUT,SCANIN,ANINIT,ANIN,ANOUT
EXTERNAL CYCLE,SAMPLE,GETSEM,GIVSEM

REAL*4 DELAY,LIMIT

REAL*4 H

REAL*4 READMW,TIMSCL,PWSCL, FESSCL,POSCL, PONSV, FGSCL

REAL*4 PD,PL,PON,POC,POH, FG, GFRLML , GFRLMH

REAL*4 POC2,TD2,TR2,BPC2

REAL*4 QN,QC1,QC2,QH,TA,PDSTEP,PDRATE,PDL,PDH,PDTRIG, TDEM
REAL*4 FREQ, FES, FESCOR, GFREQ, GFREQI

REAL*4 DFREQ,DPD

REAL*4 TG,PREF,X1,K2,TC,TM,R,KH,KL,TB,FREF,TD,TR,BPC

REAL*4 POHMCR,POCIMCR,POC2MCR , PONMCR, TOTMCR, WML , PMTML

REAL*4 AX,Y2,F1,FD,AXV,P2,PB

REAL*4 DAX,DY2,0FI,DFD,DAXV,DP2,DPB

REAL*4 PERR,MX,EM,QI,TGV,P1,W1,W2,PM1,PM2

REAL*4 SPRS,HFSPRS, FDSCLM, FREFI, FRFLML, FRFLMH, FRFSNL

REAL*4 FDISC, FREFH, FTRACK

INTEGER*1 INTCT1, INTCT2,PORTA,PORTB,PORTC,PRTCTL

INTEGER*1 TIMERG,TIMER1,TIMCTL,T1LOB,T1HOB

INTEGER*1 CTLIN,CTLOUT

INTEGER*1 FSAMPL, 1CNSMP,NSAMPL,NCOUNT ,KSIM, ISPCTL, IPDCTL, IPDSW
INTEGER*2 1,CNSAMP(50), TOLAST,1PD,IPOC, IPOH, IFES, IFESCR, IGFREQ
INTEGER*2 I1FDISC, ISDPIP,NPULSE, IFTRACK, ISPCNT

INTEGER*4 CNTSUM, IPOHSM

LOGICAL*1 LGFROK,LGFRCR,LGFRLM, LRISEG, LRISE, LFALLG, LFALL, LAGDEM
LOGICAL*1 SYNC,P2RDY,P2INIT,P2EX,LSTART

LOGICAL*1 LLTSNL,LDODGY,LSPRLM
COMMON/SAMPL1/NSAMPL , NCOUNT ,KSIM

COMMON/SAMPL2/ IPOHSM ,
COMMON/SAMPL3/FSAMPL , ICNSMP, TOLAST, LGFROK , CNSAMP
COMMON/SYSTEM/H
COMMON/PRLL1/1SPCTL, IPDSW, LDODGY , LGFRLM, LSPRLM, LLTSNL
COMMON/PRLL2/SYNC,P2RDY,P2INIT,P2EX '
COMMON/PRLL3/POC2,TD2, TR2,BPC2, FREQ

COMMON/PRLL4/LSTART

PARAMETER(INTCT1=#0COH, INTCT2=#0C2H)

PARAMETER (PORTA=#OC8H , PORTB=#OCAH , PORTC=#OCCH, PRTCTL=HOCEH)
PARAMETER(T IMERO=#ODOH, TIMER1=#0D2H, T IMCTL=#OD6H)

DISABLE PROCESSOR INTERRUPTS
CALL DSABLE

CLEAR RAISE/LOWER CONTROL
I1SPCTL=#03H

INITIALISE MULTIPROCESSOR CONTROL FLAGS
P2EX=.FALSE.

P2RDY=.FALSE.

P2INIT=.FALSE.

RESET SPARE ERROR INDICATIONS
LFLAG3=.FALSE.
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LFLAG4=.FALSE.
LFLAG5=.FALSE.
LFLAG6=.FALSE.

SYNCHRONISE PROCESSORS
CONTINUE

SYNC=.FALSE.
SYNC=.TRUE.
IF(.NOT.P2RDY) GOTO 3

30 SAMPLES PER 0.05 SECOND INTEGRATION INTERVAL
H=0.05
T1L0B=0
T1HOB=1

SET UP DAC AND INITIALISE CHANNELS TO O VOLTS
CALL ANINIT(7)

DO 5 1=0,7

CALL ANOUT(I,2048)

CONTINUE

SET UP FREQUENCY MEASUREMENT
LGFROK=.FALSE.

FSAMPL=25

TOLAST=0

ICNSMP=F SAMPL

SET UP FREQUENCY FILTER
DO 10 I=1,FSAMPL
CNSAMP(1)=1.0

CONTINUE

SET UP FREQUENCY SCALING CONSTANTS
TIMSCL=FLOAT(FSAMPL)*1228800.0/50.0
FGSCL=4096.0/(1.005-0.995)

SET UP INTERRUPT CONTROLLER
CALL OUTPUTCINTCT1,#13H)
CALL OUTPUT(INTCT2,#20H)
CALL OUTPUT(INTCTZ2,#0DH)

SET UP TIMER O

CALL OUTPUT(TIMCTL,#34H)
CALL OUTPUT(TIMERO,O)
CALL OUTPUT(TIMERO,0)

SET UP VECTOR AND UN-MASK FOR MAINS CROSS-OVER INTERRUPTS
CALL SETINT(#20H,CYCLE)
CALL OUTPUT(INTCTZ2,#0FEH)

RE-ENABLE PROCESSOR INTERRUPTS
CALL ENABLE

SET UP SBC 86/14 PARALLEL PORTS
CALL OUTPUT(PRTCTL,#0A6H)
CALL OUTPUT(PRTCTL,#0DH)
CALL OUTPUT(PRTCTL,#05H)

OUTPUT PULSE TO SET UP INPUT PORT
CALL OUTPUT(PRTCTL,#03H)
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CALL OUTPUT(PRTCTL,#02H)

ESTABLISH COMMUNICATION WITH BBC
CALL BYTIN(CTLIN)
IF(CTLIN.NE.#10H) GOTO 40
CTLOUT=#11H

CALL BYTOUT(CTLOUT)

CONTINUE

RESET RAISE/LOWER CONTROL
ISPCNT=1
ISPCTL=#O03H
NPULSE=0
FDSCLM=0.01
LDODGY=.FALSE.
LSPRLM=.FALSE.
LLTSNL=.FALSE.
FRFLML=0.955
FRFLMH=1.095
FRFSNL=1.006

SET UP GRID FREQUENCY CORRECTION LIMITS
LGFRLM=.FALSE.

GFRLML=0.996

GFRLMH=1.004

SET UP AVERAGING OF TURBINE POWER OUTPUT
NSAMPL=30
NCOUNT=0.
KSIM=0
*
SEND SWITCH STATUS
IPDCTL=1PDSW
CALL BYTOUT(IPDCTL)

LOAD PROPORTION OF NUCLEAR PLANT
CALL NUMIN(QN)

LOAD PROPORTIONS OF COAL PLANT
CALL NUMIN(QC1)
CALL NUMIN(QC2)

LOAD PROPORTION OF HYDRO PLANT
CALL NUMIN(QH)

LOAD COAL FIRED PLANT OPERATING POINTS
CALL NUMIN(POC)
CALL NUMIN(POC2)

LOAD FUEL FEED DELAYS
CALL NUMIN(TD)
CALL NUMIN(TD2)

LOAD REHEATER TIME CONSTANTS
CALL NUMIN(TR)
CALL NUMIN(TR2)

LOAD COAL FIRED PLANT DROOPS
CALL NUMIN(BPC)
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CALL NUMIN(BPC2)

LOAD ALTERNATOR TIME CONSTANT
CALL NUMIN(TA)

LOAD DEMAND STEP SIZE
CALL NUMIN(PDSTEP)

ESTABLISH TYPE OF DEMAND TRANSIENT
CALL BYTIN(CTLIN)
1F(CTLIN.EQ.#4CH) THEN
LAGDEM=.TRUE.
ELSE
LAGDEM=. FALSE.
ENDIF

LOAD DEMAND TRANSIENT PARAMETERS
IF(LAGDEM) CALL NUMIN(TDEM)

DECIDE ON USE OF GRID FREQUENCY CORRECTION
CALL BYTIN(CTLIN)
IFCCTLIN.EQ.#59H) THEN
LGFRCR=.TRUE.
ELSE
LGFRCR=.FALSE.
ENDIF

SPEEDER MOTOR CONSTANTS
SPRS=0.1*0.03/8.0
HFSPRS=SPRS/2.0

COAL FIRED MODEL CONSTANTS
FREF=1.0+BPC*POC

76=0.1

PREF=1.0

K1=0.015

K2=5.0

TC=45.0

T™=2.0

R=0.35

KH=0.2

KL=0.8

TB=240.0
WIML=1.0/(1.0-R*R)
PMIML=1.0/(1.0-R**0.231)

SYSTEM CONSTANTS
PON=1.0

CALCULATE PLANT MAXIMUM CONTINUOUS RATINGS

- POHMCR=32.5

TOTMCR=POHMCR/QH
POC1MCR=QC1*TOTMCR
POC2MCR=QC2*TOTMCR
PONMCR=QN*TOTMCR

SET UP DEMAND STEP CONTROL
LRISEG=.TRUE.
LRISE=.FALSE.
LFALLG=.FALSE.

09-Dec-1987
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LFALL=.FALSE.

ANALOG OUTPUT SCALING CONSTANTS
FESSCL=4096.0/¢1.05-0.95)
POSCL=(4096.0-2048.0)/(1.0-0.0)

CALCULATION AND AVERAGING OF GRID FREQUENCY VALUE
CONTINUE

IF(.NOT.LGFROK) GOTO 75

CNTSUM=0

DO 77 1=1,FSAMPL

CALL DSABLE

CNTSUM=CNTSUM+INT4(CNSAMP(1))

CALL ENABLE

CONTINUE

GFREQI=TIMSCL/FLOAT(CNTSUM)

OUTPUT INITIAL FREQUENCY DEVIATION
IFES=2048
CALL ANOUT(O, IFES)

OUTPUT INITIAL CORRECTED FREQUENCY DEVIATION
1FESCR=2048
CALL ANOUT(4,1FESCR)

OUTPUT INITIAL GRID FREQUENCY
1GFREQ=2048+NINT(FGSCL*(GFREQI -1.0))
IFCIGFREQ.GT.4095) 1GFREQ=4095
IFCIGFREQ.LT.0) IGFREQ=0

CALL ANOUT(6,1GFREQ)

LOAD MW METER READING
CALL NUMIN(READMW)

CALCULATE HYDRO OPERATING POINT
POH=READMW/POHMCR

MEASURE AVERAGE VALUE OF TURBINE OUTPUT POMWER
IPOHSM=0

DO 20 I=1,NSAMPL

CALL ANIN(1,I1POH)

IPOHSM=1POHSM+ INT4 (1POH)

CONTINUE

ANALOG INPUT SCALING CONSTANTS
PWSCL=(POH-0.0)/(FLOAT(IPOHSM)-2048.0*FLOAT(NSAMPL))
POH5V=2048.0*PWSCL*FLOAT (NSAMPL )

CONTINUE

CALCULATION AND FILTERING OF GRID FREQUENCY VALUE
CNTSUM=0

DO 65 I=1,FSAMPL

CALL DSABLE

CNTSUM=CNTSUM+INT4 (CNSAMP(1))

CALL ENABLE

CONTINUE

GFREQI=TIMSCL/FLOAT(CNTSUM)

MEASURE AVERAGE VALUE OF TURBINE OUTPUT POMWER
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1POHSM=0
DO 90 I=1,NSAMPL

CALL

ANINC1,1POH)

IPOHSM=1POHSM+INT4(IPOH)
CONTINUE
POH=PWSCL*FLOAT (1POHSM) - POH5V
1POHSM=0

CALCULATE INITIAL DEMAND VALUE
PD=QN*PON+QC1*POC+QC2*POC2+QH*POH

SET UP DEMAND STEP PARAMETERS
POL=PD

PDH=PD+PDSTEP

PDTRIG=PDL

OUTPUT INITIAL COAL TYPE 1 POWER OUTPUT
1POC=2048.0+NINT(POSCL*POC)
IF(IPOC.GT.4095) 1POC=4095
IF(IPOC.LT.2048) IPOC=2048

CALL ANOUT(1,1POC)

OUTPUT INITIAL HYDRO PLANT POWER OUTPUT
1POH=2048 .0+NINT(POSCL*POH)
IF(IPOH.GT.4095) IPOH=4095
IF(IPOH.LT.2048) 1POH=2048

CALL

ANOUT(2, IPOH)

OUTPUT INITIAL DEMAND VALUE
1PD=2048+NINT(POSCL*PD)
IF(IPD.GT.4095) 1PD=4095
IFCIPD.LT.2048) IPD=2048

CALL

ANOUT(5,1PD)

OUTPUT INITIAL GRID FREQUENCY
IGFREQ=2048+NINT(FGSCL*(GFREQI-1.0))
IF(IGFREQ.GT.4095) IGFREQ=4095
IF(IGFREQ.LT.0) IGFREQ=0

CALL

ANOUT (6, IGFREQ)

OUTPUT INITIAL COAL TYPE 2 POWER OUTPUT
1POC=2048.0+NINT(POSCL*POC2)
IF(IPOC.GT.4095) 1POC=4095 ‘
IF(IPOC.LT.2048) I1POC=2048

CALL

ECHO
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL
CALL

LOOK
CALL

ANOUT(7,1POC)

PARAMETERS TO BBC
NUMOUT(PD)

NUMOUT (PD*TOTMCR)
NUMOUT (PON)

NUMOUT (PON*PONMCR)
NUMOUT (POC)

NUMOUT (POC*POCTMCR )
NUMOUT(POC2)

NUMOUT (POC2*POC2MCR)
NUMOUT (POH)

NUMOUT (POH*POHMCR )

FOR COMMAND TO START SIMULATION
BYTIN(CTLIN)

15:49 09~Dec~1987
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IFCCTLIN.NE.#53H) GOTO 60

CALCULATE INITIAL HYDRO FREQUENCY REFERENCE
FREFI1=GFREQI+0.03*POH

SET START FLAG FOR DELAY FUNCTIONS ETC
LSTART=.TRUE.

SET FLAG FOR PROCESSOR 2 INITIALISATION
P2INIT=.TRUE.

INITIAL CONDITIONS
AX=POC

Y2=poC

F1=POC

QI=poC

FD=1.0

AXV=POC

p2=POC

PB=1.0

FREQ=1.0

MX=Y2

EM=DELAY(MX, TD,MX)

WAIT FOR PROCESSOR 2 TO FINISH INITIALISATION
1F(P2INIT) GOTO 95

RESET START FLAG
LSTART=.FALSE.

SET UP TIMER 1

CALL OUTPUT(TIMCTL,#74H)
CALL OUTPUT(TIMER1,T1LOB)
CALL OUTPUT(TIMER1,T1HOB)

SET UP VECTOR AND UN-MASK FOR TIME INTERRUPTS
CALL SETINT(#24H,SAMPLE)
CALL OUTPUT(INTCT2,#OEEH)

WAIT FOR INTERRUPTS
CONTINUE
IF(KSIM.NE.1) GOTO 30

START PROCESSOR 2
P2EX=.TRUE.

SET PC4
CALL OUTPUT(PRTCTL,#0BH)

CALCULATION AND FILTERING OF GRID FREQUENCY VALUE
CNTSUM=0

DO 100 I1=1,FSAMPL

CALL DSABLE

CNTSUM=CNTSUM+INT4(CNSAMP(I))

CALL ENABLE

CONTINUE

GFREQ=TIMSCL/FLOAT(CNTSUM)

CALCULATE TURBINE OUTPUT POWER
CALL DSABLE
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POH=PWSCL*FLOAT ( IPOHSM) - POHSV
IPOHSM=0
CALL ENABLE

c MASTER PRESSURE CONTROLLER
PERR=PREF-PB
DY2=K1*PERR
MX=Y2+K2*PERR
MX=LIMIT(MX,0.2,1.2)

c FUEL FEED SYSTEM
EM=DELAY (MX, TD, MX)
EM=LIMIT(EM,0.001,1.05)
DFI=(EM-F1)/TC
DFD=CFI-QI)/TM
FD=LIMIT(FD,0.001,1.05)
QI=MX*FD

c GOVERNOR
DAX=( (FREF-FREQ)/BPC-AX)/TG
AX=LIMIT(AX,0.001,1.0)

c STEAM VALVE
IF(AX.GT.AXV) THEN
TGv=0.7
ELSE
TGV=0.1
ENDIF .
DAXV=(AX-AXV)/TGV

c TURBINE
P1=AXV*PB
W1=P1*SQRT(ABS((1- (P2*R/P1)**2.0)*WIML))
wW2=p2
DP2=(W1-W2)/TR
PM1=KH*W1*(1.0- (P2*R/P1)**0.231)*PMIML
PM2=KL*W2
POC=PM1+PM2

c BOILER
DPB=(QI-W1)/T8

c NUMERICAL INTEGRATION
AX=AX+H*DAX
Y2=Y2+H*DY2
FI=FI+H*DF1
FD=FD+H*DFD
AXV=AXV+H*DAXV
P2=P2+H*DP2
PB=PB+H*DPB

c WAIT FOR PROCESSOR 2 TO FINISH
120 IF(P2EX) GOTO 120

C SYSTEM
PL=PD*FREQ
DFREQ=( (QN*PON+QC1*POC+QC2*POC2-PL)/FREQ+QH*POH/GFREQ)/TA
FREQ=FREQ+H*DFREQ

C COLLECT DEMAND CONTROL
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IPDCTL=IPDSW

CALCULATE DEMAND VALUE
IF(LRISEG.AND.IPDCTL.EQ.#O0H) THEN
PDTRIG=PDH
LRISEG=.FALSE.
LFALLG=.TRUE.
ENDIF
IF(LFALLG.AND.IPDCTL.EQ.#01H) THEN
PDTRIG=PDL
LFALLG=.FALSE.
LRISEG=.TRUE.
ENDIF
IF(LAGDEM) THEN
DPD=(PDTRIG-PD)/TDEM
PD=PD+H*DPD
ELSE
PD=PDTRIG
ENDIF

TEST FREQUENCY INPUT
FES=1.0-FREQ
IF(LGFRCR) THEN
FESCOR=FES+GFREQ-GFREQI
ELSE
FESCOR=FES
ENDIF

ISPCNT=ISPCNT+1
IF(ISPCNT.NE.2) GOTO 125 \
ISPCNT=0
FTRACK=SPRS*FLOAT (NPULSE)
FREFH=FREFI+FTRACK
FDISC=FESCOR-FTRACK
IF(LDODGY) THEN
IF(NPULSE.EQ.0) THEN
ISPCTL=#03H
1SPD1P=2048
ENDIF
IF(NPULSE.GT.0) THEN
ISPCTL=#02H
ISPDIP=1792
NPULSE=NPULSE- 1
ENDIF
IF(NPULSE.LT.0) THEN
1SPCTL=#01H
1SPD1P=2304
NPULSE=NPULSE+1
ENDIF
ELSE
IF(FDISC.LT.HFSPRS.AND.FDISC.GT.-HFSPRS) THEN
ISPCTL=#03H
I1SPD1P=2048
ENDIF
IF(FDISC.GT.HFSPRS.AND.FDISC.LT.FDSCLM) THEN
NPULSE=NPULSE+1
1SPCTL=#01H
1SPD1P=2304
ENDIF
IF(FDISC.LT.-HFSPRS.AND.FDISC.GT.-FDSCLM) THEN

09-Dec-1987
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NPULSE=NPULSE-1
ISPCTL=#02H
I1SPDIP=1792
ENDIF
IF(FDISC.GT.FDSCLM.OR.FDISC.LT.-FDSCLM) THEN
1SPCTL=#03H
I1SPDIP=2048
LDODGY=.TRUE.
ENDIF
IF(GFREQ.LT.GFRLML.OR.GFREQ.GT.GFRLMH) THEN
ISPCTL=#03H
1SPDIP=2048
LGFRLM=.TRUE.
LDODGY=.TRUE.
NPULSE=0
ENDIF
IF(FREFH.LT.FRFLML.OR.FREFH.GT.FRFLMH) THEN
ISPCTL=#O3H
1SPDIP=2048
LSPRLM=.TRUE.
LDODGY=.TRUE.
ENDIF

ENDIF

IF(FREFH.LT.FRFSNL) THEN
LLTSNL=.TRUE.

ELSE

LLTSNL=,FALSE.

ENDIF
CONTINUE

OUTPUT COAL TYPE 1 POWER OUTPUT

IPOC=2048.0+NINT (POSCL*POC)

IF(IPOC.GT.4095) 1POC=4095

IF(IPOC.LT.2048) 1POC=2048

CALL ANOUT(1,1POC)

OUTPUT HYDRO PLANT POWER OUTPUT

IPOH=2048+NINT (POSCL*POH)
1F(IPOH.GT.4095) IPOH=4095
IF(IPOH.LT.2048) IPOH=2048

CALL ANOUT(2,IPOH)

OUTPUT FREQUENCY DISCREPANCY WITH SPEEDER MOTOR INPUT

IFDISC=2048+NINT(FESSCL*FDISC)
IFCIFDISC.GT.4095) IFDISC=4095
IF(IFDISC.LT.0) IFDISC=0

CALL ANOUT(3,IFDISC)

OUTPUT COMBINED SPEEDER MOTOR INPUT SIGNAL
CALL ANOUT(4,ISPDIP)

OUTPUT COMBINED SPEEDER MOTOR INPUT SIGNAL

IFTRACK=2048+NINT(FESSCL*FTRACK)
IF(IFTRACK.GT.4095) I1FTRACK=4095

IFCIFTRACK.LT.0) IFTRACK=0
CALL ANOUT(4, IFTRACK)

OUTPUT CORRECTED FREQUENCY DEVIATION IF GRID FREQUENCY OK
IF(.NOT.(LGFRLM.AND.LGFRCR)) THEN :

IFESCR=2048+NINT(FESSCL*FESCOR)

09-Dec~-1987
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IF(IFESCR.GT.4095) IFESCR=4095
IFCIFESCR.LT.0) IFESCR=0
CALL ANOUT(4,1FESCR)

ENDIF

OUTPUT DEMAND VALUE
1PD=2048+NINT(POSCL*PD)
IF(IPD.GT.4095) IPD=4095
IF(IPD.LT.2048) I1PD=2048
CALL ANOUT(S,1PD)

OUTPUT GRID FREQUENCY
IGFREQ=2048+NINT(FGSCL*(GFREQ-1.0))
IF(IGFREQ.GT.4095) IGFREQ=4095
IF(IGFREQ.LT.0) IGFREQ=0

CALL ANOUT(6, 1GFREQ)

OUTPUT COAL TYPE 2 POWER OUTPUT
1POC=2048. 0+NINT (POSCL*POC2)
IF(IPOC.GT.4095) 1POC=4095
IF(IPOC.LT.2048) IPOC=2048
CALL ANOUT(7,1POC)

RESET 0.1S FLAG
KSIM=0

RESET PC4
CALL OUTPUT(PRTCTL,#0AH)

LOOK FOR COMMAND TO FINISH SIMULATION
CALL SCANIN(CTLIN)
IF(CTLIN.NE.#46H) GOTO 30

IF FINISHED DISABLE PROCESSOR INTERRUPTS AND RESTART
CALL DSABLE
GOTO 70

END

SINTERRUPT

SUBROUTINE SAMPLE

EXTERNAL ANIN

INTEGER*1 INTCT1,PRTCTL

INTEGER*1 NSAMPL ,NCOUNT ,KSIM
INTEGER*2 1POH

INTEGER*4 IPOHSM
COMMON/SAMPL1/NSAMPL ,NCOUNT ,KSIM
COMMON/SAMPL2/ IPOHSM
PARAMETER(INTCT1=#0COH, PRTCTL=#0CEH)

RE-ENABLE PROCESSOR INTERRUPTS
CALL ENABLE

SET PC4
CALL OUTPUT(PRTCTL,#0%H)

MEASURE TURBINE POWER OUTPUT
CALL ANIN(1,1POH)
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1POHSM=1POHSM+INT4(1POH)

c INTEGRATION CONTROL
NCOUNT=NCOUNT+1
TF(NCOUNT.EQ.NSAMPL) THEN

NCOUNT=0
KSIM=1
ENDIF

c RESET PC4
CALL OUTPUT(PRTCTL,#08H)

c SEND EOI TO PIC
CALL OUTPUTCINTCT1,#64H)

RETURN
END

SINTERRUPT

SUBROUTINE CYCLE
EXTERNAL TIMCNT,ANOUT

INTEGER*1 INTCT1,INTCT2,PRTCTL

INTEGER*2 TOLAST, 1COUNT

INTEGER*2 CNSAMP(50)

INTEGER*1 FSAMPL, I, ICNSMP

LOGICAL*1 LGFROK
COMMON/SAMPL3/FSAMPL, ICNSMP, TOLAST,, LGFROK,, CNSAMP
PARAMETERCINTCT 1=#0COH , INTCT2=#0C2H, PRTCTL=#OCEH)

c SET PC5
c CALL OUTPUT(PRTCTL,#0BH)
c READ TIMER

CALL TIMCNT(TOLAST,ICOUNT)
TF(ICOUNT.GT.24699) ICOUNT=24699
IFCICOUNT.LT.24454) I1COUNT=24454

c SEND COUNT VALUE TO FILTER
CNSAMP (1CNSMP )=1COUNT
ICNSMP=]CNSMP-1
IF(ICNSMP.EQ.0) THEN

ICNSMP=FSAMPL

LGFROK=.TRUE.
ENDIF
c RESET PC5
c CALL OUTPUT(PRTCTL,#0AH)
c SEND EOI TO PIC

CALL OUTPUT(INTCT1,#60H)

RETURN
END

REAL*4 FUNCTION DELAY(VAL,TD,STRVAL)
INTEGER*2 1
INTEGER*2 NSTRCL,STPTR1,STPTR2

15:49 09-Dec-1987
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REAL*4 VAL,TD,STRVAL
REAL*4 STORE(1200)
REAL*4 H
LOGICAL*1 LSTART
COMMON/SYSTEM/H
COMMON/PRLL4/LSTART
IFCLSTART) THEN
NSTRCL=NINT(TD/H)
DO 10 I=1,NSTRCL
STORE(I)=STRVAL
CONT INUE
STPTR1=0
STPTR2=1
ELSE
STPTR1=STPTR1+1
IF(STPTR1.GT.NSTRCL) STPTR1=1
STPTR2=STPTR2+1
IF(STPTR2.GT.NSTRCL) STPTR2=1
STORE(STPTR1)=VAL
DELAY=STORE(STPTR2)
ENDIF
RETURN
END

LIMIT FUNCTION

REAL*4 FUNCTION LIMIT(VAL,BTMLINM,TOPLIM)

REAL*4 VAL,BTMLIM,TOPLIM
IF(VAL.LE.BTMLIM) LIMIT=BTMLIM

~TF(VAL.GT.BTMLIM) LIMIT=VAL

IF(VAL.GE.TOPLIM) LIMIT=TOPLIM
RETURN
END
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MIXED SYSTEM SIMULATOR USING COAL FIRED PLANT MODEL
REQUIRES BBC TERMINAL

USES EULER

INCORPORATES AVERAGING OF TURBINE POWER MEASUREMENT
VERSION FOR ELECTRONIC GOVERNOR

MULTIPROCESSOR VERSION WITH GRID FREQUENCY ADJUSTMENT
CODE FOR PROCESSOR 2

CODE FOR ADDITIONAL I/0 INCLUDED

EXTERNAL GETSEM,GIVSEM

REAL*4 DELAY,LIMIT

REAL*4 H

REAL*4 POC2,TD2,TR2,BPC2

REAL*4 POC, FREQ

REAL*4 TG,PREF,K1,K2,TC,TM,R,KH,KL,TB,FREF,TD,TR,BPC
REAL*4 WIML,PM1ML

REAL*4 AX,Y2,F1,FD,AXV,P2,PB

REAL*4 DAX,DY2,DF1,DFD,DAXV,DP2,DPB

REAL*4 PERR,MX,EM,Ql,TGV,P1,W1,W2,PM1,PH2

INTEGER*1 PORTA,PORTB,PORTC,PRTCTL

INTEGER*2 |

INTEGER*1 ISPCTL,1PDSW, 1PDCTL

LOGICAL*1 LFLAG2,LFLAG3,LFLAG4,LFLAGS,LFLAGS
LOGICAL*1 SYNC,P2RDY,P2INIT,P2EX,LSTART
COMMON/PRLL1/ISPCTL, 1PDSW, LFLAG2, LFLAG3, LFLAG4, LFLAGS, LFLAGS
COMMON/PRLL2/SYNC,P2RDY,P2INIT, P2EX
COMMON/PRLL3/POC2,TD2, TR2,BPC2, FREQ
COMMON/PRLL4/LSTART

COMMON/SYSTEM/H
PARAMETER(PORTA=#OC8H, PORTB=#OCAH, PORTC=#0CCH, PRTCTL=#OCEH)

DISABLE PROCESSOR INTERRUPTS
CALL DSABLE

RESET RAISE/LOWER CONTROL BYTE
ISPCTL=#03H

SET UP PARALLEL PORTS

CALL OUTPUT(PORTA,ISPCTL)
CALL OUTPUT(PRTCTL,#82H)
CALL OUTPUT(PORTA,ISPCTL)

SYNCHRONISE WITH PROCESSOR 1
1F(SYNC) GOTO 10
1F(.NOT.SYNC) GOTO 20
P2RDY=.TRUE.

WAIT TO DO INITIALISATION
CONTINUE
PERFORM 1/0 FUNCTIONS WHILE WAITING TO DO INITIALISATION

OUTPUT RAISE/LOWER CONTROL BYTE
CALL OUTPUT(PORTA,ISPCTL)

READ AND ECHO DEMAND CONTROL SWITCH
CALL INPUT(PORTB,IPDCTL)
I1PDSW=IPDCTL .AND . #01H
1F(IPDSW.EQ.#00H) THEN
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CALL OUTPUT(PRTCTL,#03H)
ELSE

CALL OUTPUT(PRTCTL,#02H)
ENDIF

DISPLAY ERROR CONDITIONS
IFC(LFLAG2) THEN

CALL OUTPUT(PRTCTL,#05H)
ELSE

CALL OUTPUT(PRTCTL,#04H)
ENDIF
1F(LFLAG3) THEN

CALL OUTPUT(PRTCTL,#07H)
ELSE

CALL OUTPUT(PRTCTL,#06H)
ENDIF
IF(LFLAG4) THEN

CALL OUTPUT(PRTCTL,#0%H)
ELSE

CALL OUTPUT(PRTCTL,#08H)
ENDIF
IF(LFLAG5) THEN

CALL OUTPUT(PRTCTL,#0BH)
ELSE

CALL OUTPUT(PRTCTL,#O0AH)
ENDIF
IF(LFLAG6) THEN

CALL OUTPUT(PRTCTL,#0DH)
ELSE

CALL OUTPUT(PRTCTL,#0CH)
ENDIF

IF(.NOT.P2INIT) GOTO 30

COLLECT PARAMETERS
POC=POC2

TD=TD2

TR=TR2

BPC=BPC2

0.05 SECOND INTEGRATION INTERVAL

H=0.05

COAL FIRED MODEL CONSTANTS
FREF=1.0+BPC*POC

76=0.1

PREF=1.0

K1=0.015

K2=5.0

TC=45.0

TM=2.0

R=0.35

KH=0.2

KL=0.8

TB=240.0
WiML=1.0/(1.0-R*R)
PM1ML=1.0/(1.0-R**0.231)

INITIAL CONDITIONS
AX=POC

15:47 09-Dec-1987
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Y2=POC

FI=POC

QI=POC

FD=1.0

AXV=POC

p2=P0C

PB=1.0

MX=Y2

EM=DELAY(MX, TD,MX)

RESET INITIALISATION FLAG
P2INIT=.FALSE.

WAIT FOR NEXT STEP

CONTINUE

15:47 09-Dec-1987

PERFORM 1/0 FUNCTIONS WHILE WAITING FOR NEXT STEP

OUTPUT RAISE/LOWER CONTROL BYTE

CALL OUTPUT(PORTA,ISPCTL)

READ AND ECHO DEMAND CONTROL SWITCH

CALL INPUT(PORTB,IPDCTL)
IPDSW=IPDCTL.AND.#01H
IF(IPDSW.EQ.#00H) THEN
CALL OUTPUT(PRTCTL,#03H)
ELSE
CALL OUTPUT(PRTCTL,#02H)
ENDIF

DISPLAY ERROR CONDITIONS
IF(LFLAG2) THEN

CALL OUTPUT(PRTCTL,#05H)
ELSE

CALL OUTPUT(PRTCTL,#04H)
ENDIF
IF(LFLAG3) THEN

CALL OUTPUT(PRTCTL,#07H)
ELSE

CALL OUTPUT(PRTCTL,#06H)
ENDIF
TF(LFLAG4) THEN

CALL OUTPUT(PRTCTL,#09H)
ELSE

CALL OUTPUT(PRTCTL,#08H)
ENDIF
IF(LFLAG5) THEN

CALL OUTPUT(PRTCTL,#0BH)
ELSE

CALL OUTPUT(PRTCTL,#0AH)
ENDIF
IFC(LFLAGS) THEN

CALL OUTPUT(PRTCTL,#0DH)
ELSE

CALL OUTPUT(PRTCTL,#0CH)
ENDIF

IF(.NOT.P2EX) GOTO 80
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SET PC7
CALL OUTPUT(PRTCTL,#0FH)

MASTER PRESSURE CONTROLLER
PERR=PREF-PB

DY2=K1*PERR

MX=Y2+K2*PERR
MX=LIMIT(MX,0.2,1.2)

FUEL FEED SYSTEM
EM=DELAY(MX, TD,MX)
EM=LIMIT(EM,0.001,1.05)
DFI=(EM-FI)/TC
DFD=(FI-QI)/TM
FD=LIMIT(FD,0.001,1.05)
QI=MX*FD

GOVERNOR
DAX=( (FREF-FREQ)/BPC-AX)/TG
AX=LIMIT(AX,0.001,1.0)

STEAM VALVE
IF(AX.GT.AXV) THEN
T6v=0.7
ELSE
T6V=0.1
ENDIF
DAXV=(AX-AXV)/TGV

TURBINE

P1=AXV*PB

W1=P1*SQRT(ABS((1- (P2*R/P1)**2.0)*WIML))
W2=p2

DP2=(W1-W2)/TR

PM1=KH*W1*(1.0- (P2*R/P1)**0.231)*PM1IML
PM2=KL*W2

POC=PM1+PM2

BOILER
DPB=(QI-W1)/TB

NUMERICAL INTEGRATION
AX=AX+H*DAX
Y2=Y2+H*DY2
FI=FI+H*DF1
FD=FD+H*DFD
AXV=AXV+H*DAXV
P2=P2+H*DP2
PB=PB+H*DPB

SEND OUTPUT VALUE
POC2=POC

RESET PC7
CALL OUTPUT(PRTCTL,#0EH)

REPORT FINISHED
P2EX=.FALSE.

GOTO 80

15:47 09-Dec-1987
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END

REAL*4 FUNCTION DELAY(VAL,TD,STRVAL)

INTEGER*2 1

INTEGER*2 NSTRCL,STPTR1,STPTR2

LOGICAL*1 LSTART

REAL*4 VAL, TD,STRVAL

REAL*4 STORE(1200)

REAL*4 H

COMMON/SYSTEM/H

COMMON/PRLL4/LSTART

IF(LSTART) THEN
NSTRCL=NINT(TD/H)
DO 10 1=1,NSTRCL
STORE(1)=STRVAL
CONTINUE
STPTR1=0
STPTR2=1

ELSE
STPTR1=STPTR1+1
IF(STPTR1.GT.NSTRCL) STPTR1=1
STPTR2=STPTR2+1
IF(STPTR2.GT.NSTRCL) STPTR2=1
STORE(STPTR1)=VAL
DELAY=STORE(STPTR2)

ENDIF

RETURN

END

LIMIT FUNCTION

REAL*4 FUNCTION LIMIT(VAL,BTMLIM,TOPLIM)
REAL*4 VAL,BTMLIM,TOPLIM
IF(VAL.LE.BTMLIM) LIMIT=BTMLIM
TF(VAL.GT.BTMLIM) LIMIT=VAL
IF(VAL.GE.TOPLIM) LIMIT=TOPLIM

RETURN

END
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MIXED SYSTEM SIMULATOR USING WIND TURBINE MODEL

REQUIRES BBC TERMINAL

USES EULER

INCORPORATES AVERAGING OF DIESEL POWER MEASUREMENT -~
VERSION FOR SPEEDER MOTOR INJECTION

MULTIPROCESSOR VERSION WITH GRID FREQUENCY ADJUSTMENT

CODE FOR PROCESSOR 1

EXTERNAL NUMIN,NUMOUT,BYTIN,BYTOUT,SCANIN,ANINIT,ANIN,ANOUT
EXTERNAL CYCLE,SAMPLE,GETSEM,GIVSEM

REAL*4 LIMIT

REAL*4 H

REAL*4 READMW, TIMSCL,PWSCL, FESSCL,POSCL,POD5V, FGSCL

REAL*4 PD,PL,PON,POD, FG, GFRLML , GFRLMH

REAL*4 QN,QD,TA

REAL*4 FREQ,FES,FESCOR,GFREQ,GFREQI

REAL*4 DFREQ

REAL*4 PODMCR, PONMCR, TOTMCR

REAL*4 SPRS,HFSPRS, FDSCLM, FREFI, FRFLML, FRFLMH, FRFSNL

REAL*4 FDISC,FREFH,FTRACK,TSM,BPD,GC

REAL*4 POW,QW,TOW,TOG,WB, WM, WM1, TE,KC,KCD, TOWN, TEN, WBN, WMN , WOP
REAL*4 WW1,WW2,X1,WPERR, FREFW, POWMCR , PREF , VWSTEP

REAL*4 TOGD,BD,G,VW, VWL, VWH,CP,B,KP,KI,WWS, WW6,KCD1FF,WKC, WKCRNG
REAL*4 DX1,DB,DWB,DWM1,DKC

REAL*4 KCD,KC1,JB,JM1,WTC, TKC, TOFL, WO, BPW, TP

INTEGER*1 INTCT1,INTCT2,PORTA,PORTB,PORTC,PRTCTL

INTEGER*1 TIMERG,TIMER1,TIMCTL,T1LOB,T1HOB

INTEGER*1 CTLIN,CTLOUT,DACSEM(0:7)

INTEGER*1 FSAMPL, ICNSMP,NSAMPL ,NCOUNT,KSIM, ISPCTL, IPDCTL, IPDSW
INTEGER*2 1,CNSAMP(50),TOLAST,1PD, IPOD, IFES, IFESCR, 1GFREQ
INTEGER*2 1FDISC,ISPDIP,NPULSE, IFTRACK, ISPCNT,DACDAT(0:7)
INTEGER*2 1POW, ITOW, IWB, IWM, IB, IKC

INTEGER*4 CNTSUM, IPODSM

LOGICAL*1 LGFROK,LGFRLM,LRISEG,LRISE, LFALLG,LFALL,LAGDEM
LOGICAL*1 SYNC,P2RDY,LSTART

LOGICAL*1 LLTSNL,LDODGY,LSPRLM
COMMON/SAMPL 1/NSAMPL , NCOUNT ,KSIM

COMMON/SAMPL2/1PODSM
COMMON/SAMPL3/FSAMPL , ICNSMP, TOLAST , LGFROK, CNSAMP
COMMON/SYSTEM/H
COMMON/PRLL1/1SPCTL, IPDSW,LDODGY , LGFRLM, LSPRLM, LLTSNL
COMMON/PRLL2/SYNC,P2RDY

COMMON/PRLL5/DACSEM, DACDAT

PARAMETER( INTCT1=#OCOH, INTCT2=#0C2H)

PARAMETER (PORTA=#0C8H , PORTB=#OCAH, PORTC=#OCCH , PRTCTL=#OCEH)
PARAMETER(TIMERO=#ODOH, TIMER1=#0D2H, TIMCTL=#OD6H)

DISABLE PROCESSOR INTERRUPTS
CALL DSABLE

CLEAR RAISE/LOWER CONTROL
ISPCTL=#03H

INITIALISE EXTRA DAC SEMAPHORES
Do 2 1=0,7

DACSEM(1)=0

CONTINUE

SYNCHRONISE PROCESSORS
CONTINUE
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SYNC=.FALSE.
SYNC=.TRUE.
1F(.NOT.P2RDY) GOTO 3

40 SAMPLES PER 0.05 SECOND INTEGRATION INTERVAL
H=0.05

T1L0B=192

T1HOB=0

SET UP DAC AND INITIALISE CHANNELS TO O VOLTS
CALL ANINIT(7)

DO 5 1=0,7

CALL ANOUT(I,2048)

CONTINUE

INITIALISE EXTRA DAC CHANNELS TO O VOLTS
DO 7 1=0,7

CALL GETSEM(DACSEM(1))

DACDAT(1)=2048

CALL GIVSEM(DACSEM(I))

CONTINUE

SET UP FREQUENCY MEASUREMENT
LGFROK=.FALSE.

FSAMPL=25

TOLAST=0

ICNSMP=FSAMPL

SET UP FREQUENCY FILTER
DO 10 1=1,FSAMPL
CNSAMP(1)=1.0

CONTINUE

SET UP FREQUENCY SCALING CONSTANTS
TIMSCL=FLOAT (FSAMPL )*1228800.0/50.0
FGSCL=4096.0/(1.01-0.99)

SET UP INTERRUPT CONTROLLER
CALL OUTPUTCINTCT1,#13H)
CALL OUTPUT(INTCT2,#20H)
CALL OUTPUT(INTCTZ,#0DH)

SET UP TIMER O

CALL OUTPUT(TIMCTL,#34H)
CALL OUTPUT(TIMERO,O0)
CALL OUTPUT(TIMERO,O0)

SET UP VECTOR AND UN-MASK FOR MAINS CROSS-OVER INTERRUPTS
CALL SETINT(#20H,CYCLE)
CALL OUTPUT(INTCT2,#0FEH)

RE-ENABLE PROCESSOR INTERRUPTS
CALL ENABLE

SET UP SBC 86/14 PARALLEL PORTS
CALL OUTPUT(PRTCTL ,#0A6H)

CALL OUTPUT(PRTCTL,#0DH)

CALL OUTPUT(PRTCTL,#05H)

OUTPUT PULSE TO SET UP INPUT PORT
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CALL OUTPUT(PRTCTL,#03H)
CALL OUTPUT(PRTCTL,#02H)

ESTABLISH COMMUNICATION WITH BBC
CALL BYTIN(CTLIN)
IF(CTLIN.NE.#10H) GOTO 40
CTLOUT=#11H

CALL BYTOUT(CTLOUT)

CONTINUE

RESET RAISE/LOWER CONTROL
ISPCNT=1
ISPCTL=#03H
NPULSE=0
FDSCLM=0.01
LDODGY=. FALSE.
LSPRLM=.FALSE.
LLTSNL=.FALSE.
FRFLML=0.955
FRFLMH=1.095
FRFSNL=1.006

SET UP GRID FREQUENCY CORRECTION LIMITS
LGFRLM=.FALSE.

GFRLML=0.992

GFRLMH=1,008

SET UP AVERAGING OF DIESEL POWER OUTPUT
NSAMPL=40 *

NCOUNT=0

KSIM=0

SEND SWITCH STATUS
IPDCTL=IPDSW
CALL BYTOUT(IPDCTL)

LOAD PROPORTION OF BASE LOAD PLANT
CALL NUMIN(GN)

LOAD PROPORTION OF DIESEL PLANT
CALL NUMIN(QD)

LOAD PROPORTION OF WIND TURBINE PLANT
CALL NUMIN(QW)

" LOAD WIND SPEED

CALL NUMIN(VW)

LOAD WIND TURBINE OPERATING POINT
CALL NUMIN(WOP)

LOAD WIND SPEED STEP SIZE
CALL NUMIN(VWSTEP)

LOAD WIND TURBINE PITCH CONTROL GAINS
CALL NUMIN(KP)
CALL NUMIN(KI)

LOAD ALTERNATOR TIME CONSTANT

15:51 09-Dec-1987
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CALL NUMIN(TA)

LOAD GRID FREQUENCY CORRECTION FACTOR
CALL NUMIN(GC)

SPEEDER MOTOR CONSTANTS
TSM=10.0

BPD=0.05
SPRS=0.1*BPD/TSM
HFSPRS=SPRS/2.0

WIND TURBINE MODEL CONSTANTS
KC0=150.0
KC1=2400.0
4B=3144.0
JM1=25.0
WTC=0.1
TKC=1.0
TOFL=19098.6
W0=157.08
BPW=0.05
TP=0.059
WW1=-0.05*W0
WW2=0.05*W0
WW5=-0.04*W0
WW6=0.04*W0
KCD1FF=KC1-KCO
WKCRNG=WW5 - W1
FREFW=1.0
PREF=WOP
VHL=WW
VWH=VW+VWSTEP

SYSTEM CONSTANTS
PON=1.0

CALCULATE PLANT MAXIMUM CONTINUOUS RATINGS
PODMCR=4.6

TOTMCR=PODMCR/QD

PONMCR=QN*TOTMCR

POWMCR=QW*TOTMCR

SET UP DEMAND STEP CONTROL
LRISEG=.TRUE.
LRISE=.FALSE.
LFALLG=.FALSE.
LFALL=.FALSE.

ANALOG OUTPUT SCALING CONSTANTS
FESSCL=4096.0/(1.05-0.95)
POSCL=(4096.0-2048.0)/(1.0-0.0)

15:51

CALCULATION AND AVERAGING OF GRID FREQUENCY VALUE

CONTINUE

1F(.NOT.LGFROK) GOTO 75
CNTSUM=0

DO 77 1=1,FSAMPL

CALL DSABLE
CNTSUM=CNTSUM+INT4 (CNSAMP(I))
CALL ENABLE
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CONTINUE
GFREQI=TIMSCL/FLOAT(CNTSUM)

OUTPUT INITIAL GRID FREQUENCY
IGFREQ=2048+NINT(FGSCL*(GFREQI-1.0))
IF(1GFREQ.GT.4095) IGFREQ=4095
IF(IGFREQ.LT.0) IGFREQ=0

CALL ANOUT(6, IGFREQ)

SEND INITIAL WIND TURBINE POWER FOR OUTPUT
1POW=2048.0+NINT(POSCL*WOP)
IFCIPOW.GT.4095) IPOW=4095
IF(IPOW.LT.2048) I1POW=2048

CALL GETSEM(DACSEM(2))

DACDAT(2)=1POW

CALL GIVSEM(DACSEM(2))

SEND INITIAL WIND TURBINE BLADE TORQUE FOR OUTPUT
ITOW=2048.0+NINT (POSCL*WOP)

IFCITOW.GT.4095) ITOW=4095

TIFCITOW.LT.2048) ITOW=2048

CALL GETSEM(DACSEM(3))

DACDAT(3)=1TOW

CALL GIVSEM(DACSEM(3))

WIND TURBINE INITIAL CONDITIONS
G=VW/1.8378

CP=WOP/(0.0001372*VW*VW*G) .
B=SQRT((G-5.6-CP/(0.5*EXP(-0.17*G)))/0.022)
X1=B/K1 *
TOW=0.0

T06=0.0

wB=0.0

WM=0.0

WM1=0.0

TOWN=WOP

POW=WOP

TEN=WOP

WBN=1.0

WMN=0.0

KC=KCO

SEND INITIAL WIND TURBINE BLADE ANGLE FOR OUTPUT
1B=2048+NINT(2048.0*8/90.0)

IF(1B.GT.4095) I1B=4095

IF(IB.LT.2048) 1B=2048

CALL GETSEM(DACSEM(6))

DACDAT(6)=18

CALL GIVSEM(DACSEM(6))

LOAD MW METER READING
CALL NUMIN(READMW)

CALCULATE DIESEL OPERATING POINT
POD=READMW/PODMCR

MEASURE AVERAGE VALUE OF DIESEL OUTPUT POWER
IPODSM=0

DO 20 I=1,NSAMPL

CALL ANIN(1,1POD)
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IPODSM=1PODSM+INT4(1POD)
CONTINUE

ANALOG INPUT SCALING CONSTANTS
PWSCL=(POD-0.0)/(FLOAT(IPODSM)-2048.0*FLOAT (NSAMPL))
POD5V=2048.0*PWSCL*FLOAT(NSAMPL)

CONTINUE

CALCULATION AND FILTERING OF GRID FREQUENCY VALUE
CNTSUM=0

DO 65 1=1,FSAMPL

CALL DSABLE

CNTSUM=CNTSUM+INT4(CNSAMP(1))

CALL ENABLE

CONTINUE

GFREQI=TIMSCL/FLOAT(CNTSUM)

MEASURE AVERAGE VALUE OF DIESEL OUTPUT POWER
IPODSM=0

DO 90 I=1,NSAMPL

CALL ANIN(1,1POD)

IPODSM=1PODSM+INT4(IPOD)

CONTINUE

POD=PWSCL*FLOAT (IPODSM) - POD5V

1PODSM=0

CALCULATE INITIAL DEMAND VALUE
PD=QN*PON+QD*POD+QW*POW

OUTPUT INITIAL DIESEL POWER OUTPUT
IPOD=2048.0+NINT(POSCL*POD)
IF(IPOD.GT.4095) IPOD=4095
IFC(IPOD.LT.2048) 1POD=2048

CALL ANOUT(Z2,IPOD)

OUTPUT INITIAL DEMAND VALUE
IPD=2048+NINT (POSCL*PD)
IF(IPD.GT.4095) 1PD=4095
IFCIPD.LT.2048) 1PD=2048
CALL ANOUT(5,1PD)

OUTPUT INITIAL GRID FREQUENCY
1GFREQ=2048+NINT(FGSCL*(GFREQI-1.0))
IF(IGFREQ.GT.4095) IGFREQ=4095
1F(IGFREQ.LT.0) IGFREQ=0

CALL ANOUT(6, IGFREQ)

ECHO PARAMETERS TO BBC
CALL NUMOUT(PD)
CALL NUMOUT(PD*TOTMCR)
CALL NUMOUT(PON)
CALL NUMOUT(PON*PONMCR)
CALL NUMOUT(POD)
CALL NUMOUT(POD*PODMCR)
CALL NUMOUT(POW)
CALL NUMOUT (POW*POWMCR)

LOOK FOR COMMAND TO START SIMULATION
CALL BYTIN(CCTLIN)
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IF(CTLIN.NE.#53H) GOTO 60

CALCULATE INITIAL DIESEL FREQUENCY REFERENCE
FREFI=GFREQI+BPD*POD

SET START FLAG FOR DELAY FUNCTIONS ETC
LSTART=.TRUE.

INITIAL CONDITIONS
FREQ=1.0

RESET START FLAG
LSTART=.FALSE.

SET UP TIMER 1

CALL OUTPUT(TIMCTL,#74H)
CALL OUTPUT(TIMER1,T1LOB)
CALL OUTPUT(TIMER1,T1HOB)

SET UP VECTOR AND UN-MASK FOR TIME INTERRUPTS
CALL SETINT(#24H,SAMPLE)
CALL OUTPUT(INTCTZ2,#0EEH)

WAIT FOR INTERRUPTS
CONTINUE
IF(KSIM.NE.1) GOTO 30

SET PC4

CALL OUTPUT(PRTCTL,#0BH)

CALCULATION AND FILTERING OF GRID FREQUENCY VALUE
CNTSUM=0

DO 100 1=1,FSAMPL

CALL DSABLE

CNTSUM=CNTSUM+INT4(CNSAMP(I1))

CALL ENABLE

CONTINUE

GFREQ=TIMSCL/FLOAT(CNTSUM)

CALCULATE DIESEL OUTPUT POWER
CALL DSABLE
POD=PWSCL*FLOAT(IPODSM)-POD5V
IPODSM=0

CALL ENABLE

WIND TURBINE
WPERR=(FREQ- FREFW)/BPW+POW- PREF
DX1=WPERR

BD=KP*WPERR+KI*X1

B=LIMIT(B,0.0,90.0)

DB=(BD-B)/TP

DB=LIMIT(DB, - 10.0,10.0)
G=VW/((1.0+WB/WO)*1.8378)
CP=0.5*(G-0.022*B*B-5.6)*EXP(-0.17%G)
TOW=TOFL*¢0.0001372*VW*VW*CP*G-WOP )
DWB=( TOW- TOG)/JB

WM=WB- (FREQ-1.0)*W0
DWM1=(WM-WM1) /WTC
WKC=WM+(TOFL-TE)/KC1

KCD=KCO
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IF(WKC.LT.WW5) THEN
IF(WKC.LT.WW1) THEN
KCD=KC1
ELSE
KCD=KCO+(WW5 -WKC)*KCD1FF/WKCRNG
ENDIF
ENDIF
IF(WKC.GT.WW6) THEN
IF(WKC.GT.WW2) THEN
KCD=KC1
ELSE
KCD=KCO+(WKC-WW5)*KCDIFF/WKCRNG
ENDIF
ENDIF
DKC=(KCD-KC)/TKC
KC=KC+H*DKC
TOGD=KC*WM
TOGD=LIMIT(TOGD, - TOFL*WOP, TOFL*(1.0-WOP))
TOG=(JM1/WTCI*WM+(KC- JMT/WTC)*WM1
TOG=LIMIT(TOG, - TOFL*WOP, TOFL*(1.0-WOP))
TE=WOP*TOFL+TOG
X1=X1+H*DX1
B=B+H*DB
WB=WB+H*DWB
WM1=WM1+H*DWM1
TOWN=WOP+TOW/TOFL
TEN=WOP+TOG/TOFL
POW=FREQ*TEN
WBN=1.0+WB/WO
WMN=WM/WO

SYSTEM

PL=PD*FREQ
DFREQ=((QN*PON+QW*POW-PL )/ FREQ+QD*POD/GFREQ)/TA
FREQ=FREQ+H*DFREQ

COLLECT DEMAND CONTROL
IPDCTL=1PDSW

CALCULATE WIND SPEED VALUE
IF(LRISEG.AND.IPDCTL.EQ.#00H) THEN
VU=VWH
LRISEG=.FALSE.
LFALLG=.TRUE.
ENDIF
IF(LFALLG.AND.IPDCTL.EQ.#01H) THEN
Vi=ViiL
LFALLG=.FALSE.
LRISEG=.TRUE.
ENDIF

TEST FREQUENCY INPUT
FES=1.0-FREQ
FESCOR=FES+GC*(GFREQ-GFREQI)

CALCULATION OF INJECTION SIGNAL
ISPCNT=ISPCNT+1

IF(ISPCNT.NE.2) GOTO 125
ISPCNT=0

FTRACK=SPRS*FLOAT (NPULSE)

09-Dec~-1987
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FREFH=FREFI+FTRACK
FDISC=FESCOR-FTRACK
TF(LDODGY) THEN
IF(NPULSE.EQ.0) THEN
1SPCTL=#03H
1SPD1P=2048
ENDIF
IF(NPULSE.GT.0) THEN
1SPCTL=#02H
1SPD1P=1792
NPULSE=NPULSE-1
ENDIF
ITF(NPULSE.LT.0) THEN
ISPCTL=#01H
1SPD1P=2304
NPULSE=NPULSE+1
ENDIF
ELSE
IF(FDISC.LT.HFSPRS.AND.FDISC.GT.-HFSPRS) THEN
I1SPCTL=#03H
1SPD1P=2048
ENDIF
IF(FDISC.GT.HFSPRS.AND.FDISC.LY.FDSCLM) THEN
NPULSE=NPULSE+1
ISPCTL=#01H
1SPD1P=2304
ENDIF
IF(FDISC.LT.-HFSPRS.AND.FDISC.GT.-FDSCLM) THEN
NPULSE=NPULSE-1
1SPCTL=#02H
1SPDIP=1792
ENDIF
1F(FDISC.GT.FDSCLM.OR.FDISC.LT.-FDSCLM) THEN
ISPCTL=#03H
1SPD1P=2048
LDODGY=.TRUE.
ENDIF
IF(GFREQ.LT.GFRLML.OR.GFREQ.GT.GFRLMH) THEN
1SPCTL=#03H
1SPD1P=2048
LGFRLM=.TRUE.
LDODGY=.TRUE.
NPULSE=0
ENDIF
IF(FREFH.LT.FRFLML.OR.FREFH.GT.FRFLMH) THEN
ISPCTL=#03H
1SPD1P=2048
LSPRLM=.TRUE.
LDODGY=.TRUE.
ENDIF

ENDIF

IF(FREFH.LT.FRFSNL) THEN
LLTSNL=.TRUE.

ELSE

LLTSNL=.FALSE.

ENDIF
CONTINUE

OUTPUT FREQUENCY DEVIATION

1FES=2048+NINT(FESSCL*FES)
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1F(IFES.GT.4095) IFES=4095
IFCIFES.LT.0) IFES=0
CALL ANOUT(O,IFES)

OUTPUT DIESEL POWER OUTPUT
1POD=2048+NINT(POSCL*POD)
IF(IPOD.GT.4095) IPOD=4095
IFCIPOD.LT.2048) IPOD=2048
CALL ANOUT(2,1POD)

OUTPUT FREQUENCY DISCREPANCY WITH SPEEDER MOTOR INPUT
IFDISC=2048+NINT(FESSCL*FDISC)

IFCIFDISC.GT.4095) IFDISC=4095

IFCIFDISC.LT.0) IFDISC=0

CALL ANOUT(3,1FDISC)

OUTPUT CORRECTED FREQUENCY DEVIATION IF GRID FREQUENCY OK
IF(.NOT.LGFRLM) THEN

IFESCR=2048+NINT(FESSCL*FESCOR)

IF(IFESCR.GT.4095) IFESCR=4095

IFCIFESCR.LT.0) IFESCR=0

CALL ANOUT(4,IFESCR)
ENDIF

OUTPUT DEMAND VALUE

1PD=2048+NINT(POSCL*PD)

IFCIPD.GT.4095) IPD=4095

IF(IPD.LT.2048) IPD=2048 .
CALL ANOUT(5,1PD)

OUTPUT GRID FREQUENCY
IGFREQ=2048+NINT(FGSCL*(GFREQ-1.0))
IF(IGFREQ.GT.4095) IGFREQ=4095
IF(IGFREQ.LT.0) IGFREQ=0

CALL ANOUT(6,IGFREQ)

SEND COMBINED SPEEDER MOTOR INPUT SIGNAL FOR OUTPUT
CALL GETSEM(DACSEM(0)) '
DACDAT(0)=1SPDIP

CALL GIVSEM(DACSEM(0))

SEND INTEGRATED SPEEDER MOTOR INPUT SIGNAL FOR OUTPUT
IFTRACK=2048+NINT(FESSCL*FTRACK)

IFCIFTRACK.GT.4095) IFTRACK=4095

IFCIFTRACK.LT.0) IFTRACK=0

CALL GETSEM(DACSEM(1))

DACDAT(1)=IFTRACK

CALL GIVSEM(DACSEM(1))

SEND WIND TURBINE POWER FOR OUTPUT
1POW=2048.0+NINT(POSCL*POW)
IFCIPOW.GT.4095) 1POW=4095
IFC(IPOW.LT.2048) 1POW=2048

CALL GETSEM(DACSEM(2))
DACDAT(2)=1POW

CALL GIVSEM(DACSEM(2))

SEND WIND TURBINE BLADE TORQUE FOR OUTPUT
1TOW=2048.0+NINT(POSCL*TOWN)
IF(ITOW.GT.4095) 1TOW=4095
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IFCITOW.LT.2048) 1TOW=2048

CALL GETSEM(DACSEM(3))

DACDAT(3)=1POW

CALL GIVSEM(DACSEM(3)) -

c SEND WIND TURBINE ROTOR SPEED FOR OUTPUT
IWB=2048+NINT(FESSCL*(WBN-1.0))
IFCIWB.GT.4095) IWB=4095
IF(IWB.LT.0) IWB=0
CALL GETSEM(DACSEM(4))

DACDAT(4)=1WB
CALL GIVSEM(DACSEM(4))

c SEND WIND TURBINE REACTION MACHINE SPEED FOR OUTPUT
1WM=2048+NINT (FESSCL*WMN)
TFCIWM.GT.4095) IWM=4095
IF(IWM.LT.0) IWwM=0
CALL GETSEM(DACSEM(5))
DACDAT(5)=1WM
CALL GIVSEM(DACSEM(5))

c SEND WIND TURBINE BLADE ANGLE FOR OUTPUT
1B=2048+NINT(2048.0*B/90.0)
IF(IB.GT.4095) 1B=4095
IF(IB.LT.2048) 1B=2048
CALL GETSEM(DACSEM(6))

DACDAT(6)=IB
CALL GIVSEM(DACSEM(6))

c SEND WIND TURBINE CONTROLLER GAIN FOR OUTPUT
IKC=2048+NINT(2048.0*KC/3000.0)
IF(IKC.GT.4095) IKC=4095
IF(IKC.LT.2048) 1KC=2048
CALL GETSEM(DACSEM(7))

DACDAT(7)=IKC
CALL GIVSEM(DACSEM(7))

c RESET 0.1S FLAG
KSIM=0
o RESET PC4

CALL OUTPUT(PRTCTL,#0AH)

c LOOK FOR COMMAND TO FINISH SIMULATION
CALL SCANIN(CTLIN)
IF(CTLIN.NE.#46H) GOTO 30

c IF FINISHED DISABLE PROCESSOR INTERRUPTS AND RESTART
CALL DSABLE
GOTO 70
END

$INTERRUPT

SUBROUTINE SAMPLE

EXTERNAL ANIN

INTEGER*1 INTCT1,PRTCTL
INTEGER*1 NSAMPL,NCOUNT ,KSIM
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INTEGER*2 1POD

INTEGER*4 IPODSM
COMMON/SAMPL 1/NSAMPL ,NCOUNT ,KSIM
COMMON /SAMPL2/ I PODSM
PARAMETER(INTCT1=#0COH, PRTCTL=#0CEH)

c RE-ENABLE PROCESSOR INTERRUPTS
CALL ENABLE

c SET PC4
CALL OUTPUT(PRTCTL,#09H)

c MEASURE TURBINE POWER OUTPUT
CALL ANIN(1,IPOD)
1PODSM=1PODSM+INT4(1POD)

c INTEGRATION CONTROL
NCOUNT=NCOUNT+1
IF(NCOUNT .EQ.NSAMPL) THEN
NCOUNT=0
KSIM=1
ENDIF

c RESET PC4
CALL OUTPUT(PRTCTL,#08H)

c SEND EOI TO PIC
CALL OUTPUT(INTCT1,#64H)

RETURN
END

$INTERRUPT

SUBROUTINE CYCLE

EXTERNAL TIMCNT,ANOUT

INTEGER*1 INTCT1,INTCTZ2,PRTCTL

INTEGER*2 TOLAST,ICOUNT

INTEGER*2 CNSAMP(50)

INTEGER*1 FSAMPL,I, ICNSMP

LOGICAL*1 LGFROK

COMMON/SAMPL3/FSAMPL , ICNSMP, TOLAST ,LGFROK, CNSAMP
PARAMETER(INTCY1=#0COH, INTCT2=#0C2H, PRTCTL=#0CEH)

c SET PC5
c CALL OUTPUT(PRTCTL,#0BH)
c READ TIMER

CALL TIMCNT(TOLAST,ICOUNT)
IFCICOUNT.GT.24699) ICOUNT=24699
IF(ICOUNT.LT.24454) ICOUNT=24454

c SEND COUNT VALUE TO FILTER
CNSAMP ( ICNSMP)=1COUNT
ICNSMP=ICNSMP- 1
1FCICNSMP.EQ.0) THEN

ICNSMP=FSAMPL
LGFROK=.TRUE.
ENDIF
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RESET PC5
CALL OUTPUT(PRTCTL,#0AH)

SEND EOI TO PIC
CALL OUTPUT(CINTCT1,#60H)

RETURN
END

LIMIT FUNCTION

REAL*4 FUNCTION LIMIT(VAL,BTMLIM,TOPLIM)
REAL*4 VAL,BTMLIM,TOPLIM
IF(VAL.LE.BTMLIM) LIMIT=BTMLIM
TF(VAL.GT.BTMLIM) LIMIT=VAL
IF(VAL.GE.TOPLIM) LIMIT=TOPLIM

RETURN

END

09-Dec-1987



Slave processor code for wind-diesel system tests



10
20

80

desp42.for - page 1 15:53 09-Dec-1987

MIXED SYSTEM SIMULATOR
CODE FOR PROCESSOR 2
CODE FOR ADDITIONAL 1/C

EXTERNAL ANINIT,ANOUT,GETSEM,GIVSEM

INTEGER*1 PORTA,PORTB,PORTC,PRTCTL

INTEGER*2 1,DACDAT(0:7), IDAC

INTEGER*1 ISPCTL,1PDSW, IPDCTL,DACSEM(0:7)

LOGICAL*1 LFLAG2,LFLAG3,LFLAG4, LFLAGS,LFLAGS

LOGICAL*1 SYNC,P2RDY
COMMON/PRLL1/1SPCTL, IPDSW,LFLAG2, LFLAG3, LFLAG4 , LFLAGS ,LFLAGS
COMMON /PRLL2/SYNC, P2RDY

COMMON /PRLL5 /DACSEM, DACDAT
PARAMETER(PORTA=#0CBH , PORTB=#0CAH, PORTC=#0CCH, PRTCTL=#OCEH)

DISABLE PROCESSOR INTERRUPTS
CALL DSABLE

RESET RAISE/LOWER CONTROL BYTE
1SPCTL=#03H

SET UP PARALLEL PORTS

CALL OQUTPUT(PORTA,ISPCTL)
CALL OQUTPUT(PRTCTL ,#82H)
CALL OUTPUT(PORTA, ISPCTL)

SET UP DAC
CALL ANINIT(7)

SYNCHRONISE WITH PROCESSOR 1
1F(SYNC) GOTO 10
1F(.NOT.SYNC) GOTO 20
P2RDY=.TRUE.

CONTINUE
PERFORM 1/0 FUNCTIONS

OUTPUT RAISE/LOWER CONTROL BYTE
CALL QUTPUT(PORTA,ISPCTL)

READ AND ECHO DEMAND CONTROL SWITCH
CALL INPUT(PORTB,IPDCTL)
IPDSW=IPDCTL.AND.#01H
1F(IPDSW.EQ.#00H) THEN

CALL OUTPUT(PRTCTL,#03H)
ELSE

CALL OUTPUT(PRTCTL,#02H)
ENDIF

DISPLAY ERROR CONDITIONS
IF(LFLAG2) THEN

CALL OUTPUT(PRTCTL,#05H)
ELSE

CALL OUTPUT(PRTCTL,#04H)
ENDIF
IF(LFLAG3) THEN

CALL OUTPUT(PRTCTL,#07H)
ELSE

CALL OUTPUT(PRTCTL,#06H)
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ENDIF
IF(LFLAG4) THEN

CALL OUTPUT(PRTCTL,#09H)
ELSE

CALL OUTPUT(PRTCTL,#08H)
ENDIF
TF(LFLAGS) THEN

CALL OUTPUT(PRTCTL,#0BH)
ELSE

CALL OUTPUT(PRTCTL,#0AH)
ENDIF
IF(LFLAGS) THEN

CALL OUTPUT(PRTCTL,#0DH)
ELSE

CALL OUTPUT(PRTCTL,#0CH)
ENDIF

EXTRA DAC OUTPUTS
DO 90 1=0,7

CALL GETSEM(DACSEM(I))
IDAC=DACDAT(1)

CALL GIVSEM(DACSEM(I))
CALL ANOUT(I,IDAC)
CONTINUE

GOTO 80

END

15:53
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NAMEANALOG

ANALOGSEGMENT *CODE*
ASSUME CS:ANALOG

PUBLIC ANINIT,ANIN,ANOUT

DACSTS EQU OA2H
DACDAT EQU OAOH
DACRST EQU OA2H
ADCHI EQU 8OH
ADCLO EQU 82H
ADCSEL EQU 80H

ANINITPROC FAR;INITIALISES DAC
MOV AL,O0;RESET DAC

OUT DACSTS,AL

PUSH BP;GET ADDRESS OF FINISH CHANNEL OFF STACK
MOV BP,SP

PUSH S1

PUSH DS

ADD BP,6

MOV DS, [BP]+2

MOV SI, [BP]

DACINI:IN AL,DACSTS;GET UPI STATUS
AND AL,4;TEST FOR FO

JZ DACINI

MOV AX, [SI1;GET FINISH CHANNEL
AND AL,7;MASK OFF IRRELEVANT BITS
OR AL,08;SELECT DAC PROGRAM 2

OUT DACDAT,AL

POP DS ,

POP SI

POP BP

RET 4

ANINITENDP

ANINPROC FAR;READS VALUE FROM ADC
PUSH BP;GET ADDRESS OF CHANNEL OFF STACK
MOV BP,SP

PUSH SI

PUSH DS

ADD BP,6

MOV DS, [BP]+6

MOV SI, [BP]+4

MOV AX, [S11;GET CHANNEL

OUT ADCSEL,AL

TSTEOC: IN AL,ADCLO;GET ADC STATUS
AND AL,1;TEST FOR EOC

JNZ TSTEOC

IN AL,ADCLO;GET LOB DATA

MOV DL,AL

IN AL,ADCHI;GET HOB DATA

MOV DH,AL

MOV CL,4;RESTORE TO INTEGER FORMAT
SHR DX, CL

MOV DS, [BP1+2;GET ADDRESS OF DATA OFF STACK
MOV SI, [BP]

MOV [S1],DX;STORE DATA

POP DS

POP S1

poP BP
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RET 8
ANINENDP

ANOUTPROC FAR;WRITES VALUE TO DAC

PUSH BP;GET ADDRESS OF DATA OFF STACK

MOV BP,SP

PUSH SI

PUSH DS

ADD BP,6

MOV DS, [BP]+2

MOV SI, [BP)

CALL DACWT;CHECK DAC READY

MOV DX, [S11;GET DATA

MOV CL,3;CHANGE FROM INTEGER FORMAT

SHL DX, CL

MOV DS, [BP]+6;GET ADDRESS OF CHANNEL OFF STACK
MOV SI, [BP1+4

ADD DX, [SI];GET CHANNEL, SET UP HOB, LOB DATA
SHL DX,1;FINISH CHANGE FROM INTEGER FORMAT
MOV AL,DL;WRITE LOB DATA

OUT DACDAT,AL

CALL DACWT;CHECK DAC READY

MOV AL,DH;WRITE HOB DATA

OUT DACDAT,AL

POP DS

POP SI

POP BP

RET 8

ANOUTENDP

DACWTPROC NEAR

DACIBF:IN AL,DACSTS;GET UPI STATUS
AND AL,2;TEST FOR NOT IBF

JNZ DACIBF

RET

DACWTENDP

ANALOGENDS

STACKSEGMENT STACK 'STACK'
DW 20 DUP (?);RESERVE STACK SPACE

STACKENDS

END
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NAME BBCSBC

PORTA EQU OCBH
PORTB EQU OCAH
PORTC EQU OCCH
PRTCTL EQU OCEH

SEGMENT 'CODE’
PUBLIC NUMIN,KNUMOUT,BYTIN,BYTOUT,SCANIN
ASSUME CS:BBCSBC

PROC FAR

PUSH BP

MOV BP,SP
PUSH DS

MOV DS, [BP]+8
MOV SI, [BP]+6
MOV CX, 4

IN AL,PORTC
TEST AL,01H
4z poLL1

IN AL,PORTB
MOV [SI],AL
INC SI

LOOP POLL1
POP DS

POP BP

RET 4

ENDP

PROC FAR
PUSH BP

MOV BP,SP
PUSH DS

MOV DS, [BP]+8
MOV SI, [BP]+6
MOV CX,4

IN AL,PORTC
TEST AL,O8H
Jz POLL2

MOV AL, [SI]
OUT PORTA,AL
INC SI

LOOP POLL2
POP DS

POP BP

RET 4

ENDP

PROC FAR
PUSH BP

MOV BP,SP
PUSH DS

MOV DS, [BP]+8
MOV SI, [BP1+6
IN AL,PORTC
TEST AL,01H
Jz POLL3

IN AL,PORTS
MOV [SI],AL

15:57
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POP DS

POP BP

RET 4
BYTIN  ENDP

BYTOUT PROC FAR
PUSH BP
MOV BP,SP
PUSH DS
MOV DS, [BP]+8
MOV SI, [BP1+6
POLL4: IN AL,PORTC
TEST AL,O8H
J2 POLL4
MOV AL, IS
OUT PORTA,AL
POP DS
POP BP
RET 4
BYTOUT ENDP

SCANIN PROC FAR
PUSH BP
MOV BP,SP
PUSH DS
MOV DS, [BP]+8
MOV SI, [BP)+6
IN AL,PORTC
TEST AL,O1H
MOV AL,0
JZ NOCHAR
IN AL,PORTB
NOCHAR: MOV [SIJ,AL
POP DS
POP BP
RET 4
SCANIN ENDP

BBCSBC ENDS
STACK  SEGMENT STACK *STACK!'
DW 40 DUP(?)

STACK  ENDS

END
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NAME TIMER

TIMERO EQU ODOH
TIMCTL EQU OD6H

TIMER  SEGMENT ‘CODE'
ASSUME CS:TIMER
PUBLIC TIMCNT

TIMCNT PROC FAR
PUSH BP
MOV BP,SP
PUSH DS
MOV DS, [BP1+12
MOV SI, [BP1+10
MOV AL,O
OUT TIMCTL,AL
IN AL,TIMERD
MOV BL,AL
IN AL, TIMERO
MOV BH,AL
MOV AX, [SI]
SUB AX,BX
MOV (SI1,BX
MOV DS, [BP1+8
MOV SI, [BP1+6
MOV [SI],AX
POP DS
POP BP
RET 8 .
TIMCNT ENDP

TIMER  ENDS
STACK  SEGMENT STACK *STACK!'
OW 20 DUP (?)

STACK  ENDS

END
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NAME MPCOMS

MPCOMS SEGMENT 'COOE’
PUBLIC GETSEM,GIVSEM
ASSUME CS:MPCOMS

GETSEM PROC FAR
PUSH BP
MOV BP,SP
PUSH DS
MOV DS, [BP]+8
MOV SI, [BP]+6
RETRY: MOV AL,1
LOCK XCHG AL, [SI]
TEST AL,AL
JNZ RETRY
POP DS
POP BP
RET &
GETSEM ENDP

GIVSEM PROC FAR
PUSH B8P
MOV BP,SP
PUSH DS
MOV DS, [BP1+8
MOV SI, [BP]1+6
MOV AL,O
MOV [SI],AL
POP DS
POP BP
RET 4

GIVSEM ENDP

MPCOMS ENDS

STACK  SEGMENT STACK 'STACK'
DW 40 DUP(?)

STACK  ENDS

END



