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Abstract

Euclidean solutions to the classical Yang-Mills equations (instantons, merons, e.t.c.) are important for the non-perturbative description of gauge theories. It is believed that these (topological in nature) solutions should provide a hint of confinement, chiral symmetry breaking e.t.c.

It was realised by 't-Hooft that there are several types of boundary conditions (Twisted Boundary Conditions) for the gauge field which preserve the periodicity of non-local gauge invariant quantities.

In this work we present numerical evidence that on a lattice and using Twisted Boundary Conditions we can have topological objects with non-integer topological charge (second Chern class).

The theory of fibre bundles (Chapter 2) is discussed and emphasis is given on its connection with the topological properties of the Gauge Theories. We introduce the gauge invariants twists $\eta_{\mu\nu}$ and we define non-Abelian fluxes.

Since the $\mathbb{Z}(N)$ Group does not act identically on the matter field we have to introduce the flavor twist in addition to the color twist on the $\Psi$-field.

We express (Chapter 3) the winding number in terms of the twist transition functions in a finite Euclidean box in the continuum and its implications on the lower bounds of the action are discussed. Various combinations of the $\eta_{\mu\nu}$'s were constructed and applied on the lattice. The only assumption for the incorporation of the twist on the lattice is the periodicity of the plaquette.

We evaluated (Chapter 4) the eigenvalues of $\Gamma_5 M$ ($M$ is the Fermion Matrix) both for Wilson and Kogut-Susskind Fermions. The spectrum of the eigenvalues showed that under the introduction of color and flavor twist for the fermion field there is evidence for the restoration of a "form" of the Index Theorem on a Lattice.

The eigenvalue problem for specific twisted configurations was
studied and arguments are presented for the discrepancy between our numerical results and the number of zero modes obtained via the Index Theorem.
CHAPTER ONE

1. Introduction

1.1 Generalities on Lattice Gauge Theories

It is now believed that the strong nuclear force is a reflection of the color force between quarks and gluons via the gauge theory of Quantum Chromodynamics (QCD). Since the peculiar characteristic of the force due to the color number of quarks is that it is weak at short distances, "high momentum transfers" $Q^2$, (asymptotic freedom), and becomes strong at large scales (confinement, bound colourless states), we should find a way to approach QCD at low energies beyond the regime of perturbation theory. This could enable us to study non-perturbative phenomena, such as long-range topological objects, confinement, chiral symmetry breaking, and to calculate the mass spectrum of hadrons.

There is no full explanation of how the quark confinement works. The most popular scenario to explain the confinement problem is based on the application of the ideas of superconductivity to particle physics. A linear potential between the quarks leads to electric flux lines "squeezed" into flux tubes which bind the quarks.

\[
\begin{array}{c}
\text{-------------} \leftrightarrow \text{-----------} \\
\text{-------------} \leftrightarrow \text{-----------} \\
 Q \hspace{1cm} \overline{Q} \\
\text{-------------} \leftrightarrow \text{-----------} \\
\text{-------------} \leftrightarrow \text{-----------}
\end{array}
\]

Fig.1.1 Colour Electric Flux Lines between $Q$, $\overline{Q}$ Quarks

The analogy with the superconductor comes from the fact that there we have confinement of magnetic flux lines since $\Phi_B = 0$.

Using duality arguments between the electric and magnetic color fields, we should, in principle, find a way to rigorously describe the electric confinement of quarks.
In the perturbative field theory, the main idea is to use a perturbative expansion in terms of the coupling constant and to use a renormalisation technique by redefining the mass and the coupling constant to regulate the ultra-violet divergences. In the case of the QCD, the coupling at small distances gets greater than one and the perturbation expansion fails.

Using the lattice automatically, we have a minimum distance "a" between neighbouring points, and so a maximum momenta \( \Lambda \sim 1/a \) which leads to an ultra-violet finite theory. K.Wilson[1] introduced the lattice method of regularisation of gauge theories on a discretised Euclidean space and proved confinement at the strong coupling limit. At the same time in the lattice regularisation scheme, we have a finite number of degrees of freedom and so we can use computer tricks. Another advantage of the lattice is the close analogy between a Quantum Field Theory formulated on the lattice, and a Statistical Mechanical System.

Once the equivalence of a model field theory to a Statistical Spin System in equilibrium was established, we could exploit all the existing techniques for studying spin systems in order to solve the model field theory.

In the limit \( a \to 0 \), (continuum limit) the physics should not depend on the lattice regulator and the correlation length \( \xi \) should be \( \xi \gg a \) (\( \xi \to \infty \)). This corresponds to a second order phase transition. The analogy between various quantities in Field Theory (FT) and a Statistical Mechanical system (SM) follows:

<table>
<thead>
<tr>
<th>FT</th>
<th>SM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propagator ( G )</td>
<td>Correlation Function ( G )</td>
</tr>
<tr>
<td>( G = \langle \Phi \Phi \rangle )</td>
<td>( G = \langle SS \rangle )</td>
</tr>
<tr>
<td>( G \sim e^{-\left(E_1 - E_0\right)a}r )</td>
<td>( G \sim e^{-r/\xi} )</td>
</tr>
</tbody>
</table>

\[ \xi = \frac{1}{\left(E_1 - E_0\right)a} = \frac{1}{m_r a} \]

So, at the continuum limit, \( a \to 0 \), \( m_R = \text{fixed} \) \( \Rightarrow \xi \to \infty \) \( \Leftrightarrow \) 2nd order phase transition.
1.2 Path Integrals on the Lattice

In the path integral formalism\[^{[2]}\] the expectation value of an observable is expressed by averaging over classical field configurations "weighted" by the factor $e^{i\mathcal{H}/\hbar}$ where $S$ is the action of the configuration and $\hbar$ is the Planck’s constant. For a scalar theory with a $\phi^4$ interaction, the action is

$$S(\phi, \partial_\mu \phi) = \int d^4x \frac{1}{2} \left( (\partial_\mu \phi)^2 + m^2 \phi^2 + g \phi^4 \right)$$  \hspace{1cm} (1.2.1)

The propagator (2-point Green’s function) is given by:

$$G(x, y) = \langle 0| \Phi(x)\Phi(y)|0 \rangle = \delta^{ab}Z(j)/\delta J(x)\delta J(y) \bigg|_{j=0}$$  \hspace{1cm} (1.2.2)

$$= \frac{1}{Z} \int d\Phi(x)\Phi(x)\Phi(y)e^{i\mathcal{H}/\hbar}$$,

where

$$Z = \int d\Phi(x)e^{i\mathcal{H}\Phi(\cdot, \partial_\mu \phi)}.$$  \hspace{1cm} (1.2.3)

For the free case ($g = 0$), it is easy to find all the n-point Green functions, but for the case where $g \neq 0$ we have to expand the interacting part of the action to find $G(x,y)$. In this case the resulting integrals are divergent but with a renormalisation of the mass and the coupling the various observables are finite.

In order to improve the situation we use the lattice approximation by approaching the space-time by a finite hypercubic lattice of $N_L$ sites in every direction separated by the lattice spacing $a$, and replacing the derivatives by finite differences, i.e,

$$\partial_\mu \Phi = \Delta_\mu \Phi(n) = (1/a_\mu) [\Phi(n+a_\mu) - \Phi(n)],$$  \hspace{1cm} (1.2.4)

where $\mu$= unit vector in the $\mu$ direction and the action (1.2.1) becomes

$$S = (1/2)a^2 \sum_{n, \mu} [\Delta_\mu \Phi(n)]^2 + (1/2)a^4 \sum_n [m^2 \Phi(n)^2 + g \Phi^4(n)].$$  \hspace{1cm} (1.2.5)
The continuum limit is recovered by taking the limits $N_L \to \infty$, $a \to 0$ with $N = aN_L$ fixed.

We now apply the lattice approximation to the free scalar field theory [3]

$$S = \int d^4 x [(1/2) \partial_{\mu} \Phi \partial^{\mu} \Phi^* + (1/2) m^2 \Phi^2]. \quad (1.2.6)$$

Using $d^4 x \to a^4 \sum_n$ (where on the Lattice $n = (n_1, n_2, n_3, n_4)$ and $\Phi(x) \to \Phi(n))$ we get:

$$S = a^4 \sum_{n, \mu} \left( (1/2a^2) [\Phi(n+a\mu) - \Phi(n)]^2 + (1/2) m^2 \Phi^2(n) \right) \quad (1.2.7)$$

The Z-functional:

$$Z = \int d\Phi(x) e^{-S(\phi, \partial_{\mu} \phi)} \text{ is now given by:}$$

$$Z = \int \Pi_n d\Phi_n e^{-S = (\text{Det}(M/2\pi))^{-1/2}} \quad (1.2.8)$$

where $M$ is defined by

$$S = \phi M_{mn} \phi_n \quad (1.2.9)$$

To gain familiarity with the techniques used in solid state physics, we consider the Fourier transforms of any $\phi_n$ to be:

$$\tilde{\phi}_k = \sum_n \phi_n e^{2i k_{\mu} \cdot n_{\mu}/N_L} \quad \phi_k = N_L^{-4} \sum_k \tilde{\phi}_k e^{-2ik_{\mu} n_{\mu}/N_L}$$

where $N_L$ is the lattice size. Now the kinetic part of (1.2.7) can be written as
\[ (1/2) \partial_\mu \phi \partial^\mu \phi^* = (1/2) a^2 [\Phi^*_n + \mu \Phi^*_{n+\mu} + \Phi^*_n \Phi_n - \Phi^*_n + \mu \Phi_n + \mu] = \]
\[
\frac{a^2}{2 N_L^4} \sum_{\kappa, \mu} \{2 - 2 \cos (2\pi k/N) \} |\Phi_k|^2
\]
\[ (1.2.10) \]

and the total action becomes:
\[ S = \frac{a^2}{(2 N_L^4)} \sum_{\kappa, \mu} \{2 - 2 \cos 2\pi k/N \} |\Phi_k|^2 + \frac{a^4}{2 N_L^4} m^2 |\Phi_k|^2. \]
\[ (1.2.11) \]
The scalar propagator is given by:
\[
\langle \phi_m \phi_n \rangle = \int_{-\pi/a}^{\pi/a} \frac{d^4 x}{(2\pi)^4} \frac{e^{-i q x}}{M^2 + 2a^2 \sum_{\mu} (1 - \cos q_{\mu})}
\]
\[ (1.2.12) \]

with \( q_{\mu} = 2\pi k_{\mu}/aN_L \). If we take the lattice spacing to zero, and expand the cosine we regain the continuum scalar free field propagator.

### 1.3 One-Dimensional Ising Model

We have a chain of \( N \) spins with periodic boundary conditions.

\[ 1 \rightarrow 2 \ldots \ldots \ldots \ldots \ldots \ldots \ldots N-1 \rightarrow N \rightarrow 1 \]

*Fig. 1.3* Ising Model with Periodic Boundary Conditions
The Hamiltonian is given by:

\[ H = -J \sum_{i=1}^{N} S_i S_{i+1} - \frac{h}{2} (S_i + S_{i+1}) \]  

(1.3.1)

and the partition function

\[ Z = \sum_{S_i = \pm 1} \prod_{i} \langle e^{-\beta H_{i,i+1}} \rangle = \sum_{S_1 = \pm 1} \langle S_1 | \hat{T} | S_2 \rangle \ldots \ldots \langle S_N | \hat{T} | S_1 \rangle. \]  

(1.3.2)

where \( \hat{T} \) is the transfer matrix.

Consider now a quantum mechanical system in a 2-dimensional Hilbert space with Hamiltonian \( H = -[\sigma_1 \cdot \lambda \sigma_3], \sigma_1, \sigma_3 \) the Pauli-matrices.

We can express the transition amplitude between states \( |a\rangle \) and \( |b\rangle \) in time \( T \) by \( \langle b|e^{-HT}|a\rangle \) and dividing \( T \) into \( N \) segments, \( T = N (\Delta T) \) we have

\[ \langle b|e^{-HT}|a\rangle = \langle b|e^{-HN\Delta T}|a\rangle = \sum_{S_1 = \pm 1} \ldots \sum_{S_N = \pm 1} \langle b|e^{-H\Delta T}|S_1\rangle \langle S_1|e^{-H\Delta T}|S_2\rangle \ldots \ldots \langle S_N|e^{-H\Delta T}|a\rangle. \]  

(1.3.3)

We then define the transition matrix by

\[ \langle S|e^{-H\Delta T}|S'\rangle = \langle S|\hat{T}|S'\rangle = e^{-V(S,S')} \]  

(1.3.4)

and from (1.3.3), (1.3.4) we get

\[ \langle b|e^{-HT}|a\rangle = \sum_{S_1 = \pm 1} \ldots \sum_{S_{N-1} = \pm 1} e^{[V(b,S_1)+\ldots+V(S_{N-1},a)]}. \]

If we consider it as a lattice \( b \rightarrow 1 \rightarrow 2 \ldots N-1 \rightarrow a \) and make site a
coincide with site b then it is clearly an Ising Model with a general coupling \( V(S_i, S_{i+1}) \).

For small \( \Delta T \), equation (1.3.4) becomes

\[
e^{-V(S,S')} = <S|\hat{T}|S'> = <S|1+\Delta T (\sigma_1 - \lambda \sigma_3)|S'> \quad (1.3.5)
\]

Then

\[
< S|\hat{T}|S' > = \begin{bmatrix} 1 - \lambda \Delta T & \Delta T \\ \Delta T & 1 + \lambda \Delta T \end{bmatrix} = \\
\begin{bmatrix} e^{-V(1,1)} & e^{-V(1,-1)} \\ e^{-V(-1,1)} & e^{-V(-1,-1)} \end{bmatrix}
\]

and this means that the more general form of \( V \) is

\[
V(S, S') = (K/2)(S-S')^2 + h/2 (S+S') \quad (1.3.6)
\]

with \( e^{-2K} = \Delta T \), \( e^h = 1+ \lambda \Delta T \).

For the quantum mechanical system, the partition function is:

\[
Z = \text{Tr} e^{-HT} = \sum_a <a|e^{-HT}|a> = \sum_{\{S_i=\pm 1\}} e^{-\sum_{i=1}^N V(S_i, S_{i+1})} \\
= \sum_{\{S_i=\pm 1\}} \exp \left[ -\sum_{i=1}^N (K^2 + KS_i S_{i+1} + (h/2)S_i) \right] \quad (1.3.7)
\]

which is the partition function of the 1-dimensional Ising Model with general coupling \( K \). So the analogy:

QFT path integral = Statistical Mechanics partition function.

The Free Energy "Density" of the 1-dimensional Ising model is given by
\[
F = \lim_{N \to \infty} \left[ -\frac{1}{N(\Delta T)} \ln Z \right] = \lim_{T \to \infty} \left[ -\frac{1}{T} \ln \text{Tr} \ e^{-HT} \right] = E_0
\]

(1.3.8)

So in QFT ground state energy = Statistical Mechanics free energy.

1.4 Gauge Action on the Lattice

The essential idea to put gauge theories on the lattice is to make the theory well defined as possible even losing Lorentz invariance but preserving the most important gauge invariance. In order to achieve this, Wilson\(^1\) set up the whole theory from the scratch, i.e. by redefining the degrees of freedom of the theory.

In the continuum for every path joining \(x\) and \(x'\) we define the parallel transport from \(x\) to \(x'\) by

\[
U_{xx'} = e^{ig \int A_\mu(y) dy^\mu}
\]

(1.4.1)

where \(A_\mu = A_\mu^a T^a\) (\(T^a\) are the generators of the group under consideration) and \(U_{xx'}\) belongs to the group (\(a\) runs from 1 to the dimension of the group).

Under a gauge transformation \(U(x)\) on \(A_\mu(x)\) the parallel transport \(U_{xx'}\) undergoes the transformation:

\[
U_{xx'} \rightarrow U(x)U_{xx'}U(x')
\]

(1.4.2)

The rotation of the frame in the charge space along a path through the points \(i_1 \rightarrow i_2 \ldots \ldots \rightarrow i_N\) is

\[
U_y = U_{i_N} U_{i_{N-1}} U_{i_{N-1}} \ldots U_{i_2} i_1
\]

and under a gauge transformation it transforms as
In particular, for a closed path \( U_\gamma \rightarrow U_{i_1} U_\gamma U_{i_1}^{-1} \) and this shows that the trace of \( U_\gamma \) is gauge invariant. On the lattice the parallel transport operator \( U_{xx'} \) is the basic dynamical variable which is defined on the link connecting the sites \( x \) and \( x' \). So on the lattice, the dynamical variables \( U_{xx'} \) always represent finite group transformations since they correspond to the transport along a path with finite length. This means that on the lattice, we should have not only Lie groups, but we could have also discrete finite groups as gauge groups.

The pure gauge action (for SU(N) groups) in the continuum is

\[
S_G = (2/g^2) \int \text{tr} F_{\mu\nu} F^{\mu\nu}
\]

(1.4.3)

where \( F_{\mu\nu} \) is the covariant field strength. Denoting \( U_{xx'} \) by \( U_\mu(x) \) as the link joining the lattice sites \( x \) and \( x + a_\mu \), we write the simplest possible gauge invariant action on the lattice (no fermions included):

\[
S_G = (\beta/N) \text{Re} \left[ \sum_{x,\mu,\nu,\text{plaquettes}} \text{Tr}[U_\mu(x)U_\nu(x + a_\mu)U_\mu^+(x + a_\nu)U_\nu^+(x)] \right]
\]

(1.4.4)

---

**Fig. 1.4.1** *Elementary Plaquette on a Lattice*
Writing $U_\mu(x) = e^{iag_0 A_\mu(x)}$ and using:

$$e^{ax} e^{ay} = e^{ax+ay+(1/2)a^2[x, y]} + o(a^3),$$

we get $S_G = (\beta/2N) \sum_{x, \mu, \nu} \text{Tr} A_\mu F_{\mu\nu} F^{\mu\nu} + o(a^5)$

which is the continuum action if we identify $\beta = 2N/g_0^2$.

Some notable remarks follow:

(i) From the above we see that on the lattice, the dynamical variables are elements of the gauge group associated with every link of the lattice.

From $U_\mu(n) = e^{iag_0 A_\mu(n)}$ and the fact that $ag_0 A_\mu(x)$ ranges from $[-\pi, \pi]$ (in SU(N) groups (compact groups)), we have noticed that the values of $A_\mu(n)$ are restricted to $(-\pi/ag_0, \pi/ag_0)$.

(ii) From (1.4.2) we see that $U(x)$ lives on the lattice sites and is not a dynamical degree of freedom. These are used just to gauge transform the dynamical variables $U_\mu(x)$.

(iii) The generating functional

$$Z = \prod_{\text{links}} dU_I e^{-\beta(U)}$$

(where $dU_I$ is the gauge invariant Haar measure[4] and $\beta = 2N/g_0^2$) is well defined as a multiple integral of a finite number of integrals and so we do not need to introduce gauge fixing à la Fadeev-Popov[4].

(iv) Even if it is not necessary, we can do a gauge fixing on the lattice eliminating a few degrees of freedom. This can be done by choosing the group elements $U(x)$ and $U(x+\mu)$ such that (1.4.2) becomes $U_\mu(x) \rightarrow U'_\mu(x) = 1$.  
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We can continue in this way for more links of the lattice up to a point where we have a maximal gauge fixing. Figure 4 shows two ways of gauge fixing in a 2-dimensional $4^2$ lattice.

**Key**

- Fixed Link
- Unfixed Link

**Fig. 1. 4. 2.** Axial Gauge Fixing

**Fig. 1. 4. 3.** Random Gauge Fixing

The important point about gauge fixing on a periodic lattice is that since the boundary links "curve back" to the lattice edges, they cannot be fixed.

**1.5 Strong Coupling Expansion and the Confinement of Heavy Quarks**

In the statistical analogue the strong coupling expansion
corresponds to the high temperature limit. In the continuum theory the strong coupling is difficult to be treated but on the lattice this limit is easy since we exponentiate in the path integral
\[ \beta \sum \text{plaq}'s \quad \text{and} \quad \beta = 2N/g_0^2. \]

Consider the vacuum expectation value of the \( W_C = \text{Tr} \prod_{l \in c} U_l \). \( C \) is a closed contour on the lattice and \( b,l \) denote links of the lattice,

\[ < W_C > = (1/Z) \int \Pi dU_b \text{Tr} \prod_{l \in c} U_l \prod \text{plaq} e^{\beta \text{plaq}}. \quad (1.5.1) \]

We can expand the exponential when \( \beta << 1 \) and since,

\[ \int dU_{ij} = 1, \quad (1.5.2) \]
\[ \int dUU_{ij} = 0 \quad (1.5.3) \]

and

\[ \int dUU_{ij}U^+_{kl} = (1/N) \delta_{ij} \delta_{kl}, \quad (1.5.4) \]

where \( i,j \) are color indices, we get \( < W_C > \sim e^{-\text{area}} \). Writing
\[ <W> = e^{-V(R)T} \] (since the quarks are static and are used as external sources only), we get \( V(R) \sim R \) where \( R \) is the spatial distance between the quarks and \( V(R) \) is the potential between the static quarks. (This is to leading order in strong coupling expansion and for large loops).

In general we expect:
\[ V(x) = \sigma(g_0)x, \quad (1.5.5) \]
where \( \sigma = \text{string tension} \). So we have a linearly confining potential at the strong coupling limit.
1.6 Renormalisability and Scaling

Physical quantities should be independent of the lattice cut-off $a$. This is the requirement of renormalisability which in mathematical form is written as:

$$a(d/da)m(a,g)=a(\partial/\partial a-\tilde{\beta}(g)\partial/\partial g)m(a,g)_{a \to 0} = 0,$$

$$m(a,g) = \text{some physical mass.}$$

The cut-off independence determines

$$\tilde{\beta}(g) = -\partial g/\partial a,$$

($\tilde{\beta} =$ the Gell-Mann beta function) which is equivalent to:

$$a(g)/a(g_0) = \exp(-\int_{g_0}^g dq/\beta(g))$$

(1.6.3)

In perturbation theory and at 2-loops (for the SU($N_C$) group),

$$\tilde{\beta}(g) = -\beta_0 g^3 - \beta_1 g^5 + \ldots,$$

(1.6.4a)

$$\beta_0 = 11N_c/48\pi^2, \quad \beta_1 = (34/3)/ (N_c 16\pi^2)^2$$

(1.6.4b)

So, if

$$\Lambda_{\text{lattice}} = a^{-1}(g_0)\exp(-\frac{1}{2\beta_0 g_0^2}),$$

is a cut-off independent parameter, then:
\[ a = \Lambda_{\text{lattice}}^{-1} \exp\left(-\frac{1}{2\beta_0 g^2}(\beta_0 g)^2\right) \]  

(1.6.5)

On the lattice we calculate (at various g's) dimensionless quantities \( m_a \), \( m_i \) (any hadron mass for example) and if we want to be consistent with the continuum limit we should have:

\[ m_i a = \text{const.} \exp\left(-\int_0^g \frac{dg}{\tilde{\beta}(g)}\right) \]  

(1.6.6)

which implies:

\[ \left(\frac{m_i a}{m_j a}\right) = \text{constant(Scaling)} \]  

(1.6.7)

For \( g \to 0 \), \( \tilde{\beta}(g) \) should approximate (1.6.4a) and this results to:

\[ ma = \text{const.} \exp\left(-\frac{1}{2\beta_0 g^2}(\beta_0 g)^2\right) \]  

so,

\[ \left(\frac{ma}{a(2\text{-loops})}\right) = c\Lambda_{\text{lattice}} = m \text{ (asymptotic scaling)} \]  

(1.6.8)

### 1.7 Monte Carlo Theory

Monte Carlo (MC) simulation is a method[5] which is used to approximate integrals by summing over randomly selected points in the integration space.

In field theories, it is applied to the calculation of quantities like
\[<O> = \int dU_b O[U_b] e^{-\beta S(U_p)} \tag{1.7.1} \]

where the operator \(O[U_b]\) is a function of the lattice configurations \(\{U_b\}\) (a lattice configuration is a set of \(U_b\) matrices of the gauge group on every link \(b\) of the lattice).

The essence of the method is to generate lattice configurations one after the other in the following sense: let \(\tau\) be the discrete computer time (also called the "fifth time") in the course of which these configurations are generated in a step by step fashion. We define the probabilities:

(a) the normalised transition probability \(P_{ij}\) of going from the configuration \(\{U_b(i)\}\) to the configuration \(\{U_b(j)\}\) in the computer \(\tau\) time step \(\tau\) and,

(b) the normalised probability of each configuration which for a system in thermal equilibrium is given by the Boltzmann distribution

\[\Pi_j = \Pi[U_b(j)] = Z^{-1} e^{-\beta S}.\]

With the M.C. method (1.7.1) is approximated by:

\[O(\tau) = (1/\tau) \Sigma_{i=1}^\tau O[U(i)] \tag{1.7.2} \]

So what we need is to generate in the computer time \(\tau\) a number of lattice configurations and then we calculate \(<O>\).

The method is expected to work if we generate configurations \(\{U_b(i)\}\) at each fifth time step \(i\) with the Boltzmann distribution (importance sampling). This can be achieved by the Metropolis et.al. algorithm [5]. This involves a generation of states with an initially symmetric transition probability \(P_{ij}^*\). We then define the transition probability from \(\{U_i\}\) to \(\{U_j\}\) configuration as
\[ P_j = P_{ij}^* \Pi_j \Pi_i \text{ if } \Pi_j \Pi_i < 1 \]  
(1.7.3a)

and

\[ P_{ij} = P_{ij}^* \text{ if } \Pi_j \Pi_i > 1 \]  
(1.7.3b)

with

\[ \Pi_j \Pi_i = e^{-\beta \Delta S}, \quad \Delta S = S[U(j)] - S[U(i)]. \]

Since it turns out that \( P_{ij} \) satisfies all the requirements of Markov chain theory, all we need to do is ensure that the computer updates configurations, calculates the change in the action \( \Delta S \) and accept or reject the update with criterion (1.7.3).

An important point of the method is the requirement of the detailed balance condition, i.e., \( \Pi_i P_{ij} = \Pi_j P_{ji} \). While it is possible to have the general rules on which MC simulations are based, there are some other practical factors which enter in the game, such as the observables we measure, the lattice size, the boundary conditions, the initial configurations and the length of the simulation. For example, the importance of choosing the boundary conditions is seen by the fact that an \( 8^4 \) lattice has \( 8^4 - 6^4 = 2800 \) points on its boundary and only 1296 points in its interior. Usually the lattice is assumed to be periodic to avoid finite size effects (even if we have not used a periodic lattice in this work!). Despite the fact that there are specific rules for MC simulations, in practice we have to deal with many other 'experimental' factors.

1.8a Lattice Fermion Schemes

In order to have a complete lattice model of QCD we must have a lattice model including fermions. This is quite a difficult problem since the discrete space-time structure of the lattice affects the chiral properties of the theory.

Consider the Dirac action for a fermion field coupled via the minimal subtraction to the gauge field \( A_\mu \) in the continuum:

\[ S_F = \sum_{\text{flavors}} [\bar{\Psi}_f (\not\partial + \not\Lambda + m_f) \Psi_f] \]  
(1.8a.1)
where the index $f$ stands for the different flavors. Beyond the local gauge symmetries, the action has the following global symmetries with generators acting on the flavor space:

i) $U_V(1): \psi_f \rightarrow e^{i\omega \gamma_5} \psi_f$

ii) $SU_V(N_f): \psi_f \rightarrow e^{i\omega \gamma_5} \psi_f$

iii) $U_A(1): \psi_f \rightarrow e^{i\omega \gamma_5} \psi_f$

iv) $SU_A(N_f): \psi_f \rightarrow e^{i\omega \gamma_5} \psi_f$

\[ \text{(1.8a.2)} \]

($\omega$ is the chiral rotation and $\gamma_5$ acts on the spin space). We want to keep these chiral symmetries on the lattice but there is no way to do this\[6\], and we can have only some remnants of these symmetries, recovering the full symmetries in the continuum limit.

The first step to put fermions on the lattice is to find the lattice approximation to the Dirac operator $\gamma^\mu \partial_\mu + m$. To preserve hermiticity we approximate the derivative $\partial_\mu$ by the symmetric difference

$$\partial_\mu \psi(x) \rightarrow \partial_\mu \psi(x) = (\psi(n+\mu) - \psi(n-\mu))/2a$$

where the $\Gamma$ matrices satisfy $\{ \Gamma_\mu, \Gamma_\nu \} = 2\delta_\mu_\nu$ with $\Gamma_5 = \Gamma_1 \Gamma_2 \Gamma_3 \Gamma_4$.

Under a gauge transformation $g(n)$ on a lattice site $n$ we have:

$$\psi(n) \rightarrow g(n)\psi(n) \quad \bar{\psi}(n) \rightarrow \bar{\psi}(n)g^{-1}(n) \quad (1.8a.3)$$

and the object $\bar{\psi}(n)U_\mu(n)\psi(n+\mu)$ is gauge invariant. The action (1.8.1) can now be written as:
\[ S_F = a^4 \Sigma_n \left[ \left\{ \Sigma_\mu (1/2a) [ \overline{\Psi}(n) \Gamma^\mu U_\mu(n) \Psi(n+) - \overline{\Psi}(n) \Gamma^\mu U^+(n) \Psi(n-\mu) + m \overline{\Psi}(n) \Psi(n) \right\} \right] \]  

(1.8a.4)

Rescaling \( \Psi(n) \) to \( \Psi(n) = 2^{1/2} a^{3/2} \Psi(n) \) we get

\[ S_F = \Sigma_n \left[ \left\{ \Sigma_\mu [ \overline{\Psi}(n) \Gamma^\mu U_\mu(n) \Psi(n+) - \overline{\Psi}(n) \Gamma^\mu U^+(n) \Psi(n-\mu) + 2ma \overline{\Psi}(n) \Psi(n) \right\} \right] \]  

which in matrix form is written as \( S_F = \overline{\Psi}[M + 2ma] \Psi \).

Consider now the free field case (\( U_\mu(n) = 1 \)). The equation for the propagator reads:

\[ \Sigma_\mu \Gamma^\mu [G(n+,o) - G(n-,o)] + 2ma G(n,o) = 8n,o \]

which (after usual Fourier transformations) gives:

\[ G(q) = \frac{(2ma - i \Sigma_\mu \Gamma^\mu \sin q_\mu) / [(2ma)^2 + \Sigma_\mu \sin^2 q^\mu]} \]

(1.8a.6)

and when \( m = 0 \), \( G(q) \) has poles at \( q_\mu = 0 \) or \( \pi \). So there are 16 poles (in 4-dimensions) and 16 degenerate fermions. This is often called the "doubling problem". We present now a scheme proposed by Wilson which avoids the "doubling problem" at the expense of a non-chirally symmetric action.

### 1.8b Wilson Fermions

In this scheme the chiral symmetry is broken explicitly by a term in the action which is proportional to the lattice spacing \( a \). For the free field case the action is

\[ S_{\text{Wilson}} = 1/2 \Sigma_n \overline{\Psi}(n) \left[ \left( \Gamma^\mu - r \Gamma^\mu \right) \Psi(n+) \right] + m \Sigma_n \overline{\Psi}(n) \Psi(n) \]  

(1.8b.1)
where \( r \) is the Wilson \( r \)-parameter. The equation satisfied from the propagator is (for the free case)

\[
\frac{1}{2} \sum_\mu \left[ (\Gamma_\mu - r 1) G(n+\mu) - (\Gamma_\mu + r 1) G(n-\mu) \right] + m(G(n)) = \delta_{no},
\]

hence

\[
G(q) = \left[ m + \sum_\mu (i \Gamma_\mu \sin q_\mu - r \cos q_\mu) \right]^{-1}
\]

So the values of the propagator are:

\[
\begin{align*}
m+4r & \quad \text{at} \quad q_\mu = (\pi, \pi, \pi, \pi) \\
m+2r & \quad \text{at} \quad q_\mu = (0, \pi, \pi, \pi) \\
m & \quad \text{at} \quad q_\mu = (0, 0, \pi, \pi) \\
m-2r & \quad \text{at} \quad q_\mu = (0, 0, 0, \pi) \\
m-4r & \quad \text{at} \quad q_\mu = (0, 0, 0, 0)
\end{align*}
\]

The case \( r = 1 \) is special. In this case we have the \( 1 \pm \Gamma_\mu \) projection operators in the action and the free field propagator is recovered for \( m = 4 \) or (defining the Wilson's hopping parameter \( k \) as \( k = 1/(2m) \)) \( k = 1/8 \). We notice that even at \( m=0, r\neq 0 \), there is no chiral symmetry.

### 1.8c Kogut-Susskind Fermions

On a lattice with an even number of sites in each direction, we can have 4 degenerate flavors instead of 16. This is done by a unitary site dependent transformation which diagonalises the action in the spin space.

We define

\[
\Psi(n) = \Gamma_1^{n_1} \Gamma_2^{n_2} \Gamma_3^{n_3} \Gamma_4^{n_4} X(n), \quad n=(n_1,n_2,n_3,n_4).
\]

Then (18a.4) becomes

\[
S_F(\Psi, \bar{\Psi}, U) = \sum_n \{ \sum_\mu (-1)^{n_1+n_2+\cdots+n_\mu-1} \bar{X}(n) U_\mu(n) X(n+\mu) - \text{h.c.} + m\bar{X}(n)X(n) \}.
\]

(1.8c.1)
The action now is diagonal in the spin space since the X's are not spinors but just complex numbers.

1.9 Fermion Calculations

The X fields in the Kogut-Susskind scheme are Grassmannian fields which obey the algebra:

\[ \{X_i, X_j\} = \delta_{ij} \]

\[ \{X_i, X_j\} = \{\overline{X}_i, \overline{X}_j\} = 0 \]

\[ \int \! \! dXX = 1, \int \! \! dX = 0. \] (1.9.1)

The action (1.8c.1) can be written as

\[ S(X,\overline{X},U) = \overline{X}[M(U)+2ma]X, \] (1.9.2)

and the path integral becomes

\[ \int \! dXd\overline{X}[dU(x,\mu)]e^{-S(U)-S(X,\overline{X},U)} \] (1.9.3)

Since the X's belong to a Grassmannian algebra, it is not practical to use Monte Carlo techniques on the fermionic part of the action. However, since the fermionic part of the action is Gaussian we can integrate out the fermionic degrees of freedom resulting in

\[ Z = \int \! [dU(x,\mu)]\text{Det}[M(U)+2ma] \ e^{-S(U)}. \] (1.9.4)

For the propagator we now have:

\[ \langle \overline{x}_x x_y \rangle = \int \! \! dXd\overline{X}[dU(x,\mu)]\overline{x}_x x_y e^{-S(U)-S(X,\overline{X},U)} = \]

\[ \int \! dU(x,\mu)[M(U)+2ma]^{-1} \text{y}_{xy} \text{Det}[M(U)+2ma]e^{-S(U)} \] (1.9.5)

The determinant describes the creation and annihilation of quark-
antiquark pairs in the vaccum and $[M(U)+2ma]$ runs over all possible paths from x to y. To incorporate fermion loops in the construction of the vacuum we should calculate the determinant $\text{Det} [M(U) + 2ma]$.

The matrix $[M(U) + 2ma]$ is very large and the calculation of the $\text{Det} [M(U)+2ma]$ is not easy. Most of the calculations have been done in the so-called quenched approximation, i.e., $\text{Det}[M(U)+2ma] = 1$.

1.10 Chiral Symmetry Breaking

To test the breaking of chiral symmetry[7], we use as an order parameter the Vacuum Expectation Value (VEV) of $\bar{X}X$. Chiral symmetry is broken if $\lim_{m \to 0} \langle \bar{X}X(m) \rangle \neq 0$. Since the lattice is a finite system we have to take care of all the different degenerate minima of the effective potential which lead to $\langle \bar{X}X(m) \rangle = 0$ even if the symmetry is broken. The correct criterion is:

$$\lim_{m \to 0} \lim_{\text{volume} \to \infty} \langle \bar{X}X(m) \rangle \neq 0$$

(the limits do not commute).

We can express $\langle \bar{X}X(m) \rangle$ in terms of the density of the eigenvalues of $[M(U)+2ma]$ near to zero[8], i.e.,

$$\lim_{m \to 0} \lim_{\text{volume} \to \infty} \langle \bar{X}X(m) \rangle a^3 = 3\pi \rho(0) \quad (1.10.1)$$

which shows that it is the zero modes of the matrix which signal whether or not the chiral symmetry is broken.
CHAPTER TWO

2.1 An Introduction to Continuum Topology

In this chapter we present a brief outline of some aspects of the continuum topology. The main framework will be the theory of fibre bundles[9]. Some invariants, topological in nature, which have the form of a group (homotopy, cohomology groups) are also discussed.

A bundle is the collection \((E, \Pi, X, G, U_\alpha)\) where \(E\) is the total space, \(X\) is a topological space (base space), \(\Pi\) is a map from \(E \to X\), \(F\) is the fibre of the bundle and \(G\) is a group of homeomorphisms acting on the elements of the fibre \(F\). \(U_\alpha\)'s are the covering patches of \(X\) and for each \(U_\alpha\) there is a homeomorphism

\[\Phi_\alpha : \Pi^{-1}(U_\alpha) \to U_\alpha \times F : \Pi^{-1}_\alpha(x,f) = x, x \in U_\alpha, f \in F.\]

A physical interpretation of this rather abstract mathematical terminology is as follows:

On the intersection \(U_\alpha \cap U_\beta \neq \emptyset\) we have:

\[\Phi_\alpha \Phi_\beta^{-1} : (U_\alpha \cap U_\beta) \times F \to (U_\alpha \cap U_\beta) \times F\]

and for fixed \(x \in U_\alpha \cap U_\beta\), \(\Phi_\alpha \Phi_\beta^{-1}\) is a homeomorphism from \(F \to F\).

The function \(\Phi_\alpha \Phi_\beta^{-1}(x)\) is called a transition function and is denoted by \(g_{\alpha \beta}(x)\). Later it is shown that it represents, what we call, in physics, the transition function between two overlapping patches. Actually, the transition functions represent the change of coordinates between the two patches. The transition functions satisfy the following properties:
i) \( g_{\alpha\alpha}(x) = \text{identity}, \ x \in U_{\alpha} \)  

(2.1.1a)

ii) \( g_{\alpha\beta}(x) = g_{\beta\alpha}^{-1} \),  
\( x \in U_{\alpha} \cap U_{\beta} \)  

(2.1.1b)

\[ \omega_{\alpha\beta}(x) = g_{\alpha\beta}(x)g_{\beta\gamma}(x), \ x \in U_{\alpha} \cap U_{\beta} \cap U_{\gamma} \]  
(cocyle condition)  

(2.1.1c)

If we fix the coordinate system in the base space and change \( \Phi_{\alpha} \) to \( K_{\alpha} \), then by defining \( g_{\alpha}(x) = \Phi_{\alpha}K_{\alpha}^{-1}, \ x \in U_{\alpha} \) and \( g_{\beta}(x) = \Phi_{\beta}K_{\beta}^{-1}, \ x \in U_{\beta} \), we see that:

\[ g_{\alpha\beta}(x) = K_{\alpha}K_{\beta}^{-1} = g_{\alpha\gamma}^{-1}(x)g_{\alpha\beta}(x)g_{\beta}(x), \ x \in U_{\alpha} \cap U_{\beta} \]  

(2.1.1d)

Before we explain the mathematical terminology used in this work, some other useful points on the theory of bundles are outlined.

In physics we mainly use principal bundles and a principal bundle \( P \) is a bundle where the group \( G \) is identified with the fibre \( F \). A section from \( U_{\alpha} \) to \( P \) is the map \( S: U_{\alpha} \to P \) which somehow undoes the work that the map \( \Pi \) does. So, if \( \omega \) is a form on \( P \) as usual \( S^*\omega \in T^*U_{\alpha} \), where \( \omega \in T^*P \) (\( T^*P \) is the cotangent space of \( P \)). If we denote the coordinates of a point in the bundle as \((x, g), \ x \in X, \ g \in G\), then by defining \( \omega = g^{-1}dg^{-1} + g^{-1}Ag \) (\( \omega \in T^*P \)), we have (by doing the transformation: \((x, g) \to (x', g'), \ x = x'\),

\[ g^{-1}dg' + g^{-1}A'g' = g^{-1}dg + g^{-1}Ag \]  
(i.e. demanding invariance of \( \omega \)), which implies that:

\[ A' = hAh^{-1} + hdh^{-1} \text{ with } g' = hg, \ h \in G \]  

(2.1.2)

Relation (2.1.2) gives clearly the identification of the gauge transformation as a map from fibre to fibre.

To give a clearer picture, we write on the overlap of 2 coordinate patches \( U_{\alpha} \cap U_{\beta} \neq \emptyset \), \( A_{\mu}^{\alpha}(x) = g_{\alpha\beta}(x)[A_{\mu}^{\beta}(x)] \), where \( A_{\mu}^{\alpha}(x) \) is the
gauge field in $U_\alpha$ and $A_\mu^\beta(x)$ is the gauge field in $U_\beta$.

Then doing a gauge transformation in $U_\alpha$ and in $U_\beta$, we have (the primed fields are the gauged transformed fields):

$$A'_\mu^{(\alpha)}(x) = g'^{(\alpha)}(x) [A^{(\alpha)}_\mu] , x \in U_\alpha$$

$$A'_\mu^{(\beta)}(x) = g'^{(\beta)}(x) [A^{(\beta)}_\mu] , x \in U_\beta$$

If $A'_\mu^{(\alpha)}(x) = g'^{(\alpha)}(x) [A^{(\beta)}_\mu]$, we get $\frac{\partial}{\partial x} g'^{(\alpha)}(x) g'^{(\beta)}(x) g'^{-1}(x)$, and this reflects the connection with physics of the above terminology. So, using language more familiar to a physicist, we arrive again at (2.1.1d), which was derived previously by the theory of fibre bundles.

We now give some general aspects of the topology in the continuum which refer to the theory of characteristic classes. Generally, using topological arguments (mainly continuity arguments) and differential geometry, we find some topological invariants for various manifolds. The main topological invariants we will use are the homotopy and cohomology groups and the characteristic classes of bundles which are mappings from cohomology groups to cohomology groups.

We start with the well known result

$$\Pi_3(SU(2)) = \Pi_3(S^3) = \mathbb{Z}.$$  \hspace{1cm} (2.1.3)

This leads to $SU(2)$ (and to the extent that $SU(2)$ is embedded in $SU(3)$) instantons. $\Pi_3$ is the third homotopy
The group of the SU(2) group space (i.e. S3) and physically shows how many times we go around SU(2) when we have been around S3 once.

The significance of the above relation comes from the following: we start from the requirement of finite energy solutions to Yang-Mills (Y-M) equations in E4.

The action $S = \frac{1}{2} \int d^4x \text{Tr} F_{\mu\nu} F^{\mu\nu}$ must have a finite value at $|x| \to \infty$ and for this to happen $F_{\mu\nu} \to 0$. This is satisfied by $A_\mu(x) = 0$ or by the pure gauge $A_\mu(x) \to g^{-1}(x) \partial_\mu g(x)$, where $g(x)$ is the gauge transformation at $|x| \to \infty$.

We can consider then $g(x)$ as a map from S3 [sphere at infinity in R4 so $|x| \to \infty$] to SU(2) and we saw above that this map is classified by $\Pi_3 [SU(2)] = \mathbb{Z}$. We can therefore associate with every $g(x)$ an integer $K \in \mathbb{Z}$ which we call the winding number. This number actually classifies all the bundles over S4 with gauge group(fibre) SU(2).

In the case of SU(3), the picture is not so simple but we can consider the SU(3) group as a $D = 8$ manifold and consider this as a bundle over a S5 sphere with gauge group SU(3) (the S5 spheres come from the fact that for every row of an SU(3) matrix with elements $a, b, c$ we have $|a|^2 + |b|^2 + |c|^2 = 1$ and this picture of the manifold structure of the SU(3) group is useful when we try to construct the topological charge[10] for the SU(3) case).

Now we consider the characteristic classes for the SU(2) bundle over S4, i.e. the cohomology classes defined over the S4 with fibre the SU(2) group. For the cohomology class to be non-trivial it has to consist of closed but non-exact forms.

Some characteristic classes (Pontrjagin, Chern, Euler) are are obtained by Lie algebra invariant polynomials of the curvature tensor $F_{\mu\nu}$ and here we just denote the result. If $C_i(P)$ is the Chern class (P is the principal bundle of the SU(2) group) then $C_{i/2}(P)$
$\in H^i(X,\mathbb{R})$, where $H$ is the cohomology group over the base space-time space $X$ with coefficients in $\mathbb{R}$, and $i$ represents the order of the cohomology group. In terms of the above mentioned polynomials of $F_{\mu\nu}$, we can write:

$C_i(P) = P_i(F)$ ($P_i$ = polynomial of $F_{\mu\nu}$) and since $F_{\mu\nu} = A_\mu A_\nu dx^\mu dx^\nu$ is a 2-form, $C_i(P)$ must be a 2i-form. The polynomials $P_i$ appear when we expand the

$$\text{Det}(t^1 + iF/2\pi) = \sum_{i=0}^{\text{Dimension of the Group \(m\)}} t^i P_{m-i}(F) \quad (2.1.4a)$$

and so for the SU(2) group, $C_1(P) = 0$, $C_2(P) = -(1/16\pi^2) F \wedge F$.

$$C_2(P) \quad (2.1.4b)$$

This is the result for which we were looking. $C_2(P)$ is, what is called in 'instanton physics', the winding number. Integrating $C_2$ over $S^4$ and since $H^4[S^4; \mathbb{Z}] = \mathbb{Z}$, we get $C_2 \in \mathbb{Z}$.

We now give further details on the winding number in the following way:

Define

$$\Omega_\mu = 4\epsilon^{\mu\nu\lambda\rho} \text{Tr}[A_\nu \partial_\lambda A_\rho + (2/3) A_\nu A_\lambda A_\rho] \quad (2.1.5)$$

then

$$\partial_\mu \Omega^\mu = 2\text{Tr} F_{\mu\nu} \tilde{F}^{\mu\nu} \quad (2.1.6)$$

($F^{\mu\nu} = (1/2)\epsilon^{\mu\nu\rho\sigma} F_{\rho\sigma}$ is called the dual tensor). So

$$\int d^4 x \text{Tr} F_{\mu\nu} \tilde{F}^{\mu\nu} = (1/2) \int_{S^4} d\sigma \sigma^\mu \Omega_\mu \quad (2.1.7)$$

and since the winding number is
\[ \eta = (1/16\pi^2)\int d^4x \text{Tr} F_{\mu \nu} \tilde{F}^{\mu \nu} \quad (2.1.8) \]

we get

\[ \eta = (1/32\pi^2)\int d\sigma \, \Omega^\mu \quad (2.1.9) \]

In the Euclidean space \((F_{\mu \nu} \pm \tilde{F}^{\mu \nu})^2 = 2(F_{\mu \nu} F^{\mu \nu} \pm F_{\mu \nu} \tilde{F}^{\mu \nu})\)

(since \(\epsilon_{\mu \nu \rho \sigma} = 2\delta^{\mu \nu} \rho \sigma\)). Hence

\[ \text{Tr} \int F^2 d^4x \geq \left| \int \text{Tr} F \tilde{F} d^4x \right| = 16\pi^2 \eta \quad (2.1.10) \]

Since the Euclidean action

\[ S_{\text{Euclidean}} = (1/2)\int d^4x \text{Tr} F_{\mu \nu} F^{\mu \nu} \quad (2.1.11) \]

we finally get

\[ S_E \geq 8\pi^2/g^2 \quad (2.1.12) \]

So the action is minimized when \(F_{\mu \nu} = \pm \tilde{F}^{\mu \nu}\) and solutions with this property are called (anti)-selfdual solutions. The (anti)-selfdual gauge fields are the most important extrema of the action, i.e. they are always absolute minima for a given winding number. Belavin et al.\cite{11} constructed solutions which satisfy the (anti)-selfduality condition for \(\eta = 1\). The somewhat hidden point in the construction of the \(\eta = 1\) instanton solution is that the possibility to construct such a solution comes from the fact that we compactify on a sphere.

Now we give the expression for \(\eta\) in terms of the transition functions, which we will use when we discuss the form of \(n\) using twisted boundary conditions (TBC).
Using (2.1.7)

\[ \eta = (1/16\pi^2) \int d^4x \text{Tr} F_{\mu\nu} \tilde{F}^{\mu\nu} = \]

\[ (1/16\pi^2) \sum_\mu [d^3\sigma_\mu [\Omega'_\mu(x_\mu=a_\mu)-\Omega'_\mu(x_\mu=0)] \]

(2.1.13)

and \( \Omega'_\mu = 2\Omega_\mu \), \( \Omega_\mu \) as defined in (2.1.5). Here we work in a finite Euclidean box, \( x_\mu \) represents a point in the 4-dimensional Euclidean box and \( a_\mu \) are the sizes of the box in the \( \mu \) direction.

Denoting by

\[ A_\mu^{(i)} = U_{ij} A_\mu (j) U_{ij}^{-1} + U_{ij} \partial_\mu U_{ij}^{-1} \]

(2.1.14)

(where \( i,j \) represent 2 coordinate patches which overlap and \( U_{ij} \) is the transition function on the overlap), we get[12]

\[ \eta = (1/24\pi^2) \sum_\mu [d^3\sigma_\mu \epsilon^{\mu\nu\rho\sigma} \{ \text{Tr} [((U^{-1})_{ij} U_{ij})(U^1_{ij})_{\rho} U_{ij}(U^1_{ij})_{\sigma} U_{ij}] \} ] \]

\[ + (1/8\pi^2) \sum_{\mu,\nu} [d^2S \epsilon^{\mu\nu\rho\sigma} \text{Tr} [(U_{ij})_{\rho} U_{ij}(U_{ij})_{\sigma} U_{ij}]] \}

(2.1.15)

2.2 Introduction to Twisted Boundary Conditions (TBC)

Here we present in a pedagogical way, the basic ideas which concern the twisted boundary conditions. The TBC were first introduced by 't Hooft[13], when he presented a general formulation for the definition of electric (\( \Phi_E \)) and magnetic (\( \Phi_B \)) fluxes in the non-Abelian gauge theories in such a way to make them gauge invariant. His definition "gave" them properties characteristic of fluxes (from our experience in the Abelian case), such as additivity, to be covariantly constant and to be related to the space-time topology. These properties distinguish the fluxes from
the Wilson loop which is not necessarily covariantly constant and additive.

TBC have appeared in various papers (see Ref. [14], for example) where it was shown that the QCD vacuum is a condensate of chromomagnetic vortices whose flux is quantized according to the centre of the SU(N), i.e. \( Z(N) \), and the so-called twist transition functions correspond to the phase of the unstable mode of the gauge field.

't Hooft showed that it is possible to have topologically stable fluxes if the space is not simply connected (i.e. the first homotopy group is not trivial). The main idea underlying the TBC is that all physical quantities must be periodic but since the gauge field \( A_\mu \) is not an observable, it can be periodic up to a gauge transformation.

As we saw in section 2.1, Euclidean solutions to the classical YM equations were found when we compactified on \( S^4 \) and since \( \Pi_1(S^4)=0 \) and \( \Pi_1 \) is the 1st homotopy group, we have to seek for a manifold \( M \) with \( \Pi_1(M) \neq 0 \) if we want a manifold with non-trivial first homotopy group. So, instead of \( S^4 \), we choose the base space-time manifold \( M \) to be \( T^4=S^1 \times S^1 \times S^1 \times S^1 \) and it is known that \( \Pi_1(S^1 \times S^1 \times S^1 \times S^1) = \mathbb{Z} \oplus \mathbb{Z} \oplus \mathbb{Z} \oplus \mathbb{Z} \).

Now instead of compactifying on \( S^4 \), we work on \( T^4 \) (the 4-torus will be labelled by a 4-dimensional hypercube, i.e. \( 0<x_\mu<a_\mu \) and inside the space is flat). On the torus, the TBC lead to electric and magnetic fluxes without the necessity to introduce explicit sources (in the form of a quark anti-quark pair at opposite edges of the box to create these fluxes[15]). These fluxes are labelled by 6 integers (in \( D=4 \)) which are topological invariants and express the non-triviality of the bundle over \( T^4 \). The general form of the TBC is [13]

\[
A_{\nu}(x^\mu=a_\mu)=\Omega_{\mu}(x)A_{\nu}(x^\mu=0)\Omega_{\mu}^{-1}(x) - i \Omega_{\mu} \partial_{\nu} \Omega_{\mu}^{-1} \tag{2.2.1}
\]
where \( A_v \) is the gauge field in the \( v \) direction and \( \Omega_\mu \) the transition function in the \( \mu \) direction. Because we must have a single valued gauge field at the corners of the box, we deduce:

\[
A_v(x_\mu = a_\mu, x_\lambda = a_\lambda) = \Omega_\mu(x)[A_v(x_\lambda = a_\lambda)] = \Omega_\lambda(x)[A_v(x_\mu = a_\mu)] \tag{2.2.2}
\]

where we use the compact notation

\[
A_v(x_\mu = a_\mu, x_\lambda = a_\lambda) = \Omega_\mu(x)[A_v(x_\lambda = a_\lambda)]
\]

for

\[
A_v(x_\mu = a_\mu, x_\lambda = a_\lambda) = \Omega_\mu(x_\mu = 0, x_\lambda = a_\lambda)
\]

\[
\Omega^{-1}_\mu(x_\mu = 0, x_\lambda = a_\lambda) = \Omega_\mu(x_\mu = 0, x_\lambda = a_\lambda) \partial_v \Omega^{-1}_\mu(x_\mu = 0, x_\lambda = a_\lambda)
\]

This leads to

\[
\Omega_\mu(x+av) \Omega_v(x) = \Omega_v(x+a_\mu) \Omega_\mu(x)Z_{\mu v} \tag{2.2.3}
\]

The factor \( Z_{\mu v} \) enters from the invariance of the gauge field under the \( Z(N) \) Group, i.e. \( A_\mu = ZA_\mu Z^{-1} = A_\mu \) and so \( Z_{\mu v} \in Z(N) \), i.e.:

\[
Z_{\mu v} = e^{-2i\pi \eta_{\mu v}/N} \tag{2.2.4}
\]

where \( N \) corresponds to the order of the SU(N) group and \( \eta_{\mu v} \) is the antisymmetric twist tensor with integer values. Geometrically, \( \eta_{\mu v} \) labels the different twist bundles over \( T^4 \) with gauge group \( SU(N)/Z(N) \) and corresponds to the instanton number which classifies the bundles over \( S^4 \).

We can now define the electric and magnetic fluxes in the following way:

\[
K_i = \eta_{4i} \tag{i=1,2,3} \text{ (we are working in 4-dimensions)} \] is the electric flux \( (\Phi_E) \) and \( M_k = \epsilon_{kij} \eta_{ij} \tag{i,j=1,2,3} \) is the magnetic flux \( (\Phi_B) \) in the \( k \)-direction. This is a very simplified picture and if we want to define the fluxes more rigorously on \( T^4 \), we should define the order and disorder operators of 't Hooft which satisfy the \( Z(N) \) algebra,
i.e. $A(C)B(C')=B(C')A(C)Z_{\mu\nu}$, where $A(C)$ measures $\Phi_B$ through $C$ ($A(C)$ is identified as the usual Wilson loop operator) or $\Phi_E$ along $C$ and $B(C')$ measures $\Phi_E$ through $C'$ or $\Phi_B$ along $C$ (Fig. 2.2.1). So if $|m\rangle$ is a state with magnetic flux $m$, 

$$A(C)|m\rangle = e^{2i\pi m/N}|m\rangle \quad \text{and} \quad A(C)B(C')|m\rangle = e^{2i\pi (m+1)/N}B(C')|m\rangle,$$

i.e. $B(C')$ creates one unit of magnetic flux through $C'$.

**Fig. 2.21 Fluxes à la 't-Hooft**

Here we give a realization of 't Hooft's fluxes in a simple way. Working only in the 1-2 level we have from the consistency condition (2.2.3)

$$\Omega_1(x_1, x_2 + a_2)\Omega_2(x_1, x_2) = \Omega_2(x_1 + a_1, x_2)\Omega_1(x_1, x_2)Z_{12} \quad (2.2.5)$$

We now define

$$\Phi_{\text{'t-Hooft}} = \Omega_1^{-1}(x_1, x_2)\Omega_1^{-1}(x_1 + a_1, x_2)\Omega_1(x_1, x_2 + a_2)\Omega_2(x_1, x_2) \quad (2.2.6)$$

which is covariantly constant and additive.

For the SU(N) groups

$$\Phi_{\text{'t-Hooft}} = e^{2i\pi n_{12}/N}. \quad (2.2.7)$$
This reminds us of the definition of the fluxes in the Abelian gauge theories where the fluxes are defined as $e^{ig\Phi}$.

We now discuss the effect of the gauge transformation on the transition 'twist' functions $\Omega_\mu$.

After a gauge transformation on the gauge field $A_\mu$ we get:

$$A'_\mu(a_1+x_1, x_2) = g(a_1+x_1, x_2)A_\mu(a_1+x_1, x_2)g^{-1}(a_1+x_1, x_2)$$

$$-(i/g)(\partial_\mu g(a_1+x_1, x_2))g^{-1}(a_1+x_1, x_2), \quad (2.2.8)$$

where $g(x)$ represents the gauge transformation.

Using the TBC conditions we get:

$$A'_\mu(a_1+x_1, x_2) = \Omega'_1(x_1, x_2)A'_\mu(x_1, x_2)\Omega^{-1}_1(x_1, x_2)$$

$$-(i/g)(\partial_\mu \Omega'_1(x_1, x_2))\Omega^{-1}_1(x_1, x_2) \quad (2.2.9)$$

and

$$A_\mu(a_1+x_1, x_2) = \Omega_1(x_1, x_2)A_\mu(x_1, x_2)\Omega^{-1}_1(x_1, x_2)$$

$$-(i/g)(\partial_\mu \Omega_1(x_1, x_2))\Omega^{-1}_1(x_1, x_2) \quad (2.2.10)$$

Solving the above equations we get:

$$A_\mu(x_1, x_2) = (i/g)\Omega^{-1}_1(x_1, x_2)(\partial_\mu \Omega_1(x_1, x_2)) +$$

$$(i/g)\Omega^{-1}_1(x_1, x_2)g^{-1}(a_1+x_1, x_2) (\partial_\mu g(a_1+x_1, x_2))\Omega_1(x_1, x_2) +$$

$$\Omega^{-1}_1(x_1, x_2)g^{-1}(a_1+x_1, x_2)\Omega'_1(x_1, x_2)g(x_1, x_2)$$

$$A_\mu(x_1, x_2)g^{-1}(x_1, x_2)\Omega^{-1}_1(x_1, x_2)g(a_1+x_1, x_2)\Omega_1(x_1, x_2).$$
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\[(i/g)\Omega_1^{-1}(x_1,x_2)g^1(a_1+x_1,x_2)[\Omega'_{1}(x_1,x_2)(\partial_\mu g(x_1,x_2)) + \partial_\mu \Omega'_{1}(x_1,x_2)]\Omega_1^{-1}(x_1,x_2)g(a_1+x_1,x_2)\Omega_1(x_1,x_2)\]  
(2.2.11)

which is satisfied for

\[\Omega'_{1}(x_1,x_2) = g(a_1+x_1,x_2)\Omega_1(x_1,x_2)g^{-1}(x_1,x_2)\]  
(2.2.12a)

In a similar way:

\[\Omega'_{2}(x_1,x_2) = g(x_1,x_2+a_2)\Omega_2(x_1,x_2)g^{-1}(x_1,x_2).\]  
(2.2.12b)

This gives us the freedom to pick up a gauge with \(\Omega_1=1\) or \(\Omega_2=1\) and one such choice which satisfies the TBC is (for the SU(2) group):

\[a_1(x_1,x_2) = e^{i\pi \eta_{12}} \sigma_3, \quad \eta_2 = 1\]  
(2.2.13)

In this case \(\Omega_1(x_1+a_1,x_2) = e^{i\pi \eta_{12}} \Omega_1(x_1,x_2)\) and, if we denote by \(h(p)\) a curve in \(SU(N)/Z(N)\) i.e.,

\[h(p) = \Omega_1^{-1}(x_1,x_2) \Omega_1(x_1,x_2+p) a_2 \geq p \geq 0,\]

we see that \(h(p)\) varies from 1 \((p=0)\) to \(e^{i\pi \eta_{12}} (p=a_2)\). From this example we have a better understanding of the geometrical meaning of \(\eta_{12}\) as a label of the different equivalent classes in \(SU(N)/Z(N)\), i.e., \(\eta_{\mu \nu} \epsilon \Pi_1[SU(N)/Z(N)] = Z(N)\) and from the values of \(\eta_{\mu \nu}\) we can classify whether or not a bundle is trivial \((\eta_{12} = 0\) corresponds to untwisted trivial bundles).

As in the instanton case (transition from one vacuum to the other happens by changing the winding number) here also (using TBC) we
cannot transfer from one homotopic class to the other without changing $\eta_{\mu\nu}$.

Some last remarks follow:

(a) When we will apply the TBC on the lattice, the only assumption we will make is the periodicity of the non-local quantities and not of the gauge field itself (demanding periodicity of the gauge field itself excludes the possibility to introduce non-trivial $\eta_{\mu\nu}$'s). We present now an example (in $D = 2$) of the periodicity of the non-local Wilson loop operator in a finite box in the continuum$^{[16]}$.

We use 2 gauges (Fig.2.2.2):

In Gauge 1:
$$A_1^\mu (1)(x) = 0 \quad A_2^\mu (1)(0, x_2) = 0$$

and in Gauge 2:
$$A_1^\mu (2)(x) = 0 \quad A_2^\mu (2)(a_1, x_2) = 0$$

and by relating
$$A_{\mu}^2 = g(x)[A_{\mu}^1(x)] \quad (2.2.14a)$$

we deduce that $g(x) = g(x_2)$. From the periodicity of the Wilson loop $\text{Pexp} \int A_{\mu} dx^\mu$ (P stands for the path ordering) and using (2.2.14a):

$$A_{2}^\mu (a_1 + x_1, x_2) = \Omega_1 (x_2) [A_{2}^\mu (1)(x_1, x_2)], \quad (2.2.14b)$$

with $\Omega_1(x_2) = g^{-1}(x_2)$

i.e., the transition function is the inverse of the gauge transformation.
(b) The second point we want to refer to is the following:

From the general theory of classical solutions to Y-M equations (Solitons), it is known that these solutions have a quantized flux and a finite energy. We noted earlier that the 't Hooft fluxes were quantized and the quantization comes through the $\mathbb{Z}(N)$ group.

The point which remains to be established is whether the classical energy of the configurations which satisfy the TBC is bounded from below by a positive lower bound.

In Chapter 3, we give the explicit formula for the action under the TBC which shows there could be a positive lower limit, but here we follow [17] to present some arguments, qualitative in nature, for the configurations which satisfy the TBC. Ambjorn and Flyvbjerg [17] showed that it is possible to have magnetic flux different from zero and $E_{\text{classical}} = 0$ (in the non-Abelian case only). As an illustration, we present their example. Since, under a gauge transformation $\eta_{\mu\nu}$ is invariant, we choose as

$$\Omega_1 = 1, \quad \Omega_2 = 1 \quad \text{for} \quad m_3 = 0$$

($m_3 =$ magnetic flux in the 3rd direction) = $\varepsilon_{312} \eta_{12}$) and
We can easily check that the configurations $A_{\mu} = H(x_1)\delta_{\mu 2}\sigma_3/2$, with $H(x_1)$ periodic in $x_1$, and $A_{\mu} = 0$ can have $m_3 \neq 0$ (and so non-zero magnetic flux $\Phi_B$) but $E_{\text{classical}} = 0$. The mathematical reasoning for this is simple and is attributed to the fact that two constant transition functions on a torus $T^2$ do not give a trivial bundle but for a sphere we have only one coordinate patch (since a sphere is covered by two patches) at the overlap and a constant transition function maps everything to a single point and of course a bundle over a single point is obviously trivial (a base space contractible to a point results to trivial bundle).

(c) We now present a simple example of a system which satisfies the $Z(N)$ algebra.

We work in 2 + 1 Dimensions and consider the following Hamiltonian describing a $Z(N)$ gauge theory (Fig.2.2.3)

\[
H = -g \sum_{\text{links}} [A_1^+ + A_1^{-2}] \cdot \sum \text{Plaq}\{Q(n_1)Q(n_2)Q(n_3)Q(n_4) + h.c. -2}
\]

\[(2.2.15)\]

The operators $A_l, Q_l$ are associated with the links of the lattice and obey the $Z(N)$ algebra

\[A_l^N = Q_l^N = 1, A_l^+ = A_l^{-1}, Q_l^+ = Q_l^{-1}\]

and

\[A_l Q_l = Q_l A_l e^{2i\pi/N}\]

($A_l, Q_l$ commute for different links $l, l'$, $[A_l, Q_{l'}] = 0$ if $l \neq l'$).
From the above equations we can have (since $A_1$ is unitary):

$$A|n>=e^{2i\pi/N}|n>$$

and $Q|n|=|n+1>$, $n=0,1,\ldots,N-1$

and with the above representation for $A_1,Q_1$ we get $Q_A e^{2i\pi/N} = A Q$. If we denote by $E_1,\tilde{A}_m$ the electric field and the vector potential respectively (with $[E_1,\tilde{A}_m]=i\delta_{1m}$) by writing $A_1 = e(2i\pi/N)E_1$ and $Q_1 = e^{i\tilde{A}_1}$ we get again:

$$A_1 Q_1 = Q_1 A_1 e^{2i\pi/N}.$$

From the instanton case we know that there is an operator (call this $T$) which, acting on a vacuum with winding number $|n>$, transfers this to $|n+1>$, i.e., $T|n>=|n+1>$ and this operator commutes with the Hamiltonian. If we then consider the $0$-vacuum $|\theta>=\sum_i e^{-i\theta} |\theta>$, we have $T|\theta>=e^{i\theta}|\theta>.

In the above example, the corresponding operator to $T$ is defined as ($i =$ a lattice site):

$$T(i) = \prod_{i\in L(+)} A^+ \prod_{i\in L(-)} A$$

(2.2.16a)

(+ corresponds to the positive direction - to the negative direction).
\( T(i) \) generates a symmetry transformation:

\[
\begin{align*}
Q_i &\to 2i\pi/N, \forall i \\
Q_i &\to Q_i \\
P_i &\to P_i \\
\end{align*}
\]

(2.2.16b)

We can easily see that \([T(i), H] = 0\) and

\[
T(i) = e^{i(2\pi/N)[\Sigma E_{l(+)}^{(+)}/N] - \Sigma E_{l(-)}^{(-)}}
\]

(2.2.16c)

with \([T(i)]^N = 1\).

In the non-trivial sector of the Hilbert space we have \( T(i) \neq 1 \) and this corresponds to \( \nabla E = \Sigma E_{l(+)} - \Sigma E_{l(-)} \neq 0 \), i.e., the Gauss law.

We now express the Hamiltonian (2.2.15) in terms of \( E_l, A_m \) and this results to

\[
H = -g \sum \text{links} [1 - \cos(2\pi E_l/N)] + 2 \sum \text{plaquettes} [1 - \cos(B_p)]
\]

(2.2.17)

with \( B_{\text{plaq}} = \tilde{A}_{n_1} + \tilde{A}_{n_2} - \tilde{A}_{n_3} - \tilde{A}_{n_4} \) and from (2.2.17) we can identify a link with \( E_l \neq 0 \) as carrying electric flux and a plaquette with \( B_p \neq 0 \) as carrying magnetic flux.

d) We now elaborate on the inclusion of a kind of twist on the matter field while we have applied TBC for the gauge field. This is a non-trivial problem since the gauge field while transforming in the adjoint of the group is invariant under \( Z(N) \) transformations (for the SU(N) case), the \( \Psi \) (matter) field, because it belongs to the fundamental representation, transforms non trivially under \( Z(N) \). To overcome this problem we introduce a flavor twist for the \( \Psi \)-field in the following sense[18]:
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\[ \Psi(x+L, y, z, t) = \Omega_1^{(\text{COLOR})}(y, z, t) \Psi(x, y, z, t) \Omega_1^{f(\text{FLAVOR})^{-1}}(y, z, t) \]  
\( (2.2.18a) \)

\[ \Psi(x, y+L, z, t) = \Omega_2^{(\text{COLOR})}(y, z, t) \Psi(x, y, z, t) \Omega_2^{f(\text{FLAVOR})^{-1}}(y, z, t) \]  
\( (2.2.18b) \)

etc.

where \((c, f)\) refer to \((\text{color, flavor})\) indices of \(\Psi\) respectively.

The consistency condition (single-valueness) of the \(\Psi\)-field at the boundary leads to:

\[ \Psi(x+L, y+L) = \Omega_1^{(\text{COLOR})}(y+L) \Psi(x, y+L) \Omega_1^{f^{-1}}(y+L) = \]

\[ \Omega_2^{(\text{COLOR})}(y+L) \Omega_1^{(\text{COLOR})}(x) \Psi(x, y) \Omega_2^{f^{-1}}(x) \Omega_1^{f^{-1}}(y+L) = \]

\[ \Omega_2^{(\text{COLOR})}(x+L) \Omega_1^{(\text{COLOR})}(x) \Psi(x, y) \Omega_2^{f^{-1}}(x+L) \]  
\( (2.2.19) \)

\[ \Rightarrow \Psi(x, y) = \Omega_2^{f^{-1}}(x+L) \Omega_1^{f^{-1}}(y+L) \Omega_2^{(\text{COLOR})}(x+y) \Omega_1^{(\text{COLOR})}(y) \Psi(x, y) \]

\[ \Omega_1^{f^{-1}}(y) \Omega_2^{f^{-1}}(x+L) \Omega_1^{f^{-1}}(y+L) \Omega_2^{f}(x) \]

and since

\[ \Omega_1(a_2+x_2) \Omega_2(x_1) = \Omega_2(a_1+x_1) \Omega_1(x_2) \Omega_{12}^{(\text{COLOR})} \]

\[ \Rightarrow \eta_{12}^{(\text{COLOR})} = \eta_{12}^{f} \text{ (mod N)}. \]  
\( (2.2.20) \)

In Chapter 4 we deal with the eigenvalues of the fermion matrix under the inclusion of color and flavor twist.
3. TOPOLOGY AND LATTICE

Numerical evidence is presented for the existence of non-integer topological charge on a lattice using TBC.

As was shown in the previous chapter, the winding number \( \eta \) (which, from now on, we call topological charge \( Q \)) is expressed in terms of the transition functions, and we now show that under the TBC, it contains an integer part plus a part which depends on the twist tensor \( n_{\mu \nu} \) and for some combinations of the twist integers \( (n_{\mu \nu}) \) it leads to a non-integer \( Q \).

We mainly use non-constant transition \( \Omega_\mu(x) \) but in some cases we also use constant transition functions which still satisfy the twist algebra (2.2.3.). In the case of constant \( \Omega_\mu \)'s we verify what we expected: the action is not bounded from below by a positive bound and it can be lowered to zero. We also have cases where the \( \Omega_\mu \)'s are not constant but by arranging the \( n_{\mu \nu} \)'s in a way to be clear later we again have an action which could reach a zero value. The latter cases are reminiscent of the instanton case where we have a plateau of the action which ends to a zero value. Also, in \( D = 4 \) and in the case of the SU(2) group we capture a topological object of charge 1/4 using constant \( \Omega_\mu \)'s in only two directions.

3.1. Dependence of the Topological Charge on the Twist Transition Functions.

We start from the expression (2.1.13) and denoting by \( \Omega_\mu \) the transition functions we get\[^{19}\]:
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\[
Q = (1/24\pi^2)\Sigma_\mu \int d^3\sigma^\mu \varepsilon_{\mu
u\rho\sigma}(1/3) \{ Tr\{[\Omega_\mu \partial_\nu \Omega_\mu^{-1}] \\
\Omega_\mu \partial_\rho \Omega_\mu^{-1} + \partial_\nu Tr\{(1/i)(\Omega_\mu^{-1} \partial_\rho \Omega_\mu) A_\sigma(x_\mu = 0)\}\} \\
\}
\]

(3.1.1)

Using the consistency condition (2.2.3) we can calculate the \( \partial_\nu \) derivative term as the difference between \( x_\nu = a_\nu \) and \( x_\nu = 0 \) with \( x_\mu = 0 \) (fixed) and we get:

\[
Tr\{(1/i)[\Omega_\mu^{-1} \partial_\rho \Omega_\mu]\}]_{x_\nu} = a_\nu - A_\sigma(x_\mu = 0, x_\nu = a_\nu) - \\
\]

\[
(1/i)[\Omega_\mu^{-1} \partial_\rho \Omega_\mu]_{x_\nu} = 0 A_\sigma(x_\mu = 0, x_\nu = 0) - (\mu \leftrightarrow \nu) = \\
\]

\[
Tr\{[\Omega_\nu^{-1} \partial_\rho \Omega_\nu]\}]_{x_\mu = a_\mu \Omega_\mu \partial_\sigma \Omega_\mu^{-1}}_{x_\nu = 0} - (\mu \leftrightarrow \nu).
\]

Using this we end up with:

\[
Q = (1/24\pi^2)\Sigma_\mu \int d^3\sigma^\mu \varepsilon_{\mu
u\rho\sigma} \{ Tr\{[\Omega_\mu \partial_\nu \Omega_\mu^{-1}] [\Omega_\mu \partial_\rho \Omega_\mu^{-1}][\Omega_\mu \partial_\sigma \Omega_\mu^{-1}] \\
\} + (1/8\pi^2)\Sigma_\mu \nu \int d^3S_\mu \varepsilon_{\mu
u\rho\sigma} \{ Tr[\Omega_\nu^{-1} \partial_\rho \Omega_\nu]\}]_{x_\mu = a_\mu \Omega_\mu \partial_\sigma \Omega_\mu^{-1}}_{x_\nu = 0} \}
\]

(3.1.2)

with

\[
d^3S_1 = \int dx^2 \int dx^3 \int dx^4, \quad d^2S_1 = \int dx^3 \int dx^4, \quad etc...
\]

We now present some comments on the general form of the "twist" transition functions as well as the general method of constructing the transition functions for the constant and non-
constant twist.

In the case of constant transition functions, the general method is based on the existence of matrices $A, B$ with the property $AB = B A e^{2i \pi / N}$, where $A, B$ are $N \times N$ matrices which belong to the $SU(N)$ group. The method consists of finding the $\Omega_\mu$'s by taking the powers of some specially chosen $U, V$ matrices\[17\]. For the case of the $SU(2)$ group we have the matrices

$$
U = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad V = \begin{bmatrix} e^{i \pi} & 0 \\ 0 & 1 \end{bmatrix}
$$

and

$$
\Omega_1 = U^{U_1} V^{V_1}, \Omega_2 = U^{U_2} V^{V_2}, \Omega_3 = U^{U_3} V^{V_3}
$$

(3.1.3a)

where $u_1, u_2, u_3, v_1, v_2, v_3 \in \mathbb{Z}(2)$.

This leads to $8$ combinations in $3$ dimensions (generally there are $N^{D(D-1)/2}$ different classes for $N =$ dimension of the group under consideration and $D =$ dimension of space-time).

Two of the eight classes are:

$$
\begin{bmatrix} u_1 \\ u_2 \\ u_3 \end{bmatrix} = \begin{bmatrix} 1 \\ 1 \\ 0 \end{bmatrix}, \quad \begin{bmatrix} v_1 \\ v_2 \\ v_3 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}
$$

with twist functions

$$
\Omega_1 = \sigma_1, \Omega_2 = \sigma_1, \Omega_3 = -\sigma_3
$$

(3.1.3b)
i.e., we are using twists only in the 1-3, 2-3 levels.

and

\[
\begin{bmatrix}
u_1 \\
u_2 \\
u_3
\end{bmatrix} = \begin{bmatrix}
1 \\
1 \\
0
\end{bmatrix}, \quad \begin{bmatrix}
v_1 \\
v_2 \\
v_3
\end{bmatrix} = \begin{bmatrix}
1 \\
0 \\
1
\end{bmatrix}
\]

with twist functions

\[
\Omega_1 = -\sigma_1, \; \Omega_2 = \sigma_1, \; \Omega_3 = -\sigma_3
\]  
(3.1.3c)

i.e. we have twists only in the 1-2, 2-3, 1-3 levels.

In the case of the SU(3) group and in 3-dimensions we have 27 classes, two of which are:

\[
\Omega_1 = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{bmatrix}, \quad \Omega_2 = \begin{bmatrix}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{bmatrix}, \quad \Omega_3 = \begin{bmatrix}
e^{2i\pi/3} & 0 & 0 \\
0 & e^{-2i\pi/3} & 0 \\
0 & 0 & 0
\end{bmatrix}
\]  
(3.1.3d)

and:

\[
\Omega_1 = \begin{bmatrix}
0 & e^{-2i\pi/3} & 0 \\
0 & 0 & 1 \\
e^{2i\pi/3} & 0 & 0
\end{bmatrix}
\]
\[
\begin{bmatrix}
0 & 0 & 1 \\
0 & 0 & 1 \\
0 & 1 & 0 \\
\end{bmatrix}
\quad \Omega_2 =
\begin{bmatrix}
e^{2i\pi/3} & 0 & 0 \\
0 & e^{-2i\pi/3} & 0 \\
0 & 0 & 1 \\
\end{bmatrix}
\quad \Omega_3
\]

with spatial twists at all levels.

Following [20] we write \( \Omega_\mu = P^S_\mu Q^t_\mu \) with

\[
Q = e^{i\pi(1-N)/N}
\]

\[
P = \begin{bmatrix}
0 & 1 & \ldots & \ldots & 0 \\
0 & 0 & 1 & \ldots & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
1 & \ldots & \ldots & \ldots & 0 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
1 & 0 & 0 \\
0 & e^{2i\pi/N} & 0 \\
0 & 0 & e^{2i(1-N)/N} \\
\end{bmatrix}
\]

and \( PQ = QPe^{2i\pi/N} \) \((\mathbb{Z}(N) \text{ algebra})\).

Then:

\[
\Omega_\nu \Omega_\mu = P^S_\nu Q^t_\nu P^S_\mu Q^t_\mu = P^S_\nu [Q^t_\nu, P^S_\mu] Q^t_\mu - \\
P^S_\nu [Q^t_\nu, P^S_\mu] Q^t_\mu + P^S_\mu Q^t_\mu P^S_\nu Q^t_\nu \Rightarrow
\]
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\[ \Omega_\mu \Omega_\nu = \Omega_\nu \Omega_\mu Z^{-(t_\mu s_\nu - t_\nu s_\mu)}, \]

where we used:

\[ [Q^m, P^n] = (1-Z^{mn})Q^m P^n \quad \text{and} \quad Z = e^{2i\pi/N}. \]

We identify \( \eta_{\mu\nu} \) as \( \eta_{\mu\nu} = s_\mu t_\nu - s_\nu t_\mu \pmod{N}. \)

From (3.1.2) it can be shown that \([19,20]\)

\[ Q = \left( g^2/16\pi^2 \right) \int d^4x \text{Tr} F_{\mu\nu} \tilde{F}_{\mu\nu} = v - k/N \quad \forall \in \mathbb{Z} \quad (3.1.4) \]

and

\[ k = (1/8) e^{\mu\nu\rho\sigma} \eta_{\mu\nu} \eta_{\rho\sigma} = \eta_{12} \eta_{34} + \eta_{13} \eta_{42} + \eta_{14} \eta_{23} \quad (3.1.5). \]

From

\[ S_E = (1/2) \int \text{Tr} F_{\mu\nu} F_{\mu\nu} \geq \left| (1/2) \int \text{Tr} \tilde{F}_{\mu\nu} F_{\mu\nu} \right| \Rightarrow \]

\[ S_E \geq \min \left( 8\pi^2/\alpha^2 \right) \left| v - k/N \right|, \quad (3.1.6) \]

(where the equality holds for \( F_{\mu\nu} = \pm \tilde{F}_{\mu\nu} \) i.e. (anti)-selfdual configurations), we notice that for only spatial twist we have \( k = 0 \) and the action can be lowered to zero (i.e., \( F_{\mu\nu} = 0 \)). A solution to \( F_{\mu\nu} = 0 \) is, of course, \( A_\mu = 0 \) and in this case the transition functions must be constant for the inhomogeneous term in (2.2.1) to vanish (we use the gauge \( \partial_\mu \Omega^\mu = 0 \)).

We now deal with the construction of the non-constant transition functions\(^{[20]}\). The method consists of decomposing the SU(\( N \)) group into a direct sum of smaller SU(\( N \)) groups and applying the twists in every subgroup, i.e., we decompose

\[ \text{SU}(N) \supset \text{SU}(k) \oplus \text{SU}(l) \oplus \text{U}(1) \] with \( k+l = N \).
Using

\[
\omega = 2\pi \begin{bmatrix}
\vdots & \vdots \\
\vdots & \vdots \\
\vdots & \vdots \\
1 & k \text{-times} \\
\vdots & \vdots \\
-k & k \text{-times} \\
\vdots & \vdots \\
-k & \cdot \\
\end{bmatrix}
\]

and denoting by the subscripts 1, 2 the two smaller sub-groups of \(SU(N)\), we write

\[
P_1 = \begin{bmatrix}
P_{1,k \otimes k} & 0 \\
0 & 1 \otimes 1
\end{bmatrix}
\]

\[
Q_1 = \begin{bmatrix}
Q_{1,k \otimes k} & 0 \\
0 & 1 \otimes 1
\end{bmatrix}
\]
\[
\begin{align*}
    P_2 &= \begin{bmatrix}
        1 & k \otimes k \\
        0 & P_2 \otimes 1
    \end{bmatrix} \\
    Q_2 &= \begin{bmatrix}
        1 & k \otimes k \\
        0 & Q_2 \otimes 1
    \end{bmatrix}
\end{align*}
\]

with
\[
    P_1 Q_1 = Q_1 P_1 e^{2i\pi/k}, \quad P_2 Q_2 = Q_2 P_2 e^{2i\pi/l}.
\]

Hence the commutation relations for \( P_{1,2}, Q_{1,2} \) are
\[
    \tilde{P}_1 \tilde{Q}_1 = \tilde{Q}_1 \tilde{P}_1 e^{2i\pi/N+i\omega/Nk}
\]
and
\[
    \tilde{P}_2 \tilde{Q}_2 = \tilde{Q}_2 \tilde{P}_2 e^{2i\pi/N-i\omega/Nl} \quad (3.1.8)
\]
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Defining:

\[
\Omega_\mu(x) = \begin{bmatrix}
\sim S_{\mu} & \sim t_{\mu} & 0 \\
\sim u_{\mu} & \sim v_{\mu} & 0 \\
0 & 0 & 0
\end{bmatrix} e^{i \omega \Sigma_{\lambda} a_{\mu \lambda} x_{\lambda}}
\]

\[(3.1.9)\]

\((s_{\mu}, t_{\mu}, u_{\mu}, v_{\mu} \in Z \text{ and } a_{\mu \nu} = -a_{\nu \mu} \in \mathbb{R})\) and using (2.2.2) \(\Rightarrow\)

\[a_{\mu \nu} - a_{\nu \mu} = \eta^{(2)}_{\mu \nu} / (Nl) - \eta^{(1)}_{\mu \nu} / (Nk)\]

with

\[\eta_{\mu \nu} = \eta^{(2)}_{\mu \nu} + \eta^{(1)}_{\mu \nu}\]

\[(3.1.10a)\]

and

\[\eta^{(1)}_{\mu \nu} = s_{\mu} t_{\nu} - s_{\nu} t_{\mu} + \text{integer}\]

\[(3.1.10b)\]

\[\eta^{(2)}_{\mu \nu} = u_{\mu} v_{\nu} - u_{\nu} v_{\mu} + \text{integer}\]

\[(3.1.10c)\]

We now present some examples of non-constant \(\Omega_{\mu}\)'s, which were used when we applied the TBC on the lattice.

**A)** SU(2) case with \(k = 1, \text{i.e., } (k/N) = 1/2:\)

We choose \(\eta^{(1)}_{12} = -1, \eta^{(2)}_{34} = 1, \text{ other } \eta_{\mu \nu}^{(1,2)} \text{'s zero, with:}\)

\[s^{\mu} = (-1, 0, 0, 0), t^{\mu} = (0, 1, 0, 0), u^{\mu} = (0, 0, 1, 0), v^{\mu} = (0, 0, 0, 1).\]

This choice leads to:
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\[ \Omega_1(x) = e^{2i\pi s_3 a_{12} x_2 / a_2}, \]
\[ \Omega_2(x) = e^{-2i\pi s_3 a_{12} x_1 / a_1} \]
\[ \Omega_3(x) = e^{2i\pi s_3 a_{34} x_4 / a_4} \]
\[ \Omega_4(x) = e^{-2i\pi s_3 a_{34} x_3 / a_3}, \quad a_{12} = a_{34} = (1/4). \]

Clearly
\[ \Omega_1(x_2 = a_2) \Omega_2(x_1 = 0) = \Omega_2(x_1 = a_1) \Omega_1(x_2 = 0)e^{i\pi} \]
and \( Z_{12} = -1. \)

In this case we expect the action to be bounded from below, i.e.
\[ S_E \geq (8\pi^2/g^2)|v - 1/2|. \]

**B) SU(2) group with** \( k = -3, \ (k/N) = 3/2 \)

We choose:
\[ \eta^{(1)}_{12} = -1, \ \eta^{(1)}_{13} = -1, \ \eta^{(1)}_{14} = -1 \]
\[ \eta^{(2)}_{34} = 1, \eta^{(2)}_{42} = 1, \eta^{(2)}_{23} = 1, \text{ other } \eta^{(1,2)}_{\mu\nu} \text{ 's zero,} \]

with
\[ s^\mu = (-1,0,0,0), \ t^\mu = (0,1,1,1), \ u^\mu = (0,0,-1,1), \ v^\mu = (0,1,0,-1), \]

and we get:
\[ \Omega_1(x) = e^{(i\pi/2)\sigma_3\left\{ x_2/a_2 + x_3/a_3 + x_4/a_4 \right\}} \]

\[ \Omega_2(x) = e^{(i\pi/2)\sigma_3\left\{ x_1/a_1 + x_3/a_3 - x_4/a_4 \right\}} \]

\[ \Omega_3(x) = e^{(i\pi/2)\sigma_3\left\{ -(x_1/a_1) - x_2/a_2 + x_4/a_4 \right\}} \] \hspace{1cm} (3.1.12)

\[ \Omega_4(x) = e^{(i\pi/2)\sigma_3\left\{ -(x_1/a_1) + x_2/a_2 - x_3/a_3 \right\}} \]

which satisfy the twist algebra (2.2.3).

C) Now we proceed to the SU(3) group with: \( k = -1 \), \( (k/N) = 4/3 \).

Then

\[ \Omega_1(x) = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix} e^{(i\pi/6) (x_2/a_2)^\omega} \]

\[ \Omega_2(x) = \begin{bmatrix} e^{(-i\pi/2)} & 0 & 0 \\ 0 & e^{(i\pi/2)} & 0 \\ 0 & 0 & 1 \end{bmatrix} e^{(-i\pi/6)(x_1/a_1)^\omega} \]

\[ \Omega_3(x) = e^{(i\pi/3)(x_4/a_4)^\omega} \] \hspace{1cm} (3.1.13)

\[ \Omega_4(x) = e^{(-i\pi/3)(x_3/a_3)^\omega} \]

and
\[ \omega = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -2 \end{bmatrix} \]

\[ D) \quad \text{SU}(3), \ k = 2, (k/N) = 2/3 \]

Here
\[ \Omega_1(x) = e^{-i\pi/3}(x_2/a_2)\omega, \]
\[ \Omega_2(x) = \begin{bmatrix} e^{i\pi/2} & 0 & 0 \\ 0 & e^{i\pi/2} & 0 \\ 0 & 0 & 1 \end{bmatrix} e^{i\pi/3}(x_1/a_1)\omega \]
\[ \Omega_3(x) = e^{i\pi/3}(x_4/a_4)\omega \]
\[ \Omega_4(x) = e^{-i\pi/3}(x_3/a_3)\omega \]

(3.1.14)

with \( \omega \) the same as in case C above.

In this case we pick \( \eta^{(1)}_{1,2} = 2, \eta^{(2)}_{3,4} = 1 \) and the other \( \eta^{(1,2)}_{\mu\nu} \)'s zero. We used the above four cases when we apply the TBC on the lattice and we discuss our results in Section 3.3.

### 3.2 Topological properties of the Pure Gauge Field on the Lattice

From the strict point of view, topology is lost on the lattice, firstly because of the loss of continuity (which is recovered only in the continuum limit for the lattice spacing \( a \to 0 \)), and also since there are no surface terms on the lattice which contribute...
to the winding number (topological charge $Q$) in the continuum. Despite these not too encouraging factors for looking for topological "freaks" on the lattice, there have been considerable efforts to put topology on the lattice and the indications we have show a rather optimistic picture. Until now, efforts on the lattice have concentrated on the existence or non-existence of instantons, the measurement of the topological susceptibility $\chi_t$ and the resolution of the $U(1)$ problem (we refer to these just as an indication of the various lattice topological explorations). The methods devised to compute these topological "freaks" on the lattice, provide an example of how MC simulation and pure mathematics can be "married" in a nice way.

A long standing problem on the lattice is the definition of the topological charge density. Its calculation is plagued by technical and conceptual difficulties. The first attempts to attack this problem used as $[21]$ $Q_{\text{lattice}}(n)$, $n = $ a lattice site, the following expression:

$$Q_{\text{lattice}}(n) = -(1/32\pi^2)\epsilon_{\mu\nu\rho\sigma}\text{Re}\text{Tr}[U_{\mu\nu}(n)U_{\rho\sigma}(n)]_{a\to0} \to a^4Q(x)$$  

(3.2.1a)

($U_{\mu\nu}$ is the elementary plaquette at the $\mu$-$\nu$ level) and (3.2.1) is a direct "translation" on the lattice of the continuum expression:

$$Q(x) = -(1/32\pi^2)\epsilon_{\mu\nu\rho\sigma}\text{Tr}[F_{\mu\nu}(n)F_{\rho\sigma}(n)]$$  

(3.2.1b)

The analogy comes from the expansion of

$$U_{\mu\nu}(n) = e^{iA_{\mu}(n)}e^{iA_{\nu}(n+\mu)}e^{-iA_{\mu}(n+\nu)}e^{iA_{\nu}(n)}_{a\to0}$$

$$1+ga^2F_{\mu\nu}(n)+g^2a^4F^2_{\mu\nu} + \ldots, g = \text{coupling constant of the simple gauge group under consideration.}$$

The consequences[21] of using (3.2.1) to measure the topological
charge are bad since in this expression the perturbative terms contribute (in the form of powers of $g^2$) to making the search for the contribution of the more important non-perturbative modes quite difficult. To resolve this problem various methods have appeared in the literature and the situation seems to be like baroque (for a general review (c.f. \cite{22}). The advantage of one method over the other is not clear yet. For example, the geometric method based on the interpolation of the gauge field in adjacent cells of the lattice, while seeming to be rather rigorous and mathematically elegant, does not give "good" results for $x_t(R)$ \cite{23}.

In this work we have used the cooling method \cite{24} which we now describe. The main idea is to minimise the action (the standard Wilson action) in a systematic way and so to reduce the fluctuations of the original Monte-Carlo generated configuration and at the same time to produce quite stable configurations. By using the cooling method it is believed that the main difficulty in measuring $Q^{\text{lattice}}(n)$ referred above, (i.e., the contribution of the perturbative modes) is resolved, since this procedure renders the configurations smoother (by minimising the action), and so (3.2.1) can be safely used to a good approximation during the cooling process. The algorithm for minimising the action consists of concentrating at one link $U_{\mu}(n)$ of the lattice and changing this link to $U'_{\mu}(n)$, (while all the other links which multiply the $U_{\mu}(n)$ at the six plaquettes around $U_{\mu}(n)$ are kept fixed) in such a way that $S[U'_{\mu}(n)] < S[U_{\mu}(n)]$. We make this change for every link of the lattice (1 sweep) and repeat this process several times until the action plateaus at a value and remains there for a number of cooling sweeps. The configuration at the point where the action reaches a plateau is a solution to the equations of motion and by measurement of the action we find the value of the topological charge. As an act of faith we believe that when the action plateaus and gets its minimum the contributions to $Q^{\text{lattice}}$ (i.e. the so-called lattice artefacts) from the perturbative modes have disappeared and only long-distance modes are left. In the case of the instantons, in a periodic lattice it has been observed that the action gets a plateau after a few cooling sweeps and remains there for some time \cite{24}, before decaying to a zero value. The reason for this is that the instanton action on the lattice is quite different from the $S^{\text{continuum}}_{\text{instanton}}$ at scales where the instanton
size is smaller than the lattice spacing, i.e., when \( \rho (\text{instanton size}) \ll a \) (\( a = \text{lattice spacing} \)) then \( S_{\text{lattice instanton}} \to 0 \), while in the continuum

\[
S_{\text{continuum instanton}} = \left[ 8\pi^2/g^2(\rho) \right]_{\rho \to 0} \to \infty.
\]

When \( \rho \gg a \), \( S_{\text{lattice instanton}} \to S_{\text{continuum instanton}} \) and if \( \rho \sim 0(a) \) the instanton shrinks through the lattice sites and disappears, while at the same time its action drops to zero.

The lesson from the instanton search on the lattice is that if we want to have a clear picture of what is going on, we must have instanton sizes larger than the lattice spacing and the larger the instanton size the longer the lifetime of the object on the lattice.

When the action plateaus

\[
S = \left[ 8\pi^2/g^2 \right] Q \tag{3.2.3}
\]

and we find the topological charge by measuring the action.

The technical points of the algorithm for the minimization are as follows:

The SU(2) case is simple since the staple which multiplies the link we cool consists of a sum of SU(2) matrices, which is still an SU(2) matrix if we divide it by its determinant. Using the Lagrange's multiplier method we find that, if the staple matrix is denoted by \( A \), the choice

\[
U_\mu = A^+ / \text{Det}A
\]

minimises the action.

The SU(3) case is not so simple, since the sum of SU(3) matrices is not generally an SU(3) matrix. The main idea of our algorithm is to find a matrix which belongs to SU(3) and is very close to \( A \). We have checked the algorithm for the SU(3) case by comparing the results using the NAG Library, and this confirmed that, after a number of hits, we reached the minimum of the action.
3.3 **Numerical Results**

We now present our MC results and comments on them.

Figs. A₁ to A₄ refer to the SU(2) case, where we set up the twists \( \eta_{\mu \nu} \)'s in such a way to get topological charge of 3/2. Fig. A₁ was taken with 600 thermalized sweeps from a configuration obtained by a hot start while Fig. A₂ was taken from a configuration with a cold start (gauge links were fixed equal to the unit matrix). We observe that in the Fig. A₁ we get topological charge of 1/2 instead of 3/2 as in Fig. A₂, despite the fact that the \( \eta_{\mu \nu} \)'s are the same in both the cases. Comparing these results with other results we will present next leads us to interpret this as coming from the integer part of the twist, i.e. the integer \( v \) in relation (3.1.4). We conclude that when we thermalize a configuration the instanton(s) can always be there and from the previous paragraph we know that their existence depends (among other things) on the lattice size and that after some cooling sweeps they shrink through the lattice. So it could be the case that the integer \( v \) in (3.1.4) is 1 for the configuration of A₂ case. Fig. A₂ shows a somewhat unstable plateau at 3/2, which decays to 1/2, which seems to be quite pertinent. From Fig. A₁ we also observe that the topological structure we get does not disappear, even after about 160 cooling sweeps, which leads us to believe that the topological objects with TBC seem to have a size larger than the instanton size (even if we have not any analytical reasoning for this).

Figs. A₃ and A₄ have been obtained by cooling from a cold start \((U = 1, \beta = \infty)\) and their twist was set up for \( Q = 3/2 \). We got exactly \( Q = 3/2 \), and so all the topological charge is attributed to the twist part of (3.1.4) (i.e. the \( k/N \) of this relation).

Fig. B refers to an object of topological charge \( Q = 1/4 \). This was created by using constant twist matrices, along the 1 and 2 directions. The physical analogue of this is a magnetic flux at a link pointing in the third direction in space. This is quite similar to a \( Z(N) \) solution to the equations of motion \([25,26]\). In this case the action does not decay to zero and this can be explained using
the Schwartz's identity for the U(1) subgroup of the SU(2) group, i.e.

\[ E_{\text{classical}} = (1/2) \int (F_{12})^2 d^4 x \geq (1/2) \int (F_{12}^2 dS)^2 / (a_1 a_2 a_3 a_4) \]

(3.3.1a)

The action for such a configuration is

\[ S = \cos (F_{12})^{-1}, \]

(3.3.1b)

where \( F_{12} = \pi / a_1 a_2 \), so \( E = (1/2) \pi^2 / (a_1 a_2)^2 \).

A configuration, in the continuum, which has the same action as in (3.3.1), is given by \( A \mu = [(\pi x_1 / a_1 a_2), 0, 0, 0] \), which corresponds to a magnetic field \( B^3 = \pi / a_1 a_2 \). We justify that \( Q = 1/4 \) (for the above case) by comparing the value of the action with that for \( Q = 1 \) on the same lattice. To measure the topological charge on the lattice we are using the relation (for the SU(2) group, and for a \( 6^4 \) lattice in 4-dimensions):

\[ (4/g^2)6^4 x 6^4 (1 - S_{\text{plaq}}) = [8\pi^2 / g^2] Q \]

(3.3.2)

where \( S_{\text{plaq}} \) is the plaquette at one level.

For \( Q = 1 \), \( 1 - S_{\text{plaq}} = [\pi^2 / (6^4 \cdot 3)] \).

For the U(1) group, if we consider the action (which corresponds to a configuration with a twist only in 2 directions)

\[ \cos (F_{12})^{-1} = (1/2) \pi^2 / (a_1 a_2)^2, \]

we get \( \pi^2 / (2 \times 6^4) = 6(1 - S_{\text{plaq}}) \) and so \( (1 - S_{\text{plaq}}) = \pi^2 / (2 \times 6^5) \).

Compared with \( 1 - S_{\text{plaq}} = \pi^2 / (6^4 \cdot 3) \), for \( Q = 1 \) we see that for the U(1) subgroup of SU(2) we get

\[ Q_{U(1)} = 1/4 \]

(3.3.3)
(with constant twists in 2 directions).

Category C contains results for SU(2) with $Q = 1/2$ on a $6^4$ lattice, where the matrices of (3.1.11) were used.

Fig. C_1 shows clearly that the action plateaus to $Q = 1/2$ after $\sim 50$ cooling sweeps and remains there for $\sim 350$ cooling sweeps. This shows again that this topological object is quite stable. We could speculate that the "size" $p$ of these objects is significantly larger than the instanton size, since their stability leads us to believe that even after a large number of cooling sweeps their size is $p >> a$ ($a = $ lattice spacing). Of course, we expect that after a number of cooling sweeps the action will go to zero, but our observation is that we need a lot of sweeps for the action to decay to zero.

Figs. C_2 and C_3 are taken by cooling from a cold start ($\beta=\infty$). We see again $Q = 1/2$. C_3 is taken by fixing the gauge so that $\Omega_2 = \Omega_4 = 1$, $\Omega_1 \neq 1$, $\Omega_3 \neq 1$, and still preserving the twist algebra (2.2.3).

Category D contains results for an $8^4$ lattice. In this case twists for $Q = 1/2$ were used.

Fig. D_1 was taken from a configuration which was thermalized for 1000 thermalization sweeps starting from a cold start at $\beta = 2.2$. We observe that at around the $\sim 140$th cooling sweep we have a plateau for $Q = 1/2$. When we thermalized this configuration again, for 2020 thermalization sweeps, starting from a cold start, we got Fig. D_2 where we have two quite stable plateaus at $Q = 3/2$ and $Q = 1/2$. We interpret this as the appearance of an instanton in the lattice since we now have a larger lattice than the one in Fig. A_2.

Fig. D_3 shows that at $\beta = \infty$ on the same lattice we have only the "pure" twist case, i.e. $Q = 1/2$.

Class (E) contains graphs concerning the cases where we have to use non-constant twists so that $k/N = 1$, i.e. a twisted instanton. If we want a (anti)-selfdual solution we have of course to satisfy,
$F_{\mu \nu} = \pm \tilde{F}_{\mu \nu}$. From the analysis of 't-Hooft [20], we know that in order to satisfy the (anti)-selfduality condition of the gauge field, we have to arrange the ratio $a_1 a_2 / a_3 a_4$ ($a_1, a_2, a_3, a_4$ are the lattice sizes in $D = 4$). This restricts the lattice size we can use (depending always on the twists we use), and, for example, for the SU(2) group and for $Q = 1$, we should use a lattice with $(a_1 a_2 / a_3 a_4) = 2$ (for the (anti)-selfduality condition to be satisfied).

The case $Q = 1$ for a $12 \times 6^3$ lattice at $\beta = 0$ is shown in Fig. E1. From the graph we see clearly two small plateaus close to $Q = 3$ and $Q = 2$, respectively, and a stable plateau at $Q = 1$.

Fig. E2 was taken for $\beta = \infty$, and again we obtained $Q = 1$.

Fig. E3 refers to a case where our lattice ($6^3 \times 12$) does not satisfy the (anti)-selfduality condition and was obtained by 1000 thermalization iterations at $\beta = 2.2$. Again, we see a small curvature at $Q = 2$, and quite a stable plateau at $"Q" = 1.2$, which decays to zero (before it decays to zero it stays for some time at $Q = 0.1$). In the case of Figs. E1 and E2 the lattice ($12 \times 6^3$) satisfied the (anti)-selfduality condition and $Q$ was exactly 1, but this is unlikely in this case of Fig. E3 where we have small fluctuations around $Q = 1$. Similarly, in Fig. E4 we see that (using 3.2.3) "$Q" = 0.6$ despite the fact that we arranged the twists to correspond to $Q = 1/2$.

In all the above cases we plot the value of the average plaquette versus the number of cooling sweeps, and we use (3.2.3) to measure the topological charge. When the configuration does not satisfy the (anti)-selfduality condition it is not legitimate to use (3.2.3), since this holds only for (anti)-selfdual configurations. This explains why "$Q" = 0.6$ for the case plotted in Fig. E4.

Now we present a more formal "proof" why "$Q" = 0.6.$

The twists $\eta_{\mu \nu}$'s were arranged such that
Then
\[ \text{Tr} F_{\mu\nu} \tilde{F}^{\mu\nu} = (1/2) \varepsilon^{\mu\nu\rho\sigma} \text{Tr} F_{\mu\nu} F_{\rho\sigma} = \]
\[ (16\pi^2/a_1 a_2 a_3 a_4) [\eta_{\mu\nu} \tilde{\eta}_{\mu\nu}] / (4N), \text{ N } = 2. \]

So for the above choice of \( \eta_{\mu\nu} \)'s \( \text{Tr} F_{\mu\nu} \tilde{F}^{\mu\nu} = (8\pi^2/a_1 a_2 a_3 a_4) \) and this value corresponds to topological charge \( Q = 1/2 \). If the configuration is (anti)-selfdual then
\[ S = (1/2) \int TrFFd^4x = 4\pi^2, \]
but if the configuration does not satisfy
\[ F_{\mu\nu} = \pm \tilde{F}^{\mu\nu}, \text{ Tr} F_{\mu\nu} F^{\mu\nu} = 2(\text{Tr} F_{\mu\nu} F_{\mu\nu}) = \]
\[ 4\pi^2 [1/(a_1 a_2)^2 + 1/(a_3 a_4)^2] \]
and
\[ S = 2\pi^2 (x + (1/x)), \ x = a_1 a_2 / a_3 a_4. \]

Comparing the actions for (anti)-selfdual and non-(anti)-selfdual configurations we have:
\[ (S_{\text{(anti)-selfdual}}/S_{\text{non-(anti)-selfdual}}) = 2/(x + (1/x)). \quad (3.3.4) \]

If \( x = 1 \) then \( S_{\text{anti(self)-dual}} = S_{\text{non-(anti)-selfdual}}. \)

From (3.3.4) we can now deduce that "Q" \( \leq 0.6 \), provided we accept that even for a non-(anti)-selfdual configuration \( S \) is still proportional to \( Q \). Then
\[ (S_{\text{(anti)-selfdual}}/S_{\text{non-(anti)-selfdual}}) = 2/(x + (1/x)) = 0.5/0.6 = \]
\[ Q_{\text{(anti)-selfdual}}/"Q"_{\text{non-(anti)-selfdual}}, \text{ and for this to hold } x \leq 1.2, \text{i.e., we} \]
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should have a $6^3 \times 12$ lattice.

Therefore using (3.2.3) with a $6^3 \times 12$ lattice and twists for $Q = 1/2$ we should expect to find $"Q" \approx 0.6$. With the same logic we can justify the value $"Q" \approx 1.2$ for the case shown in Fig. E3.

We now present the results of our numerical study for the SU(3) group.

Figs. $F_1$ and $F_2$ refer to the case with topological charge $Q = 1/3$, where in order to satisfy (anti)-selfduality condition, we have to use a lattice with $a_1 a_2 / a_3 a_4 = (1/2)$. We see clearly $Q = 1/3$.

Fig. $F_3$ refers to the case where we constructed the twists $\eta_{\mu \nu}$'s for $Q = 4/3$, but we find again $Q = 1/3$. Our interpretation of this is that an instanton was lost or, by the modulus law of the twist in (3.1.4), there is a possibility that $Q = 1/3$ can actually be the same as $Q = 4/3$. In (3.1.4) we think $k/N$ is equal to $(k/N) \text{mod} N$ and so $Q = 4/3$ belongs to the same topological class as $Q = 1/3$.

Fig. $G_1$ shows a very interesting sequence of plateaus. We set up the $\eta_{\mu \nu}$'s for $Q = 2/3$ in a $6^4$ lattice (using a configuration obtained by 790 thermalization sweeps) starting with a hot start at $\beta = 5.5$. The graph shows topological charges with values at $Q = 1/3$, 4/3, 7/3. This is not surprising since the occurrence of instantons is quite probable when we use a thermalized configuration. This interplay between the instantons and the TBC can be justified also by graph $G_2$. We used the "twisted" thermalized configuration of $G_1$, and cooled it without the twist. If instantons exist they would be seen by a small plateau (or curvature) of the graph, since they are unstable. This was actually the case, and in Fig. $G_2$ there is an indication of $Q = 1$ at around 25 cooling sweeps, which is about the time that the first plateau of Fig. $G_1$ occurs.

Class H contains the graphs which refer to $Q = 2/3$, where our Monte Carlo generated configuration was obtained after 650 thermalization sweeps from a hot start on a $6^4$ lattice.

Now the action plateaus at $Q = 2/3$, where there is an indication of a small plateau at $Q = 5/3$. In contrast, at $\beta = \infty$ (Fig. $H_2$), there are
no instantons and \( Q = 2/3 \). Of course \( Q=(1/3,4/3,7/3) \) does not belong to the same vacuum as \( Q=(2/3,5/3) \). Here we have an example of how the initial conditions (in this example the number of thermalization sweeps) affect the topological nature of the gauge field.

The choice for the twist transition functions, for a particular set of \( \eta_{\mu \nu} \)'s, is not unique. For example, it is possible to have 2 different \( \Omega_{\mu} \)'s which correspond to the same twist (i.e., the same topological charge \( Q \)), but they have different \( \eta_{\mu \nu} \)'s. To give an example: the \( \Omega_{\mu} \)'s

\[
\Omega_{\mu}^{(1)}(x) = e^{\frac{2i \pi}{N}} \left[ \begin{array}{c} k \text{ times} \\
\hspace{1cm} \vdots \\
\hspace{1cm} \vdots \\
\hspace{1cm} \vdots \\
\hspace{1cm} \vdots \\
\hspace{1cm} \vdots \\
\end{array} \right]
\]

\[
\Omega_{\mu}^{(2)}(x) = e^{\frac{2i \pi k}{N}} \left[ \begin{array}{c} 1 \\
\hspace{1cm} \vdots \\
\hspace{1cm} \vdots \\
\hspace{1cm} \vdots \\
\hspace{1cm} \vdots \\
\hspace{1cm} \vdots \\
\end{array} \right]
\]

both correspond to the same twist \( k \), but
and in general is different from zero.

If we consider the case of the SU(3) group for \( Q = 2/3 \), we see that if instead of \( c_0 \) in (3.1.14), we use

\[
\begin{bmatrix}
  2 & 0 & 0 \\
  0 & -1 & 0 \\
  0 & 0 & -1
\end{bmatrix}
\]

then the transition functions \( \Omega_{\mu} \) have the form

\[
\Omega_1(x) = e^{(-2i\pi/3)(x_2/a_2)}\omega
\]

\[
\Omega_2(x) = e^{(2i\pi/3)(x_1/a_1)}\omega,
\]

\[
\Omega_3(x) = \begin{bmatrix}
  1 & 0 & 0 \\
  0 & 0 & 1 \\
  0 & 1 & 0
\end{bmatrix} e^{(i\pi/6)(x_4/a_4)}\omega
\]

\[
\Omega_4(x) = \begin{bmatrix}
  1 & 0 & 0 \\
  0 & -i & 0 \\
  0 & 0 & i
\end{bmatrix} e^{(-i\pi/6)(x_3/a_3)}\omega
\]

and still satisfy the twist algebra (2.2.2) for \( Q = 2/3 \). Obviously, the action of this "twist" choice is different from the action chosen in (3.1.14) and in addition to this the choice (3.3.5) cannot be used to measure the topological charge via (3.2.3) on a 64 lattice, since it is not (anti)-selfdual on this lattice.
Cases $l_1,l_2,l_3$ refer to a twisted instanton for the SU(3) case at $\beta = 0$, $\beta = \infty$, $\beta = \infty$, where the third graph was taken by changing the number of hits on the link during the cooling method from 20 to 1. Clearly there is a strong indication of $Q = 1$ in the SU(3) case.

We also used constant $\Omega_\mu$'s for the SU(2) and SU(3) groups using the matrices (3.1.3,b,c,d,e) and we found $Q = 1$ (we do not present the plots here).

It has been seen from Section 3.1 that for $k \neq 0 \,(\text{mod} \, N)$, we have to use non-constant $\Omega_\mu$'s (see also Ref.[27]). When $k = 0 \,(\text{mod} N)$ we can have "twisted" instantons with constant and non-constants $\Omega_\mu$'s.

It has been argued[28] that the effect of the twist for the SU(2) case can be incorporated in a factor $Z_{\mu\nu}$ in front of the elementary plaquette in the action, i.e.

$$S_{\text{twisted}} = \Sigma_{n,\mu,\nu} \text{Tr}[1-Z_{\mu\nu} S_{\text{plaq}}]$$

where $$Z_{\mu\nu} = e^{2\pi n_{\mu\nu}/N}.$$ The author of [28] used anisotropic lattices and found topological charges $1/2, 3/2$ (for the SU(2) group). It is not clear to us that by incorporating the twisted boundary condition on the lattice the Wilson action has an overall factor $Z_{\mu\nu}$ in front of $S_{\text{plaq}}$. We could only see a minus sign at the right corner plaquette (Fig. K) when we used constant twist matrices for $n_{12} = -1$ in 2-dimensions for the SU(2) group.
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CHAPTER FOUR

4.1 Generalities on the Index Theorem

In this chapter we deal with the index theorem and its verification on a lattice. We start, firstly, by giving a general outline of the index theorem in the continuum.

The index theorem basically reflects the non-trivial topological properties of the gauge field and remarkably connects these properties with the number of zero modes of the Dirac operator[29]. We discuss briefly the "proof" of the index theorem and we comment on some points referring to the conditions under which it is applicable.

It is well known[30] that the Eculidean path-integral measure is not invariant under the chiral transformation, and it gives rise to an anomalous Jacobian factor \( \sum_n \Psi^+_n(x) \Gamma_5 \Psi_n(x) \) (where \( \Psi_n(x) \) are the eigenfunctions of the Dirac operator) which is not well defined and may be regularised with a Gaussian cut-off, i.e.,

\[
\lim_{M \to \infty} \sum_n \Psi^+_n(x) \Gamma_5 \Psi_n(x) = \lim_{M \to \infty} \Gamma_5 \exp(-\frac{\Phi^2}{M^2}) \Psi_n(x) =
\]

\[
\lim_{M \to \infty} \Gamma_5 \exp(\frac{\Phi^2}{M^2}) \sum_n \Psi^+_n(x) \Psi_n(y) = \langle 1/16\pi^2 \rangle \text{Tr} F_{\mu\nu} \tilde{F}^{\mu\nu} .
\]

So the factor in the path integral which gives the anomaly is

\[
\int dx \omega(x) \sum_n \Psi^+_n(x) \Gamma_5 \Psi_n(x) = \int dx \omega(x) \langle 1/16\pi^2 \rangle \text{Tr} F_{\mu\nu} \tilde{F}^{\mu\nu} ,
\]

(\( \omega(x) \) is the chiral rotation of \( \Psi(x) \to e^{i\omega(x) \Gamma_5 \Psi(x)} \)).

In the limit in which \( \omega(x) \) becomes a constant we can use this result to generate a proof of the index theorem for the Dirac
operator. To see this we note that $\int d^4 x \sum_n \Psi^+ n(x) \Gamma_5 \Psi_n(x) = 0$ for eigenfunctions with eigenvalues $\lambda_n \neq 0$ so the only contribution is from the zero modes of $\Gamma_5$ and:

$$\int d^4 x \left( \sum_{i=1}^{\text{positive chirality zero modes}} \Psi^+_{+i(x)} \Gamma_5 \Psi_{+i(x)} - \sum_{i=1}^{\text{negative chirality zero modes}} \Psi^+_{-i(x)} \Gamma_5 \Psi_{-i(x)} = n_+ - n_- \right)$$

so

$$n_+ - n_- = (1/16\pi^2) \int \text{Tr} F_{\mu\nu} \tilde{F}^{\mu\nu} \quad (4.1.1)$$

The chirality is defined by the eigenfunctions of $\Gamma_5$:

$$\Gamma_5 \Psi = \pm \Psi \quad (4.1.2)$$

We now discuss some points concerned with the index theorem.

1) Most of the work so far, in the continuum, and on the lattice, has been restricted to the case of the instanton field and the number of zero modes of $D$ in the presence of the instanton field in various simple compact groups. Obviously, when we consider the case of the instantons we deal with $S^4$ as our base space (compact space), or, using the conformal mapping from $R^4 \cup \{ \infty \}$ to $S^4$, $R^4$. This justifies attempts to verify the index theorem on a lattice, considering the lattice as a compact flat space.

2) Solving the equation

$$F_{\mu\nu} = \pm \tilde{F}_{\mu\nu} \quad (4.1.3)$$

for fixed winding number, provides the number of parameters on which the instanton solution depends. For example, for the SU(2) case with Pontryagin number $P$ (in this chapter we will denote sometimes the topological charge $Q$ by $P$) the number of parameters for the instanton solution is $8P-3$. For the SU(3) case
for $P = 1$ we have 5 parameters and for $P > 1$ we have $12P - 8$ parameters. The fluctuation problem (expansion around known instanton solutions which preserves (4.1.3)) has been considered for the instanton case and it should be formulated also using TBC. For the instanton case there are known solutions for the gauge field, for example, for $Q=1$ the solution was found in [31], and by expanding around it we are able, in principle, to find the spectrum of the Dirac operator for a general gauge field, as well as the number of parameters on which this gauge field depends.

While much work has been done concerning instantons, in the case of the TBC the only known solution is that of [20] and we should formulate the fluctuation problem by expanding around the Abelian solutions of [20].

3) The form (4.1.1) is a special case of the index theorem for an elliptic operator. Generally, the index is defined as $\Sigma (-1)^i(h_i)$, where every Betti number $h_i$ is the dimension of the coset [32].

$$H_i = \text{Ker}D_i/\text{Image} D_{i-1}$$

and $D_i$'s form a complex [33, 34] which, in the case of gauge theories, can be represented by

$$D_{-1} D_0 D_1 D_2$$

where $\Gamma_0 = \text{the space of scalar fields}$, $\Gamma_1 = \text{the space of vector fields}$, and $\Gamma_2 = \text{the space of (anti)-selfdual tensors}$. $F_{\mu\nu}$ and $D_{i+1}D_i = 0$. Physically, $H^1$ gives the number of non-gauge equivalent solutions to Yang-Mills equations which satisfy duality and $H^0$ the dimension of the holonomy group of the gauge group. The number $h^2$ for the case of the sphere is zero. The number $h^0 - h^1$ is what we call the index of the operator $D$ which maps $\Gamma_0 + \Gamma_1$ to $\Gamma_2$ and the index

$$D = \text{dimKer}D - \text{dimker}D^* = h^0 - h^1.$$

4) Atiyah et al. [35] have shown that
index $D = a_v Q + \tau \eta$ \hspace{1cm} (4.1.4)

where $a_v$ = the Dynkin index of the representation of the fermion field and $\tau$ = the signature of the base-space manifold. In the case of the sphere and the torus $\tau = 0$ and $a_v = s(s-1)(s+1)/6$ where $s$ is the dimension of the fermion representation. For the case of the SU(2) group with the fermions in the fundamental representation, index $D = n_+ - n_- = P$, where $P$ = topological charge $Q$.

4.2 The Index Theorem on a Lattice

We applied the MTBC (Multi Twisted Boundary Conditions of Section 2.2) on a lattice both for Wilson and Kogut-Susskind fermions. We used thermalised configurations as well as explicit configurations with constant field strength $F_{\mu\nu}$ which were constructed according to $^2$. We start by giving some of the explicit solutions for the gauge field which we used to find the eigenvalues of the fermion matrix.

For the SU(2) group a configuration with $P = 1/2$ is given by $^2$.

4.2A

$A_1(x) = (\pi/2)x_2\sigma_3/a_1a_2$, \hspace{0.5cm} $A_2(x) = -(\pi/2)x_1\sigma_3/a_1a_2$,

$A_3(x) = (\pi/2)x_4\sigma_3/a_3a_4$, \hspace{0.5cm} $A_4(x) = -(\pi/2)x_3\sigma_3/a_3a_4$ \hspace{1cm} (4.2.1)

where $A_\mu$ denotes the gauge field in the continuum, $a_1, a_2, a_3, a_4$ are the sizes of a 4-dimensional Euclidean box along the 4 directions, $x_1, x_2, x_3, x_4$ are the coordinates of a point and $\sigma_3$ is the Pauli $\sigma_3$-matrix. The twists $\eta_{\mu
u}$'s which were used for (3.1.11) were used also to construct (4.2.1). This solution has constant field strength in the 1-2,3-4 levels and satisfies the Yang-Mills equations of motion:
\[ D_\mu F^{\mu \nu} = \partial_\mu F^{\mu \nu} + i[A_\mu, F^{\mu \nu}] = 0. \]

It has been shown \[36\] that stable extrema of the action (for compact manifolds) are always (anti)-selfdual. Since the solutions of\[20\] are constant (they have constant field strength), we should expect them to be stable.

Another example of an explicit configuration is:

**4.2B Group SU(2)\text{color} \times SU(4)\text{flavor}**

In this example we have the peculiar characteristic that the number of colors is different from the number of flavors, but the MTBC still apply.

In this case, to be consistent with (2.2.20), we chose

\[ \eta_{12}^{(\text{color})} = \frac{1}{2} \eta_{12}^{(\text{flavor})} \]

The gauge field is now the same as in (4.2.1) since it depends only on the color twist, but we have to change the flavor twist transition functions for them to match the \( \eta_{12}^{(\text{flavor})} = 2 \).

So we construct the \( \Omega_\mu^{(\text{flavor})} \)'s such that

\[
\Omega_1'(x) = \begin{bmatrix}
p^* \\
p^* \\
p
\end{bmatrix}, \quad \Omega_2'(x) = \begin{bmatrix}
-iq \\
iq \\
q^*
\end{bmatrix},
\]

75
In (4.2.2)

\[ p = e^{i\pi x_2/2a_2} \]
\[ q = e^{i\pi x_1/2a_1} \]
\[ z = e^{i\pi x_4/2a_4} \]
\[ \lambda = e^{-i\pi x_3/2a_3} \]

We now give an explicit configuration for the SU(3) group for $P = 2/3$.

4.2C Using the twists for $Q = 2/3$ (c.f 3.1.14) we have

\[ A_1(x) = (\pi/3)x_2\omega/a_1a_2, \quad A_2(x) = -(\pi/3)x_1\omega/a_1a_2, \]
\[ A_3(x) = (\pi/3)x_4\omega/a_3a_4, \quad A_4(x) = -(\pi/3)x_3\omega/a_3a_4, \]

where

\[ \omega = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 0 & -2 \end{bmatrix} \]
When we apply the color-flavor twist on the lattice we do this in the following way. Every time we reach a boundary site of the lattice; i.e., when for example the coordinate of a lattice site in the \( x \)-direction is \( N_x + 1 \) (\( N_x \) = lattice size in the \( x \)-direction), we multiply the gauge field matrix with the matrix we obtain after the application of the color-flavor twist on the \( \Psi \) field. We now present, as an example, the application of the color-flavor twist for the group \( SU(2)^{\text{(color)}} \times SU(2)^{\text{(flavor)}} \).

If
\[
\begin{bmatrix}
a & b \\
-b^* & a^*
\end{bmatrix},
\]
represents the \( SU(2) \) gauge field matrix,

then the application of the color-flavor twist on the \( \Psi \)-field results in:

For the 1st flavor

\[
\mu = 1 \begin{bmatrix}
a & b \\
-b^* & a^*
\end{bmatrix} \begin{bmatrix}
1 & 0 \\
0 & p^2
\end{bmatrix} = \begin{bmatrix}
a & bp^2 \\
-b^* & a^*p^2
\end{bmatrix}
\]

(4.2.4a)

For the other directions (and using \( \Omega^c_{\mu}(x) = \Omega^f_{\mu}(x) \)) we replace \( p = e^{i\pi x_2/2a_2} \) by (c.f.3.1.11)

\[
quadroneq\begin{aligned}
q &= e^{-i\pi x_1/2a_1} & (\mu = 2) \\
z &= e^{i\pi x_4/2a_4} & (\mu = 3) \\
\lambda &= e^{-i\pi x_3/2a_3} & (\mu = 4),
\end{aligned}
\]

(4.2.4b)

For the 2nd flavor we have:
Since we use a local flavor twist (without introducing "flavor bosons"), we have to specify the coordinates $x$ of $\Omega^f_\mu(x)$ for every particular flavor we deal with. In the case of Wilson's fermions this does not seem to create any conceptual problem since each flavor field lives on one lattice site.

For the K-S fermions we have really to think about the argument to be used for the flavor twist functions, since each flavor is spread over the 16 (in $D=4$) corners of the hypercube. For a periodic lattice the $X$ fields on the boundary sites of the lattice are identical to the ones in the interior of the lattice. Under the MTBC of section 2.2 we have to take into account the influence of the twist on the $X$-fields, and this can be done by constructing the flavor field in terms of the $X$-fields and then applying the color-flavor twist on the flavor field.

We label the sites of each flavor box as in Fig. 4.2.2 and using $q^{\mu f} = \sum_n \Gamma^\mu_n U U_n X_n$, where $\mu = \text{Dirac index}$, $f = \text{flavor index}$ (c.f. Appendix A) we arrive at:

$$q^1 = \begin{bmatrix} X'(1) + iUU'(1') X'(1') \\ X'(2)UU'(2) + iUU'(2')X'(2') \end{bmatrix}, \quad q^2 = \begin{bmatrix} X'(1) - iUU'(1')X'(1') \\ X'(2)UU'(2) - iUU'(2')X'(2') \end{bmatrix}$$

(4.2.5)

where the prime(') fields refer to the boundary flavor box, i.e., box...
1 at Fig. 4.2.1 and we work in $D=2$.

![Diagram of flavor boxes](image)

**Fig. 4.2.1** *Flavor boxes on a lattice for the K-S fermions in $D=2$*

In Fig. 4.2.1 we suppose that along the $x$-axis the lattice has four sites and so the sites of box 1 do not belong in the lattice. In (4.2.5) we label the four sites of any flavor box as in Fig. 4.2.2, and this relation without the primes on the U's and the X's can also be used for every flavor box of the lattice and not only for the boundary flavor boxes.

![Diagram of flavor box](image)

**Fig. 4.2.2** *A flavor box for K-S fermions in $D=2$*
The indices 1,2 on the q's correspond to the 2 flavors in D = 2 and we used representation of the \( \Gamma \) matrices

\[
\Gamma_0 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \Gamma_1 = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix}
\]

Also

\[
\begin{align*}
UU(1) &= 1 & \quad & UU'(1) = 1 \\
UU(2) &= U_1(00) & \quad & UU'(2) = U_1(40) \\
UU(2') &= U_2(00) & \quad & UU'(2') = U_2(40) \\
UU(1') &= U_1(00)U_2(10) & \quad & UU'(1') = U_1(40)U_2(50).
\end{align*}
\]

We now perform a flavor twist on \((q_1 \ q_2)\) and we get:

\[
\begin{bmatrix}
X'(1) + iUU'(1')X'(1') \\
X'(2)UU'(2) + iUU'(2')X'(2')
\end{bmatrix} =
\begin{bmatrix}
X'(1) - iUU'(1')X'(1') \\
X'(2)UU'(2) - iUU'(2')X'(2')
\end{bmatrix}
\]

\[
\begin{bmatrix}
X(1) + iUU(1')X(1') \\
X(2)UU(2) + iUU(2')X(2')
\end{bmatrix} =
\begin{bmatrix}
X(1) - iUU(1')X(1') \\
X(2)UU(2) - iUU(2')X(2')
\end{bmatrix} \begin{bmatrix} p & 0 \\ 0 & q \end{bmatrix}
\]

In (4.2.6) the matrix

\[
\begin{bmatrix} p & 0 \\ 0 & q \end{bmatrix}
\]

is equal to \( \Omega^{\dagger}_\mu(x) \) with argument \( x \) of \( \Omega^{\dagger}_\mu(x) \) the center of the particular flavor box being considered. Solving (4.2.6) for the primed fields and applying the color twist on the gauge field, if it is at the boundary, we express the X fields on the boundary flavor boxes in terms of the X fields of the flavor boxes in the lattice. If we concentrate on boxes 1,2 of Fig. 4.2.1 then we find \( X(4,1) \),
which in the notation of Fig. 4.2.2 is the $X'(2)$ site, $X(4,0)$, $X(5,0)$, $X(5,1)$ in terms of $X(0,0)$, $X(1,0)$, $X(0,1)$, $X(1,1)$.

We now consider the interaction: $X(3,1) U_1(3,1) X(4,1)$. For a periodic lattice with antiperiodic boundary conditions for the $X$-fields it equals $-X(3,1) U_1(3,1) X(0,1)$. Now, using (4.2.6),

$$X(4) = (1/2i)\Omega_1(3/2) U^+ U_2(00)(p-q)X(10) U_1(00) +$$

$$\Omega_1(3/2)(p+q)X(01)$$

and finally

$$\bar{X}(31) U_1(31) X(41) =$$

$$(1/2i)\bar{X}(31) U_1(31) \Omega_1(3/2) U^+ U_2(00)(p-q)X(10) U_1(00) +$$

$$(1/2)\bar{X}(31) U_1(31) \Omega_1(3/2)(p+q)X(01)$$

From this we notice that the first term is not a neighbour interaction.

We can proceed to the calculation of $qq$ in $D = 2$ for each flavor after the inclusion of the MTBC.

We present the condensate $qq$ in $D = 2$ for one of the flavor boxes. Without twist (using (4.2.5))

$$q^1 q^1 = \bar{X}(00) X(00) + i\bar{X}(00) U_1(00) U_2(10) X(11) -$$

$$i\bar{X}(11) U^+ U_2(10) U^+ X(00) + \bar{X}(11) X(11) + \bar{X}(10) X(10) +$$

$$i\bar{X}(10) U^+ U_1(00) U_2(00) X(01) - i\bar{X}(01) U^+ X(10) +$$

$$\bar{X}(01) X(01)$$

and
\[ q^2 q^2 = \tilde{X}(00)X(00) -i\tilde{X}(00)U_{1}(00)U_{2}(10)X(11) + \]
\[ i\tilde{X}(11)U_{2}(10)U_{+1}(00)X(00) + \tilde{X}(11)X(11) + \tilde{X}(10)X(10) - \]
\[ i\tilde{X}(10)U_{+1}(00)U_{2}(00)X(01) + i\tilde{X}(01)U_{+2}(00)U_{1}(00)X(10) + \]
\[ \tilde{X}(01)X(01). \]

In the presence of the twist (color-flavor for the same flavor box) we have, by solving (4.2.6),
\[ X(40) = \Omega_{1}^{color}(1/2)\{\cos \theta X(00) + \sin \theta U_{1}(00)U_{2}(10)X(11)\} \]
\[ X(51) = \Omega_{1}^{color}(3/2)\{\cos \theta X(11) - \sin \theta U_{+2}(00)U_{+1}(00)X(00)\} \]
\[ X(50) = \Omega_{1}^{color}(1/2)\{\cos \theta X(10) + \sin \theta U_{+1}(00)U_{2}(00)X(01)\} \]
\[ x(41) = \Omega_{1}^{color}(3/2)\{\cos \theta X(01) - \sin \theta U_{+2}(00)U_{1}(00)X(10)\} \]

with \( \cos \theta = \frac{1}{2}(p+q) \) and \( \sin \theta = \frac{1}{2i}(p-q) \)

Finally, after some algebra, we find that:
\[ q\bar{q}_{\text{twisted}} = q\bar{q}_{\text{without twist}} \] (4.2.7)

and this holds for each flavor separately.

We should expect that (4.2.7) is independent of the incorporation of the twist, since \( q\bar{q} \) is a local quantity and it must not be affected by the global effects of topology. In contrast, \( <q\bar{q}>_{\text{twisted}} \neq <q\bar{q}>_{\text{untwisted}} \) since when we consider the VEV of \( <q\bar{q}> \), we take into account the updating of the gauge field under the TBC, which affects \( <q\bar{q}> \) (c.f. 1.9.5). In all the cases on which MTBC were applied on the lattice we did not consider the flavor group to be gauged, as this would require the introduction of "flavor" bosons. The flavor twist is used in this work purely as a transformation.
which acts on the flavor indices of the $\Psi$ field. Gauging the flavor group should make the flavor index into a gauge quantum number.

4.3 Numerical Results

From the Section 4.1 we expect that, since for the SU(3) case $a_V=4$ and for the SU(2) case $a_V=1$,

$$n_+-n_- = 4N_fP \quad \text{for the SU(3) group} \tag{4.3.1a}$$

and

$$n_+-n_- = N_fP \quad \text{for the SU(2) group} \tag{4.3.1b}$$

We now discuss our numerical results. In the numerical analysis the Lanczos algorithm (Appendix B) was employed and we worked in the quenched approximation. We now present the plots for the K-S fermions.

Figs. 4.3.1a,b,c show the eigenvalues of the fermion matrix for the configuration of Fig. G1. (G1 was taken for the SU(3) group at $\beta=5.5$ for a $6^4$ lattice). We have plotted only the first six small eigenvalues and we used antiperiodic boundary conditions for the $\Psi$ field, i.e. a minus sign in front of (2.2.18).

Comparing Figs. 4.3.1a,b,c and G1, makes it clear that the distribution of the small eigenvalues is correlated with the sequence of plateaus in G1. One is now tempted to ask whether the index theorem (4.3.1) is verified by the above figures. We believe that this is not achieved convincingly. Certainly, the eigenvalues follow the behaviour of the pure gauge action, and in the sweeps where the changes of the topological charge occur (where we lose one unit of topological charge), we are able to see an induced change in the form of the eigenvalues.

We now consider the case of periodic twisted boundary conditions, (Figs. 4.3.2a,b,c.)

Here we observe a rather different behaviour, in the sense that the first and the second flavors seem to follow the same pattern, while the 3rd flavor does not "suffer" very sharp changes at the critical sweep numbers (about 25,100,400). We therefore
conclude that no significant insight can be gained into the exact reproduction on the lattice of (4.3.1) using periodic MTBC.

In Figs. 4.3.3a,b,c we examined the influence on the eigenvalues of the H₁ configuration. We recall that H₁ refers to the pure gauge action for the SU(3) group for a 6⁴ lattice at β = 5.5 and Q= 2/3. Although we have deviations from (4.3.1) we believe that our results show that there are some remnants of the index theorem on the lattice. There are zero modes which remain even after about 200 cooling sweeps. We also observe the similarities between the first and the second flavors. Where the first plateau (Q = 5/3) appears, at around the 44th sweep, the 5th and the 6th eigenvalues for the third flavor rapidly disappear, and at the same time we lose the last four eigenvalues for the first and second flavors. At the final and stable plateau, at Q = 2/3, we are left with eight small eigenvalues, in agreement with (4.3.1).

Fig. 4.3.4 presents the case where we found the eigenvalues for the SU(2) group using antiperiodic boundary conditions for the configuration of Fig. D₂. Again there is a correspondence between these two graphs. When one instanton disappears at about the 50th sweep and we move from the Q = 3/2 to the Q = 1/2 vacuum, we lose zero modes. In this plot we give the results for only the 1st flavor, since the 2nd flavor behaved identically. The fact that the form of the eigenvalues does not distinguish between the flavors is explained by the existence of the following similarity transformation (c.f.4.2.4a,c):

\[
\begin{bmatrix}
a & b p^2 \\
-b^* & a^* p^2
\end{bmatrix} = \left\{ \sigma_2 \begin{bmatrix}
ap^2 & b \\
-b^* p^2 & a^*
\end{bmatrix} \sigma_2 \right\}^*,
\]

and \(\sigma_2\) is the Pauli \(\sigma_2\) matrix.

We now study the eigenvalues for the case of the Wilson's fermions for the SU(3) group. In all the cases we studied to find the eigenvalues, we used the Hermitian \(\Gamma_5 M\) matrix, and, of course, the zero modes of this matrix are the same as the zero modes of \(M\) (M
is the fermion matrix) and vice versa.

Figs. 4.3.5a to 4.3.5g deal with the eigenvalues of the first flavor using antiperiodic boundary conditions and all the figures correspond to the G1 configuration. We examine the behaviour of the eigenvalues by again varying the sweep number and also studying the variation of the form of the eigenvalues with respect to the Wilson parameter k.

We notice there are no zero modes at k = 0.125, while at the sweep numbers (about 25,100,400) and even at k = 0.125, all the eigenvalues show small "curvature" effects. At k = 0.130 we have reached the real eigenvalues of M and there is a strong indication of zero modes, which actually appear at k = 0.135 and at about the 25th and 400th sweeps, where the plateaus occur. Counting the number of zero modes of \( \Gamma_5 M \) at each k we verify that the number of small eigenvalues is different at around the 25th, the 100th and 400th sweeps. So, at every cooling sweep, we have a choice of one particular k, such that the eigenvalues \( \lambda \) of M are \( \lambda = 1/k^{[37]} \).

Going from k=0.130 to k=0.135 we observe a "tunnelling" of a whole line of eigenvalues from the left to the right of the axis. As we go to higher k's we reach a point where there is no zero mode. For the other two flavors the behaviour is about the same. The above figures indicate that "a form" of the index theorem is satisfied on a lattice.

We now discuss the case of the H1 configuration. (Figs. 4.3.8a to 4.3.10g). Obviously there is a dramatic change at about the 44th sweep, i.e. when the instanton disappears. Remarkably again at k=0.125 there is no zero mode and as we go to higher k's we find the movement of whole lines of eigenvalues through the axis. Again we have exact zero modes (c.f. at k=0.140 for the 2nd flavor for example). There are no substantial differences in the behaviour of the eigenvalues for the three flavors.

We now give a description of our results for the cases where explicit configurations were used.

Figs. 4.3.11a,b,c and Figs. 4.3.12a,b,c (P = 2/3 at both cases) show that at k = 0.131 there are zero modes for all the flavors, while in
both cases the eigenvalue distribution for the third flavor differs from that of the first two flavors. At $k = 0.131$ there are four eigenvalues of $\Gamma_5 M$ very close to zero.

Figs. 4.3.13a,b,c and 4.3.14a,b,c correspond to results for a $P=4/3$ configuration. We therefore conclude that even although there are zero modes for $k = 0.139$ and $k = 0.141$ there is a deviation from (4.3.1).

Figs. 4.3.15a,b were obtained by setting only color twist for the $\Psi$-field. This, of course, leads to a non single-valued fermion field and comparison with Figs. 4.3.11 and 4.3.12 shows that the number of small eigenvalues is significantly less when we apply only a color twist. In all the above cases our lattice size was $6^4$, with the exception of the case with $P = 4/3$ where the lattice size was $8x4^3$.

Results for the SU(2) group are as follows:

Fig.4.3.16 shows the dependence of the small eigenvalues on $k$. Again we do not plot the 2nd flavor, since it behaves exactly as the 1st one. Our lattice size is $6^4$ and we see one mode very close to zero at $k = 0.129$.

Figs. 4.3.17a,b are for the case where we had only a color twist (the lattice size is still $6^4$). No zero modes were seen.

We now present the case of a "twisted" instanton configuration on a $12x6^3$ lattice. In 4.3.18, where we had a color-flavor twist there were zero modes, while at Fig.4.3.19 (only a color twist) no zero modes were observed.

The final graph (Figs. 4.3.20a,b,c,d) is for the group $SU^C(2)xSU^f(4)$. There are no small eigenvalues for the first two flavors but there are small ones for the third and the fourth flavors.

In this case, since the $\Psi-$ field belongs to the fundamental representation of the $SU(2)$ group, we expect that $a_V = 1$ and, from (4.3.1) that $n_+ - n_- = 2$. This was found to be the case.
In all the cases, where Wilson fermions were referred, we kept the Wilson\(r\) parameter equal to 1, but we also ran some cases with \(r = 0.50\) and \(r = 0.25\) for explicit configurations only. Since as \(r \to 0\) the Wilson term (c.f. 1.8b.1) in the action goes to zero too, the chiral symmetry is restored and there are no zero modes. We confirmed this although the results are not presented here.
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Appendix A

Spin Diagonalisation

Here we will present an explicit construction of the flavor quark fields in terms of the $x$ fields.

(a) Free Case

We start with the naive Euclidean action on a $D$-dimensional hypercubic lattice:

$$ S = \frac{1}{2} a^{d-1} \sum_{n, \mu} \bar{\Psi}(n) \Gamma^{\mu} \Psi(n+\mu) - \bar{\Psi}(n+\mu) \Gamma^{\mu} \Psi(n) \quad (A1) $$

where $n = (n_1, n_2, n_3, ..., n_D)$ is a lattice site.

For every lattice site $(\Psi, \bar{\Psi})$ have $2^{(D/2)}$ components, $D$ an even integer. We choose representation of the $\Gamma$ matrices

$$ \{\Gamma_{\mu}, \Gamma_{\nu}\} = -2 \delta_{\mu\nu}, \Gamma_{+\mu} = -\Gamma_{\mu}, \Gamma_{+\mu} \Gamma_{\mu} = 1 $$

At every site, we perform a unitary transformation:

$$ \Psi(n) = T(n) X(n), \quad (A2) $$

$$ \Psi(n) = X(n) T^+(n) \quad (A3) $$

where

$$ T^+(n) \Gamma^{\mu} T(n+\mu) = \Delta^{\mu}(n) \quad (A4) $$

$$ T^+(n) T(n) = T(n) T^+(n) = 1 \quad (A5) $$

and $\Delta^{\mu}(n) \in U(1)^\otimes C$ is a diagonal unitary matrix ($C=(D/2)$). After this transformation the action becomes:
\[
S = (1/2)a^{D-1} \sum_{\mu,n} \left[ \bar{X}(n)\Delta^\mu X(n+\mu) + \bar{X}(n+\mu) \Delta^\mu X(n) \right].
\] (A6)

One possible choice for \( T(n) \) is

\[
T^0(n) = \Gamma_1 \Gamma_2 \Gamma_3 \Gamma_4
\]

which gives

\[
\Delta_\mu (0)(n) = (-1)
\] (A8)

From the above equations we observe that \( \Delta_\mu (n) \) obeys the constraint:

\[
\Delta P = -1,
\] (A9)

i.e., its parallel transport around a plaquette is -1.

Conversely, if we have \( \Delta_\mu (n) \) matrices which obey (A9) we can recover the form of the action (A1) from the action in terms of the \( X \) fields. So all the different choices for \( T(n) \) are equivalent.

We now present the construction of the different quark flavors fields in terms of the \( X \) fields[38].

We write

\[
q^a = (1/8) \sum_n \Gamma_n f^a X_n(y)
\] (A10)

\( f = \) flavor index, \( a = \) spinor index) and we work explicitly in four dimensions with

\[
\Gamma_n = \Gamma_1 \Gamma_2 \Gamma_3 \Gamma_4
\]
Labelling the sites of the hypercube as follows:

(\(\eta\) labels the 16 corners of the hypercube)

<table>
<thead>
<tr>
<th>(n)</th>
<th>((-1)^n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 0, 0, 0)</td>
<td>1</td>
</tr>
<tr>
<td>(1, 1, 1, 1)</td>
<td>2</td>
</tr>
<tr>
<td>(1, 1, 0, 0)</td>
<td>3</td>
</tr>
<tr>
<td>(0, 0, 1, 1)</td>
<td>4</td>
</tr>
<tr>
<td>(0, 1, 1, 0)</td>
<td>5</td>
</tr>
<tr>
<td>(1, 0, 0, 1)</td>
<td>6</td>
</tr>
<tr>
<td>(1, 0, 1, 0)</td>
<td>7</td>
</tr>
<tr>
<td>(0, 1, 0, 1)</td>
<td>8</td>
</tr>
<tr>
<td>(1, 0, 0, 0)</td>
<td>9</td>
</tr>
<tr>
<td>(0, 1, 1, 1)</td>
<td>10</td>
</tr>
<tr>
<td>(0, 1, 0, 0)</td>
<td>11</td>
</tr>
<tr>
<td>(1, 0, 1, 1)</td>
<td>12</td>
</tr>
<tr>
<td>(0, 0, 1, 0)</td>
<td>13</td>
</tr>
<tr>
<td>(1, 1, 0, 1)</td>
<td>14</td>
</tr>
<tr>
<td>(1, 1, 1, 0)</td>
<td>15</td>
</tr>
<tr>
<td>(0, 0, 0, 1)</td>
<td>16</td>
</tr>
</tbody>
</table>

and choosing as \(\Gamma\) matrices representation

\[
\Gamma_1 = \begin{bmatrix}
0 & 0 & 0 & -1 \\
0 & 0 & -1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{bmatrix}, \quad \Gamma_2 = \begin{bmatrix}
0 & 0 & 0 & i \\
0 & 0 & -i & 0 \\
0 & -i & 0 & 0 \\
i & 0 & 0 & 0
\end{bmatrix}, \quad \Gamma_3 = \begin{bmatrix}
0 & 0 & -1 & 0 \\
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{bmatrix}, \quad \Gamma_4 = \begin{bmatrix}
0 & 0 & i & 0 \\
0 & 0 & 0 & i \\
i & 0 & 0 & 0 \\
0 & i & 0 & 0
\end{bmatrix}
\]

we get
\[ \Psi_1 = \frac{1}{\sqrt{8}} \begin{bmatrix} -i x_3 & -i x_4 & -x_2 & +x_1 \\ x_7 & -i x_5 & -i x_6 & -x_8 \\ i x_{15} & +x_{14} & +i x_{16} & -x_{13} \\ -x_9 & +i x_{11} & +x_{10} & +i x_{12} \end{bmatrix} \]

\[ \Psi_2 = \frac{1}{\sqrt{8}} \begin{bmatrix} -x_7 & -i x_5 & -i x_6 & +x_8 \\ x_1 & +i x_3 & +i x_4 & -x_2 \\ -i x_{12} & +x_{10} & -i x_9 & -i x_{11} \\ x_{13} & +i x_{15} & -x_{14} & -i x_{16} \end{bmatrix} \]

\[ \Psi_3 = \frac{1}{\sqrt{8}} \begin{bmatrix} x_{13} & -i x_{15} & +x_{14} & +i x_{16} \\ x_{9} & -i x_{11} & +x_{10} & +i x_{12} \\ x_1 & -i x_3 & +i x_4 & +x_2 \\ x_7 & -i x_5 & +i x_6 & +x_8 \end{bmatrix} \]

\[ \Psi_4 = \frac{1}{\sqrt{8}} \begin{bmatrix} x_9 & -i x_{11} & +x_{10} & -i x_{12} \\ -x_{13} & -i x_{15} & -x_{14} & +i x_{16} \\ -x_7 & -i x_5 & +i x_6 & -x_8 \\ x_1 & +i x_3 & -i x_4 & +x_2 \end{bmatrix} \]

where the indices 1, 2, 3, 4 for the \( \Psi \) refer to the 4 groups of the 4 degenerate flavors.
Interacting Case

Here, we have:

\[
q^{fa} = \frac{1}{g} \sum_n \Gamma_{n,a} U_n(y) X_n(y)
\]

where

\[
U_n(y) = [U_1(2y)]^{n_1} [U_2(2y+n_1)]^{n_2} [U_3(2y+n_2+n_3)]^{n_3} [U_4(2y+n_1+n_2+n_3)]^{n_4}
\]

For example, \(U(0,0,0,0) = 1\),

\(U(1,1,1,1) = U(1,1) U(9,2) U(3,3) U(15,4)\) etc. and the construction of the different quark flavors follows the same pattern as in the free field case.
Appendix B

The Lanczos Algorithm

To find the eigenvalues of the fermion matrix on the lattice we use the Lanczos Algorithm\^[39], which we discuss without giving details.

We require a similarity transformation to produce a tridiagonal symmetric (real) matrix $T$ from a general Hermitian matrix $H$, i.e., $X^{-1}HX = T$ with

\[
T = \begin{bmatrix}
    a_1 & \beta_1 & 0 & 0 \\
    \beta_1 & a_2 & \beta_2 & 0 \\
    0 & \beta_2 & a_3 & \beta_3 \\
    \vdots & \ddots & \ddots & \ddots
\end{bmatrix}
\]

Write $X$ as a series of orthonormal column vectors:

$X = (x_1, x_2, x_3, \ldots)$,

the Lanczos equations are given by:

\[
HX_1 = a_1X_1 + \beta_1X_2 
\]

(B1a)

\[
Hx_i = \beta_{i-1}x_{i-1} + a_ix_i + \beta_ix_{i+1}
\]

(B1b)

Using the Lanczos equations recursively, we calculate all the $a$'s, $b$'s and $x$'s starting, by choosing the $x_1$ to be a unit vector.
Appendix C

The eigenvalue problem for specific configurations

Here we deal with the calculation of the eigenvalues of the Dirac operator, using, as background gauge field, an explicit configuration with \( P = 1/2 \) (\( P \) denotes the topological charge). Instead of using the configuration (for \( P = 1/2 \)) of (4.2.1), we construct a gauge equivalent configuration which is different from zero at only two directions.

It is easy to show that the gauge field

\[
A_\mu = (0, A_2, 0, A_4) \text{ where } A_2 = \frac{2\pi x_1}{a_1 a_2}, A_4 = \frac{2\pi x_3}{a_1 a_2}
\]

(C1)

satisfies (2.2.1). In this gauge, the transition functions are:

\[
\Omega_1(x) = e^{i\pi x_2/a_2}, \quad \Omega_2(x) = 1, \quad \Omega_3(x) = e^{i\pi x_4/a_2}, \quad \Omega_4 = 1
\]

(C2)

We now proceed to find the eigenvalues of \( iD \). Since

\[
\hat{p}^2 = D^2 + (1/4) [\Gamma_\mu, \Gamma_\nu][D_\mu, D_\nu] = D^2 + (1/4)(-2i\sigma^{\mu\nu})[D_\mu, D_\nu] =
D^2 - (i/2) \sigma^{\mu\nu} F_{\mu\nu} = D^2 - (2i\sigma_4 F_{12}), \quad \sigma_{12} = 2i\sigma_3
\]

(C3)

the eigenvalue equation becomes

\[
\hat{p}^2 \Psi = -\lambda^2 \Psi \Rightarrow [(\partial_1 + iA_1)^2 + (\partial_2 + iA_2)^2 + (\partial_3 + iA_3)^2 + (\partial_4 + iA_4)^2 + 4\sigma_3 F_{12}] \Psi = -\lambda^2 \Psi,
\]

(C4)

where \( \Psi = \Psi(x_1, x_2, x_3, x_4) \).

Using the gauge field in (C1) we notice that (C4) has no explicit dependence on \( x_2, x_4 \) and therefore we write
\[ \psi(x_1,x_2,x_3,x_4) = e^{i(px_2+kx_4)}\phi(x_1,x_3) \quad (C5) \]

This reduces (C4) to
\[
[(\partial^2\phi/\partial x_1^2) + (\partial^2\phi/\partial x_3^2) + (-p^2-k^2-2A_2p-2A_4k-A^2_2) = \]
\[ A^2_4 + 4\sigma_3 F_{12} + \lambda^2] \phi(x_1,x_3) = 0 \quad (C6) \]

Since the choice of \( P = 1/2 \) corresponds to \( \eta_{12} = 1, \eta_{34} = 1 \), we choose the boundary conditions for the \( \Psi \) field to correspond to a global color twist, i.e.,
\[
\psi(x_1,x_2,a_2,x_3,x_4) = e^{i\pi\psi(x_1,x_2,x_3,x_4)}, \quad (C7) \]
\[
\psi(x_1,x_2,x_3,x_4+a_4) = e^{i\pi\psi(x_1,x_2,x_3,x_4)} \quad (C8) \]
\[
\Rightarrow p_2a_2 = (2n+1)\pi, \quad ka_4 = (2m+1)\pi, \quad m,n \in \mathbb{Z}. \quad (C9) \]

If \( A = (2\pi/a_1 a_2) \), \( \Rightarrow \)
\[
(\partial^2\phi/\partial x_1^2) + (\partial^2\phi/\partial x_3^2) + (-p^2-k^2-2A_1p-2A_3k-A^2 x_1^2 + 4\sigma_3 A + \lambda^2) \phi(x_1,x_3) = 0 \Rightarrow \quad (C10) \]
\[
\Rightarrow (\partial^2\phi/\partial x_1^2) + [-A^2(x_1^2+(p/A)^2)+2x_1p/A]+4\sigma_3 A + \lambda^2] \phi \]
\[ = -(\partial^2\phi/\partial x_3^2) + [A^2(x_3^2+(k/A)^2)+2x_3k/A] \phi \quad (C11) \]

If \( \phi(x_1,x_3) = X(x_1)Z(x_3) \), then we get:
\[
(X''/X) + [-A^2(x_1+p/A)^2+4\sigma_3 A + \lambda^2] = -(Z''/Z+A^2(x_3+k/A)^2) = -\mu^2. \]

The above equations are the equations for a shifted harmonic oscillator with frequency \( \omega = A = k \) and energy:
\[(\lambda^2 + \mu^2 + 4\sigma_3^2 a) = (n'+1/2)k\]  \hspace{1cm} (C12a)

\[-\mu^2 = (m'+1/2)k\]  \hspace{1cm} (C12b)

\[\Rightarrow \lambda^2 = (n'+1/2)k + (m'+1/2)k + 4A,\] \hspace{1cm} (C13)

\[n', m' \in \mathbb{Z}\]

The formal part of the calculation of the eigenvalues of \(D\) is now finished and it is time to compare (C13) with our numerical results. In the calculation we used boundary conditions for the \(\Psi\)-field which did not correspond to a local twist. This renders the fermion field multi-valued and comparing our numerical results, using the boundary conditions (C7), (C8), with the ones for color-flavor or only a color twist, we notice that in the latter cases the small eigenvalues are smaller than the first small eigenvalues of the first case.

Also the numerical result for the case we set only a global color twist on the \(\Psi\)-field does not agree with what we expect from (C13).

Now we present the same problem in 2 dimensions.

Using the configuration:

\[A_1 = (\pi/2)(x_2/a_1 a_2), \quad A_2 = -(\pi/2)(x_1/a_1 a_2),\]  \hspace{1cm} (C14)

i.e., twist \(\eta_{12} = 1\) at the 1-2 level, and the eigenvalue equation is read:

\[[(\partial_1^2 + \partial_2^2) - A^2(x_1^2 + x_2^2) + 2A + \lambda^2]|\Psi(x_1, x_2)| = 0,\]  \hspace{1cm} (C15)

\[A = \frac{\pi}{2a_1 a_2}\]

Using polar coordinates,

\[\nabla^2 = (d^2/dr^2) + (1/r)(d/dr) \Rightarrow\]
\[ (d^2R/dr^2) + \frac{1}{r}(dR/dr) - A^2 r^2 + \lambda^2 + 2a) R(r) = 0. \] 

(C16)

After trial we use:

\[ R(r) = \xi^\mu e^{\beta \xi} u(\xi) \Rightarrow \xi u'' + (1 - \xi) u' + \left\{ -\frac{1}{2} + \left( \frac{\lambda^2 + 2a}{4a} \right) \right\} u(\xi) = 0 \]

(C17)

This is a confluent hypergeometric equation and for the series solution to terminate we require:

\[ \left\{ -\frac{1}{2} + \left( \frac{\lambda^2 + 2a}{4a} \right) \right\} \in \mathbb{Z} \Rightarrow \]

\[ \left( \frac{\lambda^2}{4a} \right) = n \Rightarrow \lambda^2 = (2n\pi/a_1 a_2), \quad n \in \mathbb{Z} \]  

(C18)

If we define the topological charge in D=2 as:

\[ Q = \frac{1}{2\pi} \int \mathbf{d}^2x F_{12} \quad \text{then} \]

\[ Q = \frac{1}{2\pi} a_1 a_2 \pi/a_1 a_2 = 1/2. \]  

(C19)

In [40] transition functions for \( Q = 1 \) were used (and periodicity of the lattice was preserved i.e. \( Q = 1 \)), and it was found that for the eigenvalues of the Dirac operator \( \lambda^2 = 4n\pi/a_1 a_2 \).
Conclusions

As in the cases of periodic boundary conditions and the investigation for instantons on the lattice, there are strong indications that we should be able to find topological objects of non-integer topological charge on the lattice. In Chapter 3 it was shown that numerical results provide strong evidence for the existence of objects with non-integer charge and their lifetime is remarkably longer than that of the instantons. Cooling from a cold start we were able to have exact "twist" objects and for thermalized configurations there was always at least one instanton around.

In all the cases we thermalized a "twisted" configuration, the time needed to reach the equilibrium was bigger than that for a periodic configuration. This is justified due to the fact that, under TBC, we actually simulate a bigger lattice from the lattice we had originally. C Michael [41] had also also made this observation.

In chapter 4 we see that despite the fact that continuity is lost on the lattice, there are remnants of the index theorem on the lattice. Of course, the difficulties of putting the fermions on the lattice (the spread of the flavors around the corners of the hypercube for the K-S fermions and the 15 "unwanted" flavors for the Wilson case) obscure the full evidence for the index theorem on the lattice. The Wilson fermion action violates the chiral symmetry, hence zero modes of the eigenvalue equation \( M\psi = \lambda \psi \), \( M \) is the fermion matrix, are not eigenvectors of chirality, but approximate eigenvectors, i.e. \( \Gamma_5 \psi = \pm \psi \).

Another notable point regards our lattice. Since our lattice is not a torus since we do not identify the gauge field at sites \( x, x + Nx \) (\( Nx = \) lattice size in the x-direction), we should actually find from a pure mathematical point of view the values of the constants which appear in 4.1.4 (in 4.1.4 there is no the Euler-Poincare number which generally, for an arbitrary manifold, is different from zero and equals to 2 for a topological sphere). This is also another possible explanation for the discrepancy between the formula (4.3.1) and our numerical results.

In this thesis we dealt with the application of the TBC regarding
only the 'pure mathematical part' of the 'twist'. We believe that we can extend this work to the physical applications of the TBC.

There are some papers which have dealt with this, for example, in [42] the analysis considers the elimination of the finite size effects on the lattice using the TBC.

It could be interesting to examine the dependence of the various thermodynamical quantities (free energy etc.) on the TBC. Generalising the solutions of [20], to non-abelian ones, it should provide a way to calculate the energy of the magnetic fluxes. Using then duality arguments [13], we, in principle, could be able to compute the energy of an electric flux tube.

Also, since from (1.10.1) we see that the chiral symmetry is connected to the density of the zero modes, we consider that this could give a way to study the connection between topology and chiral symmetry breaking [43].
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