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e e e -

This thesis 1is concerned with the development of interactive
communication skills in young school children, that is, skills which
depend upon the linguistic interplay between dialogue participants.
Semantic negotiation is‘invesfigated.in the restricted context of a
task-oriented gaﬁe to examine how communicators co-ordinate their use
and interpretation of language.

The convebsations considered were generated from pairs of same-aged
8-, 10-, and 12-year-old children playing a specially designed
computer maze-game which elicits spontaneous dialogue, yet within a
very restricted domain. The dialogues typically contain a number of
location descriptions within a pré-defined spatial network, and such
description sequences enable an exploration of the emerzence of co-
ordinated description schemes. As well as this, various aspects of
problem solving abilty were investigated since the task involved a
joint co-ordination problem.

Results indicated that all age groups were able to engage in semantic
negotiation and develop co-ordinated description schemes to describe
locations on the maze, however there were certain developmental
differences in their choice of schemes and their ability to increase
co-ordination over the ganes. Furthermore, it appeared that the
younger children were co-ordinating on the expressions to use, without
fully understanding each other.

Yet these results indicate that interactional processes are essential
to the establishment of meaning, and that young children are able to
infer meaning from the interaction in specific contexts of use. These
findings tend to suggest that social-pragmatic factors play a critical
role in the development of meaning, and indicate that the general
process of co-ordination (in respect to language), may be a basic

component of all human interactional dialogue.

ix



THESIS_OVERVIEW

"Each of us is a prisoner in a solitary tower,
and he communicates with the other prisoners who
form mankind, by conventional signs that have
not quite the same meaning.™

Somerset Maugham (1951)

The experimental studies reported in this thesis explore the processes
of semantic co-ordination in natural dialogue and how these processes
develop in school age children. The aim is to investigate the
meaning of expressions in natural dialogue empirically, which involves
concentrating on one particular area. The area chosen examines the
meaning of 1location descriptions which are generated within the
context of a specially designed computer maze-game task. The approach
is to look at different pairs of children engaged in a task-oriented
dialogue and examine how their interpretation and use of language
converges to fit the particular functional and interactional context

of the exchange.

The thesis is based on the standing assumption that successful
communication relies on the co-ordinated use of a shared meaning
system, which rests on the dynamic relationship between the wusers
of the language and language itself. Several aspects of
communication are explored, in particular, how speakers and listeners
negotiate and co-ordinate on the meaning of natural 1language

expressions.



The focus of attention in this thesis is therefore on how young school
children converge and enter into a shared local system of meaning,
within particular dialogues. This semantic and conceptual
development is examined with a view to chronicling the development of

a major pragmatic and interactional skill.

A computer controlled maze-game was used for this investigation, where
pairs of subjects spontaneously described positions on a maze. This
restricted reference domain allows empirical control over the topic
being discussed yet subjects were free to discuss maze locations when
and how they pleased. Subjects played the game in pairs, seated in
separate booths and communicated through headphones. Each player's
task was to manoceuvre an X through the maze to an %, with the game
only terminating when both players were in their respective goals.
However, a number of barriers were placed in the paths of subjects,
which could only be removed by requesting the co-operation of their

partner, and finding out each others maze location.

Thus the dialogue elicited contained several location descriptions
since success depends, to a certain extent, on establishing a co-

ordinated spatial description scheme between two players.

The advantages of such a technique are that detailed comparisons of a
large sample can be made, and comparisons across a wide range of age
groups. The dialogues typically contain a number of location
descriptions within a pre-defined spatial network, and it 1is the
analysis of such sequences which enables one to explore the emergence
of co-ordinated description schemes. Furthermore, task involvement

xi



generally produces natural and spontansous speech since subjects
typically become involved in solving the task and less avare of the

language they produce.

Part I of the thesis (Chapters 1 to 3) covers the general background
area while reviewing some of the relevant literature 1in this field.
Part II (Chapters 4 to 8) reports the empirical work from the computer

maze~game and the results.

Chapter 1 focuses on how communicators co-ordinate on the meaning of
natural language expressions, and the role shared and mnutual
knowledge play in this process. It is argued that speakers and
listeners use the interaction to infer the meaning of expressions in a
dynamic way. This interactionist approach emphasises the speaker and
listener, their common knowledge, and the social context of the

exchange, in order to deduce meaning and communicate successfully.

The relevant 1literature was reviewed and semantic negotiation
discussed both at a general and local level. For example, in relation
to populations of speakers and then in terms of definite reference

between particular communicators.

Chapter 2 focuses on the development of communication skills as they
relate to language, and outlines various theoretical issues in this
field. 1In particular, how the child develops and acquires the skills
to enable them to communicate successfully, and how they learn to use
terms in a shared and mutually effective way. This covers a very
broad and complex area, so only the key issues that are relevant to
the work in this thesis are focused upon.

xii



An outline of the computer maze-game used in the thesis is provided in
Chapter 3, followed by a review of some experiments which have used

similar methods.

For example, co-operative games, explicit description from spatial
arrays, and other types of experiment that constrain the topic of
discourse in a similar way. The chapter concludes with a review of
work carried out by Garrod and Anderson (1983, 1987) who used the same
computer maze-game on adults. This proved useful as a comparison for

the children's data.

Part II of the thesis covers the empirical studies and the results
found. Chapter U4 describes the computer maze-game in depth with the
procedure and experimental design. The following sections discuss
children's general performance at solving the task in terms of
efficiency and problem solving ability, and their language

performance.

Chapter 5 deals with a more specific statistical analysis of the
speech in relation to the semantic contents of location descriptions.
It investigates the way that subjects refer to positions on the maze

and the meaning behind their descriptions.

The co-ordination of descriptive patterns is investigated in Chapter
6, both between and within different subject pairs. This investigates
dialogue co-ordination, any improvements in co-ordination across
games, and subjects dynamics of choice of descriptive scheme across

ganme.
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Chapter T describes an independent study which was carried out to
investigate dialogue descriptions which were produced in a less
interactive environment than the computer maze-game. This may then be

compared with results from the computer maze-game study.

The conclusions from the thesis are considered in Chapter 8 in
relation to the theoretical issues and research discussed in Part I of
the thesis. The results from the studies are incorporated into a

wider context along with the issues and ideas produced from them.

In summary, the thesis explores how meanings may be established within
particular dialogues, and considers social-pragmatic aspects as
essential to this process - in particular, the interaction between the
communicators. For example, where communicators use the interaction
to infer the meaning of expressions rather than depending on any other
isolated aspects of the individual. The development of these
abilities are explored in young children, since such understanding
seems critical for greater appreciation of the development of

meaning.
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CHARTER_ 1
IDE_ROLE OF SOQCIAL-PRAGMATIC FACTORS IN COMMUNICAIION

A, _INTRODUCTION

This thesis explores the development of communication skills as they
relate to language and investigates how speakers and listeners co-
ordinate on the shared meaning of natural language expressions. It
takes the view that communication is inherently a social process using
language as the instrument to relate to others, and emphasises social-
pragmatic aspects of dialogue. This interactionist approach takes
into account language use, the users of that language, the knowledge
they share with each other, and the context of the exchange. The
thesis develops a certain approach to communication in language which
will be explored in this chapter. For example the approach emphasizes
dynamic aspects of natural language and hoWw communicators use the
interaction to infer the meaning of expressions. It relates meaning
to the users of the language and discusses the role of shared
knowledge for communication. However, this is not the only view one
may take, and these social-pragmatic factors have often been under-

rated in the study of language.

The origins of pragmatics being a factor in language comes from Peirce
(1957). He discussed three main levels of semiotic in language which
are distinct but not necessarily independent. These are: syntactics,
which involves the signs of that language and the relations between
the signs; semantics, which investigates the relations between the

signs and what they designate, that is their meaning; and pragmatics,



which involves the relations between the signs, and what they specify
in relation to the users of those signs. In its most general sense
the meaning of natural language expressions depends on all three
levels, however, social-pragmatic factors will be focused on

throughout this thesis.

1, _THE DYNAMICS OF NATURAL LANGUAGE

Language in relation to communication, basically involves two parties,
and occurs over time. This extended interaction raises questions on
the dynamics of natural language. Studying communication involves
adopting one of two contrasting assumptions. One assumes that words
have enduring and conventional meanings that can be represented in
static structures, while the other highlights the flexibility of
natural language where the speaker can manipulate words to convey
different meanings in various situations (see Anderson (1983) for a
full review on theories of meaning). Nelson (1985) stated that:

"These two approaches to meaning exemplify semantic models as a
structural system on the one hand and as the functional realization of

communicative intentions on the other."

While this thesis focuses on the latter, previous literature often
adopted the former view and analysed the speaker, listener, and
sentence, as isolated entities without reference to the wider social
situation. Traditional work often concentrated on the rules, sound,

and symbols of a language, and their interpretation.

Noam Chomsky (1957), responsible for the syntactic revolution, made

researchers aware of the complexities of natural language. However,



his syntactical structures approach emphasised the isolated sentence
as the main unit of focus, devoid of the speaker, listener, and social

context of the exchange.

Although relevant to contemporary research, this approach is now
criticised for concentrating solely on the 1literal meaning and
propositional content of the exchange. The interpretation of a
sentence is not only dependent on these phonological, syntactical, and
semantic rules, but also depends upon pragmatic factors. In the 19th
century, Frege had considered such an approach, and defined the term
proposition. He discussed how the meaning of expressions may be
deduced independently of the communicators. This opposes the notion
that meaning may evolve from the interaction between the

communicators.

Alternatively, Rommetveit (1968, 83) has argued that what we convey in
an utterance does not depend on the propositional content of the
expression, but rather, who the 1listener is. Similarly our
interpretation may depend on who the speaker is, and the target of the
communication. For example, a statement such as:

"I felt the painting crying out to me"

would be interpreted differently, depending on whether it was uttered
by a schizophrenic or an artist. Thus it appears that the meaning of
expressions depends on the perceived relationship between speaker and
listener. Successful communication relies on the co-ordinated use of
a shared meaning system, something which only arises out of the
dynamic relationship between the users of the language and the

language itself.



Rommetveit (1983) stressed the dynamic nature of the meaning of
expressions, and proposed that conversants may not be totally
dependent on the set of predetermined assumptions, as defined by the
conventional, dictionary definition of a word. Indeed Rommetveit

(1983) argued:

"What is meant by what is said is neither fixed nor perfectly
determinable in the way it is in Chomsky's idealized and perfectly

homogeneous speech community."®

He proposed that expressions have 'semantic potentialities' which are
alternative meanings of the phrase in different contexts. These were
far more important than their 1literal meaning. He compared
conversations to contracts, where the interlocutors control the
boundaries and limits of expressions and their extensional semantics -
which is the set of meanings the terms may refer to in certain

contexts.,

Thus conversants are viewed as adopting a type of ‘'tacit contract®
during an interaction which defines the meaning of expressions at a
local level. Thus while global meanings are obviously central for
communication, Rommetveit, and others such as Garrod and Anderson
(1987), point out that 1o§al conventions of meaning may be central to

our everyday use of language. As Garrod and Anderson conclude:

", ..general conventions of meaning may serve only as starting points
for interpretation, perhaps giving a default which may be overwritten
by more local and transient conventions set up during the course of a

dialogue."



According to such a view the meaning of expressions 1is often
constructed dynamically in the course of a conversation.
Communicators appear to negotiate and control meaning at a more local
and informal level. In this way existing words can be used more
effectively by adapting their meaning to suit the particular function

of the exchange.

From a somewhat different standpoint arising from a computational
nodel for representing meaning, Woods (1981) argued that ambiguity in
naturz2l language is actually a solution rather th.an a problem. He
distinguished between an internal and external language, where our
internal language refers to our thougnts and intelligence, and our
external language the means to communicate with others. OQur internal
language 1is clearly far nore discriminating than our communicative
ability, since we can make many more distinctions than are actually
lexicalised. He points out that were there a one-to-one relationship
between conceptual distinctions and vocabulary it would inevitably

result in a huge unmanaaeable lexicon.

To summarise the position we can say that most sentences in our
language are highly ambiguous, and so the listener must infer the
intended meaning from the set of possible alternatives. There are two
ways of doing so which are by no means independent of each other. One
involves making various inferences in an attempt to deduce the most
likely meaning in that situation., The second concerns the view of
Rommetveit and others, who argue that communicators take advantage of
the interaction in order to constrain the meaning, as well as taking

into account the relationship between the speaker and listener.



2.THE _ROLE OF SOCIAL-PRAGMATIC FACIORS IN_ COMMUNICATION

It appears that communicators use the interaction to their advantage
to infer the meaning of expressions, where comprehension is dependent
on the interaction itself. The notion that meaning is negotiable has
been around for some time, The first possible indication of this
began as far back as 340 BC with the debate between Aristotle and
Plato, who were concerned with the issue of what things mean. For
example, was meaning determined by the world we live in as a property
of that world, or a property of the discourse we use. Aristotle
argued that the way we perceive things is an inseparable part of our
conceptual framework. Whereas his instructor Plato believed that
philosophy concerned 'going beyond' or ‘'getting out' of everyday
experiences, Aristotle argued that we cannot coherently go beyond our

experience, and thus:

"we cannot provide, for any principle, a foundation that stands

altogether outside of our discourse and our conceptual scheme."

According to this doetrine, that which is completely external cannot
enter into our discourse and thought, and we may only use certain
terms in speech when they have entered into the experience of someone
in the linguistic community. However, where Aristotle argued that
meaning is in the mind of the individual rather than in the actual
world, the view taken in this thesis is that meaning evolves from the

interaction between speakers and listeners.

More recently Cherry (1971) argued that language develops socially



through a process of verbal interactions in a variety of different
situations, where views, beliefs, and knowledge, gradually transmit to
the learner. This view assumes that we cannot have any concepts of
our own apart from those expressible within the language, symbols and
signs, taught by our society. Cherry suggests that communication
depends upon a mutual acceptance of the signs of the language and a
common usage of these, and that language only succeeds because of this
common bond in the population. He considered language in general and

stressed the social nature of communication.

This implies that languages encompass culture. For example, since
Eskimos require the differentiation of more types of snow than the
British do, then they accordingly have more words for snow than
English. 1In this vein Miller (1981) emphasised the close link between
language and communication, comparing the difficulties of composing a
Zulu/English dictionary with a French/English one, as a result of

similarities and differences between the cultures involved.

The linguistic relativity thesis also maintains that these properties
will influence the way people from different cultures think. For
instance Whorf (1956) argued that the language we use determines the

way we perceive and organize things.

Cross~cultural and inter-cultural studies illustrate how languages are
directly associated with their users, where meaning may be in part a
function of the society. Yet it is unclear whether the functions of
the society fully determine a language. Many aspects of language and
communication are not yet sufficiently well understood to determine if
language evolved directly from the need to communicate (Bierwisch,

1981). 8



3._CONVENIIONS OF MEANING

This section relates meaning to the users of the language and
discusses some of the mechanisms involved. It relates populations of
speakers to meaning and investigates how a society can support shared

meaning.

Within, as well as between different societies, it is evident that
various groups tacitly evolve meanings and language codes, which are
mutually and exclusively shared by the members, These specific
terms evolve as a by product of the interaction itself, and may in
turn develop into more stable conventions such as jargon terms,
colloquialisms or neologisms, relative to the group's function. For
example, various groups within the language community often require a
greater differentiation of their field to develop their own expertise,
such as surgeons, mechanics, and most large organizations requiring
various departmental codes. When experts communicate with fellow
experts they attempt to affect them as they specifically intended,
using terms which outsiders may find obscure or unintelligible, but

which are necessary to achieve their goal.

Local conventions are also popular in the political sphere, where
terms may be interpreted one way by the public, yet indicate something

quite different to those who use them.

In particular, Chomsky (1985) discovered some specific examples of
this while researching USA foreign policy in Central America. For
example, the U.S.A., regularly "justifies" their intervention in the

area as "defending" the USA against Central American agression:



"where ‘'aggression' (by any third world country) has its usual

Orwellian meaning: defense against US attacks"

Chomsky mentions countless examples of double standards and 'newspeak!
(#) of the USA government, enough to impress Orwell. (*) oOrwell's
(1948) version of a language imposed by a govermnment in his book

Nineteen Eighty-Four.

This process may ocecur as a neccessity, as when specialists become
very esoteric to differentiate a certain field, or on the other hand
to exclude others, where certain elitist groups often develop shared
meaning systems. Another specific example is "nukespeak" jargon where
terms are deliberately misleading to confuse the public over the
realities of nuclear war. Paul Chilton (1982) describes 'nukespeak!'

as:

"a specialised vocabulary for talking about nuclear weapons ... which
is not neutral and purely descriptive but ideologically loaded in
favour of the nueclear culture; ...and affects how people think about

the subject™,

He points out that it did not transpire overnight as some type of
"Orwellian grammarian rewriting the English language in the Ministry
of Truth" but evolved over time to accommuate those concerned with the
development of these weapons. For example, we have a new variety of
word-groups such as 'Limited Nuclear War' translated by Aubrey (1982)
as 'Much of Europe annihilated', or ‘'‘Partial test ban Treaty!
translating as 'tests conducted under rather than above ground' and so

on.
10



Essentially a language is composed of many groupings of private codes,
where interlocutors use words relative to the function of that group,
peculiar to the members. A system of mutual knowledege develops
between communicants where the terms used conceptually represent what
best conveys their intended meaning. On a small scale we can see this
operating between twins. Zazzo (1960, 1984) describes twins
developing "Criptophasia™ and "Secret Language" as their way of
communicating, which is mutually shared by them alone. Thus within
and between different language groups, specific interest areas produce
terms to express their function. They are all attempting to

communicate some idea as precisely as possible.

Each population appears to form their own conventions relative to
their specific environment and needs. Thus in certain populations
only time, coupled with interaction between the members, will allow
comprehension and a mutual understanding of the expressions used.
For these reasons, Cherry (1971) sceptically questioned the efficiency
of space communication, which involves one way communication 1links
with others who have no knowledge of our language system. Without
mutual interaction and feedback occurring he argued nutual

understanding may never be achieved, and pointed out:
"What can be assumed to exist in common between Earth and the planet
that can serve as signs and rules, for a start, to build up a common

language?"

These observations raise issues of how the child can enter into a

11



system of shared conventional meanings within society since they must
develop the ability to use terms in a shared and mutually satisfactory
way. The terms learnt by the child will presumably indicate the most
relevant functions of the society, and may be acquired by conventional

learning. These issues will be discussed fully in Chapter 2.

The next section will discuss what is involved in a mutually shared
system of meaning and the role of shared and mutual knowledge for

communication.

4, IHE IMPORTANCE OF COMMON KNOWLEDGE IN_COMMUNICATION

We have considered language as a socially derived phenomenon with
humans establishing a variety of languages, dialects, codes, and
meanings, to accom\c;;iate their environment and needs. This implies
that using a language requires more than just learning certain
responses, For a language to succeed we require knowledge of that
language, knowledge of the world involved, and knowledge of how to
use the language in a shared and mutually satisfactory way. The
meaning of expressions depend upon social-pragmatic factors, such as
the relationship between the 1listener and speaker, their joint
knowledge, and the wider social context of the exchange. This joint

knowledge appears central to all aspects of communication, for

meaning, conventions, reference, and so forth.

It is argued that there are two types of joint knowledge used in
communication - shared and mutual, which are independent of each
other. Shared knowledge refers to the portion of information that we

have in common with others, and which is actually shared within
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members of the community. For example, certain world wide and
contemporary facts, historical and geographical information, and
knowledge that is taught through a basic school education, is shared
in the community. To meet another British person may lead us to
assume that they similarly know our political system and Prime
Minister, the currency we use, our television system, and so on.
However, this is different from actually knowing certain facts are
mutually known within the community. For example, you may assume
person X knows who the British prime minister is, and that you may
share this knowledge, however you do not know for sure. This
knowledge becomes mutual after interacting with person X reveals that
they are aware of the British Prime Minister and aware that you know
that they know this information. So now you both know that you both

know who the British PM is.

Shared knowledge then, refers to an abstract concept of what is
actually shared with others, which is independent from knowledge that
is clearly known to be shared. While mutual knowledge is information
that we are aware of sharing, and includes mutual belief, and common
knowledge, between conversants. In this way, it would be possible for
two people to have total shared knowledge where they know exactly the
same information, although they have no mutual base. On the other

hand, to mutually know some information X, then:
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A would know X

B would know X

A would know that B knows X

B would know that A knows X

A would know that B knows that A knows X
B would know that A knows that B knows X

and so on ad infinitum (Defined by Schiffer, 1960).

Mutual knowledge in this form is basically a formal specification,
which has generally been left to philosophers to define, since it is
debatable whether we require such knowledge prior to an interaction,
and how this knowledge develops and is assessed. This problem will

be addressed later.

Lewis (1969) referred to the concept as common knowledge, while
Schiffer (1972) preferred the term mutual knowledge, and both
independently identified conditions which determined what situations

may elicit this knowledge.

Yet the extent to which mutual understanding occurs is all a matter of
degree, and must depend on the communicants shared knowledge and

ability to take the role of the other.

Kreckal (1981) suggests that no two people will have exactly the same
concepts, although communication aids the development of independent
shared knowledge into a mutual perspective. And once one part of
mutual knowledge is discovered between communicants, much more may be

derivable through inference. In this way, conversants play an active
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role in converting individual knowledge into shared knowledge for
communication to succeed. Thus knowledge acquired separately may be
at best a type of shared knowledge, however, knowledge acquired
through mutual interaction may 1lead to communicators developing

similar concepts.

2._CONCLUSION

This section emphasised the importance of social-pragmatic factors in
communication, and proposed that the meaning of natural 1language
expressions is inherently dynamic. It was argued that conversants
co-ordinate on the meaning of expressions depending on social-
pragmatic factors, such as the social context of the exchange, the

interactors, and the knowledge that they mutually share.

However, one general problem involves how people co-ordinate their
knowledge to ensure they have a mutual base to discuss some issue,
The suggestions offered to infer such mutual knowledge are
theoretical, abstract specifications, and hypothesize how mutual
knowledge may develop prior to, or during an interaction. of
particular interest in this thesis, is how co-ordination of language
occurs during an interaction, where communicators arrive at the same
interpretation of expressions within a particular context. The next

section will investigate this issue further.
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B. _GENERAL_CO-ORDINATION IN NATURAL DIALOGUE

Successful communication requires the co-ordination of various
knowledge and decision-making procedures between speakers and
listeners. This section considers how this process occurs in a more
general sense between populations, while section C. investigates
particular cases of semantic co-ordination between two speakers, such

as in definite reference.

Co-ordination of meaning involves the relationship between what the
speaker means by a certain expression and how the listener interpretes
it. Indeed co-ordination is fundamental to all aspects of

communication, and as Clark (1985) stressed:

"is needed whenever two or more people do things that impinge on the
actions of one another and is inherent to almost all social

activities."

Grice (1957) argued that four principles guide conversational
interaction which depend on tacit conventions. These can be thought
regulative rules of conversation. They concern: the quantity of
information given, which should be adequately informative; the
truthfulness or quality of the information; the relevance and validity
in the current context; and its presentation in an orderly and audible
manner. Although communication does depend on these to a certain
extent, they are somewhat idealized since it is unclear to what extent
they are actually used in communication. For example, politeness
usually competes with truthfulness where people often prefer to act
politely and cover up their true opinions, rather than expressing

exactly how they feel. Thus Grice's principles may not be as
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universal as once thought, since the specific context of the exchange,
the individual's culture, and the co-ordinated use of a shared

language are equally as important.

However, these underlying tacit conventions appear early in l1ife since
children as young as 2 years old expect co-operation from their
listeners, and by 6 years old demonstrate definite expectations of

communicative patterns (Shatz, 1978c).

This thesis investigates how speakers and listeners co-ordinate on the
meaning of natural language expressions, and how they utilise shared
and mutual knowledge in the process. The following theories are
directed at the more general problem of co-ordination where
populations come to share certain meaning through conventions of use.
This may be useful in determining how people locally converge on the

interpretation of an expression discussed in section C.

1. _GENERAL CO-ORDINATION PROBLEMS

Language has often been viewed as a type of joint problem where
conversants have to converge on the meaning of natural language
expressions., Schelling (1960) refers to these situations as "co-
ordination problems", or "games of strategy", where the best course of
action for each person depends on the actions of the others involved.
For example, with deterrence a potential enemy is prevented from
following some course of action by way of a threat, where the
interdependence and expectations of each party are essential.
Similarly, bargaining involves each party calculating what they expect
the others to accept, with both sides aware that some solution is

better than none.
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Schelling investigated classic co-ordination problems such as obvious
joint tasks, and how they may be solved. When communication is
available, he proposed the problem may be solved by explicit
agreement, generally based on fair and sensible factors. For
example, two parachutists may arrange to meet at the village church if
they should get separated while landing on a small island. However,
if they were separated without having any previous plans then they
depend on tacit knowledge, such as expectations and certain
heuristics. In fact, often when communication is available, as
Garrod and Anderson (1987) discovered, tacit bargaining may still come

into effect.

In this type of interdependent situation, Schelling proposed that the
co-ordination problem 1is solved by each person independently
calculating what action they expect the other to take, taking into
account what the other expects them to do, and so on. This occurs
through higher-order expectations in a reflexive way. Furthermore,
participants must co-ordinate or else neither will benefit, since any
conflict over a preferred solution is overwhelmed by the need to solve

the problemn.

Schelling offered four heuristies which generally influence the
decision to co-ordinate. These are salience, precedence,
familiarity, and uniqueness. With recourse to the parachute problem,
familiarity refers to choosing the most well known spot on the island,
while uniqueness involves choosing the most unusual or outstanding
spot. The salience heuristic involves uniting in some obvious,

prominent spot on the island, such as the only house, since this
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appears the most natural choice for both to choose. Precedence
involves following any previous solutions, since if the situation had
occurred before and you had united at the small harbour, then this

reinforces the repetition of this action.

Thus Schelling gave an account of co-ordination problems and discussed
several solutions., Lewis (1969) adopted this scheme to account for

the origins and maintenance of conventions in language.

Lewis viewed language as a type of co-ordination problem, and offered
a general account of how the communication problem may be solved
through conventions of meaning. Co-ordination problems were
described by Schelling (1960) as interdependent situations where the
best course of action depends on the joint decision of those involved.
According to Lewis these recurrent co-ordination problems were
predominantly solved through conventions of behaviour or belief. He

described a convention as:

"a general sense of common interest, a regularity in behaviour all the
members of the society express to one another, and which induces them
to regulate their conduct by certain rules, mutually expressed and

known to both."

In other words, it is an agreement, inherited from one generation to
the next where its origins are often lost, such that it becomes common
knowledge in a community that:

everyone generally conforms to X, everyone expects everyone else to
conform to X, and everyone prefers to conform to X on the condition

that the others do.
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Thus, members of the community develop a system of mutual knowledge
where they share some convention and expect the others to conform to
it. Generally, conventions should be beneficial to the community
they serve, and depend on truth, Almost every aspect of our
behaviour and beliefs i§ governed by conventions, although we are
usually unaware of this and prefer to think of ourselves as free
thinking individuals. Most people conform to conventions of dress,
time, health, and so on, without even questioning such platitudes, and

non-compliers are often referred to as eccentrics.

The origins of most conventions used in society are generally lost,
perhaps dating back to the whims of royalty, some government
agreement, or some once logical solution to a recurrent co-ordination
problem. For instance the convention of driving on the left-hand side
of the road in Britain. This example clarifies Lewis's proposal of

co-ordination problems being solved through conventions of behaviour

or belief.

According to the R.A.C. the convention of drivinz on the left-hand
side of the road in Britain, evolved from the days of the Highwayman.
Swords were generally worn on the left, so logic suggested keeping
horses to the left-hand side of the track, since if attacked, the
rider was ready to fight - swWword in right hand, and left flank
protected by the wall or hedge. Similarly waggoners and coachmen
generally sat on the right to whip freely, thus pulled into the left
naturally to avoid vehicles and view the clearances between the
coaches. The logic concerning why Continentals and others drive "a

la droite" is also quite straight forward. For example, in coaching
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days postillions were more common in America and Europe, where drivers
sat on the left, astride the rear horse, since this was the best way
to control the team. Thus it was most advantageous to pull into the

right-hand side of the road in order to judge passing distances.

In this way, some population find themselves with a recurring co-
ordination problem, where each has to interdependently decide the best
course of action to take. Each person tries to assess what action
they expect the other to take, and aware that co-operation is

essential for success.

The most logical solution to the problem is generally followed, and
through time and the recurrence of the situation, this solution is
repeated until the origins become 1lost. When this happens the
solution becomes a convention, since those involved are relying on

precedence to guide their behaviour.

The rational and theoretical basis for conventions are thus
expectations and mutual knowledge. These are primarily higher-order
expectations where one person calculates a causal <chain of
expectations regarding another person. For example, one of two
people thinking "I expect that you expect that I will move to the
left-hand side of the road", and so on, reasoning in this reflexive
manner, This is not an interactive process but involves each person
establishing their own set of beliefs and a certain degree of mutual
knowledge through the convention. Apparently each believes their

view is correct and shared by both (Vennemann, 1975).
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Lewis argued that the general principles of natural languages may be
based on conventions, where languages evolve to solve certain co-
ordination problems of meaning. He proposed that all that is
required are basic principles. For example, conventions of rules in
a conversation, such as those of phonology, morphology, syntax,
semantics and pragmatics, such that there exists a precedence of

rules, and not that specific sentences represent specific meanings.

He stressed that conventions are most important for solving co-
ordination problems, as well as discussing several other solutions.
For example, explicit agreement involved a predefined solution such
that if a problem arises, then this course of action is mnutually
expected. Salience concerns choosing an obvious solution such that
you mutually expect each other to take this course of action.
Precedence relies on the success of a previous solution such that if
the problem recurs this solution is repeated. Lewis believes that
comnunicants would be predisposed to use the previous solution, and
thus it becomes the most salient option to choose. Indeed there is
evidence to suggest that exposure to one type of functionally
appropriate solution leads those involved to wmodel the example for

future use (Nelson, 1985).

Lewis believes that convention evolves from the precedence heuristic,
where a certain course of action has been followed so regularly that
it is mutually expected when the problem arises. This in turn adds
the idea that the precedence solution is taken to Jjustify the
conventional choice. For example, the solution is followed because

everyone else does so and has done in the past, and the fact that you
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were doing it, justifies this course of action. Thus precedence
leads to the notion of justification. Lewis suggests that many other
conventions may have evolved in this way, where everyone concerned

mutually knows the convention exists, and conforms to it.

Schiffer (1972) used a similar framework to explain hoWw communicants
co-ordinate on the meaning of expressions. His principles of mutual

knowledge resemble Lewis's concept of common knowledge.

His example concerns how the noise 'grrr' may have developed
conventionally to imply 'I am angry', outlining the importance
precedence plays. Through a lengthy process of person X uttering
'grrr' and being angry, Y eventually learns that X means 'I am angry'
when they utter 'grrr'. This is reinforced by X only uttering 'grrr!
to refer to this, and not in any other situation. Schiffer
similarly arrived at a definition of conventions through the theory of
games, where each person acts relative to what action they expects the
others to take, although he does not consider it gives a complete

account of conventions.

Despite the fact that conventions of meaning are essential to
communication these theories understress the non-conventional side of

language. As Clark (1985) commented:
"Conventions, however, are only one of the co-ordination devices

people use in communication, a point that has been lost in most

research on language and language use."
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Grice (1982) similarly emphasised the point that meaning is not
necessarily connected to conventions, and is simply one way that word

meaning may be fixed. It is by no means the only one,

Although conventions identify systems rather than arbitrary mappings
between a word and its meaning, word meaning may also be fixed by
definition which is less common. For example, once dictionaries fix
meaning, the words become non-conventional since there is no easy
option for adapting their meaning. Thus once a rule is imposed on a

system it is not a convention.

2. CONCLUSION

These theories treat language as a co-ordination problem and consider
how word meaning may develop through conventions of use. They
increase awareness of social-pragmatic factors for the development of
meaning, and emphasise the way that interactors assess each others

intentions, and attempt to synchronize their actions and thoughts.

However, whether this determines how meaning develops in the child is
not apparent and will be investigated in Chapter 2. One should be
extremely cautious when comparing the general origins of language with
individual 1language development and everyday communication. Despite
the fact that Lewis plausibly illustrates how conventions work in a
signalling system, a full blown natural language would be far more

ambiguous and complicated.

Furthermore, some researchers stress that language and communication

should be investigated as separate issues, since it is difficult to
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discover just what amount of the child's development is dependent on
communicative pressure (Bierwisch, 1981). For example, some children
can communicate well yet demonstrate many linguistic problems, while
others produce adequate language even though exposed to a poor
communicative environment. In addition, linguistic competgnce does
not necessarily imply successful interactive ability. For example,
linguistic competence has been judged adequate for grammatical
purposes by the age of 3 to 4 years old, and almost fully developed by
7 or 8, apart from vocabulary expansion or structural forms (McNeil,
1966), yet the child's communicative competence indicates many
deficiencies. Thus links between language and communication should

be made with extreme caution.

The next section investigates how these general accounts of language
explain semantic co-ordination in natural language. Definite
reference will be investigated which involves particular meaning where
communicators generally choose expressions for specific recipients.
This takes into account both the speaker and listener, their mutual
knowledge, and the social context of the exchange. However, definite
reference is only one of a number of co-ordination problems we may

have looked at.
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C.__ SPECIFIC CO-ORDINATION_ PROBLEMS: THE_CO-ORDINATION_ OF DEFI

1=
I
-3
I3

This section deals with specific meaning and how speakers and
listeners co-ordinate on a parﬁicular meaning of an expression. For
example, where two people co-ordinate on something in the actual
world, such as reference which involves the real, solid world. This
objective measure of co-ordination hopefully reflects their mental
world. This is opposed to mental representations where two people,
for example, bay co-ordinate on a certain idea or belief in their

mental world which cannot be objectively measured.

While section B, dealt with semantic co-ordination in a more general
sense, such as in communities, and considered communication as a co-
ordination problem solved through conventions of meaning, this section
investigates particular meaning between communicants. This comparison
may clarify the extent to which the general account of meaning
conventions determines particular meaning. Garrod and Anderson
(1987) believe that a general account of meaning is not in itself
sufficient to explain semantic co-ordination, and that something else

must be involved for particular cases.

In this section it is argued that referring expressions are influenced
by the conversants themselves, using their mutual knowledge. It seems
apparent that speakers and listeners generally co-ordinate on the
choice of referring expressions, and choose definite references
felicitiously. For instance, it is most unlikely that a person would
simply use an ambiguous term without having first decided on the
listener's knowledge and their interpretation of the term. This
suggests that additional social-pragmatic factors are also required

for successful communication.
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According to Lewis (1979) various expressions require some type of
preceeding introduction and cannot be simply slipped into the
conversation. Apparently this occurs in a rule-governed way during
the on-going conversation, where one of the interlocutors exercises
control over the other. Lewis noted that a definite control structure
was evident during conversations, which was predominantly
asymmetrical, where one party exerts influence over the other. He
compared a well run conversation to a baseball game, in that it is an
organised event with a definite control structure. For example, the
"master" marks out the boundaries of what is to be discussed, adapting
this to fit their knowledge, with the "slave"™ conforming to these
tacit demands. This process appears to occur automatically and
unintentionally, with the interlocutors generally unaware of

conforming to such structure.

Similarly Brown and Yule (1983) observed that what people say in a
conversation is restricted by the preceeding speaker and existing
framework. They refer to this as "speaking topically", where

interlocutors "pick up" elements from the previous speaker.

Conversational speech had often been viewed as unstructured, with few
rules, perhaps due to the fact that writing and reading skills are
taught in school whereas conversational rules are not. However,
contrary to this view, Grice and others have demonstrated that this is

not the case and that conversational speech is rule governed.

27



In general, speakers attempt to use specific terms to elicit the
correct interpretation from the listener. This requires some type of
mutual knowledge and a shared language in order to co-ordinate with
the listener's knowledge base. The problem then concerns what type of
knowledge communicants require for successful interaction. This
question has produced much controversy among researchers over what
kind of knowledge is utilised in natural dialogue, and how it is

assessed and may develop during the course of the dialogue.

The research reviewed here explores mutual knowledge in relation to
formulating definite reference which is only one of many issues which

may have been considered.

2+ THE ROLE OF MUTUAL KNOWLEDGE IN COMMUNICATION

For successful communication Clark and Marshall (1981) argue that
speakers and listeners co-ordinate their knowledge in the formation of
definite references. They propose that this requires something more
that general global conventions of meaning. They suggest that local
principles of interaction are required where speakers formulate their
utterances for particular listeners, relying on the knowledge that
they mutually share. At the same time, listeners deduce the meaning
of expressions based on this tacit reasoning and both locally converge

on the meaning of the expression. Clark (1985) states that:

"By the very nature of coordination the speaker and addressees both
recognize that the speaker intends them to infer what she means on the
basis of their common ground and nothing more. That is all that
could be relevant and including anything else may even lead to

error,"
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This implies that a certain degree of mutual knowledge has to be

established prior to the interaction.

According to Clark and Marshall, people must ensure they have the same
grounds in order to make a definite reference about a topic and
discuss it. This implies that they must each refer to a huge section
of knowledge to assess their common ground and choose an appropriate
definite reference. Yet the reference is normally selected in a
finite time space. They refer to this as the "mutual knowledge
paradox", and argue that this is solved through the use of three
heuristics. These enable interlocutors to infer their common ground
quickly and efficiently choosing an appropriate definite reference for

the listener.

Triple copresence is the first heuristic, where the speaker, the
listener, and the object referred to, are physically present together.
Each assumes the other has similarly observed the object, and that
they may confidently refer to it, believing the other to share this
knowledge. With the second heuristic, linguistic copresence, the
speaker introduces the object into the conversation, where they can
now assume the listener to be aware of it. Community membership is
the third heuristic. A great deal of knowledge is presumed to be
shared between the members of the same community, thus one may make a
definite reference particular to the community, confident that the

listener understands. Combinations of these can exist to infer

mutual knowledge.
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These heuristies require a memory organized by diary entries which
contain specific encounters with people, and an encyclopedic section
of general information. These encompass speaker and listener
models, and once formed are constantly revised to incorporate fresh
information. For example, a person's specific model concerning a
close friend may store such information as their previous encounters,
common interests, beliefs, and so on. In general, people usually
prepare themselves for a conversational encounter, referring to their
specific models and assessing their mutual knowledge store. Clark
and Marshall propose that these models are formed through formal
introductions and acquired information, and constantly updated as
appropriate. Introductions often begin cautiously by attempting to
discover occupations, status, political beliefs and so on, to enable
some type of model to be constructed. Once some type of mutual
knowlege is established, such as their political beliefs or interests,
then one may confidently refer to this area. Almost all encounters

involve assessing what knowledge we may share with our conversant.

Clark and Marshall disagree with general conventions of meaning such
as those illustrated by Lewis and Schelling, arguing that they are
insufficient in themselves to explain semantic co-ordination in
everyday interactions. They also believe that mutual knowledge is
essential prior to an interaction, yet fail to clarify the cognitive
functioning of their copresence heuristiecs used to assess this
knowledge, and assume a great deal of knowledge and processes.
Furthermore, they treat mutual knowledge as an isolated problen,
however, there is little evidence to suggest that such problems exist
in everyday communication, or that we require such mechanisms to deal

with them.
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Garnham and Perner (1986) agree that mutual knowledge is necessary for
communication and that it is computed in a finite decision procedure,
although they disagree with the heuristies put forward by Clark and
Marshall. They attack the ambiguity of the ¢triple copresence
heuristie. For example, we can have mutual knowledge of the stars
being out, without having any physical proximity or eye contact with
someone (ie. talking on the telephone). Similarly, eye contact
would not be required in order to elliptically refer to a flash of
lightning which occured in a friend's presence, with a reference such

as "Did you see that".

This evidence suggests that the copresence heuristics may not be
sufficient or necessary to compute mutual knowledge. Clark and
Marshall believe that establishing mutual knowledge is some type of
conscious deliberate process, and that we are rational human beings.
However, adults as well as children are egocentric, and not quite as
rational as Clark and Marshall would have us believe. Indeed
evidence to define so0 nebulous a concept as mutual knowledge has been

difficult to find as the following research illustrates.

A process was offered by Clark and Wilkes-Gibbs (1985) of how definite
references may develop into mutual knowledge. They replicated Krauss
and Glucksberg's (1966) communication task, outlined on page 74 of
this thesis, to discover that definite references were negotiated in
an iterative way. This acceptance process involved one of the
conversants presenting a noun phrase into the conversation, and if
appropriate for both communicants, then the next contribution was made

towards the conversation.
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However, if the phrase was unsuitable, then the participants proceeded
to repair, expand, or replace, the phrase continually, until a
mutually agreeable version was reached. Thus any portion of the
dialogue could be changed and updated in an on-going reciprocal way.
In this collaborative process mutual understanding was established to
the appropriate level. For example, the references used should be
sufficient to convey the intended meaning, rather than assuming that
it is precisely mutual. Explaining something to a novice, naive to
the terminology, would typically require less detail than explaining

it to a connoisseur of the field.

Clark and Wilkes-Gibbs found a ‘'trade-off' in effort between
suggesting a definite reference and refashioning it. For instance,
the more time and effort spent in choosing an appropriate definite
reference for the 1listener, would presumably lead to 1less
modifications. Thus, interlocutors should attempt to choose
utterances suitable for the recipient. Yet the spontaneity and
dynamic nature of natural language gives us little time to plan ahead,
coupled to the fact that we are often unaware of the specifications
that would suit the listener. Thus Clark and Wilkes-Gibbs suggest
that we may simply offer suitably sufficient phrases to start the
acceptance cycle., Once underway the flow would modify itself. In
this way, they offered some indication of how a mutually appropriate

reference may be derived.

On the whole it appears that speakers and listeners must share certain
ideas and knowledge for communication to succeed. Clark and Carlson

(1982) investigated certain instances where shared beliefs among
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people were more pronounced. These involved ' joint acts' where two
or more people were in interdependent situations, requiring co-
ordination of actions for success. For instance, the playing of duets
by musicians, where they argued that mutual belief is essential for

the commencement of even the first note.

Clark and Carlson acknowledge the scepticism 1levelled at mutual
knowledge processing because of its infinity of conditions. However,
they argue that it is wrong to automatically assume some type of
infinite series of steps in the mind. For example, as Schiffer,
Lewis, and others have demonstrated, just one piece of the right
information may be sufficient to assume mutual knowledge. So one
action or expression may indicate that communicants have mutual
knowledge on an issue without recourse to a list of inferences and
heuristics. This implies that certain conditions may indicate mutual
knowledge. These conditions themselves are finite, yet may be used

to assess the infinity of conditions which mutual knowledge requires.

They argue that Clark and Marshall's (1981) mutual knowledge belief
induction schema is all that is required to assess mutual knowledge.

That is:

a and b mutually know that p if and only if some state of affairs G
holds such that:

1) a and b have reason to believe that G holds.

2) G indicates to a and b that each has reason to believe that G
holds.

3) G indicates to a and b that p.
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For example, an agreement where two people believe some Kknowledge
holds, without having to work out the logic why, and indicates the
next gesture is for real. They believe that total mutual knowledge is
not required for everyday conversation. Something less is probably

sufficient, since mutual knowledge can vary in degree.

In everyday interaction, it remains debatable whether mutual knowledge
is a pre-requisite for success. One aim of this thesis is to
investigate what type of common knowledge may be required for language
use, and how it may develop. While the above theories assume that
mutual knowledge is required prior to the interaction, there seems
little evidence to suggest that young children infer this knowledge.
Rather, it may develop later. Furthermore, how is this knowledge
utilised and assessed, and do children assess mutual knowledge the way

Clark and Wilkes-Gibbs and others have outlined?

Johnson-Laird (1982) remains sceptical on this issue, and proposes
that mutual knowledge is not a pre-requisite for successful
communication. He attacks the question of infinity of conditions and
refutes Clark and Carlson's belief in a mental primitive. For
example, where mutual knowledge is devised through inference rules and
certain evidence. While focusing on the mechanisms used to infer
mutual knowledge he noted much ambiguity, since there was no
elaboration of how the three copresence heuristics may achieve mutual
knowledge. In addition, he questions how this inference rule
develops, how children acquire it, whether it is innate, and why it
evolved. Finally, he points out that if a person Kknows some

information, it is not clear that they are aware of knowing they know
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the information, since speakers are not generally aware of employing

such complex processes in the way that Clark and Marshall argued.

Johnson-Laird illustrates that mutual knowledge may not be required
prior to communication, using an example of acquiring a theatre ticket
for Macbeth. He states that one would presumably ask for a ticket
for the performance without firstly establishing whether the ticket-
vendor similarly knew this performance was playing. Thus formally
establishing mutual knowledge seems to be necessary for guaranteeing
communication, yet futile for everyday use. For instance, we do not
normally require such formal rules to communicate, nor can we be

confident of having mutual knowledge with our interlocutor.

As an alternative, Johnson-Laird points out that communicative success
implies the existence of shared knowledge and understanding. This
indicates that mutual ignorance may be an incentive to communicate,
since one may use a definite reference in order to discover whether
the listener has knowledge in this field. As Johnson-Laird (1982)

notes:

"But if they start with completely mutual knowledge there might not be
much point in communicating: they might be stating the obvious. As
in the old drive-reduction theories of psychology, mutual ignorance is
a drive that is a spur to conversation which in turn, reduces it;

sometimes completely."

This suggests that communication can succeed without prior

establishment of mutual knowledge, since alternative strategies may be
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used to infer mutual knowledge where necessary. For example, the use
of feedback and questions during tne conversation. Indeed language
systems must be designed to overcome problems in everyday
conversations, and thus avoid the complicated process of establishing

mutual knowledge.

Similarly, others have argued that the best evidence for mutual
knowledge is not physical copresence but comprehension. Sperber and
Wilson (1982) discuss how understanding is evidence that mutual

knowledge exists between interlocutors.

Their evidence is of three types. Firstly they point out that
although identifying mutual knowledge is a complex process, problems
are not so apparent in comprehension. Thus mutual knowledge must be
a simple, unanalysable concept, which does not involve complex
calculations as Clark and Marshall proposed. Alternatively if
misunderstanding occurs, one would request clarification, or simply
misunderstand, discovering the incongruence through feedback, and so

on.

Secondly they argue that mutual knowledge is not a sufficient
condition for belonging to a certain context, since it is generally a
small specific context that is referred to and searched - far smaller
than the interlocutors common ground. Thus something more than just
belonging to common ground must be involved to determine the actual
context searched. It must be accessible and manageable, and involve
a mechanism by which a specific incident can be located. Clark and

Marshall's process does not do this.
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Thirdly, they noted that mutual knowledge is not a necessary condition
for understanding to occur, that is, understanding may still occur
although certain things are in the context and are not mutually

known.

Similarly Vennemann (1975) regarded interaction as a basic source for
establishing mutual knowledge between speakers and listeners evolving
during the conversation in the form of a "presupposition pool"

containing information:

"constituted from general knowledge, from the situative context of the

discourse, and from the completed part of the discourse itself."

General knowledge refers to knowledge that conversants presume they
share with each other, such as various world-wide and important
political events and history. The situative context of the discourse
refers to present facts observed in the immediate context, such as the
weather. Knowledge concerning the completed part of the discourse is
simply information which has previously been mentioned in the
conversation. According to Vennemann mutual knowledge is derived from
these three sources and thereafter presumed to be known to both

communicants.,

In addition conversants assume they share a joint "presupposition
pool®, which contains these three types of knowledge, with each
believing only one exists (their own), which is constantly updated as

the conversation proceeds.
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The evidence appears to indicate that mutual knowledge may be
‘unnecessary for everyday communication. It may be required in more
formal situations such as with legal documents, Acts of Parliament, or
statutory rules, where the message has to mean exactly what was
intended. In these cases information has to be unambiguous and
accurate, such that it may not be misinterpreted in any way. On the
other hand, everyday interactions do not require such stringent co-
ordination of meaning, and are generally deficient in the necessary
conditions to guarantee mutual knowledge, yet reasonable understanding
is evident. Thus Sperber and Wilson propose that rather than mutual
knowledge, Grice's (1957) relevance principle may be more appropriate
for successful communication., This states that communicants expect co-
operation where utterances are relevant to the listener's knowledge

and current context and:

"The speaker tries to express the proposition which is the most

relevant one possible to the hearer."

In this way, speakers and listeners believe that each conforms to this
principle, and so the listener abstracts the most relevant meaning
from their set of possible alternatives that the speaker could have

meant.

Yet Gazdar and Good (1982) noted that this account involves relevance,
and paradoxically suggests a type of mutual knowledge in itself. The
mutual knowledge of relevance calculations presumes that the speaker
calculates what the listener will take as most relevant from the
expression, and similarly the listener assesses what the speaker meant

the expression to refer to, and so on.
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Statistics to interpret so nebulous a concept are difficult to find,
and since suggestions are not liable to empirical testing there is no
reliable way of establishing relevance, as Moore (1982) appropriately
noted. In this respect, researchers only have a partial
understanding of the factors involved in communication. However,

mutual knowledge and co-operation appear essential for success.

Interlocutors appear to seek out their common ground in order to
communicate effectively and understand each other, Grosz (1981)
argued that the implicit goal of conversation concerns establishing
commonality, or mutual knowledge, and considered the role of focusing.

She defined focusing as:

"the active process, engaged in by the participants in a dialogue, of
concentrating attention on, or highlighting, a subset of their shared

reality."

She noted that the speaker and 1listener's focus affects their
interpretation, and what they say affects what is focused on. The
experiment involved an expert instructing their apprentice on the co-
operative task of dis-assembling an air compressor. While doing so
participants worked towards a shared perspective of the object and
constantly checked that they had a common focus. The speaker chose
appropriate definite references wusing redundancy, and shared

knowledge.

In general communicants focused on only a small degree of shared

knowledge at any one time, thus constraining the search area with
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greater chance of success. The speaker and listener both assumed a
common focus and problems only appeared when a discrepancy in
understanding occurred. Similarly, Venneman (1975) proposed that each
interlocutor assumed a joint presupposition pool throughout the
interaction. This evidence appears to reinforce the assumption that
mutual knowledge is not required prior to communication, rather it is

assumed until communication fails.

Goodman (1986) used a similar task where an expert instructed an
apprentice on the assembly of a toy water pump. Arnalysing the extent
of miscommunications, he noted that a reference was either imprecise,
confused, ambiguous, or over specific, and that the listener was
considered to the relevant degree. Furthermore, he noted that
listeners often found the correct referent although the instructions
were fairly ambiguous, and explained this due to "negotiation". This
takes into account all the language and knowledge that they nutually
share. This could either be "explicit negotiation" between
conversants where they generally discuss the refereant, or '"self-

negotiation" where the listener examines the reference in more detail.

Goodman was attempting to construct an efficient natural language
communication system which could cope with miscommunication. When
problems in communication occurme& he considered several ways of
repairing the breakdowns. For example, the 1listener may nake
assumptions unconsciously in a natural and automatic way.
Alternatively they may actively replace the speaker's information

until a suitable alternative is reached, or simnply ask for
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clarification. More importantly they may be solved by using social
conventions, and world and conversational knowledge. That 1is,
linguistic, perceptual, discourse, hierarchical, and trial and error
knowledge. For instance, in trial and error knowledge successful

performance of the action is the best evidence of being correct.

The evidence seems to suggest that some type of mutual knowledge is
required for successful communication, although exactly what type and
how it may be enacted, processed, or develops, remain controversial.
The contradiction appears to be whether mutual knowledge is assessed
prior to communication through various heuristics, or whether

communication itself evidences mutual knowledge.

Perhaps investigating how young children communicate may shed some
light on this debate. In general there appears to be some disparity
between how Clark and Marshall (1981) think children should
communicate, and what they actually do. It seems fairly complex for
a child to be computing various strategies to assess mutual knowledge.
Rather, they may simply be conversing without taking into account the
listener's perspective. This would contradict proposals that mutual

knowledge is a pre-requisite for communication.

The mutual knowledge process may even develop later in children,
promoted by our society, which places great value on identification
with others and the role of shared knowledge. Indeed children who
have a great overlap in shared knowledge may not encounter critical
communication problems, and this may be the reason why they prefer

similar others. This is not only apparent in children. Adults
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prefer conversing with similar others with whom they share some common
bond, whether it be similar political ©beliefs, intelligence,

interests, or background.

In accordance with the above hypothesis, Ladd and Emerson (1984) found
that children are attracted to similar others. They investigated
shared knowledge in children's friendships as a function of age, and
the type of friendship maintained, and suggested that shared knowledge
is a determining factor in the development of mutual attraction and

close friendship.

According to Duck et al (1980), friends appear to develop shared
knowledge by collecting evidence from mutual exchanges and shared
activities. They use this to form a reciprocal awareness of each
other in terms of similarities and differences. In this way,
children who discover a high degree of =similarities between
themselves, may be mutually attracted, leading to close friendship.

Alternatively they may become mutually aware of their differences.

Selman (1980) discovered that children in the age range 4 to 9 years
old, use the self as a reliable scale to judge others against.
Positive characteristics were evaluated as those similar to the self,
and negative ones as those different from their own. A fundamental
difference with older children from around 6 to 12 years old, was
their appreciation of characteristics which were different from their

own.
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Shared knowledze (common or overlapping knowledge) thus appears to be
a determining factor in the formation of children's friendships,

although with development they were able to appreciate differences.

Ladd and Emerson reinforced this claim with evidence that greater
shared Kknowledge exists between mutual friends as opposed to
unilateral ones who, as expected, did have a lesser degree of shared
knowledge. Using 48 pairs of children, they assessed shared

knowledge by using a picture-sort procedure where:

"Friends selected items that were most descriptive of themselves and
their friend. Shared knowledge was indexed by summing the number of
items that were chosen by both partners as a) descriptive of
themselves and their friend, and b) descriptive of themselves but not

their friend."

Results were in accordance with Selman - of a decrease in partner
similarity with increasing age - and were consistent with that of Duck
et al. Thus shared knowledge was related to close friendships in

children, and mutual friends knew more about each other.

This appears perfectly rational, since those children with increased
similarities may communicate without having to assess mutual
knowledge. For instance, their definite references should be
understood without recourse to mutual knowledge. On the other hand,
those children from different cultures or background, may encounter
communication problems, since they may use terms their partner does

not understand. When misunderstanding occurs, they may drop the
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subject completely, or simply leave the situation, failing to elicit

the correct adult social response.

These observations appear to reinforce the assumption that children
communicate prior to establishing mutual knowledge. The computation
of mutual knowledge requires such complexities that it seems
remarkable that young children are using it in communication. Yet it
has been suggested that mutual knowledge processing may be innate,
since the child similarly learns language, which is also a highly
complex process. Alternatively, they may not be establishing mutual
knowledge, but communicating successfully with others who share
similar knowledge, such as parents, siblings, and close friends. In
this way, discrepancies may not be noticed, since mutual knowledge is
already established in many areas. The process may even occur later
though pressure from parents and society to take the role of the

other.

Shatz (1978) noted that children have many problems in discovering
what is mutual knowledge for a listener, and what should be
communicated. With exophoric reference they have been found to check
that the listener has also viewed the object, as Clark and Marshall
proposed (Flavell, 1978a). However, many problems are encountered
with endophoric reference where the task is considerably more complex
and involves memory, discourse inferences, and inferences concerning

the listener's knowledge. As Shatz pointed out:

"Thus although children may be able to take account of 1listener
characteristics that are readily observable, taking account of more

covert characteristics may prove too difficult.”
Ly



Perhaps they infer mutual knowledge by conventions, since these have
proved extremely useful in language, and give a default type of rule
when the child's knowledge is 1lacking. Furthermore, society
determines most of these conventions, which we acquire through

experience and direct intuition from parents.

Indeed Schieffelin (1979) discovered that this occurred overtly in
some cultures, where the mother gives explicit examples in the
teaching of the social rituals to the child. Similarly, the Japanese
education curriculum includes social studies and moral education,
instructing children on such things as moral dilemnas, cultural values

and non-verbal communication (Lynn, 1988).

Grief and Gleason (1980) discovered that prompting by parents, greatly
increased 2- to b5~year-olds wuse and appreciation of social
conventions, such as greetings, leave-takings, thanks, goodbye, and so
on. They noted that children used 'hi' and 'goodbye' only about one
fourth of the time it was required, and 'thanks' around 7% of the time
they should, although their parents use of the terms were much higher.
However, these rates increased when they were prompted by their
parents. This evidence suggests that children are learning the
appropriate conventions for their culture, since they often fail to
respond on certain occasions. This may be the case with mutual
knowledge where children gradually learn conventions and social rules

through experience.
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D, CHAPTER CONCLUSION

This chapter investigated the development of communication skills as
they relate to language. In particular, how speakers and listeners
co-ordinate on the meaning of natural language expressions, and how
shared and mutual knowledge are utilized in the process. Social=-
pragmatic aspects of natural dialogue were discussed, such as the
users of the language and their mutual knowledge. It was argued that
communicators use the interaction to infer the meaning of expressions
in this dynamic way. This interactionist approach takes into account
the speaker and listener, their common knowledge, and the wider social
context of the exchange. The literature review then explored this
approach in more depth, as well as covering the traditional approach

to meaning.

The interactional approach relates meaning to the users of the
language both at a general and local level., For example, at a local
level groups tacitly devise the meaning of the expressions they are

using relative to their specific environment and needs.

This leads onto the problem of what type of knowledge is required for
successful communication, and how speakers and listeners co-ordinate
on the meaning of natural language expressions during the interaction.
Semantic co-ordination was considered at a general level in relation
to populations, where some such as Schelling (1960), and Lewis (1969),
argued that word meaning may develop through conventions of use.
Specific meaning was then investigated and how speakers and listeners
correspond on the particular meaning of expressions, such as in

definite reference. According to Clark and Marshall (1981), and
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others, this co-ordination problem is not simply solved by general
meaning conventions as discussed by Schelling and Lewis. For
successful interaction Clark and Marshall argue that mutual knowledge
is required prior to the interaction since communicators must ensure
they have the same grounds to discuss some issue. They argued that it
is inferred by certain heuristics. However these were thereafter shown
to be inadequate by other researchers. On the other hand, Johnson-
Laird (1982) argued that communicative success in itself implies
shared and mutual knowledge between communicators, and therefore this
knowledge is not required prior to the interaction. In fact he stated
that mutual ignorance is actually an incentive to communicate to
discover what knowledge we have in common with others. As well as
this he pointed out the inadequacies of the mechanisms put forward by

researchers to infer mutual knowledge.

This thesis is concerned with the type of knowledge required for
language use and how it may develop. To solve semantic co-ordination
in particular cases it would appear that communicants require some
type of shared knowledge and ideas, and rely on co-ordination, memory,
conventions, knowledge assessments, and inference, which all develop
with communicative experience. Co-ordination and mutual knowledge
appear fundamental to communication, althbugh whether mutual knowledge
is required prior to or during an interaction remains debatable.
Total mutual knowledge may not Dbe necessary for everyday
communication, and probably an impossibility, however, it appears that
communicants require some degree of common ground to communicate.

Yet the processes to infer this remain inconclusive.
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Regarding development, the enigma involves whether children use mutual
knowledge in communication, and how it may develop. Young children
communicate most successfully with their parents, siblings or close
friends, where there is already a great deal of shared knowledge, thus
the assessment of mutual knowledge may not be required. It may

develop later due to pressures of society to identify with others.

Chapter 2 will discuss some of these issues further and concentrate on

the development of communication skills in young children.
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'CHAPTER 2
THE DEVELOPMENT OF INTERACTIVE COMMUNICATION SKILLS

A, _INTRODUCTION

This thesis explores the development of communication skills as they
relate to language, and discusses the role of social-prazunatic aspects

o

of dialogue for this development. Some of the relevant background
issues concerned with the development of communication skills will be
reviewed in this section. The first part will outline what is
involved in communication, before considering how the child develops
and acquires these abilities. For example, the child nust learn the
vocabulary of the society in order to comprehend and produce the
language, and utilise various coping strategies for deducing meaning.

This chapter explores how the child learns to use terms in a shared

and mutually effective way. i

In order to communicate effectively the child has to calculate how to
map their ideas into words. They have to discover the sound systen,
the relevant semantic and syntactic rules of the linguistic community,
thematic rules, speech acts, rules for sentences, along with the
appropriate rules of conversation. Most importantly they have to
acquire a shared system or/ meaning to comprehend and produce terms.
This concerns such areas as language, social behaviour, ‘and

development.
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Efficient communication requires the speaker to account for the
listener's capacity to understand, and direct their wmessage at the
listener's knowledge state. Rommetveit (1983) proposed that
understanding a message suggests some compatibility between the
communicants internal knowledge representations, whereas
risunderstanding illustrates some degree of incompatibility. In this
way, communication involves co-ordinating mental representations,

where the 1listener's recognition should nerge with the speaker's

intended neaning. Sharing a mutually accepted code is a requisite
for this. Nelson (1985) describes a highly conventionalized systen

of meaning as:

"an internalized system of knowledge representations - semantic and

conceptual - that correspond to those of the cultural group."

As we have established 1in Chapter 1, communicants depend on
conventional communicative systems which rely on signs, to express
information to one another. According to Grice (1967) there are two
main types of signs used for communication, natural and conventional

ones.

Matural signs have self-explanatory, obvious forums of meaning which
are almost wuniversal, such as certain facial expressions (for
example,crying or smiling (Ekman, 1971)). Conventional signs, on the
other hand, are based on culturally determined sets of rules which
have to be learnt by the child. These are the wost common type of
sirn used ever'ywher'e in society, and include any term whose acaning
cannot be intuitively deduced. Yet natural signs may also be used
conventionally such as in sarcastic smiling and so on, in order to

convey some other message. 50



This implies that an arbitrary relation exists between most words and
their meaning, arising by accident or convention rather than anything
else. Nelson (1985) noted that for successful communication,
children have to learn and mutually accept a system of shared meanings
used in the community, where the terms used create a similar

conceptual representation in the listener.

The following sections outline various other aspects of language which
are central for successful communication. This illustrates some of

the complex skills the child has to acquire and develop.

2. COMPREHENSION AND PRODUCTION

Two essential skills for communicating language are comprehension and

production. As Clark and Clark (1977) explained:

"Comprehension requires that listeners take in an utterance, analyse
it, construct an interpretation, and utilize what they have understood

in the way the speaker intended."

While production concerns planning and organizing the message for the
listener, Unfortunately there is no straight forward relationship
between the two, and generally the child uses a word as soon as they
become familiar with it (Bloom, 1974). This often suggests a
deceptively more complex level of language development than actually
obtained. For example, young children can often repeat songs and
stories from picture books with complete accuracy, yet not properly
understand what they have produced. To add to the problem the child

is clearly able to comprehend far more than it can produce, and often
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may understand a parent when only able to produce a few one word
utterances themselves. Similarly, adults can comprehend many terms
they have never used themselves, although they seldom produce terms

they do not understand.

3._YOCABULARY EXPANSION

Communication requires the acquisition of a language system with many
highly conventionalised components. Communicants must be able to
both comprehend and produce terms while learning a vocabulary, and as

noted above these involve different processes.

The first few words generally appear in a child's production
vocabulary between the age of 12 to 18 months, based on familiar and
close objects. For example, food, toys, and animals, expanding to
bodyparts, household items, clothing and people by the age of two
years old (Nelson,1973). This is followed by a rapid proliferation,
so that around the age of 3 years onwards, parents have difficulty
knowing exactly what words their child understands (Miller, 1986).
This is complicated by the fact that the child appears to understand
more than it can produce. Yet to use or respond to a word does not
necessarily evidence knowledge of the intended adult interpretation,
since the child's first appreciation of a word vary greatly from the

adults.

Templin (1957) carried out extensive cross-sectional studies on the
growth of the child's vocabulary to conclude that a 6-year-old child
of average intelligence knows some 13 000 words, and an 8-year-old

some 28 300 words, and so in this period the child learns an average
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of 21 words per day. However the words are not learnt in an
arbitrary and unrelated fashion. They are learnt through

conceptually related patterns.

Miller (1986) discussed the importance of context and the use of
conceptual patterns to integrate new words, whose meaning gradually
develops. He defines a vocabulary as "a coherent, integrated system
of concepts" where most words are learnt in context and not nearly as
ambiguous as dictionaries would lead us to believe. Printed
dictionaries are lexical databases where words and their meaning are
arranged and deduced through alphabetical order and retrieval, and
defined by other words that describe their meaning. In contrast, our
subjective dictionary can be accessed via the sound, or meanin; of a
term, phonologically and semantically, into semantic fields. Related

concepts are learnt together and not as arbitrary lists of facts.

In relation to vocabulary expansion the main interest is how children
acquire new words and learn their meaning. For both children and
adults alike, the process is two-fold. Firstiy they aust recognise
they have a word, and secondly they must recognise it is a word with a
certain nmeaning. Since adults do not explicitly teach children word
neaning then the only way it can be achieved 1is through contextual

inference.

It appears that young children are extremely inventive and active when
computing word meaning and communicating information. They combine

context and language in an extremely effective way to understand the
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meaning of terms, and make the most of their limited 1linguistic
resources by utilizing various coping strategies. For instance, they
often devise their own means prior to the appropriate conventional
skills developing, such as repetition, pointing, grasping or reaching
methods, and multiple meaning one-word-utterances (Carter, 1975).
They rely on non-linguistic evidence, such as gestures, gaze-
direction, and context, to interpret what adults say, and use
guesswork to abstract the most plausible alternative from the context

(Clark and Clark, 1977).

Clark and Clark (1977) believe that when the child first acquires a
word, they enter the meaning into their mental lexicon. This
gradually develops until the meaning of new words eventually coincides
with the adult version through prior experience and contextual cues.

They point out:

"In forming their initial hypothesis, they select a possible meaning
from their encyclopedic knowledge and from that derive a strategy for

using the word."

Thus children use their prior knowledge and the immediate situation to
deduce meaning. This gradually adjusts to merge with the adult

version, while their existing vocabulary is utilised to the full.

Shatz (1978) carried out several experiments with children under 4
years and proposed that they comprehend in terms of an "action-based
strategy". In one experiment children were presented with sentences

which could be interpreted as a request for more information, or for
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the action to be demonstrated. For example, the sentence "Can you
talk on the telephone?", would be presented in two different contexts,
biased toward each of these results. That is, either spoken in as
neutral a context as possible, or presented in contexts of action and

informative gestures.

She found evidence that children adjusted their behaviour to the
linguistic context of the sentence. However, they all preferred to
act rather than give more information, regardless of the context.
Shatz thus suggested that the child's communicative response may
depend more on primitive response strategies than on any complex
discourse inferences or the propositional content of the utterance.
This implies that children act according to a default action response
strategy, whose importance appears to decrease as the child gathers
nmore information on language and context to indicate which response is
required. Thus children’s response and evaluation strategies should
not automatically be assumed to be similar to the adult interpretation

of the expression.

Nelson (1973) considered this issue further, where children may focus
on the function of objects and form concepts through an action based
strategy. She discussed how word meaning may be derived from
experience with the word, interaction with the others in their
linguistic community, and through the context of the exchange. For
example, changes in context or question format greatly affect the

child's interpretation.
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5. CATEGORICAL DEVELODPMENT
This vocabulary system, along with word meaning, is not just composed

of arbitrary relations, but is organised in a very sophisticated
manner, grouping terms into various categories. Learning a system
does not just involve arbitrary relations. For instance, with colour
vocabulary it is not sufficient to determine what red means in
isolation since the addition of further colours, such as orange, may

modify the definition.

Categorization involves the organization of the acquired lexicon, and
as this expands then the child's awareness of communication grows
accordingly. Some of the issues in categorization involve taxonomy,
while others involve thematic categories. Taxonomy concerns
organizing words according to their label - that is, grouping things
in terms of semantics. Thematic categories concern grouping things
in terms of the context in which they are used. Thus categorical
development is important from a semantic point of view, and different
from thematic relationships. Evidence suggests a developmental
preference, where children prefer thematic notions of meaning, and

then taxonomic relationships.

Markman and Hutchinson (1984) found that before 6 years of age,
children generally used thematic relations between objects rather than
the appropriate taxonomic category. For example, to associate dog
with bone, or toys with play. Yet, when the child believed they were
learning a new word, they often used categorical organization, and

after 6 years of age generally used categorical relations when

appropriate.
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Since young children find thematic relationships most salient, Markman
and Hutchinson investigated how categorical relationships may develop.
In one experiment they gave pre-school children a target word, such as
dog, and then presented them with a thematic association, such as
bone, and a taxonomic one, such as cat. The child had to choose the
one most similar to the target object. The younger age groups of
2/3- and 4/5-years old, preferred a word with a thematic relationship
rather than the appropriate taxonomic category. However, when the
target word was unknown, they attempted to choose taxonomic
associations. They appeared to search for links to tie this new word
in with categories they already have, or attempted to form a new

category to accomedate the word.

Children of around 7 years of age, however, were effective in solving
the task, and capable of segregating a mixture of fruit and vehicles
into appropriate categories, whereas the younger age groups generally

arranged the objects into patterns.

From their analysis, Markman and Hutchinson concluded that rather than
anything else, the child's attention to categorical relations changes
most with development. This may be partly due to experience in early
language, and partly innate. For example, while the youngest
children used few categorical restraints on word meaning, the 4/5-
year-olds set some restraints, and the older children set increasingly
appropriate ones. Children focused on the context and gestures of
the speaker to deduce the meaning of expressions, and attempted to
assign new words into already existing categories where possible.

With younger children thematic associations were most salient which
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progressed to the appropriate taxonomic categories with development.
This shift from thematic to taxonomic categories involves a progress
from non-linguistic organisation based on events occurring in a world,

to a linguistic system where language is used to discuss the world.

Thus young children appear effective in segregating words into
semantic categories and distinguishing between them. When Carey and
Bartlett (1978) requested 3-year-olds to assign novel words to a
category, they discovered that children were well adapted to this
task. A single exposure to a new word was sufficient to start a re-
organization of the specific category. Carey (1974) suggested that
this requires a two-step process. Firstly they attempt to assign it
to a semantic category, and secondly they learn the difference between

words they have assigned to the same category.

6. CONCLUSION

This section concerned the development of communication in relation to
language, and explained several main aspects of communication. To
communicate effectively the child must acquire a mutually accepted
conventional meaning system based on the vocabulary of the community,
along with the ability to deduce word meaning, and produce and

comprehend terms.

Hence the question is how the child readily acquires these skills and
a highly conventionalised meaning system in what would appear an
extremely short period of time. This development may appear
intuitive to the layman, yet has proved an enigma to psychologists,

linguists and philosophers for years. Some of these issues will be
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discussed in next, especially the development of this representational
capacity and whether the roots are innate or lie in the infants early,

pre-linguistic experiences.
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B, THE DEVELOPMENI OF COMMUNICATION SKILLS

1._INIRODUCIION

This section ouflines some theoretical issues on the development of
communication skills, such as how the child develops a shared meaning
system, and the necessary interactional skills to «cope with
communication in dialogue. Some of the theories assume that the
child has a specific disposition to learn a language, while others
regard environmental factors and parental encouragement as most
important. This contrasts the individual with an innate ability to
acquire a language on the one hand, with environmental factors on the
other. However, this distinction alone is far too abstract, since
many varied and complex factors influence language under each section
which are often taken for granted. For instance, the individuals
culture is often stated as a main environmental influence yet to
define what this entails is rather more complex. One should
investigate the opportunities for the child to grasp a language, where
interacting with those representative of the culture play an important

role, as well as many other more obscure factors.

These open empirical questions of human understanding do not clearly
serve to identify the physical mechanisms involved in communication,
however they have led to an increasing awareness and better

understanding of the inner mechanisms of the mind.

2+ AN_HISTORICAL BEVIEW

Language and communication bhave proved elusive issues throughout

history, when attempting to understand the essence of a language and
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how that may develop. Since Plato's doctrine (427-347 BC) that
learning is recollection, dependent upon the existence of innate
ideas, the view that language may be pre-determined has held its
ground. Plato believed that knowledge is part of the essential
nature of the soul, and that we are born knowing things. Thus to
learn something is simply to recover from your mind, knowledge that

you had before you were born.

This belief in innate capacities directly opposes that of empiricism -
the view that our minds, wholly empty at birth, obtain all knowledge

from post-natal experience.

In modern times Rene Descartes (1596-1650) may be viewed as starting
the first cognitive psychological revolution. He was concerned with
the idea that there was no certain way of acquiring knowledge and
considered how human beings could get to know anything for certain,
and how, This involved self-inquiry and introspection to deduce
"what can I know". Whereas Descartes discussed the theory of
knowledge, researchers today are more concerned with logistics and
linguistics, investigating the theory of language rather than the

theory of knowledge.

One of the first attempts to give a detailed account of human language
and understanding was made by the English philosopher John Locke.
His "Essay Concerning Human Understanding" (1690) gave a critical
assessment of the origins, nature, and limits of human reason in an
empiricist way. The central proposal was that words only indicate an

idea in the mind of those that use them, and his main principles paved
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the way for other empirical philosophers to base their thought, such

as Berkeley, and Hume.

John Stuart Mill (1806-73) considered a different view of language and
meaning, and proposed that 'names name things' and not the idea in our

mind. For example, he stated:

"There seems good reason for adhering to the common usage, and calling
the word sun the name of the sun and not the name of our idea of the
sun. For names are not intended only to make the hearer conceive

what we conceive, but also to inform him what we believe."

Mill empasised the common usage of words and language. Cherry (1971)
clarified this when he pointed out that the word communication evolves
from the Latin word 'communico', which means to share, and is indeed a
shared social process of mutually accepting signs and co-operating to

use them in a common way.

Many of these beliefs in innateness remain popular today. Chomsky
(1957) argued that languages have underlying structural similarities,
that they are extremely complicated and universal, and that we are
born with knowledge of this 'universal grammar'. According to Chomsky
this would explain how children readily produce and understand new
utterances on the basis of an acquaintance with only a few. In 1957

he stated:
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"that the whole framework of grammar may be innate, and language
learning may simply involve calibration to the local conventions and

the acquisition of a vocabulary."

Chomsky argued there is only one core grammar, which is innate, plus a
number of variations, where external factors tune into this. In
addition, he believed that children would learn a fundamental
linguistic structure by the same age period, regardless of the
language learning environment. He described languages as an internal
infinite number of procedures and to know a 1language involves

acquiring and mastering this code of generative procedures.

Chomsky's studies revolutionised the scientific study of language,
with his belief that in learning a language we acquire tacit rules

concerning its syntax and semantics.

More recently Chomsky (1988) argues that languages must be innate,
since if we were to design a language we would presumably make it easy
to acquire and use. On the other hand, he argues that languages are
not designed for ease of use. For example, sentences are not easily
parsed and language design makes it difficult to say what we mean and
express our intentions correctly. Furthermore, we have many unusable
expressions and only practice the usable ones, and it has proved
difficult to learn a second language. Regarding the theory of
evolution, he argues that it is not obvious how the brain could have
produced such a system. Languages go beyond the survival level, and
are not always functional. However, this stance directly opposes the

biology of 1language since contemporary biologists argue that
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relationships between function and structure are very complex and
obscure, and one should not expect a simple relationship. For
example, Chomsky believes the function of language and its structure

should be clear.

However, Chomsky concludes that he will continue to argue that
language learning is innate, until it is proven that languages evolve

through experience, or otherwise.

More recently Gould and Gould (1986) have applied some of Chomsky's
ideas in relation to areas outside 1language. They suggest that
difficult tasks are more likely to be innate, since they require much
more time to solve, yet certain species perform complex tasks quite
naturally and without much training. For example, they argue that
language may result from a type of innate, instinctive learning, since

children:

"unattentive, distractable, and often, as adults, very slow in other
ways = learn language effortlessly, without the need for formal

instruction or reward."

They discuss how many animals and birds are born with innate prewired
programs of how to carry out tasks which are important for their
survival and existence. For example, robins start to build their
nests with sticks and mud finishing with grass, whereas other species
use lichen backed with cobwebs. Commonsense assumes they observe
their birth environment and somewhat improve on it. However, Gould
and Gould argue that they are born with a pre-wired behavioural

program which determines what they learn.
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They compare this with learning other tasks which prove impossible for
many species. For example, they consider the laborious teaching
effort and feedback required, when teaching children arithmetic at

school since the child is not innately pre-wired to acquire maths.

Yet Gould and Gould may be simplifying the issue slightly, since
mathematics or calculus may be regarded as a language in a technical
sense, where the child similarly has to learn the symbols and rules.
And if a society was based on a mathematical language code, then this
would presumably be learnt easily. Or perhaps we have to learn a

natural language first before we can put numeracy into perspective.

Al though, it may appear that children 'learn language effortlessly’,
one must consider the strenuous effort parents take while teaching the
child a language, which Schaffer and others have stressed. For
example, adults modify their speech for the c¢hild, use short
sentences, repeat themselves, and use attention holders such as high
pitched voices and gestures (Clark and Clark, 1977). They encourage
the child to take communicative turns, providing what Clark and Clark
refer to as: "language lessons in miniature"™ on such things as words,
sentences, and conversations. In their opinion the child is not born
with a mental lexicon but has to acquire it by attaching meaning to

words,

Yet while Chomsky argued that language on the whole 1s innate,
Schaffer (1979) proposed that the innateness may be in the
interaction. Schaffer argued that it is the capacity to interact in

the communicative process that is innate, which goes beyond language.
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He proposed that the child is born with some innate capacity to
interact, which is encouraged and developed through parents, elders,
and schooling. For example, elders modify their speech to suit the
child, talk in the 'hear-and-now', and use slow and simplified terms.
In this way the infant is viewed as an interactive organism looking
for social exchanges with support from the parent through reciprocal

patterns. Schaffer comments:

"If babies had no pre-adaptation for interacting with others, social

development could not take place as quickly as it does."

He discussed how the co-operational turn-taking behaviour of
communication is enforced by the child's pattern of behavioural on/off
cycles which regulates their breathing, digestive, and other systems.
For example, the infant may go into a burst of sucking behaviour where
the parent remains quiet. Then the infant may pause, where the
parent takes the opportunity to stimulate the baby by stroking or
chatting. In this way, communication is already established, through

mainly gestural channels, before the child can use the language.

Video recordings have illustrated this co-ordinated timing. Schaffer,
Collis, and Parsons (1977) observed how the parent would monitor the
direction of the infant's gaze and elaborate on the focused object by
stating its name, colour, and other relevant details. They maintain
the behavioural interactions based on good timing and mutual
integration, to ensure knowledge overlap, adapt to the infant's time
cycles and stimulate them in relation to these. This co-operative

turn-taking behaviour may thus set the structure for alternating
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conversational patterns of dialogue. Dialogue patterns appears to set
in at a very early age since they have been found when 2-year-olds

interacted with 1-year-olds (Schaffer,1979).

Furthermore, if communicants are not mutually aligned then this may
affect communication ability. Michaels and Collins (1982) noted that
ethnic children in particular, were not developing adequate literacy
skills of basic adult competency. They proposed that this was due to
differences in oral discourse style associated with the teacher's
expectations. For example, many ethnic children would be
misunderstood or interrupted at the wrong point, thus deprived of the

benefits of synchronized collaboration.

Nelson (1985) proposed that the infant does not begin life endowed
with such a system of communicative skills but has to learn how to use
that language. She believes that the child's language system begins
as a two-person idiosyncratic code and gradually progresses into a
complex multi-contexted conventional language system. This develops
through years of accumulating knowledge of such things as syntax,
semantics, phoneties, and world knowledge, and is not simply innate as

others have argued.

Nelson also proposed that the child requires three types of meaning
for successful communication. That is subjective meaning, which
develops inside the individual's meaning system, shared meaning which
develops among two or more interactants within some given context, and
objective meaning, which comes from the individual®s culture.

According to Nelson, a theory of meaning development must consider the
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child's cognitive system, the communicative context, as well as their

linguistic, and social development.

She discusses how the child's language is influenced by several main
environmental factors, such as the objective, cultural, and social
contexts of the child, For example, whether they grew up in a rural
village or city suburb, whether their culture is that of the city
street with its computers and filofaxes or village life with tractors
and harvest implements, and the structure and learning environment of
the family. There are many factors that influence the child's
language development and vocabulary, however, Nelson proposed that
these are the main areas in which the child interacts and develops a

common language system.

According to Nelson the child learns conventionalised community
meanings through context and interaction with the members of their
society whose language system is gradually transferred to the child.
Especially since most meanings are conventional and cannot simply be
deduced from the situation or word itself. Languages are thus
inextricably linked to societies and cultures as a whole, where the
meaning of terms used will denote the necessary functions of that
society. Thus the child must not only acquire a certain language but
also a sound understanding of their culture and its particular

requirements for successful communication.

On a more extreme level Channel Four recently showed a programme
called 'Hot House People' (1988), which insinuated that any child,

given intensive early parental training has the opportunity to become
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extremely gifted and highly intelligent. Yet this directly
contradicts the well established notion that intelligence and talent

depend primarily on mental abilities governed by hereditary factors.

Thus although parental encouragement and early education can reap
exceptional benefits (Bloom, 1985), Lynn (1988) points out that this

recipe will not automatically produce a genius.

Lynn states that the child's early background with parental
ecouragement provides a positive foundation for 1learning, and if
consistent can be extremely beneficial. Indeed most exceptionally
gifted adults were generally encouraged early on from one or more
adults. Thus, early training can produce long-term gains of which
many can be major. Certainly with language development, parental
encouragement produces substantial gains (Fowler, 1983). As Lynn
(1988) points out, parents who chat to their babies from birth
onwards, often learn to communicate much earlier than infants who were

not exposed to this environment.

Finally, he points out that parents should give this very complex
issue much thought, since early pressures to succeed may often be
detrimental to many other social skills equally as important for
success, sSuch as self-direction, self-confidence, and patient
persistence. The high rates of child suicides in Japan point to the
worst extremes of child pressures to succeed in the educational
sphere, however, they have also produced extremely high educational

standards (Lynn, 1988).
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This evidence appears to suggest that parents play an important role
in guiding and shaping the child's development, which take place
within communicative experiences in the cultural environment.
However, one cannot simply rule out the underlying hereditary

influence which plays a more obscure role in the child's development.

3._CONCLUSION

The research concludes that the child acquires a language through
parental encouragement, certain innate co-operative behaviours, and
exposure to the communicative environment. It also indicates the
continuing debate between innate abilities and environmental factors,
since both are, and will continue to be important in their own right.
However apart form the work by Schaffer and a few others, the debate
tends to overlook the importance of interactional abilities, which is
a very central component in language use and communication. The
debate tends to focus on learning the language and grammar and not on

the development of interactional skills.

Section C. will attempt to fill this gap by investigating issues which
relate to interaction. For example, the child's ability to
communicate a message to a listener, the listener's ability to
comprehend utterances, the use of questions and interrupts, and the

ability to jointly negotiate reference.

70



C. COMMUNICATION PROBLEMS

This section concentrates on the development of interactional skills
for communication in dialogue. The debate on the importance of innate
versus environmental factors for language development illustrated how
interactional skills have been under-rated on either side. These
skills were largely ignored at the expense of studying the development

of meaning, syntax, morphology, phonology, and so on.

The studies reported next are all based on interactional aspects of
dialogue and those developmental processes which reflect the

interaction between communicators.

This section will investigate some of these issues such as the
interactional skills the child possesses and how others may develop,
the reasons for communication failure, what measures may improve
performance, and the child's evaluation of messages and ability to

monitor content.

1._REASONS FOR COMMUNICATION FAILURE

Young children have demonstrated many problems while interacting,
although their performance does improve over age (Krauss and
Glucksberg, 1969). Various reasons have been offered for their poor

interactive ability.

However, one of the earliest and most influential was that of Piaget's

egocentrism principle where the communication failure was attributed

to the child's inability to adopt a listener's perspective.
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SR=RE

Piaget (1926,55) argued that pre-school children already have their
concepts and picture of the world and their problem concerns how to
communicate. According to this egocentrism argument, children are
poor interactors because their early speech is essentially private,
and fails to take the addressee into account. Piaget (1955) produced
evidence that around 50% of pre-schoolers speech (of age around 18
months to T years old) was neither adapted nor addressed to a
listener's requirements. While some of their speech was addressed to
a specific listener, a fair percentage was addressed to anyone in the

receiving area, and gave no indication of listener awareness.

Comparing structural differences in communicative behaviour between
adults and children, he noted that children repeated words that served
no useful social purpose and often talked to themselves in monologues.
Furthermore, they generally continued to do so even when aware of a
listener's presence, Piaget concluded that the child's speech was
generally private and egocentric, without any social consideration.
He hypothesized that this reflected cognitive limitations on the

child's part and explained their poor communicative ability.

Piaget believed that the child's early speech directly reflected their
thought processes, which only later developed into private speech.
On the other hand, Vygotsky (1962) argued that language precedes
thought and not the other way around. Vygotsky noted that egocentric

speech increased with the difficulty of tasks as a type of "thinking
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aloud". Hence he proposed that egocentric speech was a precursor to
verbal thought and with development went "underground", as thoughts to
plan and guide our verbal thinking. In this way the timing of
private speech changes, such that it precedes the child's actions

rather than accompanying them.

Although both researchers emphasized the significance of egocentric
speech, Piaget believed it to be a hindrance for the child, eventually
developing into social speech, while Vygotsky suggested it may
actually have a self-regulatory function, and simply become silent

rather than developing into anything else.

Other researchers have observed that private speech co-occurs with
difficulty in cognitive tasks. Beggs and Howarth (1985) for example,
suggest that it parallels reading aloud with expression, and found a
critical period it develops. They proposed that children generally
acquire inner speech around 8 to 11 years, and both slow and fast
readers demonstrate similar acquisition patterns. Apparently the
main function allows the reader to build prosodically sound
utterances, internally, which adds meaning to incoming information.
Prosodic cues, such as intonation, have been found to assist the

listener with the acquisition of new information (Lieberman, 1967).

1.2 _REFERENIIAL COMMUNICATION

Piaget was essentially investigating how children use words in general
and carried out several experiments on egocentrism outside of
language. He explored egocentric speech in a number of cognitive

activities and believed it to be a plausible explanation for the
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child's poor communication ability. This was endorsed by future
studies which concentrated on particular skills to provide a more
specific test of egocentrism. For example, Glucksberg, Krauss, and
Weisberg (1966) devised a task to study the child's awareness of
message adequacy and concluded that children displayed many egocentric
qualities. Their basic referential communication task has since been
used widely, which involves subjects describing some visible external

referent. In this case communicating reference basically involves:

"an action by which one person tries to focus the attention of another

person on a certain part of the environment®".

Referential communication involves utilizing shared knowledge to
identify referents in terms of their 1locations, or other

characteristics ameniable to the listener (Asher, 1979).

The task developed by Glucksberg et al involved two subjects
positioned at opposite ends of a table with a screen between them to
prevent any visual contact. One child has a dispensor and received
one of six novel forms to be described in such a way that their
partner can choose the object from a comparable set and stack it on a
rod. The novel forms were a collection of building blocks, each
displaying a certain picture, and the aim of the task was for dyads to
finish with the same order of blocks on their rods. The main focus
fell on the ability of the describer to provide sufficiently
informative messages for the listener. To be informative it was
proposed that the speaker should compare the referent with the
nonreferents, perceive the listener's needs, and evaluate the contents

of their message.
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Results indicated that this process, often automatic and unconcious to
adults, posed great problems for the developing child. For example,
on the first trials with the novel pictures all children in the age
range 4 to 10 years performed poorly. However, the older children
improved markedly with practice, while the younger age groups
continued to make errors. These younger children, in the age range
33 to 63 months, generally gave uninformative messages, consistently
preventing the 1listener from choosing the correct block.
Furthermore, earlier pre-tests had indicated that all the children
were able to solve this type of task, since success was high when the

blocks displayed pictures of animals.

On further analysis, Glucksberg at al discovered that the younger age
groups often used references which had private meanings rather than
public or conventional ones. For example, they described a novel

form with expressions such as "Mummy's hat",

In their second experiment, they reversed the role for the describer,
so that the child was presented with their own initial description
(eg. "Mummy‘'s hat"), and asked to choose the correct block.
Consistently the c¢hild knew which block to choose. Thus the
descriptions were sufficient for their own discrimination, yet
ineffective for the listener. This confirmed the hypothesis that
children were displaying egocentric qualities, and using language in a
private and egocentric way. One explanation may be that the child
believes the information to be mutually known to the 1listener
(egocentrism), and thus what the child has to learn is to distinguish

mutually shared information from the rest (Perner and Garnham, 1986).
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However, this phenomenon did not persist for long. For instance,
Glucksberg et al discovered that if the example such as "Mummy's hat"
was presented to its author two weeks later, it failed to produce the
correct reference in that child. This would suggest that memory
cannot accomodate private speech for any great length of time. Thus
young children often produced messages that were ultimately

uninformative even for themselves.

Using the same task, Krauss and Weinheimer (1964, 1966) noted that
adults used more complex, specific descriptions on their original

encounters with the novel forms, such as:

"It's an upside down cup. It's got two triangles, one on top of the

other",

leading to more economy when the referent had been successfully
located, producing for example:

"an upside down cup", and then simply "the -cup". Communicants
appeared to be negotiating and developing private two-person
idiosyncratic codes where they alone shared the specific meaning of

the references.

Such a progressive reduction is consistent with Zipf's (1935, 1949)
observation that the most frequently used English words have only one
syllable, and that frequency and length are inversely correlated.
For example, as a word becomes more frequent, perhaps due to technical
or cultural changes, it tends to be shortened (eg. ‘moving picture' to

movie, 'television' to TV, 'telephone' to phone, and so on). In this
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more general sense, the population as a whole adapts vocabulary to

suit the function.

Regarding the negotiation of definite reference, Krauss and Weinheimer
suggested that children may be incapable of establishing a suitable
joint nomenclature in a short space of time, since their descriptions
predominantly had private rather than public meaning. Children may
not have developed the necessary skills to co-operate with one another
and produce joint descriptive codes, where they adapt to the

listener's contribution and accomodate their views.

This suggests a plausible alternative explanation for poor referential
communication, to the effect that children may attempt reasonable
descriptions but fail due to their 1lack of appropriate cognitive
skills. For example, they may not have the necessary vocabulary or

expertise to respond appropriately.

1.3_IGNORING THE REFERENT

A further explanation for the child's poor referential communicative
ability may be the fact that they are ignoring the nonreferents and
simply focusing on the referent in isolation (Asher and Oden, 1976).
If this was the case then subjects might attempt to describe the
referent, at the expense of the nonreferents, and so produce ambiguous

descriptions in that context.

Olson (1970) argued that successful reference depends on contextual
differentiation, and that our language relies on the listener's

knowledge and experience. Thus according to Olson words do not
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specifically refer to objects, but provide information relative to the
set of alternatives. In this way, the context of the referent

determines how it is described, and as Olson states:

"gsemantic decisions are not determined by either syntactic or semantic
selection restrictions but by the speaker's knowledge of the intended

referent."

Olson (1970) reports a number of studies to support this view. 1In his
main experiment a gold star was placed under a white wooden block, and
one subject had to describe to the other where it was placed. On
each trial the star remained under the same white wooden block,
however, the number and types of other blocks present were
manipulated. This greatly affected the descriptions generated. As
the number of alternatives changed in colour and shape, then the gold
star block was described differently in order to differentiate it from

the other shapes present.

Thus it is possible that young children produce poor descriptions
because they overlook the nonreferents and simply concentrate on the

referent in isolation.

To investigate this further, Asher and Oden (1976) used the standard
referential communication task, where pairs of children were divided
by a screen. Each child was presented with two words such as OCEAN-
RIVER, with the speaker having one word underlined. The task was to
communicate the underlined word in a one-word-message, using a

different word from that underlined. The paired words were
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deliberately similar in meaning, such that successful differentiation
depended on the subject taking the nonreferent into account, and

giving clear descriptions.

In this case perhaps ‘'waves', 'ships', or ‘'Atlantic', would
differentiate ocean from river, however, children appeared to simply
focus on the referent, describing it by ‘'boats', or 'fish'. This
failed to specifically differentiate it from river. Yet when the
target word was paired with a dissimilar word, such as QCEAN-HOUSE,
their partner had little difficulty solving the task and choosing the

correct word.

There could be at least two reasons for this poor communication of
reference. Firstly, that children were ignoring the nonreferent and
concentrating solely on the referent, and secondly that they were
using egocentric forms of comparison with private rather than jypl;g
differentiation. To clarify this, Asher and Oden gave subjects their
original inadequate description, in order to determine if the message
differentiated the two words for themselves. For example, they might

give the subject 'boats' or 'fish' to discover if this uniquely

identified QCEAN,

The results suggested that this was not the case. So they concluded
that the child's problem may indeed be one of failing to compare the
referent with the set of alternatives which, as Olson pointed out, is
crucial to the specific identification of the referent. Thus
children were not necessarily displaying egocentic qualities but
rather attempting to describe the referent at the expense of the

nonreferent s.
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1.4 CONCLUSION

In the main, studies of this sort produced evidence that pre-school
children were poor communicators of reference but this gradually
improved over the school years. The reasons for their poor
communication fell into several main categories. One, that they
provided private messages, two, that they failed to take account of
alternative possibilities, and three, that they were incapable of the
joint negotiation of schemes. It is possible that young children
have not yet developed a whole system of communicative skills to
distinguish between good and poor messages, and determine such things
as word choice, and informativeness of various expressions over
others, The next section will discuss the skills the child uses

effectively to communicate with others.

2..THE SKILLS THE CHILD POSSESSES

The studies described above illustrate how communication failure has
often been attributed to Piaget's egocentrism explanation. This
assumes that the child is ignoring the listener's perspective and
failing to provide sufficient audience related information. For

several years Piaget's view has dominated research in this area.

More recently, however, a growing number of studies have found
evidence for a somewhat different explanation. These studies generate
evidence of two sorts (1) that children as young as 2 or 3 years old
are capable of taking another's perspective, and (2) that young
children can successfully communicate referentially with a listener
under certain special circumstances. That is with simple tasks, and

when they are aware of the skills to use. Thus poor communication
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ability should not simply imply egocentrism. The next section will

investigate this evidence in more detail and highlight the skills that

the child does possess.

2,1 COMPLEXIIY OF TASKS

Whitehurst and Sonnenschein (1981) suggested that children may be
capable of producing adequate descriptions but lack the appropriate
vocabulary and language skills to do so. They carried out a similar
comparison study as Asher and Oden (1976) but in addition administered
pre-tests to ensure that the children possessed the necessary lexicon
to express their intentions, They then investigated whether children

were comparing and contrasting the referent with the nonreferents.

The trials could range in complexity, from using two triangles which
could differ in terms of colour, size, or pattern. In the simpler
conditions (eg. where the triangles differed by colour alone) it was
found that children could produce informative messages, sucessfully
comparing the referent and nonreferent, but this was not the case for
more complex material (eg. where the triangles differed in all three

aspects).

Thus the results indicated that children as young as 4 to 5 years old
were capable of comparing stimuli and producing informative messages,
provided that the task was simple in terms of vocabulary and cognitive
demand. Although this does not necessarily imply an ability to take
the listener into account, it does indicate that children may not have

the appropriate vocabulary to carry out certain more complex tasks.
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2.2 _TASK AWARENESS

This demonstrates that children often perform well with simple tasks,
however they could only succeed if they were aware of the skills to
use. Thus task content in itself is insufficient to produce

successful performance.

The results of these experiments implied that the child's initial
descriptive deficits may not be due to communicative restraints, since
they could respond correctly at other times, especially when prompted.
Thus the problem may lie with the child's ability to detect the task's
requirements, such as the unique identification of a specific
referent. The child may already possess these necessary skills, but
be uncertain about when to apply them. So young children may not
possess the experience to infer what is required in certain tasks,

especially in the expected adult way.

Further studies support this conclusion. For instance Ackerman
(1981a) found evidence that 5-year-olds could detect referential
ambiguity, although success was lower on more difficult tasks, and
Whitehurst and Sonnenschein (1981) noted that once the task was
clearly defined, the child often demonstrated the appropriate skills.
This would tend to suggest that children have not learnt a new skill
but how to apply an existing one. So with simple tasks and a clear
grasp of what is required, successful communication was often elicited

from the child.

These various alternative explanations for the child's poor

communicative ability demonstrate the problems attributing cause to
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effect. Thus, rather than the child simply displaying egocentric
speech, they may fail to judge the correct amount of information
required to specifically identify some referent. Alternatively, they
may be unaware of the nature of the task, or limited by their
cognitive processing capacity. They may not yet possess the
appropriate skills to identify specific referents, or the younger
listeners may be unattentive, the describers non co-operative, or
perhaps older children are just more garrulous with a larger
vocabulary. These are just some of the reasons for possible
communication failure. Thus inability to solve a task should not
simply be attributed to communicative ignorance or inefficiency, since

many alternative explanations may hold.

Analysing the volume of communication studies carried out, Dickson
(1981) suggested that various basic communication skills could be
taught to children to assist them with communication and language
development. For instance, the importance of comparing the referent
to the nonreferent for wunique identification, to ask specific
questions when they fail to understand a message, that communicative

failure may be due to the speaker as well as the listener, and so on.

Although it may be beneficial to educate the child in this way,

Whitehurst and Sonnenschein (1981) comment:

"the distinction between knowing how to do something and knowing whep

to do it, is subtle but important."®
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2.3 _ROLE-TAKING_IN CHILDREN'S DIALOGUE

Role-taking concerns the child's ability to take the point of view of
the other, f'or example, for the speaker to note any knowledge
discrepencies between themselves and the listener and so improve the
message. The speaker should be able to recognise the listener's task
and thus provide appropriate information. Role-reversal presumes
that adopting the role of the speaker once one has been the listener
for example, should make one more aware of a listener's needs, and
become more sensitive to the demands of each role. This investigates
a more specific version of egocentrism where speaker and listener
should be aware of each others role and the different tasks they have
to carry out. This section discusses whether children are effective
at role-taking and able to take the view of the other, rather than

being classed as egocentric.

There are a number of studies which indicate that young children
adjust their speech while talking to listeners of a younger age.
These studies consider the extent to which the child is able to take

into account the listener's perspective.

These experiments concentrate on more natural forms of speech
production in 1less structured settings, such as in playschools,
compared to the more rigidly controlled tasks investigating specific

skills in the laboratory.

Evidence indicates that young children are aware of their
conversational responsibilities. For example, they talk louder to a

person who is hard of hearing, or 1limit their speech to topics a
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iistener understands (Shatz and Gelman, 1977). Even by the age of 19
months they make attempts to maintain discourse, and by the age of two
years generally attempt to respond when required. This illustrates a

sensitivity to their role in a conversation (Bloom, 1976).

Shatz and Gelman (1973, 1977) in particular, found substantial
evidence that M-year-olds could adapt their languagze to 2-year-olds,
as compared to adults. VWhile explaining the workings cf a toy to a
younger child, they were found to use a fewer number of sentences,
which were shorter and syntactically simpler, as well as more prosodic
cues such as stress and intouation, and more explicit requests and
attention holders. This was not evident in their speech to the adult
subjects, or their peers, and occurred whether they had a younger
sibling or not. The results indicated an awareness to adjust to
listeners of different ages, which is inconsistent with Piaget's

notion of egocentrism.

One criticism levelled at this explanation is that the child may
simply be imitating the way their parents communicate with them.
Tomasello and Mannle (1985) investigated 3- to 5-year-old's ability to
adjust structural characteristics of their speecn for younger
listeners. They discovered that children did not adjust the length
and complexity of their utterance over time, whereas their mothers
did. This suggested that the young child's apparently social speech
may stem from imitating their parents, as well as being encouraged by
the younger conversational partner. Yet even at this superficial
level these children were attempting to modify their speech to take

the listener into consideration.
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Further studies indicated that children adjust their speech to the age
of a listener, and talk more to adults than their peers. Camaioni
(1979) noted a developmental change in the child's behaviour from
around 2 to 4 years old, where the child changed from a parallel play
to a more co-operative one. In addition, the child displayed a
similar pedagogical relationship towards a younger child, as an adult

would.

Garvey and Hogan (1973) found children to be "sociocentric", and
capable of "genuinely social behaviour and interpersonal
understanding”, since when socially engaged they generally adapt to
others. Their evidence stemmed from videotaping 18 dyads of
children, aged 3.5 to 5 years old, in 15-minute play sessions.
Although private speech was evident, Garvey and Hogan emphasised the

point that social behaviour was also predominant in young children.

Evidence of social communicative skills in young children have been
replicated elsewhere. For example, Mueller (1972) videotaped 24
pairs of children, in the age range 3.5 to 5 years old, to discover
that social behaviour was generally the rule and not the exception.
62% of all utterances were successfully reciprocated by the child,
where they responded in some definite way, compared to 23%
intermediate responses, and only 15% classed as failures where the
child did not respond. Mueller discussed how the success of the
interaction may be dependent on other social variables. For example,
their social response may depend on their physical distance from the
speaker, or the listener's visual attention at the beginning of the
utterance, or the technique used to catch their attention, such as

"Look" or "Listen", and so on.
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These studies demonstrate that children are able to adjust their
speech when communicating with younger children of lesser linguistic
competence, as opposed to their speech being egocentric. This
questions the importance of egocentrism in general and inability to
take roles in particular, to account for the young child's poor

performance.

Dickson analysed studies on referential communication to conclude

that:

"the pattern of results gave 1little support to the view that
referential communication performance is influenced to any great

extent by egocentrism or role-taking".

2.4 _CONCLUSION

The studies reviewed in this section produced evidence that young
children are able to take another's perspective, and that referential
communication is possible under certain conditions. For example, with
simple tasks and a clear awareness of what is requested from them,
children were able to contrast referents with nonreferents to produce
informative messages. Thus errors may not be caused by egocentrism
but rather the fact that they lack the appropriate vocabulary and

language skills to complete certain referential communication tasks.
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3. BENEFITS OF SOCIAL INTERACTION

The above evidence from referential communication studies, illustrates
that young children have difficulty providing adequate messages.
While investigating this issue Deutsch and Pechman (1982) noted that
social interaction could alleviate many of the initial deficits and
improve performance. In connection with this they asked 3- 6- and 9-
year-olds, to choose a gift from eight alternatives, and offered
feedback whenever necessary. Results were then compared to a group

of adults choosing a gift.

In accordance with previous results, children, as opposed to adults,
produced equivocal descriptions of the gift. Yet the messages
improved markedly with interaction. For example, if the speaker gave
an ambiguous description, and the experimenter repeated it in question
format, the adults, and the 6- and 9-year-olds, then described the
referent correctly. Even with the 3-year-olds, interaction led to

89% adusting their descriptions.

Further studies in this field have produced similar evidence where
children (although generally over 4 years old) respond favourably when
given structured advice for more effective communication (Cosgrove and
Patterson, 1978). Increased interaction proved beneficial where the
listener would point out ambiguities, and request more information
when required. This also decreases processing demands on the part of
the speaker, who is now aware of the listener's active participation

to query them at any point and highlight any misunderstanding.
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This type of situation mirrors real life interaction where feedback is
the rule and not the exception. On the other hand, traditional
referential communication tasks often involved communicators having
fairly well defined speaker and listener roles devoid of visual
contact. Although these are often necessary for certain descriptive

tasks they neglect the benefits of natural feedback and visual

information.

4, THE ABILITY TO EVALUATE MESSAGES AND_ MONITOR_ CONTENT

There appear to be clear age divisions in children's ability to
evaluate and monitor the contents of information (Markman, 1976),
which depend on the child's developmental stage. Thus the child's

interpretation of certain situations may be very different from that

of adults.

Markman (1976, 1981) noted specific age divisions in children's
appraisal of information. In one experiment, she gave children
essays to evaluate, which were composed of glaring inconsistencies,

such as the following, and asked them if they made sense:

"Fish must have light in order to see. There is absolutely no light
at the bottom of the ocean. It is pitch black down there. When it
is that dark the fish cannot see anything. They cannot even see
colours, Some fish that live at the bottom of the ocean can see the

colour of their food."

These were often judged comprehensible by children, who failed to

notice the errors of consistency. Markman concluded that children are
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often unaware of whether they have understood something correctly.
Not only children, but adults also overlook inconsistencies in texts.
sanford (1981) found that adults failed to draw the correct
conclusions when presented with certain riddles and examples. It is
thought that when texts contain sound structure then people fail to
process the information further and draw deep conclusions. In addition
people generally view texts as authoritative and thus are less likely to
re-question certain parts, perhaps believing it was an oversight on

their own part.

Yet, this lack of understanding may not be the only explanation for
the child's poor comprehension monitoring. For example, children wmay
not have read the passage carefully enough and overlooked a crucial
line, or they may 1lack the confidence or assertion to protest and
question the experimenter's authority. Children, as well as adults,
are sensitive to the experimenter's demands and are often influenced
by non-linguistic devices which indicate the desired Jexperimental
outcome, rather than usiné their own intuition and grammatical rules.
Thus researchers should work with great sensitivity when attributing

meaning to the child's actions.

Even though alternative explanations for Markman's results are highly
plausible, other studies have indicated the <child's apparent
insensitivity to the quality of a message and their dependence on cues
from the experimenter, For example, Finn (1976) noted that children
were significantly influenced by paralinguistic cues. He asked 5- to
8-year-old children strange questions in order to investigate their

ability to monitor the incoming information and note inconsistencies.
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They were presented with questions out of context, such as: "Are there
more Wugs or more Glugs?"

and generally replied normally such as:

"There are more Wugs",

When asked to defend their answers, they would often justify this with
answers such as:

"Because they're taller",

Finn then asked the children if these were "good or silly" questions,
with most children believing them to be ‘'"good" questions.
Paralinguistic cues were very important to their decision, since
results depended whether the experimenter asked the question in a

serious or humorous way. For example, with an 8-year-old:

Adult (laughing): Have you seen many talking cars?
Child: No.

Adult: Is that a good or silly question?
Child: Silly.

Adult: Why?

Child: 'cause.

Adult (normal voice): Have you seen many talking buses?

Child: No.
Adult: Is that a good or silly question?
Child: Good.

Once again the importance of context and the speakers gestures play a

crucial role in the child's deduction of meaning.
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In an extensively cited number of studies the Robinsons
(1976,77,81,85) investigated the child's ability to monitor the
contents of information and their awareness of message inadequacy.
They proposed that successful communication requires the appreciation
of how effective a message is, in terms of potential ambiguity and

informativeness.

In their basic experiment, the Robinsons used two sets of cards with
single pictures on them, giving one set to the subject (the listener)
and one to the experimenter (the speaker). The speaker then chose a
card and described it in such a way as to enable the listener to
choose the same one from a comparable set. However, on certain
trials the experimenter would engineer a communication breakdown and
then ask the child who was to blame. The child could then choose the

listener, the speaker, or both, as responsible,

The Robinsons found major age-related differences in children’s

perception of who was to blame. For example, children around 5 years
generally blamed the listener suggesting that they should t'listen
harder', whereas around 7 years, 'speaker blamers' were more common,
and all the 11-year-olds consistently blamed the speaker when

appropriate,

There are several possible reasons for this. It may be that young
children believe they are responsible for the failure, since they may
be familiar with their parents instructing them to concentrate and pay
more attention (Pratt and Nesdale, 1984). In addition, young

children often use the age of the speaker rather than the message
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itself to evaluate the contents (Sonnenschein, 1986). They regard
adults as good models of communicative ability, and are more ready to
accept their messages. On the other hand, older children may focus
more on the quality of the message itself, with less emphasis on the

speaker.

The child could choose the speaker, listener, or both, as responsible
for the failure yet consistently chose the listener. This suggests
that the younger 'listener blamers' fail to appreciate that inadequate
messages are responsible for communication breakdowns. They are
unaware of the essentials of a good message, and when their messages
failed as speakers, they required substantial prompting before
improving the contents. Deutsch and Pechman (1982) similarly noted
that their 3-year-olds were generally oblivious to the adequacy of
their descriptions, and often blamed the 1listener for the
comnunication failure and not the speaker. The older age groups, on
the other hand, produced references that were more successful, using
greater redundancy. Yet the 3-year-olds did supplement their message

with feedback and prompting from the experimenter.

This unawareness has been replicated elsewhere, along with failure to
supplement their message when the experimenter stated they did not
understand. Cosgrove and Patterson (1977) report that even when the
problem was highlighted, the child often failed to improve their
message. However, when the appropriate action was indicated, such as
the need to ask questions, an increase in content appreciation was
evident for children over U4 years of age (Cosgrove and Patterson,

1978, Robinson, 1981). This implies that the child may be aware of
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communication failures, however, not know how to cope with them. This
illustrates the contrast between the identification of a problem and

how to deal with it.

In a further study the Robinsons noted the response of mothers after
their children described some referent inadequately. They then
investigated the same children on their sixth birthdays. Those
children who had assistance on the inadequacy of their message, by
explicit discussion, now had some definite awareness of message
inadequacy, with greater content appreciation and interactive
improvement. However, one problem concerns whether the skill would
generalise to another study such as the one carried out on their sixth
birthdays. And if the same study was used, then perhaps the child

has just learnt how to act in this specific situation.

One reason for poor communication monitoring may be the child's
inability to differentiate between speaker and sentence meaning.
Robinson, Goelman and Olson (1983) argued that children fail to
appreciate the message because they confuse what was meant with what
was said. They found that children as young as 4 years, could
differentiate between good and poor messages. Yet failed to do so
when the meaning of two sentences were similar but worded

differently.

Thus it appears that young children either fail to monitor messages
adequately, or monitor them but fail to note any inadequacies, or note
inadequacies but fail to act upon them unless prompted by an adult.

These skills have been found to develop anywhere between 4 to 8 years,
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at around the same period that conventional definitions begin to

appear.

5, COMMUNICATIVE STRATEGIES IN TASK-ORIENTED GAMES

Perhaps a comparison between successful and unsuccessful communicants
would indicate what poor communicators fail to do, or are doing wrong.
Brown (1986) investigated the listening comprehension of over 700
pairs of same aged 13- to 16-year-olds, and compared the strategies of
successful and unsuccessful subjects. She similarly noted that poor
communicators generally had difficulty identifying inadequate messages
and giving appropriate feedback. Furthermore, many of these problems
were caused by the conceptual content of the material rather than

anything else.

In her experiment, twoc subjects sat at either side of a screened
table, and each had a similar map in front of them. These maps were
composed of familiar named features such as a waterfall, church, house
and so on. One subject had a route through the map to instruct their
partner how to replicate it on their map. Subjects were told that the

maps were slightly different.

Communication ability was measured by calculating response times
during certain sections of the game, and the number of utterances
generated in certain problem conditions. In this way, areas which
give rise to problems could be highlighted and compared over different

pairs of subjects.
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Brown noted various differences emerging between good and poor problem
solvers. For example, successful listeners appeared to recognise

when a definite problem existed and what it was. As Brown explains:

"A good listener is not simply a passive recipient but is actively
seeking to construct a coherent self-consistent mental representation

and is actively seeking to eliminate inconsistencies."

Successful communicators were less prepared to accept their partner's
more ambiguous directions, and would directly request more information
and elaboration. Unsuccessful ones on the other hand, often detoured
off the route completely, without the slightest hesitation, in order
to reach some point their partner had mentioned, even though this was

inconsistent with previous descriptions.

Thus Brown concluded that there appeared to be fundamental differences
between good and poor communicators. For example, good communicators
actively evaluate incoming information, monitoring any inconsistencies
between their comprehension and the message content, and promptly gave
relevant feedback. Whereas less successful ones generally fail to

ask appropriate questions when the message is inadequate.

Using a similar type of task, Lloyd (1985) compared the development of
communication skills in same age pairs of 7- and 10-year-olds, and
adults, while giving route directions by telephone. Subjects were
placed in separate rooms and given identical maps of a community with
familiar features marked on such as churches, houses, and garages,

where each feature could be uniquely identified by colour or pattern

96



(see page 123, Figure 3.6). One player's map was covered by a
perspex overlay with a route drawn on, which they had to communicate
to the other, to enable them to mark this route onto their map. The
speaker and listener roles would then be reversed on the following

game.

Lloyd found that 7-year-olds produced significantly less adequate
descriptions than the two older groups, with equally poor performance
as listeners and speakers; The 10-year-old group, on the other hand,
made twice as many errors when they were listeners compared to
speakers. In comparison, adults were far more efficient in terms of

precision and uniqueness and produced more economic descriptions.

Lloyd used a turn to measure the amount of conversation for each move,
which was the amount of speech bounded by the other player's
contribution. He discovered that T7-year-olds take the fewest turns
with an average of 4.4 turns per move, compared to the 10-year-olds
with an average of 8.3 turns, and the adults with 6.1 turns. It is
intuitive that amount of speech should correlate with success, however
since adults produced less speech than the 1o-year-olds, he concluded
that the youngest group were not giving enough information, while the
middle group have much redundancy, and the adults produced more

efficient and economic descriptions.

In addition he discovered that subjects used various descriptive
strategies to give route descriptions, and that different age groups
Preferred different strategies to describe points on the map (see page

124 for a full discussion of these descriptive types).
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A.H. Anderson (1988) carried out a similar type of shared task to
investigate conditions which may produce more active and successful
communication between dyads. Pairs of 14- to 15-year-old native
English speakers were positioned across a partitioned table to avoid
visual contact, and each given a map marked with several familiar
features as shown in Figure 2.1, In the first condition one subject
had a route marked to describe to the other who had to replicate the
route on an identical map. While in the second condition one subject
had two parts of the route on their map and their partner had the
other two. This joint problem involved communicating each section to
establish a complete route. These two conditions were repeated using

maps which were slightly different.

To establish communication efficiency And