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Summary

Fabrication of 0 and 1 dimensional structures, known as quantum dots and wires respectively, was successfully achieved in GaAs/AlGaAs, InP/InGaAs and GaAs/InGaAs semiconductor material systems. Etch masks made of either metal or resist were fabricated by electron beam lithography and the pattern then transferred to the underlying substrate using reactive ion etching with SiCl₄, CH₄/H₂ or SiCl₄/H₂ and also argon ion milling. The smallest dots fabricated were 20nm in diameter and the smallest wires 60nm in width.

The dominant recombination mechanism for photoexcited carriers in sub-micron GaAs/AlGaAs quantum dots was found to be radiative at 5K for lateral dimensions as small as 40nm. In contrast, in GaAs/AlGaAs wires nonradiative recombination predominates as the wire width is reduced. This is the first report of quantum GaAs/AlGaAs dots as small as 40nm in diameter luminescing as efficiently as the bulk material showing that without subsequent processing the effect of any radiation induced damage is minimal. The dominant recombination mechanism in sub-micron strained layer InGaAs/GaAs quantum dots at low temperature was also found to be nonradiative.

As the temperature at which the structures were characterized was increased a size dependence was found in the relative integrated PL intensities from the dots and wires. The smaller diameter dots (75 and 150nm) and the narrower wires (80 and 150nm in width) luminesced to higher temperatures than the larger diameter dots (300 and 550nm) and the wider wires (250 and 500nm) respectively and the smaller dots luminesced to higher temperatures than the smallest wires. This was also true when comparing the larger dots to the larger wires. This temperature dependence may be due to confinement dependent on the dot diameter or wire width. Restrictions on the diffusion lengths of excitons to nonradiative sites due to the patterning of the QW into dots and wires could be the mechanism responsible for the effects seen at 5K. In wires the extra degree of freedom of the exciton contributes to the loss of luminescence at 5K as it is still possible for the excitons to diffuse to nonradiative sites within the exciton lifetime. This does not happen in the dots. This conclusion is supported by the results obtained after regrowth.

Regrowth with a layer of Al₀.₄Ga₀.₆As on SiCl₄ etched quantum structures increased the luminescence efficiency of the 250 and 500nm wires but reduced the efficiency of the 150nm wires. The 550 and 300nm dots showed no change in efficiency either before or after regrowth. Luminescence was completely lost in the 75 and 150nm diameter dots and 80nm wide wires. This suggests that in the wires surface states contribute significantly at 5K to the nonradiative recombination rate whereas in dots they do not. The overgrown AlGaAs layer passivates the nonradiative surface states thereby increasing the luminescence efficiency of these structures.

It has been shown that shifts in exciton emission to higher energy after regrowth on samples subjected to RIE with either SiCl₄ or CH₄/H₂ are most likely due to enhanced diffusion of Al into the quantum well caused by impurities introduced during the dry etch process. This changes the profile of the well from a square potential profile to a compositionally graded well causing the shift to higher emission energies.
Chapter 1

Theory & Literature Review

1.1 Introduction

High resolution tailoring of III-V semiconductors in one dimension by epitaxial growth techniques has allowed many of the electronic properties of heterojunction structures to be precisely controlled. This has led to the development over the past few years of high mobility field effect transistors, heterostructure lasers and new quantum well devices.

Compound semiconductor materials with reduced dimensionality are increasingly being investigated for future applications and to add to our understanding of fundamental physics. The dramatic change in the energy spectrum and the density of states alter many properties of these systems. Since modern epitaxial growth techniques are capable of producing quantum well structures with sharp interfaces (of the order of one atomic layer), many interesting effects have been studied in quasi-two dimensional structures.

Quantum effects may occur in a system where the degree of freedom of the charge carrier is sufficiently restricted. In this situation the wave nature of electrons and holes becomes important. This generally happens when the particles are confined to regions smaller in dimension than their quantum mechanical (de Broglie) wavelength. Systems with one or zero degrees of freedom can be prepared starting from a two dimensional structure by patterning the layer to a lateral dimension comparable to the de Broglie wavelength of the carriers. Direct electron beam writing and highly anisotropic pattern transfer techniques such as dry etching can be used for this purpose.

This thesis will report on the fabrication techniques involved in realising one or zero degrees of freedom devices - quantum wires or dots, and in particular at the resolution limits of the electron-beam and the dry etching procedures. The optical behaviour of these structures, studied using low temperature photoluminescence techniques, will also be presented.
1.2 Background

1.2.1 Exciton Formation

When light with energy equal to or greater than the bandgap (the energy difference between the valence and the conduction band) is incident on a bulk semiconductor, an electron in the valence band may absorb this energy and make a transition to the conduction band. However by making this transition a vacancy has been created in the valence band. This unoccupied electronic state can be represented by a particle with a positive charge referred to as a "hole".

At low temperatures the band-edge optical properties of wide gap semiconductors are dominated by excitons - electron-hole pairs bound by Coulomb interactions.

In 3 dimensions the expressions for the hydrogenic Bohr radius and ionisation energy can be transferred to excitons in semiconductors by replacement of the reduced hydrogenic mass with the reduced mass of an exciton and inclusion of the relative dielectric constant.

The ionization or binding energy for such a system is

\[ E_{\text{ex}}^{3D} = 13.6 \frac{m_{\text{ex}}^*}{\varepsilon_r^2} \text{(eV)} \]

where \( \varepsilon_r \) is the relative dielectric constant and \( m_{\text{ex}}^* \) is the reduced exciton effective mass

\[ m_{\text{ex}}^* = (m_{\text{e}}^* - 1 + m_{\text{h}}^* - 1) - 1 \]

\( m_{\text{e}}^* \) and \( m_{\text{h}}^* \) being the electron and hole effective mass respectively. The 3D binding energy of an exciton in GaAs is 4.2meV. Free excitons can travel in the crystal and be captured by impurities and crystal defects. This alters the exciton binding energy and its lifetime.

The diameter of an exciton i.e. the distance at which the electron orbits the hole will vary depending on the semiconductor. A simple method of calculating the diameter of an exciton is to calculate the Bohr radius applying the same method as that used to calculate the radius of a hydrogen atom.

\[ a_{\text{ex}}^{3D} = \frac{\varepsilon_r}{m_{\text{ex}}^*} a_o \]

where \( a_o \) is the hydrogen Bohr radius given by \( a_o = \frac{\hbar^2 \varepsilon_o}{\pi e^2} \)

Obviously the diameter of an exciton will be larger than a hydrogen atom as the mass of a hole is much smaller than that of the hydrogen nucleus.
The diameter of an exciton is dependent on the effective mass of the exciton in a particular crystal. The effective mass is in turn dependent on the band structure of the semiconductor which varies between material systems and hence the diameter of an exciton will depend upon the host crystal lattice. The exciton radius in bulk GaAs is ~14nm and is ~26nm in GaInAs.

### 1.2.2 Heterojunctions

Semiconductor heterostructures are layers of two or more different semiconductors grown coherently with one common crystal structure. A heterostructure may be viewed as a single crystal in which the occupancy of the atomic sites changes at the interface. The lattice structure and constants of the two materials must differ very little if the two materials are to be grown on top of each other without introducing strain into the material. One of the most studied heterojunctions is that between GaAs and Ga$_{1-x}$Al$_x$As. The aluminium concentration is usually chosen to be around 20-35% to ensure that the potential barrier in the conduction band is large, that the ternary alloy is still direct gap material and to ensure that the lattice parameter matching is obtained. Above ~x=0.4 the gap becomes indirect.$^1$

Figure 1.1 shows a) the band diagram for two bulk semiconductors with different bandgaps with the vacuum level serving as a common reference point and b) the band diagram of the heterojunction formed from these two materials. When two solids of differing electronegativity are brought together charge will redistribute in the interface bonds producing a surface dipole layer which will shift the energy of the two sides relative to each other. This causes the conduction and valence band to be offset (or discontinuous) i.e. there is potential step at the interface of the two semiconductors in the conduction and valence band. The difficulty is in knowing how the energy difference between the two semiconductor energy gaps is split between the conduction and valence bands. Does it form potential steps of equal size in both bands or is the distribution less equal?

Consider a heterojunction formed by depositing a layer of Ga$_{0.7}$Al$_{0.3}$As on a GaAs substrate as this is the material system used in this work. The height of the conduction or valence band offset, depends on the bulk band structures of the constituent materials (which for AlGaAs depends on the Al percentage) and on their relative position. Early results suggested that the split in a GaAs/Al$_{0.3}$Ga$_{0.7}$As heterojunction was 0.85Eg and 0.15Eg$^2$ for the conduction and valence band respectively, where Eg is the difference in the energy gap of the two semiconductors. However later work showed that the new offset ratio (at x~0.3) was ~60:40.$^3$

### 1.2.3 Quantum Wells

A quantum well is a thin layer (e.g. 10nm) of one semiconductor (e.g. Gallium Arsenide) sandwiched between adjacent layers of another, wider band gap material (e.g Aluminium Gallium Arsenide). By cladding GaAs with AlGaAs barriers, the different relative energies of the conduction and valence bands in GaAs and AlGaAs give rise to a square well potential in the conduction band due to the conduction band offset. In undoped material a carrier thermally or optically excited into the conduction band will be confined in the low gap layers due to this band gap difference (figure 1.2). This is the physical
Figure 1.1 (a) The band diagram of two different disconnected semiconductors 1 and 2 with energies shown relative to the vacuum. (b) The line-up of band structures of lattice-matched semiconductors 1 and 2 forming a heterojunction. $E_c$ and $E_v$ are the conduction band and valence band offsets, respectively. It is assumed that the materials are undoped and that the effect of charge transfer at the interface is negligibly small. $E_{g1}$ and $E_{g2}$ are the fundamental gaps. *(After Jaros*\textsuperscript{1b})*
Figure 1.2 (a) Quantum energy levels in a quantum well. $E_{1e}$ and $E_{2e}$ are $n=1$ and $n=2$ electron levels, and $E_{1hh}$ and $E_{1lh}$ are $n=1$ heavy-hole and light-hole levels, respectively. 
(b) Density-of-states as a function of energy for a QW structure (solid line) and for a bulk crystal (broken line). (After Okamoto$^6$)
realisation of the elementary quantum mechanical particle in a 1D box problem. Coulomb attraction correlates the motion of carriers in the conduction band and valence band quantum wells in the x and y directions, forming bound electron and hole pairs or excitons. They produce very sharp resonance peaks just below the band gap, where a large oscillator strength is concentrated in a narrow spectral domain.

If the GaAs layer thickness is of the order of 10nm (less than the Bohr diameter of an exciton in GaAs - ~28nm) the motion of the carriers will be quantized along the normal to the layers (z) which will produce a series of discrete states, although the carriers are free to move in the x-y plane. The effect of the confinement on the density of states that describe the optical transitions is to transform the 3D parabolic dependence into a series of steps (figure 1.2). It also raises the degeneracy of the upper valence band of III - V semiconductors by introducing a splitting between the heavy and light holes due to their different confinement energies.

The ionisation energy and exciton radius for the ideal 2D system is given by

\[ E_{\text{ex}}^{2D} = 4E_{\text{ex}}^{3D} \sim 17 \text{meV} \quad \text{(ref 4)} \]

for an infinitely narrow quantum well. It is 2.5 to 3 times larger than \( E_{\text{ex}}^{3D} \) in a 5nm thick GaAs/AlGaAs QW. The exciton diameter has been reduced to

\[ a_{\text{ex}}^{2D} = a_{\text{ex}}^{3D} \sqrt{\frac{3}{8}} \quad \text{(ref 10)} \]

Exciton resonances in bulk material are difficult to observe at room temperature because in polar semiconductors longitudinal-optical (LO) vibrations produce strong electric fields that rapidly ionize the weakly bound excitons. As the temperature is lowered the vibrations are reduced and hence the exciton lifetime is increased due to the reduction in the ionizing electric field. The emitted light is therefore more intense, has a narrower spectral width and shifts to lower wavelengths due to the decrease in the bandgap.

In quantum wells, the confinement increases the binding energy of the excitons so that it is more comparable with kT at room temperature. At room temperature excitons live just long enough to produce clear resonances before being ionized by interaction with LO-phonons into an e-h plasma that in turn lasts for several nanoseconds before recombining. Although the exciton still interacts with an LO-phonon and is ionized the confinement reduces the interaction channels between the excitons and the polar phonons that are responsible for the temperature broadening. The width of the exciton peak is broadened, but it remains narrow enough to be resolved at room temperature.

At low temperatures quantum well excitons are considerably broader than those of high quality 3D samples; the exciton linewidth is found to increase when the layer thickness decreases. The low temperature quantum well exciton profile has been interpreted as resulting from the inhomogeneous broadening introduced by the unavoidable fluctuations of the well thickness. In the best samples these
fluctuations are found to be the order of one atomic layer, and the size of the atomically smooth areas is the order of 30nm. The effects of layer roughness on the excitons produce highly interesting properties that are due to localization\textsuperscript{4}. When the layer thickness decreases, the quantum energy levels for electrons and holes increase, thereby increasing the light emission energy\textsuperscript{6}.

1.2.4 Quantum Wires and Dots

The logical extension of the concept of confining the exciton to two degrees of freedom in a quantum well is to confine it to one or zero degrees of freedom. These structures are called quantum wires and quantum dots respectively. In these structures the laterally confining potentials must be on length scales comparable with or smaller than the carrier de Broglie wavelengths. A quantum wire is obtained by patterning the quantum well in the Y direction. Carriers are therefore confined in both the Y and Z directions i.e. have one degree of freedom. A quantum dot is obtained by patterning in both the X and Y directions and the exciton therefore has zero degrees of freedom of movement (figure 1.3). This patterning of the quantum well alters the density-of-states. On reducing from three dimensions to two dimensions (3D to 2D) the density of states changes from a continuous \( D(E) = E^{1/2} \) dependence to a step-like dependence which is mirrored in the absorption spectrum. A 1D density of states is characterized by a series of singularities of the form \( (E-E_j)^{-1/2} \) (i.e. a quantum wire) and in a 0D case (i.e. a quantum dot) the density of states is reduced to a series of delta functions (figure 1.3).

There has been considerable effort in trying to model the properties of excitons in a 1D and 0D system and therefore to predict the advantages in device performance to be gained from increasing the confinement on the exciton in these low dimensional structures. Most attention has been directed towards modelling the behaviour of quantum dots, probably because any advantages to be gained from additional confinement will be greatest in these structures. Several authors have assumed that a confined exciton can be treated as an electron-hole pair trapped in a box of infinite depth\textsuperscript{7,8,9} and that the effects seen will be the similar to those observed in semiconductor microcrystallites embedded in glass.

Bryant\textsuperscript{10} however has shown that quantum dots (or boxes) should be viewed as square plates of sides length \( L \) and width \( w \). Typically the width \( w \) of the two dimensional quantum well is an order of magnitude less than the length \( L \) of the side of the dot. Therefore in quantum dots one degree of motion is always frozen out for all \( L \). This is not the case in microcrystallites where all three dimensions are of a comparable size. From his calculations Bryant suggested that confinements effects are important even for \( L \geq 100 \text{nm} \) i.e. for a quantum dot 100nm in diameter. However, for these \( L \), the exciton is much smaller than the box, and the exciton ground-state energy \( E_{GS} \) is affected little by confinement (figure 1.4). The exciton kinetic (\( E_{KE} \)) and Coulomb energies (confinement energy - \( E_{NI} \)) show a similar weak dependence on \( L \) for larger boxes. In fact \( E_{KE} \) is much larger than \( E_{NI} \) for large \( L \). Most of the kinetic energy of an exciton in a large box is the kinetic energy due to correlation as an exciton, and only a small part is due to quantum confinement. As \( L \) decreases, \( E_{KE} \) approaches \( E_{NI} \), indicating that the correlation effects in the exciton due to the interactions are becoming less important and that quantum confinement makes the more important contribution. Wu \textit{et al}\textsuperscript{11} showed that the broad photoluminescence peaks observed for excitons in quantum dots could result from inhomogeneous broadening due to variations in box size because the confinement energies are a sensitive function of \( L \).
Figure 1.3 Variation of density-of-states of electrons with the increase of the quantization dimension in quantum-well structures.
Figure 1.4  The ground-state (GS) energy of an exciton confined in a square box with sides of length L. The exciton kinetic energy (KE), Coulomb energy (C), energy of a noninteracting electron-hole pair (NI), and the interaction energy (I) are shown. (After Bryan\textsuperscript{10})
Bryant has shown that this effect is somewhat reduced taking into account exciton effects.

Austin\textsuperscript{12} modelled the behaviour assuming that in real systems the barriers may be relatively low, so the possibility of tunnelling out of the quantum dot should be considered. Indeed Austin points out that " it is known that (in contrast to one- and two- dimensional systems) a three-dimensional system with finite barriers does not support bound states below a certain critical radius". Austin found that the electron-hole pair become more strongly bound as the dot radius decreases. The exciton binding energy passes through a maximum for Radius\~\textasciitilde{}3nm; this behaviour is similar to that found theoretically\textsuperscript{13} for GaAs/AlGaAs quantum wells. When the diameter of the dot is decreased from a value comparable to the bulk exciton Bohr radius (~14nm), the electron and hole are brought closer together and the Coulomb binding energy increases; at very small radii the electron and hole wavefunctions spread appreciably into the surrounding AlGaAs and the Coulomb binding energy falls. This feature is absent in models which assume infinite barriers. A maximum binding energy of \~{}40meV is predicted for a radius of 3nm and for radii above 10nm the binding energy approaches the 3D value of \~{}5meV. This is in contrast to Bryant\textsuperscript{10} who suggests that confinement effects could occur for a radius of \~{}50nm although these effects may be small.

Another area that has been studied by several authors is the effect on optical nonlinearities when a quantum well is patterned further into a quantum wire or dot. This could lead to a new range of devices. For example Schmitt-Rink \textit{et al}\textsuperscript{8} have suggested that the absorption of quantum dots might be significantly changed by local field effects and show different non-linear behaviour to quantum wells such as optical bistability. The origin of the optical non-linearity is straightforward. Electron-hole pairs created by the interband optical absorption influence the absorption spectrum. Most obviously they fill states and prevent further absorption by the Pauli Exclusion Principle and hence saturate the absorption. In bulk material Coulomb interactions due to the positive charge and negative charge on the electron and hole modify the exciton absorption resonances but it is argued that in quantum dots only state filling is important.

Bryant\textsuperscript{15} has also modelled the binding energies for the bound states of a hydrogenic impurity placed on the axis of a quantum-well wire. The QWW is a cylinder of GaAs surrounded by Al\textsubscript{x}Ga\textsubscript{1-x}As. Bryant found that for very small wires, the electrons leak out of the wire and behave as three dimensional electrons in Al\textsubscript{x}Ga\textsubscript{1-x}As. As the wire size increases, an abrupt crossover from three-dimensional to one-dimensional behaviour occurs when the radial spread of the wavefunction becomes smaller than the wire radius and the electron no longer leaks out of the wire. The binding energy is strongly enhanced. The wire remains quasi-one-dimensional out to the largest radii (1000\textsubscript{a} where \textsubscript{a} is the Bohr radius). Bryant suggests that it is expected that the luminescence from wire structures should broaden as the enhanced binding energy in a quasi-one-dimensional system is more sensitive to the location of the impurity or exciton relative to the well boundary. Further modelling changing the cross-section of the wire showed that the binding energy for impurities in wires with comparable shapes are most closely related to the cross-sectional area\textsuperscript{16}.
1.2.5 Discussion

There are obviously some discrepancies in the results as Takagahara suggests that size uniformity is important if inhomogeneous broadening of the linewidth of the light emitted from QDs is to be avoided and Bryant says that this effect is smaller than previously suggested. Austin suggests that quantum dots of 20nm in radius will have binding energies approaching 3D values whereas Bryant predicts enhanced confinement energies at 50nm radius. In all these cases the authors assume different boundary conditions in trying to predict 0D behaviour. Differences will obviously occur if the quantum dot is viewed as a thin disk with the two dimensions defined by lateral confinement much larger than the width of the quantum well that defines the third dimension of the box or if it is modelled as a perfectly spherical semiconductor dot embedded in a material of a different (usually smaller) dielectric constant and also whether the barriers are modelled as being finite or infinite. For practical purposes the models which assume finite barriers and square plate like disks are more likely to yield realistic data as these are the models which most closely resemble the experimental structures. Therefore taking these considerations into account it is perhaps possible that quantum effects will be seen in quantum dots 50–60nm in diameter as Bryant predicts. The confinement effects may not be large enough to produce a measurable "blue" shift in the emitted light but may show up in other effects. For example Schmitt-Rink predicts that one consequence of the confinement of the electronic states is the disappearance of the temperature dependent broadening mechanism that dominates in room-temperature quantum wells. In this quantum well mechanism, the exciton once created is rapidly ionized by absorbing an optical phonon to create free electrons and holes. This shortening of the exciton lifetime results in a simple lifetime broadening of the exciton line. This mechanism disappears in the QD because there need not be higher electron/or hole states of the right energy to act as final states for the phonon absorption process. Bryant also states that the properties of an exciton confined in a circular disk of radius \( R \) should be nearly the same as the properties of an exciton in a square plate with side \( L = \pi R^{1/2} \). This result therefore removes the necessity of ensuring that all dots are round or square when fabricating the structures.

1.3 Optical Characterization of 1D and 0D structures

A standard method used to observe the optical behaviour of excitons confined in a quantum well is photoluminescence (PL). The PL spectrum is a measure of the number of photons emitted from a structure within a specific energy range. In general for a quantum well it will consist of one peak which is due to the electron-hole pair relaxing to the lowest energy level (\( n=1 \)) before recombining thus emitting a photon. The PL spectrum is Stoke shifted to slightly lower energies than the exciton absorption line because excitons relax to the lowest energy states in the well before recombining. PL thus gives information on the lowest energy excitation transition in a quantum well but is complicated by the fact that the exciton might be free or bound (figure 1.5) Semiconductors are transparent to light of energy less than the energy gap separating the conduction band from the valence band. The energy at which the semiconductor starts to absorb light is known as the band edge.

Another technique is photoluminescence excitation. This is a measure of the luminescence efficiency as a function of the pump energy. Unlike the PL spectrum it gives information on the higher
Figure 1.5  Excitation spectrum (broken line) and luminescence spectrum (solid line) of a 7nm GaAs/Ga$_{0.48}$Al$_{0.52}$As MOCVD quantum well, showing the linewidths and the Stokes shift between the free exciton heavy-hole excitation peak and the luminescence peak involving excitons bound to interface defects. (After Bastard et al$^{17}$)
energy transitions eg e2-h2. The quantum well is excited with light of energy sufficient to excite the higher energy transitions. By scanning the energy of the incident radiation from a wavelength below the main PL peak emission downwards these higher energy transitions can be observed since the PLE spectrum usually mirrors the absorption spectrum which is dominated by free exciton processes (figure 1.5). Changes in the energies of the free exciton energies (i.e. due to lateral confinement) are most easily interpreted using this technique.

Both of the above methods were used to characterize quantum structures at temperatures ranging from 2.2K to 200K. It was necessary to investigate the photoluminescence at cryogenic temperatures as lattice vibrations are sufficiently reduced at these temperatures that the excitons are not ionized in a few femtoseconds as would happen at room temperature. Bright well resolved, narrow linewidth excitonic peaks are therefore measurable. It is however interesting to investigate how the linewidth and the intensity of the signal vary as the temperature is increased and results of this are presented in Chapters 5 and 6.

1.4 Literature Review

Early optical studies of confinement in more than one dimension were almost entirely limited to colloidal preparations of II-VI semiconductor microcrystals or crystallites embedded in a glass matrix. The studies by Warnock and Awschalom for example, on CdS$_{0.27}$Se$_{0.73}$ microcrystallites reported the existence of finite size effects, where electrons trapped in tiny crystals showed the effects of quantum confinement. Blue shifts (i.e. shifts of excitonic emission to higher energy) of exciton absorption lines as a function of the crystallite size were observed by Ekimov and Onushschenko in CuCl microcrystallites. Banyai and Koch predicted strong excitation-induced blue shifts due to plasma screening causing an increase in the exciton Bohr radius as well as a blue shift due to a decrease in microcrystallite size. These earlier results created interest in trying to simulate quantum confinement in compound semiconductor structures which could then be engineered into devices exploiting these quantum size effects.

1.4.1 GaAs/AlGaAs Quantum Structures

1.4.1.1 Confinement achieved using a combination of electron beam lithography and dry etching

The first report of the optical behaviour of quantum dots (QDs) was by Mark Reed et al who fabricated QDs in a GaAs/AlGaAs system using electron beam lithography and dry etching. Although the QD diameter in the experiment was 300nm, Reed reported blue shifts in the excitonic spectrum. This is extremely unlikely as the bulk exciton diameter in GaAs is ~14nm and the QDs would need to be of the order of 30nm or less before any size effects could compress the exciton resulting in an increase in the binding energy and a decrease in the wavelength of the photon emitted on recombination. Perhaps reactive ion etch induced damage could have resulted in an area of 30nm or less of undamaged material where this effect could occur. It is significant however that this result has never
been repeated in QDs of this size.

Kash et al\textsuperscript{22} reported that for QDs of 100nm or less in diameter fabricated in the GaAs/AlGaAs system no blue shift was seen in the photoluminescence excitation spectrum but enhanced luminescence efficiency of up to 60-120 times greater than the bulk material was observed. They attributed this result to the suppression of the diffusion of carriers to nonradiative recombination sites within the quantum wells. This was a surprising result as it is expected that the free surfaces created by the etching procedure would function as efficient nonradiative recombination sites for the photoexcited carriers and if anything the luminescence efficiency should decrease. Enhancement of the oscillator strength is not predicted for structures of this size. It has been suggested that this enhancement of luminescence efficiency (which has never been repeated) could have been due to poor quality starting material. Subsequent processing could have removed nonradiative sites. On patterning the number of defects may have been reduced i.e. many dots may have no defects in them at all and this may account for the increased efficiency.

Further work by Kash et al\textsuperscript{23} suggested that the homogeneous strain in the plane of a GaAs/AlGaAs quantum well layer induced by the patterned removal of strained material above the well, contributed a significant potential to confine the exciton in a quantum dot or wire structure. The strain is generated by the relaxation of an uniformly strained AlGaAs barrier. They investigated the effects of strain further by achieving confinement produced by inhomogeneous strain created by patterning and etching a compressively stressed overlayer of amorphous carbon\textsuperscript{24}. In this method the patterning of the strained overlayer imposes a corresponding pattern of strain in the underlying well, thus locally modifying its band structure. Photoluminescence spectra of the quantum wells underlying the stressor wires show band-gaps red shifted by as much as 31meV. This shift is somewhat larger than the calculated value for the strain induced by the overlayer -19.8meV. Photoluminescence excitation measurements\textsuperscript{25} of the same wires showed strong polarization anisotropy of the light and heavy hole exciton absorption and this was explained by the effect of the anisotropic strain on the valence band wave functions.

Forchel et al\textsuperscript{26} also reported PL studies of GaAs/AlGaAs quantum wires. The wires were defined by RIE in CCl\textsubscript{2}F\textsubscript{2} and Ar (gas ratio 1:4) and Argon ion milling. They found that a decrease in wire linewidth from 5\textmu m into the submicron range had the consequence of a steep decrease of the PL intensity by a factor of about 500, no matter which of the above processes were used to define the free standing wires (figure 1.6). They attributed the variation in quantum efficiency as a function of wire width to be due to non-radiative transitions at the etched sidewalls. With decreasing wire width the influence of non-radiative surface recombination increases. However they also suggested that dry etching damage may lead to the formation of optically inactive layers at the sidewalls. The results presented in Chapters 5 and 6 will refute this.

An important point to note in the presentation of all data on the optical behaviour of quantum structures is the optical geometry used to excite the structures and collect the light. In the case of the work by Forchel et al\textsuperscript{26} a 0° scattering geometry was used where the exciting light hit the top of the wires or dots. Other authors\textsuperscript{21-25} use 90° scattering geometry. The angle of incidence and the
Figure 1.6 (a) PL intensity of etched GaAs/AlGaAs wires versus the wire width: broken line: experimental data calculated width dependence with a surface recombination velocity of $5 \times 10^5 \text{cms}^{-1}$ and no depleted surface layers; solid line - calculation including a depleted surface layer of 130nm depth.

(b) Lateral width dependence of the excitonic emission from etched InGaAs/InP wires. Broken line - experimental data; solid line - calculation using a surface recombination velocity of $5 \times 10^4 \text{cms}^{-1}$. (After Forchel et al\textsuperscript{26})
polarization of the exciting radiation may significantly affect the luminescent properties of the quantum structures.

Kohl et al\textsuperscript{27} presented the first results of quantum confinement seen in GaAs/AlGaAs quantum wire structures. These structures were fabricated using holographic lithography and reactive ion etching with SiCl\textsubscript{4}. Interestingly they found that the PL efficiency of the active wire area was only reduced by a factor of 30 in the case of 70nm diameter wires. They attributed this to using "optimized preparation processes" which reduced the influence of the nonradiative surface recombination. The spectra were excited with normally incident light. The PLE spectra showed a blue shift of 0.2nm (0.4meV) in the hh\textsubscript{11} and lh\textsubscript{11} transitions which agreed well with the calculated value of 0.5meV. Because of this Kohl et al ruled out the effect of stress in the wires causing the shift. The 1D character of the transitions is manifested in a strong polarization dependence of the PLE of the wires. A magnetic field applied to the wires caused an enhancement of the reduced mass and of the exciton binding energy of the ground state hh exciton of about 15%.

1.4.1.2 Confinement achieved using ion implantation

Focussed ion beams can be used to modify the physical properties of semiconductors directly by maskless implantation or etching on the sub-100nm scale. Cibert and Petroff et al\textsuperscript{28} used the former approach whereby carrier confinement to one and zero degrees of freedom was achieved by implantation enhanced interdiffusion of an AlGaAs/GaAs QW by Ga\textsuperscript{+} ions, followed by rapid thermal annealing. This removed the problem of the QD surface-air interface as implantation with the Ga\textsuperscript{+} ions provides an effective method for locally altering the band gap while preserving good optical quality and without introducing electrically active impurities. The carrier confinement was achieved by a built in local change in the crystal potential of the material. They reported low temperature cathodoluminescence measurements showing new luminescence lines which they attributed to transitions arising from the laterally confined states. There was little evidence of non-radiative interface recombination in the measured low temperature luminescence efficiencies. One drawback of cathodoluminescence measurements is that unlike PLE this does not mirror the absorption spectrum and shifts could occur due to the strain induced in the material by the diffusion of the Ga\textsuperscript{+} ions.

Leier et al\textsuperscript{29} have also investigated this method as a means for achieving quantum confinement. Optical emission spectra of GaAs wires show two maxima, one of which is attributed to recombination in the wire sections of the sample and the other to barrier emission. As the mask width is reduced down to 40nm a wire width dependent blue shift of the wire emission up to 10meV is observed.

Although both of the above groups of researchers stated that QDs showed similar results to wires or were expected to, it is likely that it is more difficult to define a QD (a three dimensional area of undamaged material) by this diffusion process\textsuperscript{30}. The major problems associated with this technology are associated with obtaining the correct potential profile to achieve confinement. The lateral profile is often too flat. However this method is certainly of interest in investigating one dimensional quantization.
1.4.2 InP/InGaAs Quantum Structures

Another approach to investigate optical confinement is perhaps the most interesting and the most likely to yield the desired blue shift. Instead of using a GaAs/AlGaAs QW system, InP/InGaAs was used. This has the advantage that it offers a stable surface with a recombination velocity reduced by a factor of about 100 and consequently has very high luminescence efficiency. The exciton diameter is of the order of 30nm so that the QD diameter needed to achieve a "squeeze" on the exciton is within the limits of current processing techniques.

Temkin et al. investigated quantum confinement in InP/InGaAs structures. The main drawback in their process was the inability to reactive ion etch the dot masks to produce free standing dots, but instead ion milling in a mixture of Argon and Oxygen was used. This is suspected to produce more damage than the RIE process. They reported that InP/InGaAs QDs down to 30nm exhibit intense low temperature photoluminescence (PL) and show the exciton shifts expected of low dimensional confinement. It has since been shown that a portion of the blue shift was related to band filling effects as they did not report that the shift was independent of the excitation intensity. They did not investigate the emission from an unpatterned mesa which was subjected to ion milling to ensure that the shift was not due to process induced damage in the material. The PL intensity from the wires was ~300 times less than the control wafer and was significantly below the filling factor of 15%. This reduction in PL intensity could be due to the surface recombination coming from the exposed InGaAs edges as in this system it is the ternary that forms the well or as a result of the ion bombardment.

Further work by Gershoni et al. using a low energy (100V) ion beam was used to try and reduce this problem of process damage, and PLE measurements taken to preclude any band filling effects. They reported that transverse confinement in a quantum wire had induced exciton splitting in the optical spectrum of InP/InGaAs QW. No results of QDs were reported.

Forchel et al. also reported PL studies of InP/InGaAs quantum wires. The InP/InGaAs structures were etched by Ar/O₂ reactive ion beam etching (RIBE) and showed significantly smaller intensity decrease compared to GaAs/AlGaAs wires (figure 1.6). These results they suggest, were due to the different surface recombination velocities, that in InP/InGaAs possibly being much lower.

1.4.3 Quantum Dot or Wire Lasers

Perhaps one of the most useful and interesting possible application areas for quantum structures is in the manufacture of quantum dot or wire lasers. To date carrier confinement to two dimensions within the laser has been achieved by using quantum well lasers with ultra thin active layers. In quantum wells, the number of quantum states of the system is reduced due to the wavefunction quantization perpendicular to the layer plane. This reduced number of quantum states directly implies that the number of states to be inverted to reach net gain, i.e. the transparency population will be reduced as compared to the 3D Double Heterostructure laser. The square DOS in 2D leads to a more efficient use of injected carriers to create gain than in 3D: the maximum of the gain curve always lies at the bottom
Figure 1.7  A quantum box laser in GaAs/AlGaAs system. The quantum boxes are not drawn to scale. (After Vahala\textsuperscript{37})
of the quantized 2D band, instead of shifting towards higher energies due to ever increasing 3D-DOS. Therefore a larger fraction of injected carriers participate in the gain. These lasers have superior characteristics over the double heterostructure lasers in that they have:

1) extremely low threshold current
2) less temperature dependence
3) narrow gain spectrum.

It is therefore natural to expect that using lower dimensionality structures such as quantum wires or quantum dots that will enhance the properties yet further i.e. the lasers will have improved efficiency, modulation bandwidth, and temperature and frequency stability. The reduction in threshold current and hence temperature dependence helps to overcome the problem of the laser heating up when operating, as the output of the laser can vary tremendously with variation in temperature. Obviously a more stable system is desirable. Hence for future applications where high performance semiconductor lasers are required i.e. where a highly single mode and narrow field spectrum linewidths are required quantum dot or wire lasers may provide the answer.

In an ideal quantum structure laser for example, the actual active layer would consist of an array of dots or wires having a characteristic size of ~10nm (ideally of the same shape and size). These structures would be fabricated from a low bandgap material and would be imbedded in a high bandgap material (e.g. GaAs in AlGaAs) (figure 1.7). Electrons and holes residing in these structures would have highly localized wave functions and the state space in each dot would be discrete as opposed to quasicontinuum of the bulk. In the ideal quantum dot laser the contribution to gain from each dot would arise from a pair of two level systems (one for each electron spin).

Asada et al. reported the first theoretical calculations on the expected improvement in laser performance. Calculations showed that for 10x10x10nm but still impossible to fabricate in the GaAs/AlGaAs system the gain would be increased 10 times and 15 times in the InP/InGaAs (figure 1.8) and that there would be a marked decrease in the laser threshold current (figure 1.8). The laser operation would be less temperature dependent and the gain spectrum would narrow.

Arakawa and Yariv used magnetic fields applied to laser structures to simulate 0 and 1D confinement. By applying a magnetic field to a buried heterostructure laser they were able to simulate a quantum wire laser. In this case the electrons are only free to move in the direction of the field. The motion of these electrons is quantized in the two transverse directions (x,y) forming a series of Landau energy subbands. It was found that as the magnetic field was increased (up to 19T) the power dependent linewidth was reduced compared to the linewidth without a magnetic field. This improvement in device performance was attributed to quantum wire-like effects. Quantum dot effects were investigated by placing a GaAs/AlGaAs quantum well laser in a high magnetic field. When a magnetic field direction is normal to the quantum well plane the system becomes discrete and may be used to simulate a quantum dot laser. Evidence of the formation of full quantized effects was obtained by measuring the anisotropic properties of the spectral shift with the increase in magnetic field. Vahala et al. also simulated...
Figure 1.8 (a) Gain spectra calculated for Ga$_{0.47}$In$_{0.53}$As/InP 10x10x10nm cubic quantum box, 10x10nm quantum wire, 10nm thick quantum well, and bulk crystal at T=300K. (b) Maximum gain as a function of injection current density, calculated for GaAs/Ga$_{0.8}$Al$_{0.2}$As quantum box, quantum wire, quantum well, and bulk crystal (conventional double heterostructure). Dashed line on each curve is the level of gain required for laser threshold. (After Asada et al.)
quantum dot effects using this method. It was found that as the magnetic field was increased the linewidth decreased. This effect was only seen at 165K and not at room temperature. The authors attributed this to a discrete set of electronic states set up in the laser active layer.

Vahala\textsuperscript{37} has raised questions as to the correctness of the theoretical predictions on the enhancement of laser performance made by Asada \textit{et al.}\textsuperscript{34}. In particular Vahala questions the quantum box volumetric density required to furnish a given optical gain, the limitations imposed on dot size, and the tolerances which must be maintained during fabrication. Fabrication tolerances are important as they will determine the degree to which the optical gain spectrum is inhomogeneously broadened. A quantum dot laser can be viewed as a gas laser in which the atoms are likened to the quantum dots. The overall gain spectrum produced by this gas is broadened both homogeneously by the natural linewidth of a single transition in a given dot and inhomogeneously by fabricational variations in the quantum dot sizes. Vahala predicts that there would be a two orders of magnitude gain in the threshold carrier density if the active layer was patterned into 20nm diameter quantum boxes but only if the rms roughness amplitude is held to 2nm. For larger dot sizes (~30nm diameter) he predicts that it is unlikely that the quantum dots would provide enough gain for lasing action unless they are p-doped. Smaller quantum dots (~6nm) would provide enough gain but as yet structures cannot be made this small. The larger quantum dots could be fabricated.

Miyamoto and Cao \textit{et al.}\textsuperscript{38} were the first to report the fabrication of a QD laser. GaInAsP/InP quantum dot structures were fabricated from 1D QW structures grown by OMVPE by holographic lithography, wet etching and LPE regrowth. Light emission induced by current injection at the shorter wavelength than the corresponding bulk material was observed at 77K. However in this structure lasing operation was not obtained because the optical confinement factor was too small, owing to a large spacing between the quantum boxes (204nm) compared to their size (30nm). Further work by Cao \textit{et al.}\textsuperscript{39} on quantum wires lasers using the same process resulted in CW lasing operation at 77K.

Miller \textit{et al.}\textsuperscript{40} investigated the intensity-dependent PL properties at 10K of 30-40nm wide single InP/InGaAs quantum well wires grown by atmospheric pressure organometallic vapor phase epitaxy (OMPVE). The wires were fabricated by holographic photolithography and wet chemical etching and then regrown with an InP overlayer. At low laser intensities the PL shows a strong influence coming from states within the band gap which then saturate at higher intensities. An intensity-dependent shift in the PL energy coming from the wires is seen. The full width half maximum of the PL line at these higher laser intensities is less than the planar control sample, and the PL intensity from the wires as compared to the controls is higher than expected from the filling factor.

1.4.4 Electrical behaviour of Quantum Structures

The electrical behaviour of zero dimensional structures has been reported by Reed \textit{et al.}\textsuperscript{41}. Electronic transport through a three dimensionally confined semiconductor double barrier resonant tunnelling structure was investigated. Fine structure was observed in resonant tunnelling through the quantum dot which corresponded to the discrete density of states of a zero dimensional system. The dot diameters were large enough (100-250nm) that any damage produced by BCl\textsubscript{3} RIE did not affect the conduction in
the material and the etch mask used also served as the ohmic contact, being annealed before RIE. This is the first report of electrical quantum confinement in a GaAs/AlGaAs system.

1.4.5 Summary

Kohl et al\(^2\) have reported the first optical measurements of quantum confinement in structures as large as 60nm in GaAs/AlGaAs. Although other authors have reported results from optical measurements of quantum wires and dots none of these are conclusive. Comparison of the different reports is not straightforward since different authors use different fabrication and measurement techniques and give little indication of reproducibility. There is still the question of why quantum dots luminesce as efficiently as they do, when it is expected that surface effects would quench the luminescence.

It has been shown that enhancing the confinement in the active region of a laser should enhance device performance, but to date laser operation has only been achieved using the InP/InGaAs system and then only at liquid nitrogen temperatures.
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Chapter 2

Mask Fabrication

2.1 Introduction

To investigate quantum confinement to 1 and 0 degrees of freedom it is necessary to pattern QW material into quantum dot or wire structures. The first step in achieving this, is to pattern an etch mask onto the surface of the QW material using electron beam lithography.

Lithography is the process of transferring patterns of geometric shapes to a thin layer of radiation-sensitive material (called resist) covering the surface of a semiconductor wafer. The resist patterns defined by the lithographic process are not permanent elements of the final device but only replicas of the device features. To produce the features, these resist patterns must be transferred once more to the underlying layers comprising the device.

The size of pattern that can be transferred to resist is determined by the resolution capabilities of the exposure system used and the resist characteristics. Resolution means the smallest achievable linewidth under ideal exposure conditions. Optical lithography is the standard tool used in the semiconductor industry. Here the resist is exposed using ultraviolet light. There are several types of optical exposure techniques - for example contact printing, proximity printing and projection printing. Contact printing has a typical resolution of ~0.5μm linewidth. However to enable quantum effects to be studied the lithographic system used needs to have a resolution of ~10nm and only electron beam lithography can achieve this.

2.2 Electron Beam Lithography

Electron beam lithography uses a focussed beam of electrons to expose the resist. Figure 2.1 shows a schematic of the electron beam machine used for this work - a modified Philips PSEM 500 scanning electron microscope. The electrons are generated in an electron gun containing a tungsten thermionic-emission cathode as an electron source. Magnetic lenses are used to focus the electron beam to a spot which can vary from 8nm to 0.5μm in diameter. The accelerating voltage can be varied from 1.5kV to 50kV. Beam-blanking plates deflect the beam on to the objective aperture to prevent exposure of the specimen, and beam deflection coils are computer controlled to direct the focussed beam to any location.
Figure 2.1 The Glasgow Electron-beam Lithographic System
in the scan field on the substrate. Because the scan field (i.e. the area over which the beam can be deflected) is usually small (less than 1 cm) due to lens and detector aberrations, a precision mechanical stage is used to position the substrate to be patterned.

2.3 The Proximity Effect

In optical lithography, the resolution is limited fundamentally by diffraction of light. In electron beam lithography, the resolution is not limited by diffraction (because the wavelengths associated with electrons of a few kV and higher energies are less than 1 Å) but by electron scattering. When a tightly focussed beam of electrons hits a solid material, it is scattered both elastically and inelastically. The elastic collisions change only the direction of the electrons while in the inelastic collisions, energy is exchanged with the material and secondary electrons are formed. The secondary electrons are vital as it is they that expose the resist. The incident electrons will spread out as they penetrate the solid until all their energy is lost or they leave the surface after back scattering interactions. The back scattered electrons limit the resolution of the pattern transfer process when using thin resist layers.

The back scattered electrons arise when the high energy incident electrons strike the substrate colliding elastically with the nucleii causing them to undergo large-angle scattering as they slowly lose energy. Some of the electrons scatter back into the resist outside the regions exposed by the beam and this results in a background exposure that reduces image contrast. In the regions where the exposed patterns are dense i.e. in the dot or wire areas, the back scattered electrons increase the overall exposure.

The proximity effect therefore is caused by the exposure at one point depending upon the exposure of adjacent points and it places a limit on the minimum separation between pattern features. The most usual technique for compensating for this effect is to vary the dose for each shape so that the average exposure for every shape is the same. For a complex integrated circuit pattern, the calculation required to determine the dose for each shape is very large. However it proved unnecessary to perform proximity effect correction calculations when exposing small areas of dots or wires as the overall dose is simply reduced.

To reduce the problems due to the proximity effect a high beam voltage is used. By raising the beam voltage to 50kV or greater the exposure due to the proximity effect is reduced more as the centre of diffusion for the backscattered electrons is displaced further away from the surface.

2.4 Electron Beam Resists

Electron resists are commonly polymers. When an electron resist is exposed to a beam of electrons, a chemical change is induced in the resist by radiation. This change allows the resist to be patterned. The incident beam of electrons causes a change in the molecular structure of the polymer in the areas of the resist exposed to the beam. It is important to understand all the factors affecting the exposure and development of a resist because in electron beam lithography it is often limitations of the resist itself, and not those of the exposure system, that set the ultimate limit on pattern resolution.
A standard method for assessing resists is by the exposure response curve or contrast curve. It describes the thickness of the resist remaining after exposure and development versus the exposure energy and is described in detail by S R Rishton. It enables the sensitivity and contrast of a resist to be ascertained. The sensitivity of a positive resist is the minimum electron dose required to completely clear out an exposed area when it is developed. Contrast is a measure of how sharply the resist changes from being under-exposed to fully exposed and cleared out when developed. A high contrast will produce sharper images.

An ideal electron resist should have high sensitivity, high contrast, high resolution and high etch resistance. A high-sensitivity resist will require a low input dose and therefore a short exposure time. For conventional organic polymer resists, which use solution development to create relief images, a high sensitivity is usually correlated with large molecular weights. Smaller molecule sizes will give better resolution but also lower sensitivity.

A high contrast resist should have a narrow molecular weight distribution (before exposure) and a sharp transition in a plot of final resist thickness (after development) versus exposure dose. The resist and its developer must be considered as a composite system in discussing contrast. Changes in developer concentration of a few percent or in temperature by a few degrees, can affect resolution and reproducibility.

When a resist mask is to be used as an etch mask it must provide a high etch resistance for the subsequent pattern transfer to the underlying substrate. Any resist erosion at the edges during pattern transfer will affect the final feature width. Resist thickness also directly affects the resolution capabilities of the system. Wilkinson and Beaumont showed that for a thinner resist the linewidth due to the forward scattered electrons is reduced decreasing the minimum possible feature size.

2.4.1 Positive Resist Process for Mask Fabrication

When a positive resist is exposed to an electron beam, the polymer-electron interaction causes chemical bonds to be broken (chain scission) to form shorter molecular fragments. As a result the molecular weight is reduced in the irradiated area. The irradiated area can be dissolved in a developer solution that removes the low-molecular weight material and leaves a resist stencil on the substrate. This resist stencil can either be used directly as an etch mask or to enable metal to be patterned onto the substrate. A common positive electron resist is poly(methyl methacrylate), called PMMA.

Cleaning The sample to be coated with resist is first cleaned by immersion and agitation in an ultrasonic bath with trichloroethylene, methanol, acetone and finally with isopropylalcohol and blown dry using nitrogen.

Spin Coating The resist is spin coated onto the substrate. This produces a thin, uniform, adherent, homogeneous film over the wafer. It is accomplished by flooding the substrate with a polymer solution and rotating it at a constant speed (1000-8000rpm) until the solvent has evaporated. The sample is then baked to remove any traces of the solvent.

27
Exposure A two layer polymethylmethacrylate (PMMA) resist system consists of a lower molecular weight PMMA beneath a second layer of high molecular weight PMMA. The upper layer is less sensitive to the electron beam than the lower layer because more chain scissions are required to break each molecule into sections small enough to be dissolved by the developer. A larger area of the lower molecular weight resist is therefore affected on exposure. For the desired resolution to be achieved a thin resist was used i.e. there was a very small percentage (2.5%) of PMMA dissolved in the casting solvent. The resists used were a solution of 2.5% BDH in chlorobenzene with a molecular weight of 185 000 as the lower layer and a solution of 2.5% Elavacite in xylene with a molecular weight of 350 000 as the upper layer giving a combined thickness of 100nm.

Development The developer preferentially removes those areas of the polymer where chain scission has occurred because the solvent will only dissolve a polymer below a certain molecular weight. As a larger area in the lower layer is affected this results in an enhanced undercut profile (shown in figure 2.2) compared to a single layer of PMMA. The contrast of the PMMA varies with the developer. It is lower with stronger developers so it was therefore desirable to dilute the developer with a non-solvent to increase the resolution. The developers used in this work were mixtures of propan-2-ol (IPA), a nonsolvent of PMMA and 4-methylpentan-2-one (MIBK) a weak solvent.

Evaporation The resist stencil is used to pattern the substrate with a metal layer. The metal used was Nichrome or Titanium as both have a small grain size for high pattern resolution. NiCr is used with SiCl₄ etching and Ti when the gas is CH₄/H₂ as each metal has a low sputtering rate with the respective gases but a high sputter rate with the other. The etch ratio of NiCr:GaAs in SiCl₄ is >50:1 and Ti:GaAs in CH₄/H₂ >20:1.

Lift-off Soaking in room temperature or warm acetone dissolves the remaining resist and only metal deposited directly on the substrate remains. For lift-off to be successful, the resist solvent must be able to penetrate into the resist, and it is therefore desirable that the metal on the substrate is not connected to the metal on the resist. The undercut profile obtained using the two layer resist scheme achieves this. When the metal is deposited in a collimated beam with the sample at right angles to the beam, it results in the metal on the substrate being the size of the dot or wire in the upper PMMA layer, and space being left around the metal feature stuck to the substrate (figure 2.2). This then enables the solvent to penetrate the resist layers and for successful lift-off. The thickness of metal evaporated must not be thicker than the resist otherwise a continuous coating is formed and lift-off fails.

2.4.2 Positive Resist Process Steps

1) Spin 2.5% BDH in Chlorobenzene at 6000rpm and bake at 180°C for 30 minutes.
   Spin 2.5% Elvacite in xylene at 8000rpm and bake at 180°C for 90 minutes.

2) Expose pattern then develop in 1:3 MIBK:IPA for 40 seconds at 23°C and then rinse with IPA.

3) Evaporate 20nm of metal.
Figure 2.2 Positive and negative mask fabrication process
4) Lift-off in acetone for 30 minutes. Rinse in IPA.

2.4.3 Negative Resist Process for Mask Fabrication

In a negative electron resist, the irradiation causes radiation-induced polymer linking. The crosslinking creates a complex three dimensional structure with a higher molecular weight than that of the nonirradiated polymer\(^6\). The nonirradiated resist can be dissolved in a developer solution that does not remove the high molecular weight material (figure 2.2). One major drawback of a negative resist is that in the development process the whole resist mass swells by absorbing developer solvent. This swelling action limits the resolution of negative resists. Negative resists are usually more sensitive than positive resists but they generally exhibit lower contrast\(^3\). They are more resistant to dry etching and have better adhesion. The negative resist can be used as an etch mask directly without the need for evaporating metal. It also offers a further advantage in that it can be removed completely after processing using an oxygen plasma. Examples of negative electron resists are High Resolution Negative Resist (HRN) and αM-CMS\(^9\). S Thoms et al\(^{10,11}\) showed it was possible to use HRN to produce structures with dimensions in the 40nm range. Resist concentrations of 4% and 8% HRN in Microposit thinner were used giving a resist thickness of 120 and 280nm respectively.

Previously it had been difficult to produce negative resists that could offer high enough contrast to be used as an electron resist. However polystyrene had been shown to have sufficient contrast to be promising and an added advantage of resistance to plasma etching. Unfortunately it also had a low sensitivity. Whipps\(^12\) found that by using a copolymer of styrene with a compound containing an electron active crosslinking group such as p-chlorostyrene, improved sensitivity to an electron beam resulted, while maintaining the desirable properties of polystyrene such as plasma etch resistance. Two negative acting electron resists were available - HSN and HRN, both based on a copolymer of styrene with p-chlorostyrene (80:20)\(^13\). The difference lies in their molecular weights HSN is higher (90000) than HRN (11000) and therefore has a higher sensitivity but poorer contrast. HRN is therefore a better electron resist for high resolution applications. It was also shown that swelling of the resist on development, a problem generally associated with negative resists, did not occur to a significant extent\(^13\). It was thought that this because the radiation-induced cross-links appeared to bind the polymer chains closer together and reduce the possibility of solvent inclusion.

2.4.4 Negative Resist Process Steps

1) Spin coat 8% HRN at 7000rpm and bake at 120°C for 20 minutes.

2) Expose, and after develop for 15 seconds in MIBK then 15 seconds in IPA twice. This process was found to give optimum clearing of the undeveloped material\(^14\).

2.4.5 Comparison of the Positive and Negative Resist Processes.

The exposure response curves for 100nm thick PMMA and 280nm thick HRN are shown in figure 2.3. As expected the contrast of the positive PMMA (4.16) is better than that of the negative HRN (1.6).
Figure 2.3 Exposure response curves for a) 2.5% two layer PMMA and b) 8% HRN using a 50keV electron beam on a GaAs substrate.
This suggests that where a high packing density for quantum structures is desired the positive resist system would be better, as it will be possible to expose the structures closer together. The sensitivity of HRN is similar to that of PMMA (106 µCcm⁻²), which is surprising as negative electron resists normally have a higher sensitivity than positive. It follows that for ultimate resolution PMMA is the better resist, but the resolution attainable with HRN is more than adequate for many applications. The two layer PMMA system has the advantage that it can give higher resolution than is possible with HRN as the contrast is better. However the metal mask is difficult to remove as the sample must be boiled in Hydrochloric acid (HCl). This process is not possible if GaAs/AlGaAs material is used as it not only removes the Nichrome but also removes the AlGaAs.

It is quicker to produce etch masks using the HRN system as fewer process steps are involved. It is advantageous in optical experiments as it is organic and is therefore transparent to light. It can also be easily removed by oxygen plasma etching for 30 minutes. Its main disadvantage is that it etches more quickly relative to GaAs than NiCr or Ti (about 10:1 as opposed to 50:1).

Due to early results from Photoluminescence measurements on QDs patterned in GaAs/AlGaAs QW material it was decided that although 4% (120nm thick) HRN, seemed to be a resistant etch mask, it was too thin and the ions bombarding the sample either passed through the mask itself or defects in the mask degrading the quality of the quantum wells beneath. 8% HRN was used instead - more than doubling the initial resist thickness from 120nm to 280nm. A comparison of resist thickness after etching in different gases is shown in Table I. By moving to a thicker resist the resolution limit of the dot diameter was increased from 40nm to 60nm.

### 2.5 Exposure of Dot Patterns

#### 2.5.1 Pattern Design and Exposure Data

An array of dots is scanned by simply stepping and repeating one dot over an area. The individual dots are scanned as rectangles. The exposure for each dot i.e. the length of time the beam dwells on an area is also contained in the pattern data, as well as the distance between each dot in the X and Y direction and the number of times a dot is drawn in the X and Y direction. For example:

**Exposure Data for a typical Quantum Dot Pattern**

<table>
<thead>
<tr>
<th>The pitch between the dots in the X then Y direction.</th>
<th>0 2 4 2</th>
<th>25 33 160 125</th>
</tr>
</thead>
<tbody>
<tr>
<td>The exposure value for each dot</td>
<td>0 750 1 0</td>
<td></td>
</tr>
<tr>
<td>The starting coordinates of the quantum dot.</td>
<td>1 1 5 5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0 0 0 0</td>
<td></td>
</tr>
</tbody>
</table>

The number of dots in the array in X then Y direction. The end coordinates of the quantum dot.
# TABLE I

## RESIST THICKNESS

<table>
<thead>
<tr>
<th>Resist Thickness</th>
<th>8% HRN</th>
<th>4% HRN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before processing</td>
<td>280nm</td>
<td>120nm</td>
</tr>
<tr>
<td>After SiCl₄ RIE (etch depth 0.5㎛)</td>
<td>120nm</td>
<td>40nm</td>
</tr>
<tr>
<td>After CH₄/H₂ RIE (etch depth 400Å)</td>
<td>220nm</td>
<td>60nm</td>
</tr>
</tbody>
</table>
This would scan a total of 20000 dots, 4 by 4 pixels in size, 25 pixels apart in the X direction and 33 in the Y with an exposure of 750µCcm\(^{-2}\) per pixel.

The size of the dots is limited by the resolution of the resist, the beam diameter and also the speed at which the scan generator can blank the beam. Improvements to the scan generator enabled single pixel dots to be exposed. A thin positive or negative resist was used as described in Section 2.4 and a spot size of 8nm for the smallest dots and 16nm for the larger. When a larger spot size is used the beam current is increased and the length of time taken to expose a pattern is reduced. Therefore the three factors which can be varied are:

1) the dot size (i.e. the number of pixels scanned)
2) the pitch between the dots
3) the exposure.

The main aim was to be able to consistently produce a specific size of dot and the smallest dot possible within the limits of the resist system used. The pitch between the dots (centre to centre spacing) is less important as a greater number of dots in an area should not affect the physical effects seen. However as a reduction in the pitch creates problems of overexposure due to the Proximity Effect (Section 2.3), the distance between the dots was large enough that this problem could be ignored i.e. a pitch either 3 or 5 times the dot diameter for HRN masks and a pitch 2 or 4 times the dot diameter for NiCr masks.

60nm and 100nm patterns were scanned using a 25µm x 19µm frame size and a 8nm spot. A pixel is one point that can be addressed by the scan generator. Each dot consists of an array of pixels each one of which is scanned by the beam. There are 4096x4096 points in each frame. The pixel size is determined by dividing the frame size by the number of points in each frame. Therefore a frame size of 25x19µm has a pixel size of 6.1nm in the X and 4.64nm in the Y direction. The smaller the frame size the smaller the pixel size and hence the higher the resolution. 250nm dots were scanned using a 100µm x 76µm frame and a 16nm spot. There was no need to use high resolution frame and spot size for such large structures. If a direct conversion from desired dot size to number of pixels was made, the resulting dots were larger than required, so a reduced number of pixels was scanned.

2.5.2 Results

Nichrome and Titanium dot masks 40nm, 60nm 100nm and 250nm in diameter can be routinely achieved using the two layer positive resist scheme outlined in Section 2.4.3 (figure 2.4).

HRN dot masks 60-70nm, 100nm, 250nm and 500nm in diameter are routinely achieved (figure 2.5). When it was tried to expose single pixel dots in HRN the dwell time needed to cross link the resist was too high i.e. beyond the capability of the scan generator. 3x3 pixel dots are the smallest rectangles that can be exposed successfully. The exposure parameters for both positive and negative resists are given in Table II.
Figure 2.4 Quantum dot 20nm thick Nichrome etch masks with diameter a) 100nm on 200nm pitch b)100nm on 400nm pitch c) 60nm on 200nm pitch and d) 300nm on 1000nm pitch.
Figure 2.5 Quantum dot 250nm thick HRN etch masks with diameter a) 100nm on 300nm pitch b) 100nm on 500nm pitch c) 50nm on 200nm pitch and d) 300nm on 1000nm pitch.
<table>
<thead>
<tr>
<th>DOT Diameter (nm)</th>
<th>SPOT SIZE (pixels)</th>
<th>MAG (µC/cm²)</th>
<th>EXPOSURE (µC/cm²)</th>
<th>PITCH (pixels)</th>
<th>rectangle size (pixels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>8</td>
<td>5000</td>
<td>4000</td>
<td>4x4</td>
<td>3x3</td>
</tr>
<tr>
<td>100</td>
<td>8</td>
<td>5000</td>
<td>2000</td>
<td>9x12</td>
<td>9x11</td>
</tr>
<tr>
<td>250</td>
<td>16</td>
<td>1250</td>
<td>3000</td>
<td>9x11</td>
<td>41x54</td>
</tr>
<tr>
<td>500</td>
<td>16</td>
<td>1250</td>
<td>-</td>
<td>-</td>
<td>15x25</td>
</tr>
</tbody>
</table>

**TABLE II**

EXPOSURE PARAMETERS FOR DOTS
2.6 Exposure of Wire Patterns

Quantum wire array (or grating) resist etch masks can be obtained using either positive or negative resists. When a negative resist is used the area exposed to the beam forms the mask. When a positive resist is used the area not exposed to the beam forms the mask.

2.6.1 Exposure of Negative Resist Wire Masks

The negative resist masks were exposed using the modified Philips PSEM-500 scanning electron microscope with a 16nm spot size and a 50kV beam. The 100μm by 76μm frame size was used. This enabled wires 100μm in length to be exposed without the need for the stitching together of smaller frames. Two different sets of patterns were designed. In the first the pitch was kept constant and in the second the filling factor. The filling factor is the percentage of material left after processing. If it is to be kept constant the pitch between the wires must be reduced as the wire width is reduced. The scan data was generated using the matrix option in the "Design" program (original version written by W S Mackie\(^9\) and updated by S Thoms). Grating patterns could be routinely exposed with wire widths of 75nm, 100nm, 200nm, 300nm and 400nm routinely achievable (figure 2.6). A summary of the exposure data is given in Table III.

2.6.2 Exposure of Positive Resist Wire Masks

To investigate the density of state (DOS) in a 1D system quantum wires were fabricated in a two dimensional electron gas system formed in a modulation doped GaAs/AlGaAs heterostructure. In a quantum wire the electron motion is confined in two directions to a width comparable to the Fermi wavelength but smaller than the inelastic scattering length. Electron energies are quantized in the confined directions producing a dramatic change in their physical properties. The confinement scheme relies on the fact that the removal of the GaAs cap depletes the two dimensional electron gas (2DEG) beneath. To do this reactive ion etching is used. Hence a 1DES can be obtained by structuring the GaAs capping layer into very narrow lines or wires. Capacitance measurements verified that quantization had been achieved. This work was carried out at IBM Thomas J Watson Research Centre, Yorktown Heights, New York. The quantum wires were fabricated by myself and the capacitance measurements were performed by T P Smith III. Further details of the results can be obtained from references 15-17.

The positive resist masks were exposed using the IBM VS-6 system. Wires 100, 200 300 and 400nm and periods of 200, 400, 600 and 800nm, respectively, were written into 100nm thick PMMA (molecular weight 360 000) with a 50pA beam of 25keV electrons in a 250x250μm fields using a high-resolution electron beam pattern generator\(^{18}\). Figure 2.7 shows 300nm lines on a 600nm pitch. An averaging process was used to produce extremely smooth, regular lines\(^{19}\). The developed resist layer was used as the stencil for the subsequent reactive ion etching step. By using a positive resist, the higher contrast enabled a smaller pitch to be obtained than would have been possible with a negative resist. This was desirable as in these structures the confinement was achieved by introducing a potential variation in the 2DEG and by using an equal spacing between wires to wire width ratio, a
Figure 2.6 Quantum wire 250nm thick HRN etch masks with diameter a) 75nm on 300nm pitch b) 200nm on 900nm pitch c) 300nm on 1.1μm pitch and d) 400nm on 1.64μm pitch.
# TABLE III
EXPOSURE PARAMETERS FOR GRATINGS ON NEGATIVE RESIST

<table>
<thead>
<tr>
<th>WIRE DIAMETER (nm)</th>
<th>PITCH (nm)</th>
<th>EXPOSURE $\mu$C/cm$^2$</th>
<th>EXPOSURE $^2$ (µC/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>300</td>
<td>500</td>
<td>1000</td>
</tr>
<tr>
<td>100</td>
<td>400</td>
<td>375</td>
<td>750</td>
</tr>
<tr>
<td>200</td>
<td>800</td>
<td>380</td>
<td>450</td>
</tr>
<tr>
<td>300</td>
<td>1200</td>
<td>380</td>
<td>350</td>
</tr>
<tr>
<td>400</td>
<td>1580</td>
<td>380</td>
<td>275</td>
</tr>
</tbody>
</table>
Figure 2.7 300nm wires on 600nm pitch exposed in single layer PMMA on GaAs
smooth potential would be obtained leading to better confinement. Uniformity is also extremely important as any variations would smear out the potential. As positive resists do not suffer from swelling on development as do negative resists the wire profile is less likely to vary.

2.7 Sample Design for Optical Spectroscopy

2.7.1 Design and Fabrication of Alignment Marks

To enable the photoluminescence signal from quantum dots and wires to be measured and comparisons made between different sizes of structures, the dots and wires were exposed in a square area in the centre of an alignment window. This helped to locate the dots when viewing the sample in a low temperature optical cryostat. An area 100x100μm is difficult to see on a sample, even with some optical magnification, without any other marks as a reference point. Several designs for this alignment window have been used. The basic design requirement is shown in figure 2.8. It was necessary to have many windows (8 - 12) so several different dot and wire sizes could be exposed on the sample for comparison purposes. It is also extremely important to expose square areas of unpatterned material to act as a control. It is not enough to use another piece of material to give a control signal. While this would give information on the peak positions due to the quantum well width, it would not enable a comparison of relative intensities to be made between patterned and unpatterned areas. It is necessary to know the exact area of quantum well material being excited. It is also important that the unprocessed areas should be subjected to the same process procedures so effects due to processing can be assessed. These areas of unpatterned material or mesas were exposed as large squares either 100μm² or 200μm² using a frame size of 1.56x1.18mm and a 0.25μm spot.

Initially the sample was completely covered with a gold mask and windows were patterned in the metal into which the quantum structures could be exposed. First attempts to achieve this design were done by using a negative resist called polyimide.

1) A layer of 0.3μm thick polyimide (10% Polyimide solution solvent 35:65 by volume of acetophenone:xylene) was spin coated at 5000rpm onto the sample, baked for 1-2hrs at 180°C and the square alignment windows exposed on it.
2) The sample was then developed in 1:1 acetophenone:xylene at 23°C for 1min and then rinsed thoroughly in IPA.
3) Evaporate 0.1μm thick of NiCr/Au/NiCr and lift-off by boiling in acetophenone to dissolve the polyimide for 30 minutes then rinse thoroughly in IPA.

Unfortunately very poor edge definition was achieved by this method as the polyimide exposure did not produce the desirable undercut profile. In order to obtain this the metal-on-polymer (MOP) mask process was used. This normally consists of a 800nm thick Germanium layer on 0.3μm layer of polyimide. This is fabricated using a bilayer resist comprising of a 1μm thick 185 000 PMMA layer on a 0.3μm thick layer of polyimide. This process is normally used to protect active areas of a device when boron implantation is used to achieve electrical isolation - for example in the fabrication of Field
Figure 2.8 Alignment mark design for optical experiments.
Effect Transistors (FETs) type devices.

1) Spin coat a 0.3μm thick layer of polyimide using a 10% Polyimide solution (solvent 35:65 by volume acetophenone:xylene) at 5000rpm and bake at 180°C for 1 hour.
Spin coat a 1μm thick layer of 185 000 PMMA using a solution of 18% BDH in chlorobenzene at 5000rpm and bake at 180°C for 1 hour.

2) Expose alignment windows on BDH layer and develop using 1:1 MIBK:IPA at 23°C for 1 minute.

3) Evaporate 20nm of Nichrome and 400nm of Germanium. The NiCr is only used to help the Germanium stick. It was not necessary to evaporate such a thick layer of Ge as is required for boron implantation so the thickness of Ge evaporated was halved form 800nm.

4) Lift-off with acetone.

5) Develop polyimide as above.

6) Evaporate NiCr/Au/NiCr to a thickness of 0.1μm.

8) Lift-off polyimide as above.

The polyimide under the BDH layer is also exposed and hence crosslinked. By using the MOP mask process an undercut profile is obtained because when the polyimide is developed only the sides of the windows are removed and not the top as it is protected by the germanium mask. By overdeveloping an undercut profile results. Further details of MOP mask fabrication are given by K Y Lee in reference 20. After the second evaporation and lift-off well defined regular square windows of GaAs/AlGaAs are left onto which the positive or negative resist could be spun and dots and wires subsequently exposed (figure 2.9).

It was realised however, once several samples had been characterised, that it was unnecessary to cover the complete sample with a mask. In fact it was desirable to remove as much of the unpatterned quantum well material as possible to reduce the possibility that stray excitation of this material could contribute to the overall signal. It was therefore decided to simply outline a gold window frame. This removed the need to use polyimide.

1) Spin coat 18% BDH in chlorobenzene at 5000rpm and bake at 180°C for 1 hour.
2) Expose the window frame outline and develop in 1:1 MIBK:IPA.
3) Evaporate NiCr/Au/NiCr to a thickness of 0.1μm and lift-off in acetone as outlined in Section 2.4.2.

The quantum structures could then be exposed in the centre of these window frames (figure 2.10).

Finally it was realised that it was desirable to remove all traces of the quantum well material from the sample except in the quantum structures. This was achieved by wet etching the alignment windows as opposed to evaporating metal and then lifting off. The wet etch used was 20 Hydrochloric acid : 1 Peroxide for 2 minutes (figure 2.11). This process also had the added advantage of cutting down on the number of process steps and also increasing the resolution as the wet etched marks proved better to focus on when exposing the sample in the e-beam machine than the the Au lift-off marks. The wet etched marks provided a sharper focussing edge.
Figure 2.9  GaAs/AlGaAs sample completely covered in gold with arrays of dots exposed in the middle of the windows a) part of the sample b) detail of one of the windows showing a 25x19μm frame size stepped & repeated 20 times.
Figure 2.10 GaAs/AlGaAs sample with gold lift-off alignment marks and areas of dots or wires exposed in the centre. A mesa is exposed in the top right hand corner.

Figure 2.11 GaAs/AlGaAs sample with wet etched alignment marks and a mesa (foreground) and wires (background) exposed in the centre of the window.
2.7.2 Alignment and Exposure of Pattern Areas

The 60 and 100nm dot patterns were exposed using a 25µm x 19µm frame size. In order for these dots to cover an area approximately 100x100µm the smaller frame must be stepped and repeated 4 times in the X-direction and 5 times in the Y-direction. By focussing on the top and bottom left of the alignment windows a registration position is obtained. A position file specifies where the first frame should be exposed and the subsequent distance and number of steps in each direction. Using this information the pattern is automatically exposed. The pattern can then be stepped out in the desired location using the automatic step and repeat facility of the control program²¹.

2.8 Quantum Dot Fabrication using Laser Holography¹

One of the main drawbacks of electron beam lithography for fabricating dots and wires is the small area of sample that can be practically patterned. For example as the area to be patterned increases from 100x100µm to 200x200µm, the time taken to expose the area increases four fold from 10 to 40 minutes. The area over which the sample is in focus is also small 500µm² and therefore if too large an area of coverage is attempted the dots or wires exposed at the extremities would be out of focus and therefore the wrong size or exposure fails completely. By using the holographic process larger areas may be covered.

2.8.1 Background

It is possible to use an interference pattern made by the crossing of two laser beams to produce small period gratings over areas up to 1cm² in photoresist. The period of the grating is determined by the laser wavelength and the angle of intersection of the beams, and can be calculated from

\[ \Lambda = \frac{\lambda_0}{2n \sin \theta} \]

where \( \Lambda \) is the grating period (equal to the period of the interference fringes); \( 2\theta \) is the angle of intersection of the beams; and \( n \) is the refractive index of the medium in which the fringes are formed, usually air.

To record the fringes, a substrate (glass, GaAs, or Si) coated with a photoresist such as Shipley AZ1350J is placed at the point where the fringes are formed. When a reflecting substrate such as GaAs is used, a standing wave is set up in the resist creating planes of maximum and minimum exposure parallel to the substrate. This can have serious effects on small period structures ranging from poor profiles to the collapse of the entire structure. The standing wave period \( P \) is given by:

\[ P = \Lambda \left\{ 4n^2 \left( \frac{\Lambda}{\lambda_0} \right)^2 - 1 \right\}^{-1/2} \]

¹ This work was done in conjunction with J J Thompson using the process developed by K Thomas²² for producing holographic gratings.
where \( n \) is the refractive index of the resist. The standing wave period is determined principally by the grating period. The resist thickness must be chosen so that a plane of maximum exposure intensity lies at the top surface. As a plane of minimum exposure always lies at the substrate-resist interface, the resist thickness is thus chosen to be \((m+0.5)P\), where \( m \) is an integer. Figure 2.12 shows the apparatus used to make gratings.

**2.8.2 Quantum Dot Fabrication on GaAs**

A layer of AZ1350J photoresist 0.5\( \mu m \) thick is spun onto a GaAs substrate, which should be no smaller than 5mm by 5mm, and square to ensure a uniform coating of resist. The resist is baked at 90\(^\circ\)C for 30 minutes. It is then exposed to an Argon ion laser, wavelength 457.9nm twice, rotating the sample through 90\(^\circ\) for the second exposure. The sample is then developed in 1:2 developer:water for 15s, which develops only the top 0.05\( \mu m \) of the crossed gratings (figure 2.13).

It is possible to take the developed photoresist dot array and etch this in the oxygen plasma until only small peaks of resist are left on the substrate surface (figure 2.14). These then form an etch mask for the RIE etching of the GaAs in \( SiCl_4 \) or \( CH_4/H_2 \) to produce arrays of quantum dots (figures 2.15). It is essential that the development gives a profile suitable for etching into a mask for dots, ie high, clearly defined peaks in both grating directions, and a good overcut profile as undercut profiles tend to fall over during etching.

A large number of samples were made with a range of exposure and development times to determine the parameters necessary to give good profiles. As the development time increases, highly raised peaks are formed, and then undercut until they fall off, leaving a flat surface. This is then repeated with the next layer of resist. The change in profile is caused by the standing wave effect. It is possible to develop the dots down to the substrate, but it is not possible to control the time and development rate and time sufficiently well to ensure that all the peaks are left intact, with no areas under or overdeveloped. Thus a short development time of 15s was chosen, with exposure times of 15s and 20s, as this produces a satisfactory etch mask array after oxygen etching. The exposure times affect the relative strengths of the two gratings, although there does not appear to be any clear relationship between the relative exposure times and the grating strengths. Also, a range of exposure times gives good etch masks, and thus seems to be slightly less critical than the development time. Developing each grating after exposure was also tried, but the results were markedly better only for long (30s) development times.

Thus the best parameters for the production of arrays of quantum dot masks are two exposures of 15s and 20s respectively, with a single development of 15s in 1:2 developer:water. The development time is the most critical parameter.

The developed dot array is then etched (see Chapter 3) using the Plasmafab 340 machine in an oxygen plasma for 4 minutes, with an RF power of 0.31Wcm\(^{-2}\) and an etch pressure of 16mTorr to leave photoresist peaks 40nm high. It is important to choose the etching parameters carefully in order to avoid over or under etching areas, which in this case leads to variations in the final sizes of the
Figure 2.12 Laser interferometer arrangements for generating holographic gratings using 457.9nm line to generate gratings with periods greater than 0.3μm.

(After Thomas)
Figure 2.13 Crossed gratings in photoresist viewing a) the grating exposed first b) 2nd grating exposed end on.

Figure 2.14 Mask remaining after oxygen plasma etching of crossed gratings.

Figure 2.15 Quantum dots obtained after RIE in SiCl₄ of mask in figure 2.14.
quantum dots. The masks are typically 100nm in diameter, which is larger than the size desired for quantum dots, but this can be reduced by etching in the oxygen plasma for longer, which reduces the dot diameter and also the etch mask thickness.

This holographic method is capable of producing consistent arrays of quantum dots of 40nm to 100nm in diameter over 20mm\(^2\) with careful control of the development and etching parameters, which is a much larger area than can easily be covered with electron beam lithography. It could therefore perhaps be used as a method by which quantum dots could be made commercially as electron beam lithography is unlikely to prove cost effective.

There are two main disadvantages of using this method for fabricating quantum dots and wires. The first is that only dots or wires of one size can be exposed on the one sample. It is therefore impossible to learn anything of the behaviour of quantum structures by observing the differences between dots or wires of different sizes, or between dots and wires themselves. The second disadvantage is that the wires and dots will always be of a constant pitch as this is dependent on the wavelength of light used. For applications such as quantum dot or wire lasers it is desirable that the filling factor be as high as possible i.e the pitch between the structures to be as small as possible. This factor can be varied in e-beam lithography and using positive resist to fabricate wires it has been shown that a filling factor as high as 50% can be achieved. This is not possible using laser holography as although filling factors of 50% are achieved with larger wires as the mask is oxygen plasma etched to reduce the overall wire width the pitch between the wires increases thus reducing the overall filling factor.

### 2.9 Summary

Metal quantum dot masks 40 to 250nm in diameter with pitches of two and four times the dot diameter can be routinely fabricated using a two layer positive PMMA resist scheme and Nichrome or Titanium as the evaporated metal. A negative resist (HRN) has been used successfully to fabricate quantum dot masks 60 to 500nm in diameter with pitches three times and five the dot diameter. This mask could be completely removed after dry etching - see Section 3.8.

HRN has also been used to fabricate quantum wires 75 to 500nm in width and 100\(\mu\)m in length with either a constant pitch of 1000nm or a constant filling factor of 25%. PMMA has been used to fabricate quantum wires 100 to 400nm in width with a filling factor of 50%.

Samples have been fabricated which consist of window frame alignment marks delineated either by using the standard lift-off techniques or wet etching and in the centre of these marks arrays of quantum dots or wires. The area of dot coverage is either 100x98\(\mu\)m or 200x190\(\mu\)m with a filling factor of approximately 4-5% depending on the size of the dot. The area of wire coverage is 100x76\(\mu\)m and a filling factor of 25%. These samples are then characterised by using low temperature photoluminescence spectroscopy.

Laser holography combined with oxygen plasma etching has been shown to be a viable method for fabricating quantum dots as small as 40nm over areas as large as 20mm\(^2\).
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3.1 Introduction

Once the resist pattern defining the desired size and shape of the quantum dots (QDs) or quantum wires (QWWs) has been produced it must be transferred to the semiconductor material on which it was exposed. One method of transferring the patterns is to selectively remove the unmasked portions of the material to produce surface relief, a process generally known as etching. There are many different types of etching but the four investigated for the production of quantum structures were Wet Chemical Etching, Plasma Etching (PE), Reactive Ion Etching (RIE) and Ion Beam Milling (IBM). There are four requirements of the etching or milling process which must be fulfilled if quantum structures are to be obtained:

1) **Anisotropy** - The extent to which the wall profiles are truly vertical. In order to achieve this there must be no etching in the lateral direction in order that the pattern is transferred with perfect fidelity.

2) **Surface and sidewall smoothness** which depends on mask quality and etch parameters.

3) The extent to which etching produces **surface and sidewall damage** and therefore affects the electrical and optical performance of the device. This greatly depends on the ionic energy and chemistry. The term *damage* means any change to the semiconductor material such as the introduction of crystal defects which might degrade the electrical or optical properties from the bulk.

4) **Etching selectivity** between the mask and the substrate and also between the various layers of a device. This generally depends on the chemistry of the etching technique.

It should be emphasised that while all the above points are important in many applications where pattern transfer to the underlying substrate is used, anisotropy and surface damage are especially important in the production of working quantum structures. The etch process used must be capable of very high resolution transfer of the pattern to the underlying substrate as the critical feature size can be as small as 20nm and in order to achieve this the anisotropy of the etch is essential. Low damage is also important as sidewall damage of a few nanometres could modify the behaviour of such small structures. In order to meet the above requirements several different processes were investigated.
Reactive Ion Etching with SiCl$_4$, CH$_4$/H$_2$ and SiCl$_4$/H$_2$, Ion Beam Milling with Argon and Wet Chemical Etching.

3.2 Wet Chemical Etching

Attempts were made to fabricate QDs by wet chemical etching. The main advantage of wet etching is that it is a very low damage method for removing material. It relies on the reactivity of the etch with the material to be removed and not on ionic bombardment as in plasma etching. The mechanism for wet chemical etching involves three essential steps (1) the reactants are transported (e.g. by diffusion) to the reacting surface, (2) chemical reactions occur at the surface, and (3) the products from the surface are transported away (e.g. by diffusion). Both agitation and the temperature of the etchant solution will influence the etch rate. The main problems associated with wet etching are undercutting and orientational selectivity. Quantum wires have been successfully etched by S Thoms et al$^1$ using an etch system of H$_2$O:NH$_3$:H$_2$O$_2$ in the two ratios 1000:20:7 or 3000:20:7. They found that width control using wet etching was difficult but that quantum wires with widths of the order of 0.1$\mu$m were possible. While wires of 100nm are sufficiently small to be of interest in transport measurements, they are still too large to show modified quantum confinement effects in the optical properties. It is unlikely that wet etching will be able to achieve the resolution of the dry etch process.

To produce GaAs/AlGaAs QDs two methods were tried. In the first HRN dot masks 240nm in diameter were etched in GaAs using a wet etch of Potassium Chlorate : H$_2$O : HCl (2g of Potassium Chlorate in 100mls of H$_2$O then 2mls of this with 100mls of HCl). This failed completely as there seemed to be a residue of HRN which is removed by dry etching and does not affect the final result, but in wet etching left the surface speckled. The material did not etch evenly and after 1 hour the masks began to distort in shape. This method was therefore abandoned.

The second method was to first etch the dots by RIE in SiCl$_4$ and then to wet etch with the isotropic etch described above. It was hoped that this etch would reduce the diameter of the pillars evenly with an etch rate of 100nm in 30 minutes and also remove any "damaged" layer that might exist on the surface. Unfortunately the etch rate along the $<011>$ and $<101>$ crystal planes of GaAs is different and the quantum dots began to etch preferentially along certain planes (figure 3.1) after 1 hour in the etch solution. This method was therefore also abandoned.

3.3 Plasma Etching

Plasma-assisted pattern transfer techniques rely on partially ionized gases consisting of equal numbers of positive ions and negative electrons, and a component of un-ionized neutral molecules and fragments, produced by low pressure (~$10^{-4}$ to $10^{+1}$ torr) electric discharges. The generic term 'plasma assisted etching' includes ion milling, sputter etching, reactive ion beam etching, reactive ion etching and plasma etching. These techniques differ in the specifics of discharge conditions, type of gas and apparatus; the common thread is the discharge, often referred to simply as the plasma.
Figure 3.1  Wet etch of QDs after RIE in SiCl$_4$
3.3.1 Self-Sustained Glow Discharges

When an electric field of sufficient magnitude is applied to a gas, the gas breaks down. This process begins with the release of an electron by some means such as photoionization or field emission. The released electron is accelerated by the applied field and gains kinetic energy, but in the course of its travel through the gas, it loses its energy in collisions with gas molecules. There are two types of collisions, elastic and inelastic. Elastic collisions deplete very little of the electron's energy because of the great mass difference between electrons and molecules. Ultimately the electron energy becomes high enough to excite or ionize a molecule by inelastic collisions. In ionizing collisions the electron essentially loses all of its energy. Ionization frees another electron which is accelerated by the field, and so the process continues. Therefore electron impact ionization involves the removal of an electron from a molecule or atom by the primary electron, producing a positive ion and two electrons. The two electrons produced by the ionizing collision can then be accelerated by the electric field until they too produce ionization. It is by this multiplication process that the glow discharge is maintained. If the applied voltage exceeds the breakdown potential, the gas rapidly becomes ionized throughout its volume.

Electrons released in ionizing collisions and by secondary processes are lost from the plasma by drift and diffusion to the boundaries and by recombination with positive ions. The discharge reaches a self-sustained steady state when electron generation and loss processes balance each other.

Nonionizing, inelastic collisions between electrons and gas molecules or atoms also occur. Two important types of nonionizing collisions are electronic excitation of molecules (or atoms) and molecular fragmentation. In the excitation process the bound electron jumps to a higher energy level within the atom with a corresponding quantum absorption of energy. Electronically excited molecules and atoms account for much of the luminous glow of the plasma by emitting photons as they relax to lower-lying electronic states. Molecular fragments are often highly reactive atoms and free radicals. A free radical is a molecular fragment having an unpaired electron.

The electron density for the plasmas of interest ranges from $10^9$ to $10^{12}$ cm$^{-3}$. As the density of gas molecules at 1 torr is about $10^{16}$ cm$^{-3}$ it can be seen that these discharges are weakly ionized. This results in a gas temperature near ambient, despite a mean electron temperature of about $10^4$ to $10^5$ K. The relatively low gas temperature permits the use of thermally sensitive materials, such as organic resists as etch masks.

In summary, the application of an electric field to a gas results in the conversion of electrical energy to potential energy of activated gaseous species such as ions, atoms, and free radicals which can be used to produce etching by physical and chemical interactions with solid surfaces. The energy is transferred by free electrons colliding inelastically with gas molecules.
3.3.2 Physical and Chemical Phenomena in Gas Discharges

The production of atoms and radicals in molecular gas discharges is essential to etching, because the feed gases themselves are almost always virtually unreactive. As an example, CF₄ is a relatively inert gas that does not react with Si at any temperature up to melting point (1412°C). However, when a discharge is initiated in CF₄, one of the by-products is atomic fluorine which reacts spontaneously with Si at room temperature to form volatile SiF₄. Similarly, O₂ does not attack photoresists significantly at or near room temperature, but the atomic oxygen produced in an O₂ discharge rapidly converts resist to volatile by-products such as CO, CO₂ and H₂O₂. The rate of production of ions, atoms and radicals depends on discharge parameters such as pressure, power density, frequency, and feed-gas flow rate.

The plasma is the source of the species that result in etching. The steady-state constitution of any discharge is governed by the rates of production and loss of the various species.

**Production of ions, atoms and radicals.** Electron impact is the primary mechanism of ion production in noble and molecular gas discharges. In molecular gases, ionization may also occur with fragmentation, in which case dissociative ionization is said to occur. The process of dissociation is the breaking apart of a molecule. An oxygen molecule can be dissociated into two oxygen atoms, but an atomic gas such as argon cannot be dissociated at all. A normal result of dissociation is an enhancement of chemical activity, since the products are usually more reactive than the parent molecule. Attachment may also occur whereby an electron colliding with an atom may join on to the atom and form a negative ion. Noble gases, including argon, already have filled outer electron shells and so have little or no propensity to form negative ions. Halogen atoms however have an unfilled state in their outer electron shells; they therefore have high electron affinities and so readily form negative ions. For example:

**Simple ionization**  
Ar + e -> Ar⁺ + 2e  
O₂ + e -> O₂⁺ + 2e

**Dissociative ionization**  
SiCl₄ + e -> SiCl₃⁺ + Cl + 2e

**Dissociative ionization with attachment**  
SiCl₄ + e -> SiCl₃⁺ + Cl⁻ + e

Electron impact can also result in molecular dissociation (fragmentation) without ionization, which generally requires less energetic electrons. Most atoms, radicals, and in some cases negative ions are produced by these impact events. For example:

O₂ + e -> 2O + e -> O + O⁻  
CF₃Cl + e -> CF₃ + Cl + e
Loss mechanisms Electrons are lost from a discharge by drift, diffusion, recombination, and attachment. In molecular gases the recombination and attachment events can be dissociative. An electron joins with a positive ion to form a neutral atom. For example,

Dissociative recombination \[ e + O_2^+ \rightarrow 2O \]

Dissociative attachment \[ e + SiCl_4 \rightarrow SiCl_3 + Cl^- \]

Ions can also drift to the electrodes or diffuse to the walls and be lost.

Atoms and radicals can be lost either by reactions which occur in the plasma or reactions that take place on the surfaces available in the etch chamber.

3.3.3 Plasma Production using DC or AC Discharges

DC Discharges In dc discharges positive ions are accelerated toward the cathode and cause ejection of secondary electrons. The secondary electrons are accelerated away from the cathode causing a space charge of less mobile positive ions to form. This region is known as the dark space sheath and has a relatively low conductivity, because it is depleted of the more mobile electrons and consequently most of the applied voltage is dropped across it. One of the most obvious features of a discharge is that it glows and this is due to the relaxation of atoms excited by electron impact. The glow intensity therefore depends on the density and energy of the exciting electrons. Since the electron density is lower in the area of the dark space it does not glow as much hence the name. When the secondary electrons have been accelerated to a high enough energy, they collide with the gas molecules and ionization takes place. The voltage across the dark space sheath directly influences the energy with which the ions strike the substrate. The ions enter the dark space with a very low energy. They are then accelerated by the sheath voltage and in the absence of collisions in the sheath, would strike the substrate with a kinetic energy equivalent to the dark space voltage.

AC Discharges In an ac discharge a rf frequency alternating field is applied across two metal electrodes in a partially evacuated chamber causing their polarity to change every half cycle, so that each electrode alternates as the negative electrode (cathode). The ions and electrons can both follow the field and establish a glow discharge. As the frequency of the applied field is increased, a point is reached where ions created during breakdown cannot be extracted from the gap prior to field reversal. As the frequency is increased still further, a large fraction of the electrons have insufficient time to drift to the positive electrode during a half-cycle. These electrons then oscillate in the interelectrode gap and undergo collisions with the gas molecules. It is these electrons that cause ionisation, so this process is not reliant on the secondary electron yield from the electrode and chamber walls as in a dc plasma. The lower limit of frequency for oscillations depends on the electron mobility, the electrode spacing and the amplitude of the applied field. The frequency limit is typically in the rf range.
The main advantage of using a rf discharge is that electrons can pick up sufficient energy during their oscillations in the gap to cause ionization and the probability of ionizing collisions is enhanced by these electron oscillations allowing operation at pressures as low as $\sim 10^{-3}$ torr.

### 3.3.4 Plasma Etching and Reactive Ion Etching

Plasma etching (PE) and reactive ion etching (RIE) rely, to various degrees on both chemical reactions that form volatile or quasi-volatile compounds and physical effects such as ion bombardment. The gases selected produce fragments which react with the materials of interest to form volatile compounds at temperatures low enough to be appropriate for pattern transfer. Halogen containing gases are often used due to their reactivity with semiconductors such as silicon or Gallium Arsenide, but recently new gases such as Methane have been investigated.

RIE produces anisotropic etching compared to PE which generally produces an isotropic profile. In PE electrodes are energised at radio frequency to produce a chemically active plasma from a suitable gas or mixture at a low pressure (typically 100mTorr) and the sample is placed on a grounded electrode. RIE also uses electrodes within a vacuum chamber to produce a chemically active plasma. The electrode plates differ in area so that when energised at a high frequency (13.56MHz in most cases) a d.c. bias is formed between the smaller plate and the plasma so that ions are directed across a dark space onto the sample. A negative dc or self bias voltage is formed on the target plate due to the build up of negative charge caused by the much greater mobility of electrons in a plasma compared to ions. To begin with when an alternating voltage supply is used the target is negative for one half cycle. It is bombarded by positive ions in this half cycle and the voltage on the target becomes slightly less negative. The voltage then switches positive, but this time the voltage decays much more rapidly towards zero as the positive charged target now draws a large electron current. After a few cycles the voltage waveform will become repetitive and displaced towards the negative. It is this bias which enables almost continuous bombardment of the target by positive ions. An asymmetric system is used whereby the target (or cathode) is smaller in area than the anode as a larger voltage sheath will appear at the smaller electrode thus enabling the bombarding ions to be accelerated by a larger voltage.

It has been shown that as the etch rate increases with an increase in the self bias voltage that this is evidence of the physical component of the RIE process (see figure 3.13). This increase due to the bias voltage or energy of the bombarding species can be detrimental in device formation as material damage can result and affect the required performance. RIE is therefore partly chemical in nature and partly physical.

Each target sample constituent should form volatile products upon reaction with the etchant, so that unwanted chemical rich surfaces do not result. In general RIE or dry etching can leave three kinds of surface defect: Deposition (leaving a surface residue or cone forming micromasks), diffusion (of plasma constituent and/or products) and dislocation of the crystal lattice. The extent to which etching damages the sample surface or alters its composition depends on the nature and energy of the gases and ionic species. The process which leaves the least amount of crystal dislocation is probably that which employs the lowest ion energies.
The plasma assisted etching process can be summarised in five steps
1) The process begins with the generation of the etchant species in the plasma.
2) The reactant is then transported by diffusion through the dark space to the surface.
3) The reactant is adsorbed on the surface.
4) This is followed by chemical reaction (along with the physical effects such as ion bombardment) to form volatile compounds.
5) These compounds are desorbed from the surface, diffused into the bulk gas, and pumped out by the vacuum system.

3.3.5 Reactive Ion Etch Parameters

To achieve successful etching of microstructures the correct parameters for the particular etch system being used must be established. The etch rate and the anisotropy of the etch are interdependent on the pressure, power density, flow rate and temperature.

Lowering pressure and increasing power density, increases the mean electron energy and the energy of ions incident on surfaces. An increase in power also increases the density of radicals and ions in the plasma. Thus if etching is ion-assisted, a decrease in pressure or an increase in power favours etch rate anisotropy.

In general etch rates increase monotonically with power, although at a diminishing rate. As all the applied power is ultimately dissipated as heat at very high power densities, substrates require heat sinking to avoid undesired effects such as resist flow or loss of selectivity.

The flow rate of the feed gas determines the maximum possible supply of reactant. The etch rate is determined by the generation rate of reactive species in the discharge, but is limited by the lack of reactant gas at low flows and by pumping of active species at high flows where the pump rate has to be increased to maintain a low pressure. However under normal operating conditions, flow rate has only a small influence on etch rate.

The temperature influences etch rate in reactive etching primarily through its effect on the rates of chemical reactions. However in the RIE system used in these experiments the temperature was held constant at 40°C. The actual substrate temperature is not known as it is thermally isolated from the electrode on which it sits.

Where a mixture of gases is used the ratio of one gas to the other i.e. the composition also affects the etch rate and selectivity. The addition of one gas can either slow down or speed up the etch rate. For example in the etching of Silicon with CF₄-containing mixtures the addition of a small amount of oxygen increases the etch rate. If however hydrogen is added the etch rate decreases².
3.4 SiCl\textsubscript{4} Reactive Ion Etching

Some of the etch gases and or gas mixtures used to etch GaAs and related compounds are chlorine based gases such as SiCl\textsubscript{4}, BCl\textsubscript{3}, Cl\textsubscript{2}, CCl\textsubscript{2} or CCl\textsubscript{2}F\textsubscript{2}. Gases containing fluorine alone cannot be used as although arsenic forms volatile products with fluorine at workable temperatures, gallium does not, so that the well documented fluorine chemistry used in silicon technology cannot be utilised. Chlorinated gases can be used successfully as both AsCl\textsubscript{3} and GaCl\textsubscript{3} have reasonably high vapour pressures at processing temperatures and are gaseous at typical RIE operating pressures\textsuperscript{7,9}. One advantage of SiCl\textsubscript{4} over chlorinated halocarbons is that it will not produce chlorinated polymer films which can contaminate the sample, and inhibit etching\textsuperscript{10}. Furthermore SiCl\textsubscript{4} has been shown to possess high selectivity over many common masking materials\textsuperscript{11}.

3.4.1 The Etch Mechanism in SiCl\textsubscript{4} RIE

In SiCl\textsubscript{4} RIE the chlorine radicals form volatile products with the GaAs namely gallium chlorides and arsenic chlorides at low temperatures which are removed in the exhaust. There is also an element of physical sputtering perhaps due to the silicon chloride compounds. This physical component of the etch is important as it enables the native oxide which is unreactive to Cl atoms to be removed thereby enabling the GaAs to be etched by the chemically reactive Cl. In the reactive ion etching of GaAs with Cl\textsubscript{2} plasma the oxide must first be removed by, for example, a H\textsubscript{2} plasma\textsuperscript{11}.

It has been reported that when SiCl\textsubscript{4} is mixed with argon the etch characteristics of anisotropy and smoothness are improved to some extent\textsuperscript{3,11,12}. This is to be avoided as addition of argon has been shown to increase damage\textsuperscript{13}. The thickness of the damaged sidewall is of crucial importance when fabricating structures 30nm or less in diameter.

It has been suggested by Hu et al\textsuperscript{13} that in samples etched in Cl\textsubscript{2}, Auger Electron Spectroscopy (AES) revealed an excess of Cl on the sidewalls as compared to the substrate surface and this chloride layer limited the lateral etch rate of the sidewalls. Sonek et al\textsuperscript{14} also explained the high degree of anisotropy achieved in BCl\textsubscript{3} RIE by suggesting that species are adsorbed onto the etched sidewalls and behave as surface inhibitors during the etching process, either by reacting with the etchant species, or by preventing the etchant species from reaching the etching surface. It has been established that RIE of GaAs with Cl\textsubscript{2} leads to As depleted surfaces and high chlorine coverage. This is attributed to a "poisoning" of the surface with low volatile gallium chloride species\textsuperscript{15}. Vodjdani et al\textsuperscript{16} suggested that the removal of Ga products is highly enhanced by ion bombardment while arsenic removal is more chemical and depends on partial pressure. It is therefore likely that in gases where the ionic component is lower (desirable for low damage etching) excess Ga will occur.

3.4.2 Results

In this work a Plasmatechnology RIE80 machine operated at 13.56Mhz was used. The cathode and anode are anodised aluminium. The load capacitance was tuned according to the etching conditions to
yield the minimum reflected power. The temperature of the electrode was maintained at 40°C throughout. The temperature at a real sample surface during etching was not measured, but it is likely to be higher because of the temperature rise caused by ion and electron bombardment. However, no evidence of resist flow is seen therefore temperatures cannot be greater than the glass transition temperature of the resist. With SiCl₄ there were problems with reproducibility perhaps due to slight variations in pressure, pump down time or even temperatures. Every attempt was made to keep the parameters constant.

Quantum dots and wires from 40nm to 500nm have been successfully fabricated on the same chip using SiCl₄. The optimum conditions for etching both 1D and 0D structures are given in Table IV and examples of the etching achieved are shown in figures 3.2 and 3.3. Aspect ratios in the region of 1:5, diameter:etch depth are easily obtainable. Extremely vertical sidewalls are routinely achieved under optimum conditions using a power density of 0.65Wcm⁻². The smallest QDs fabricated with SiCl₄ are 20nm in diameter and etched ~50nm deep (see figure 3.4). Below this undercut profiles were obtained. It is important to keep the applied power as low as possible to achieve the required profile as increasing the power increases the d.c. bias and hence the ionic bombardment of the sample. This increases the contribution to the etching from the sputtering process (i.e. the transfer of momentum) and is hence more likely to increase the crystallographic damage. No selectivity was found for GaAs over AlGaAs or vice versa.

The limiting factor in the fabrication of quantum structures using SiCl₄ is the fast etch rate of ~0.2μm/min. For very small structures i.e.10nm in diameter an etch depth of 50nm (aspect ratio 1:5) would require etch times of only 15 seconds. It is known that there is an induction period when virtually no etching takes place of perhaps 10 to 20 seconds. This period varies from day to day and therefore reproducibility is a major problem when etching structures of this size. It would therefore be desirable to slow the etch rate in some way while retaining the useful properties of SiCl₄ of low damage and high anisotropy. This was achieved by diluting SiCl₄ with H₂ and the results of this are presented in Section 3.5.

Several experiments were also done to investigate the possibility of reducing the dot diameter after the initial RIE with SiCl₄ has produced the free standing pillars. Throughout these experiments the power was kept constant. Only the flowrate (and hence the pressure) or the pump speed were varied.

Experiment 1 Etched quantum dots (at conditions given in Table IV) were subjected to a further Plasma Etch at 150mTorr and 0.43Wcm⁻² of 1min to 5min duration without the sample being removed from theetch chamber or the flow of SiCl₄ being stopped. As plasma etching is isotropic it was thought that this may reduce the diameter of the dots as now the sidewalls would be etched at the same rate as the mask. After 1min there was virtually no change in the dot profile but after 3min trenching around the base of each dot had occurred and after 5min crystallographic etching of the dots had resulted (see figures 3.5 & 3.6). This experiment was repeated but with a reduced power of 0.22Wcm⁻². Now however the dots undercut so quickly that they fell over completely in a 2min etch. The surface was still extremely rough.
### TABLE IV

**OPTIMUM ETCH CONDITIONS FOR QUANTUM DOT AND WIRE RIE**

| GASES | SiCl$_4$ | SiCl$_4$ | H$_2$ | CH$_4$ | H$_2$ | CH$_4$ | H$_2$
|-------|---------|---------|------|-------|------|-------|------
| MATERIAL SYSTEM | GaAs/AlGaAs or GaAs/InGaAs | InP/InGaAs |  
| GAS FLOW (sccm) | 8 | 6 | 10 | 6.9 | 25 | 12 | 8
| Relative Partial Pressure | 1 | 5 | 1 | 5 | 3 | 2 |  
| ETCH PRESSURE (mTorr) | 10 | 11 | 20 | 16 |  
| R F POWER DENSITY (W/cm$^2$) | 0.65 | 0.65 | 0.75 | 0.75 |  
| D C SELF BIAS (V) | 310 | 360 | 1030 | 1030 |  
| TEMPERATURE (°C) | 39 | 39 | 30 | 30 |  
| ETCH RATE | 0.2µm/min | 0.1µm/min | 250Å/min | 750Å/min |
Figure 3.2  Quantum dots etched by SiCl₄

Figure 3.3  Quantum wires etched by SiCl₄
Figure 3.4 20nm QDs exposed using the JEOL and etched using SiCl₄
**Experiment 2** Identical etch conditions to Table IV but the etch pressure was increased from 11 to 22mTorr. This resulted in much more severe undercutting, with many of the dots falling over in a 2min etch (figure 3.7 and see Section 3.3.6).

**Experiment 3** A dot array was etched using the anisotropic etch conditions given in Table IV. The sample was removed from the chamber thereby oxidising it and returned and subjected to an increased pressure etch (44mTorr as opposed to 11mTorr) with all other conditions constant. This resulted in dot profiles whereby the first part of the dot was vertical and the second part was much more undercut (figure 3.8).

In summary it is suggested that these experiments show that a resistant rate limiting layer may form on the dots either during etching or after\(^3,14\) as it is impossible to change the profile of a quantum dot by any subsequent plasma etching after it has been etched initially with SiCl\(_4\). This layer may be a chlorine coating due to excess gallium chloride as described in Section 3.4.1 as it proved impossible to change the dot profile in Experiment 1 even when SiCl\(_4\) continuously surrounded the sample. However in the RIE process itself there will be far more etching vertically on the sample parallel to the plasma. Species will not bombard the sidewalls but only hit at glancing angles. This does not explain why in PE the sidewalls do not etch. It would be expected that the ions would have enough energy to remove the oxide layer but this appears not to happen. Perhaps the density of ions bombarding the surface is still much higher than on the sidewalls so the oxide on the surface etches away much quicker than on the sidewalls. As GaAs has a faster etch rate than its oxide the dots then undercut quickly and fall over due to the high pressure and nondirectionality of the plasma etch, before any effect can be seen on the previously etched portion of the dots.

SiCl\(_4\) was also used to successfully etch GaAs/InGaAs QDs using the same conditions for GaAs/AlGaAs etching. The starting material consisted of 2.5, 6 and 9.5nm thick \(\text{In}_{0.11}\text{Ga}_{0.89}\)As quantum wells and this material was patterned into dots ranging in size from 75nm to 500nm. No selectivity of the InGaAs over the GaAs or vice versa could be seen. It is likely that no problems due to the involatility of In at the etch temperature of 40°C were encountered due to the low percentage of In in the overall material makeup - only 11% in the three wells.

### 3.5 SiCl\(_4\)/H\(_2\) Reactive Ion Etching

Several authors had reported the improvement of the etch characteristics of different gases by diluting either with hydrogen or oxygen\(^17,18\) or helium\(^19\). One major drawback of using SiCl\(_4\) for the etching of quantum structures is the high etch rate of \(\sim 0.2\mu /\text{min}\). While this is desirable for the etching of optical devices such as lasers or waveguides where the required etch depth is several microns it is less desirable when the etch depth required is 50nm or less. It is almost impossible to control the etch reproducibly in the first 30 seconds of the etch period and it would therefore be an improvement if the etch rate could be slowed. This induction period is perhaps due to the oxide layer which at first would only be removed by the ion sputter etching component of the process which is small, until a chemically active surface appears\(^20\). Further evidence of this was reported by Smolinsky \textit{et al}\(^18\) in their studies of plasma etching of III - Vs in which they found that chlorine reacted only with GaAs and
Figure 3.5  Anisotropic SiCl₄ etch followed by 3min PE.

Figure 3.6  Anisotropic SiCl₄ etch followed by 5min PE.

Figure 3.7  SiCl₄ RIE at 22mTorr

Figure 3.8  Anisotropic RIE at 11mTorr followed by RIE at 44mTorr.
left the oxide completely untouched. One method of diluting reactive ion etch gases which has been studied is to use a noble gas such as argon\textsuperscript{21}. While this has the advantage that it is chemically unreactive and therefore should only contribute to the physical component of the etch process it has a higher molecular weight than the reactive species and is likely to increase the "damage" caused by the etch. The advantage of hydrogen is that it is a low molecular weight gas and would therefore not be expected to increase the damage. Indeed Semura \textit{et al}\textsuperscript{22} reported that when CCl\textsubscript{4}/H\textsubscript{2} was used to etch GaAs, and Raman Spectroscopy was used to analyse the crystal structure, this gas mixture showed as little damage as the wet etched surface for H\textsubscript{2} ratios above 0.6. Therefore diluting with hydrogen may also have the advantage that the surface damage is reduced.

### 3.5.1 The Etch Mechanism in SiCl\textsubscript{4}/H\textsubscript{2}

The reaction chemistry of SiCl\textsubscript{4} with H\textsubscript{2} is also well documented as this is one of the gas mixtures used to grow epitaxial silicon. The effect of adding one gas to another to improve the etch characteristics can be explained in terms of creation or suppression of chemically active species in the plasma by the additive gas. Semura \textit{et al}\textsuperscript{17,22} reported that the etching characteristics of CCl\textsubscript{4}, Cl\textsubscript{3}F and CCl\textsubscript{2}F\textsubscript{2} were greatly improved by diluting with hydrogen. They found that RIE in pure CCl\textsubscript{4} produced isotropic etching and surface roughness which they suggest may be due to the high reactivity of the gas. First they investigated diluting the gas with oxygen. On diluting with O\textsubscript{2} the Cl content of the plasma and hence the etch rate increased because the O combines with the carbon which would otherwise require Cl and reacts with the CCl\textsubscript{3} to liberate Cl. The surface was also rough and covered with thin black films due to carbon deposits. Continued addition of O\textsubscript{2} reduced the etch rate due to adsorption of atomic oxygen onto the surface.

When the effects of mixing H\textsubscript{2} with CCl\textsubscript{4} were studied they found that as the H\textsubscript{2} flowrate increased, the etching rate gradually decreased and the etched surface morphology was markedly improved. From their measurements using XPS and Raman Spectroscopy they concluded that the damage decreases with increasing H\textsubscript{2} flowrate.

They suggest the following mechanism to account for this: the hydrogen scavanges chlorine from the CCl\textsubscript{4} by forming HCl and unsaturated compounds. The saturated compounds are then accelerated by the self-bias voltage and etch the substrate as physical ions resulting in a more anisotropic profile\textsuperscript{22}. Why this should reduce the damage is uncertain as it is thought that the larger the physical component of an etch the more damage is caused.

The effects of mixing a fluorocarbon or chlorofluorocarbon gas with oxygen to improve etch properties has been extensively studied for silicon etching\textsuperscript{23,24}. It is worth discussing this mechanism as it is perhaps illustrative of the effects of gas mixture etching. From his studies of silicon and silicon dioxide etching by CF\textsubscript{4} diluted with either oxygen or hydrogen Mogab has proposed a different explanation to account for the improved etch characteristics. The etch rate of Si and SiO\textsubscript{2} in a CF\textsubscript{4} plasma are relatively low, but when O\textsubscript{2} is added the etch rates of Si and SiO\textsubscript{2} increase (figure 3.9). However a maximum etch rate for both Si and SiO\textsubscript{2} is not obtained for the same O\textsubscript{2} concentration - the maximum
for Si being approximately half the O₂ content for maximum SiO₂ etching. With the continued addition of O₂, the etch rates decrease more rapidly for Si than for SiO₂. These effects can be explained by considering the plasma and surface chemistry involved. Fluorine atoms are active in the etching of Si and the addition of O₂ to a CF₄ plasma results in an increase in the F atom concentration. This increase in concentration is due to the oxygen reacting with the CF₃ radicals to form COF₂, CO and CO₂ which reduces the consumption of F atoms within the plasma leaving more to contribute to the etching of the silicon. Ultimately the F atom concentration decreases because of dilution.

If oxygen affected only the plasma chemistry, it would be expected that the maximum etch rates for both Si and SiO₂ to occur at the O₂ concentration which produces a maximum of F atoms. However the maxima for Si and SiO₂ are not coincident because the oxygen is also involved in the surface chemistry. In the case of Si etching, oxygen tends to chemisorb on the surface, thereby partially blocking direct access by F atoms. Since this effect increases as more oxygen is added, the maximum etch rate for Si does not occur at the maximum F atom concentration. A similar effect is absent for etching of SiO₂ because the surface is in effect covered with oxygen to begin with. Consequently the maximum etch rate for SiO₂ occurs when oxygen is first added producing a maximum F atom concentration in the plasma. Oxygen chemiabsorption also accounts for the more rapid decrease of etch rate for Si beyond the maximum. F atoms react much more rapidly with Si than with SiO₂, so CF₄ - O₂ plasmas offer high selectivity of Si over SiO₂.

If H₂ is added to a CF₄ plasma, quite different effects are noted. In reactive ion etching, at relatively low pressure, the etch rate of SiO₂ is nearly constant for H₂ additions up to about 40% while the etch rate for Si decreases monotonically to a value near zero at this concentration (figure 3.10). Adding H₂ in amounts exceeding ~40% causes unwanted polymer formation on the SiO₂. It is therefore possible to selectively etch SiO₂ over Si by adding H₂ to CF₄.

The difference in the behaviour of the etch when hydrogen is added is explained by Mogab as follows. CF₃ radicals etch SiO₂ by an ion-induced reaction which ultimately results in formation of SiF₄. The C derived from these radicals is removed from the surface by combining with oxygen from the SiO₂ to form CO, CO₂ and possibly COF₂ gases. A similar reaction path with Si is unavailable, because there is no way to remove the adsorbed C, which blocks the fluorine from reaching active surface sites. The role of hydrogen then is twofold. It combines with F atoms to form stable HF thus removing a potential Si etchant, and particularly at higher pressures, it changes the plasma chemistry so that higher concentrations of etchant CF₃ are produced.

It may be that a similar reaction occurs to that of CF₄/O₂ when H₂ is added to SiCl₄ to etch GaAs or GaAs/AlGaAs. (As there is no preferential etching of GaAs over AlGaAs or vice versa it can be assumed that the results on GaAs only would be the same on GaAs/AlGaAs quantum well layers.) When H₂ is added to the feed gas a maximum etch rate is reached at about 25% H₂ (figure 3.11). The etch rate decreases with the continued addition of H₂. If Cl atoms are formed in the same way as F atoms - by electron impact dissociation of SiCl₄ and consumed by combination with SiClₓ radicals, the same mechanism may occur whereby added hydrogen results in the depletion of SiClₓ radicals by
Figure 3.9 The addition of $O_2$ to a $CF_4$ plasma affects the rate of etching of both Si and $SiO_2$. (After Mogab. ref 2).

Figure 3.10 The addition of $H_2$ results in a rapid decrease of the etch rate of Si relative to $SiO_2$. (After Mogab. ref 2).
Figure 3.11  Etch Rate μm/min versus the percentage of H₂ in SiCl₄.

Figure 3.12  RGA analysis as the percentage of H₂ in SiCl₄ is increased.

Figure 3.13  Etch depth μm/min versus applied Power Density W/cm².
the formation of SiClₓH₄₋ₓ which reduces the consumption of Cl atoms. The net result would be an increase in the Cl atom concentration and a corresponding increase in the etch rate.

There may also be a small contribution to the etch rate from etching by H atoms whereby the GaAs forms volatile hydride compounds²⁶.

There is also however the competing process suggested by the results of CF₄/H₂. Here the Cl reacts with the H to form HCl thus removing a potential GaAs etchant. A similar result was found by Smolinsky et al.¹⁸ when H₂ was added to CCl₂F₂. As can be seen from the RGA analysis (figure 3.12) there is an increase in the HCl concentration which decreases as the percentage of SiCl₄ decreases. This is as expected as the amount of Cl available to react with the H is reduced as the percentage of H₂ in the feed gas is increased.

Other effects may also contribute to the change in etch rate observed. Hydrogen does perhaps contribute towards a cleaning effect in the chamber. Adsorbed oxygen on the chamber walls and water vapour are present in the etch chamber and oxygen may limit the etch process by causing a gallium oxide layer to form which slows down the etch rate.

3.5.2 Results

The main reason however for diluting SiCl₄ with H₂ was not to speed up the etch rate but to slow it down. The experimental equipment used is described in Section 3.3 - SiCl₄ RIE. This has been achieved by using a gas ratio of 1:5, SiCl₄:H₂ (see Table IV) whereby the etch rate was reduced to 0.1µm/min and quantum dots successfully etched with this gas mixture (figure 3.14).

An interesting result was obtained using a ratio of 1:1 SiCl₄/H₂ when the flowrate was increased to 24sccm for SiCl₄ and 8sccm for H₂, hence increasing the pressure to 20mTorr. The etch rate increased to 0.4µ/min and an etch time of 1 minute was used. This resulted in anisotropic as well as isotropic etching and the etched quantum dot being much smaller than the mask (figure 3.15). An overall size reduction of 100nm could be obtained on 250nm QDs. Unfortunately dots of 80nm or less fell over as a slightly undercut profile also resulted, which caused the smaller dots to undercut completely before any reduction in overall diameter could be seen. The same affect was not obtained when the pressure was increased to 20mTorr by reducing the pumping and keeping the flowrate comparable to that used for SiCl₄ etching alone - 6sccm for SiCl₄ and 2sccm for H₂. This change in profile described above, is perhaps due to the combined effect of the increased supply of the reactive species due to the increased flowrate and the higher pressure increasing the isotropic component of the etch. The addition of the hydrogen perhaps inhibits the forming of the gallium chloride layer by possibly increasing the volatility of these species which are thought to prevent lateral etching of the dots. This then enables etching to take place in both directions but the components must be balanced in such a way that a vertical profile results.
Figure 3.14  SiCl₄/H₂ RIE 1:5 ratio Etch Rate 0.1μ/min

Figure 3.15  SiCl₄/H₂ Ratio 1:1 Pressure 18mTorr
Isotropic and anisotropic etching.
Using a gas ratio of 1:3 SiCl$_4$:H$_2$ with a constant pressure of 10mtorr and temperature of 40°C, the applied power density was varied. As expected when the applied power density was increased the etch rate increased (figure 3.13) and the etch profile of the QD structures also changed. An applied power density of 0.65Wcm$^{-2}$ produced the most anisotropic etching (figure 3.18) and when the power density was reduced to 0.22Wcm$^{-2}$ a "necking" effect was seen showing that there was some sidewall bombardment i.e. the etch was less anisotropic (figures 3.16 & 3.17). This result is in agreement with the mechanisms outlined in Section 3.3.6.

It has been shown that H$_2$ can successfully mixed with SiCl$_4$ to slow down the etch rate and therefore increase the controllability of the etch process. The anisotropic undercutting of the etch mask could well be a worthwhile mechanism to utilise to reduce the overall size of quantum structures. No damage assessment measurements have yet been carried out to see if the damage characteristics of this gas mixture is improved over SiCl$_4$ etching.

3.6 CH$_4$/H$_2$ Reactive Ion Etching

A method of etching nanostructures was developed at Glasgow University by R Cheung, C D W Wilkinson et al\textsuperscript{14} which appears to give little crystallographic damage and can etch InP/InGaAs at room temperature unlike chlorinated gases where the etching must take place at elevated temperatures. They suggested that the action of CH$_4$/H$_2$ in etching GaAs was in some sense the inverse of metal organic chemical vapour deposition with the formation of (CH$_3$)$_2$Ga and AsH$_3$ as reaction products.

3.6.1 The Etch Mechanism in CH$_4$/H$_2$ RIE

Niggebrugge et al\textsuperscript{4,5} reported the first successful etch of InP with CH$_4$/H$_2$. They concluded that in CH$_4$/H$_2$ the etching mechanism is more chemical in nature than physical. They did so because if CH$_4$ is replaced by Ar, an efficient sputtering species, the etch rate decreased and the surface morphology degraded considerably. Secondly they found that if a photoresist mask was used a resistant film was deposited on the mask throughout etching making, in theory, infinite etching possible. If the physical sputtering was a dominant mechanism this layer would have been sputtered away. It is thought that if the etch is more chemical in nature, the sidewall damage would be reduced due to a reduction in the bombardment of the heavy ionic species. This is extremely advantageous for nanostructure fabrication. In order to see quantum confinement effects in the GaAs/AlGaAs system the QD has to be 30nm or less in diameter therefore if there is substantial sidewall damage it may be extremely difficult to obtain luminescence from the dots and wires.

CH$_4$/H$_2$ offers several advantages over Halogen gases for etching of InP, as at room temperature the chlorides of gallium are volatile, but those of indium are not\textsuperscript{27}. In III - V compounds the group III and group V halides have different volatilities. As has been shown by Balooch et al\textsuperscript{15} this can result, in the case of GaAs in a gallium rich surface. This layer results because the group V element - the arsenic is selectively removed from the surface leaving a layer enriched in the group III element. Like AsCl$_3$ and GaCl$_3$ in GaAs, PCI$_3$ in InP has a higher vapour pressure than InCl$_3$ (10 Torr as opposed to
1 x 10^{-4} \text{Torr}^{27}. However unlike GaCl\textsubscript{3} which has a high thermal evaporation rate at room temperature, InCl\textsubscript{3} does not, and physical sputtering is the dominate method of removal at room temperature. This results in an In residue being left which does not occur in the etching of GaAs at room temperature. A temperature above 150°C is required to plasma etch InP with chlorine (derived either from pure chlorine or from chlorocarbon gas, sometimes mixed with oxygen), and the temperature of the substrate must exceed 250°C to obtain a smooth surface\textsuperscript{28} as at these elevated temperatures the indium chlorides can evaporate from the surface. Hirata \textit{et al.}\textsuperscript{29} however reported successful etching of InP gratings at temperatures of 50°C using a mixture of CCl\textsubscript{4}/O\textsubscript{2} and Hu and Howard\textsuperscript{12} reported successful etching of GaAs and InP at the same temperature (not given) using a mixture of CCl\textsubscript{2}F\textsubscript{2}/Ar/O\textsubscript{2} in a 1:1:1 ratio. Several authors\textsuperscript{27,29} have reported that a rate limiting layer of carbon is adsorbed on the InP surface when carbon containing gases are used. However when oxygen is added to the feed gas it reacts with the obstructive carbon thereby enhancing the etch rate. Unfortunately mixing an etch gas with oxygen produces problems due to degradation of organic resist masks such as photoresist or HRN. As already stated above, it is thought that the methane is the dominant etchant species in CH\textsubscript{4}/H\textsubscript{2}. However Tu \textit{et al.}\textsuperscript{30} have shown that hydrogen can also contribute to the etching of InP, although again an In rich surface results for the reasons described above.

CH\textsubscript{4}/H\textsubscript{2} therefore offers significant advantages over chlorine containing gases as etching of InP can take place at room temperature, and a constant etch rate much slower than that obtained when using chlorine containing gases results when etching GaAs. In both cases there is little or no degradation of organic resist masks and a smooth surface and an anisotropic etch profile are easily obtainable.

### 3.6.2 Results

CH\textsubscript{4}/H\textsubscript{2} etching was performed in an Electrotech SRS Plasmafab 340 RIE machine. The anode and cathode are made of aluminium with a nominal anode/cathode area ratio of 3:1. In addition the cathode is coated with Titanium oxide. The machine is operated at 13.56MHz. The substrate was mounted on the cathode the temperature of which was kept constant at 30°C.

Using the conditions outlined by Cheung \textit{et al.}\textsuperscript{6} and listed in Table IV successful fabrication of GaAs/AlGaAs quantum dots was achieved (figure 3.19). Unfortunately it was almost impossible to obtain vertical sidewalls as CH\textsubscript{4}/H\textsubscript{2} always seems to give an overcut profile on QDs although extremely vertical walls are obtained on QWWs. The two competing processes of (1) redeposition and/or adsorption of nonvolatile or less volatile products onto the sidewalls and (2) sputtering and/or desorption from the etched sidewalls determine the slope of the overcut. The applied power was raised to 0.75Wcm\textsuperscript{-2} and this increased the verticality of the walls although the etching achieved using this gas was never as truly anisotropic as that achieved using SiCl\textsubscript{4}. As increasing the applied power, increases the dc bias and hence the momentum of the bombarding ions, this would increase the "damage" to the QDs and QWWs and therefore the applied power was not increased further in an effort to achieve perfectly vertical sidewalls. Increased anisotropy can also be achieved by lowering the pressure but as the etch pressure was already low at 10mtorr, any lower pressure would have reduced the reactant concentration more and slowed down the etch rate further.
Figure 3.19  CH$_4$/H$_2$ Etched GaAs QDs

Figure 3.20  CH$_4$/H$_2$ etched InP/InGaAs QDs
CH$_4$/H$_2$ has also been used to successfully etch quantum dots in InP/InGaAs. Using a gas ratio of 3:2 (CH$_4$/H$_2$) and an operating pressure of 16mTorr or below and a power density of 0.75Wcm$^{-2}$, an etch rate of 75nm/min (as opposed to 25nm/min for GaAs/AlGaAs) was obtained. The etch profiles are however still slightly overcut. If the SEM micrograph in figure 3.20 is observed closely the slight variations in the width of the dot can be seen. It is thought that this is due to preferential etching of the InGaAs QW. Etching at the gas ratios successful for producing GaAs/AlGaAs QDs resulted in preferential etching of the P and unreacted In being left on the surface as "bumps".

Finally the one major drawback for CH$_4$/H$_2$ RIE or any gas mixtures using H$_2$, is that H$_2$ acts as a passivator of donors or impurities. For electrical measurements passivation of donors can have catastrophic results. However complete restoration of free carrier concentration occurs by annealing the sample at temperatures above 300°C for a time dependent on the type of doped material used and the thickness of the layer. For optical applications hydrogen passivation of defects and impurities which could act as nonradiative recombination centres could in fact be a positive affect by increasing the luminescence efficiency. Results reported in Chapter 5 and 6 show that the hydrogen does not enhance or reduce the PL efficiencies from CH$_4$/H$_2$ etched quantum well structures.

3.7 Ion Beam Milling

Measurements of the photoluminescence efficiency from QDs etched using SiCl$_4$ or CH$_4$/H$_2$ suggested that the effect of the high surface recombination velocity of GaAs which was expected to quench the luminescence from the structures in the submicron range was small (see Chapter 4, Section 4.4.1).

It was thought that perhaps the chlorine or methane acted as some sort of passivating agent combining with broken bonds at the surface and thus passivating defects. This might restore the luminescence efficiency of the QDs. It is known that an etched surface is contaminated with the etching species to a depth of the order of 1nm. A further effect may be the difference in the composition of the surface and sidewalls after etching as it is known that the surface is gallium rich due to excess gallium chlorides.

To investigate this QDs were fabricated using argon ion milling, a simple sputtering process with no reactive component. If reactive species were important the photoluminescence efficiencies from these milled structures should be greatly reduced.

3.7.1 Comparison of Ion Beam Milling and Reactive Ion Etching

Ion Beam Milling (IBM) and RIE have similar resolution capabilities, but each have some unique advantages. RIE is a material selective process depending on the choice of the plasma gas. Ion milling however does not require reactive compatibility between the etchant and the etched material. One disadvantage of ion milling is that material sputtered from the bombarded area is partially deposited on the adjacent walls resulting in an overcut profile (see figure 3.21). The profile formed during etching is therefore not as vertical as that obtained from the anisotropic etching process such as SiCl$_4$ RIE.
3.7.2 The Etch Mechanism in Ion Beam Milling using Argon

When a solid is bombarded by ions or neutral atoms, material is removed from the surface of the solid. This process is called sputtering. This is achieved in IBM by using a beam of collimated monoenergetic ions extracted from a gas plasma. Electrons are injected into the ion beam so that the overall charge of the beam is neutral. Removal of material from the bombarded surface occurs as a result of the transfer of momentum from the incident ion to the atoms of the solid provided that the energy transferred to the atom in the collision process exceeds the chemical binding energy and when the momentum imparted to the atom is directed away from the surface.

The most important material property in ion etching is the sputter yield which is defined as the number of sputtered target ions per incident ion. The sputter yield depends on the material being etched, the bombarding atoms and their energy and the angle of incidence. The sputter yield bears a relation to the binding energy of the target atoms. It is low for elements such as carbon, silicon and titanium and high for gold and platinum. Obviously titanium will then make a good etch mask for IBM and gold a poor one. The sputter yield increases with increasing energy and usually saturates above a few keV as the penetration of the ion into the target increases without a corresponding increase in the energy lost close to the surface. For this reason ion etching is usually done with energies below a few keV. Noble gases, which are used in most cases, exhibit a higher sputtering yield relative to other atoms and also avoid a possible chemical reaction. The sputtering yield usually increases as $\theta$ increases ($\theta = 0^\circ$ at normal incidence). The increase is due to the longer path the bombarding ion travels closer to the surface, which permits more excited atoms to escape from the surface. With further increase in $\theta$ the sputter yield reaches a critical angle above which ion reflection and subsequent reduction in the sputtering yield occurs.

3.7.3 Results

These experiments were carried out using an Oxford OAR2255 ion beam system with a current density of 0.14 mA cm$^{-2}$ at 20° tilt and continuous rotation. In order to successfully etch GaAs/AlGaAs QDs the beam voltage (a) and the angle of incidence of the beam on the sample (b) had to be chosen. It is known that the efficient operating regime for IBM is for beam energies between 100 to 1000V. Above 1000V channeling effects and surface layer damage become important and below 100V the incident ions do not have sufficient energy to eject atoms from the material. A beam voltage of 500V was therefore used and this produced an adequate sputter rate of GaAs.

The second major parameter, the angle of incidence of the incoming beam affected the sidewall profile of the QDs. Etching at $\theta = 20^\circ$ tilt was found to produce slightly overcut dots. When the angle was increased to 30° this effect became worse. An angle of 20° was used. A contribution to this overcut profile could come from redeposition. Since most of the sputtered atoms are of low energy and obey a cosine distribution some of the sputtered material may simply redeposit on opposite surfaces. A summary of the parameters used is shown in Table V. Titanium was used as the masking material.
### TABLE V

**ARGON ION MILLING PARAMETERS**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure</td>
<td>0.4μbar</td>
</tr>
<tr>
<td>Cathode Current</td>
<td>6.17A</td>
</tr>
<tr>
<td>Discharge Current</td>
<td>0.64A</td>
</tr>
<tr>
<td>Voltage</td>
<td>51V</td>
</tr>
<tr>
<td>Accelerator Current</td>
<td>7.4mA</td>
</tr>
<tr>
<td>Voltage</td>
<td>105V</td>
</tr>
<tr>
<td>Beam Current</td>
<td>15mA</td>
</tr>
<tr>
<td>Voltage</td>
<td>500V</td>
</tr>
<tr>
<td>Current Density</td>
<td>0.14mA cm⁻²</td>
</tr>
<tr>
<td>Neutraliser Current</td>
<td>1.5mA</td>
</tr>
<tr>
<td>Bias</td>
<td>58.7V</td>
</tr>
<tr>
<td>Filament</td>
<td>3.6 A</td>
</tr>
<tr>
<td>Discharge</td>
<td>0.14A</td>
</tr>
</tbody>
</table>
Figure 3.21  Argon Ion Milled GaAs/AlGaAs QDs
Nichrome and HRN had too high a sputter yield (i.e. the efficiency with which incoming ions remove material).

QDs were successfully fabricated on GaAs/AlGaAs quantum well material down to 100nm in diameter. It is difficult to be precise about the diameter due to the overcut profile as can be seen in figure 3.21.

3.8 Oxygen Plasma Etching

In order to see if the organic HRN mask left on the dots during the optical characterisation process, attenuated the signal in any way, the HRN was removed by oxygen plasma ashing. The atomic oxygen produced in the O$_2$ discharge rapidly converts the resist to volatile by-products such as CO$_2$ and H$_2$O$_2$. This was done in a Plasmafab 505 oxygen barrel etcher at a power of 60W, a flowrate of 40sccm, a pressure of 100mTorr and etch time of 30 minutes.

3.9 Reactive Ion Etch Induced Damage

As already mentioned in Section 3.1 dry etch damage refers to any change to the semiconductor material such as distortion of the crystal lattice brought about by the material being subjected to the etching effects of a plasma, which stops it behaving electrically or optically, like the perfect unprocessed material. The effects of damage are especially important when fabricating quantum structures as relatively small amounts of damage - 10nm on a sidewall for example - are relatively unimportant when fabricating structures with dimensions in the μm size range but could be very important when the structure has an overall diameter of 30nm.

In anisotropic RIE there is also a difference between surface and sidewall damage. This difference is due to the way in which the bombarding ions hit the material. In surface damage the surface is being constantly bombarded with ions whereas sidewall damage is caused by ions reflecting off the surface and hitting the sidewalls. It has been shown by Cheung et al.\textsuperscript{35} that surface damage is independent of etch depth but sidewall damage increases with time. Surface damage is not important in the optical excitation experiments carried out in this work as the areas which are to be investigated are always protected by a metal or organic resist mask. It is unlikely that there is any significant ion penetration through the mask and therefore it is the sidewall damage which is of crucial importance.

3.9.1 Damage assessment by current carrying devices

Many authors\textsuperscript{31,36-38} have reported the effects of dry etching on GaAs on the electrical characteristics of GaAs devices. A common technique is to fabricate Schottky diodes on the etched surfaces and then characterize the diodes by their barrier height and ideality factor derived from the I-V characteristics. Since Schottky diode formation requires only a metal evaporation on the front surface after RIE and no high temperature processing steps, the damage induced in the GaAs can be obtained without having to take into account the effects of subsequent processing. The barrier height and the ideality factor give a measure of the extent of the damage. The higher the ideality factor the greater the damage. Using this
method Pang\textsuperscript{36} demonstrated that IBM with Ar caused more surface damage than RIE with Cl\textsubscript{2}, SiCl\textsubscript{4}, CCl\textsubscript{2}F\textsubscript{2} and CF\textsubscript{4}. Pang\textsuperscript{37} also showed that the amount of damage could be minimized by reducing the ion penetration distance into the substrate by reducing the ion energy.

To investigate the sidewall damage different methods must be used. Thoms\textit{ et al}\textsuperscript{39} investigated the effect of dry etching by fabricating a rib (or wire) in a doped epilayer on an undoped substrate. This method would give an indication of the sidewall damage by measuring the resistance of wires of varying width. It was found that as the energy of the bombarding ions was increased the depletion width in the wire increased i.e. the effects due to damage had increased. Pang\textit{ et al}\textsuperscript{40} measured the damage on sidewalls by fabricating structures which consisted of narrow conducting channels between Ohmic pads. They observed channel conduction with channel widths down to 0.08\,\mu m. The difficulty with using electrical measurements to assess sidewall damage is that there is an intrinsic depletion width on the sidewall. Thoms\textit{ et al}\textsuperscript{39} were able to obtain a control for this by wet etching a wire and measuring the minimum depletion width from such a low damage process. This was not done by Pang\textit{ et al}\textsuperscript{40} and the depletion width had to be estimated before a measure of the actual damage could be obtained. Cheung\textit{ et al}\textsuperscript{30} also employed the method outlined by Thoms\textit{ et al}\textsuperscript{39} to compare the cut-off widths of n\textsuperscript{+} wires etched using SiCl\textsubscript{4}, CH\textsubscript{4}/H\textsubscript{2} and wet etched wires. Damage of 30nm on each sidewall was measured for SiCl\textsubscript{4} and 20nm for CH\textsubscript{4}/H\textsubscript{2}.

3.9.2 Damage assessment by photoluminescence measurements

Due to the many areas in which dry etching is now employed to fabricate devices, it is also necessary to know the effect dry etching has on the optical performance of semiconductor materials. It may be that the factors which affect transport properties do not effect radiative recombination. Photoluminescence (PL) can give a measure of the extent to which a semiconductor has been affected by the exposure to RIE by comparing the intensity and the width of the PL peak before and after processing (or with a control sample). Results by Namba\textit{ et al}\textsuperscript{41} showed that optically, doped GaAs samples were affected by Ar sputter etching. An indication of the depth of the damage could be given by exciting the sample with different laser lines as this changes the penetration depth of the light. For example the 633 line of a He-Ne laser has a penetration depth of 240nm and the 488nm line of an Argon Ion laser to 88nm. Yuba\textit{ et al}\textsuperscript{42} reported PL degradation from GaAs and InP etched by Ar IBM and that InP withstands the process better than GaAs which shows a higher and deeper degree of damage. No explanation is given for this finding.

Rossabi\textit{ et al}\textsuperscript{43} also used temperature dependent PL to compare the amount of damage caused by RIE with HCl or Cl\textsubscript{2} and wet etching after MBE regrowth. Suprisingly they found that Cl\textsubscript{2} produced less damage than wet etching as at lower temperatures the Cl\textsubscript{2} etched sample had the highest intensities. This is extremely unlikely. As only GaAs was used and not quantum well material it is likely that the dry etching introduced exciton binding defects emitting luminescence at high intensities at low temperatures. Unfortunately no spectra for the control sample are shown as this would have clarified the expected intensities from the material.
All of the above methods of assessing dry etch damage optically are only able to look at the surface damage. It has already been shown electrically that surface and sidewall damage are different. Quantum dots offer a unique method for optically assessing the sidewall damage and the results of these experiments are presented in Chapter 5 and 6.

3.9.3 Damage assessment by cathodoluminescence measurements and transmission electron microscopy

Other methods used to assess dry etch damage are cathodoluminescence (CL), cross-sectional transmission electron microscopy (TEM), and Raman scattering. Wong et al. used CL to obtain a profile of the depth of the RIE induced damage by using material containing multiquantum wells of different widths at different depths in the sample. Each quantum well has a unique spectral signature dependent on its width and by placing these wells at varying depths from the sample surface a correspondence between CL peak position and sample depth is obtained. Argon sputtering and RIE with CCl\textsubscript{2}F\textsubscript{2}/BCl\textsubscript{3} gas mixture at different bias voltages were investigated. CL was performed before and after annealing at 350°C for 20 minutes. This is a particularly elegant method for assessing the depth of the damage and Wong et al. showed that as the bias voltage was reduced the depth of the damage was reduced. Interestingly they showed that as the etch time is increased the damage did not penetrate any deeper into the sample but it did increase in magnitude. It was also shown that more damage was obtained when ions of lower mass were used by comparing the damage from Ar sputtered samples (40amu) and He (4amu). Helium produced by far the greater damage. However since light ions impart less energy to the host atoms upon collision the damage created should be less severe. This was found to be the case as the QWs recovered significantly more than the Ar etched samples on annealing. When RIE was used no damage could be seen. This is because the first well was 30nm from the surface and this shows that the RIE damage must occur in the first 30nm. Obviously by situating a well in the first 30nm more information on the extent of the damage could be obtained. Finally they showed that significant recovery of the CL intensity could be achieved by a post etch anneal at 350°C for 20 minutes with the sample sandwiched between two GaAs wafers to prevent arsenic outdiffusion.

Cathodoluminescence can also offer significant advantages in assessing the damage in quantum dots as a signal could be obtained from one dot only and not from an array of dots as is necessary in photoluminescence. GaAs/AlGaAs QD samples were assessed using CL by Prof J Steeds and Jiannong Wang at Bristol University. The material structure is described in Chapter 5 Section 5.3. When the dots are imaged using cathodoluminescence, the detector can image at different wavelengths enabling a picture of the luminescence from wells at different depths to be seen. Figure 3.22 shows the image from 100nm QDs detected at (a) 780.2nm and (b) 804.0nm. Photograph (a) shows the luminescence from the 5nm QW and (b) from the 10nm QW. The arrow points to a quantum dot where the lower 10nm well luminesces but the 5nm well does not. This suggests that this upper well has been damaged by the dry etching. This is perhaps due to the mask on this dot disintegrating. This method is useful as it is possible to see the optical behaviour of individual dots whereas in Photoluminescence it is the behaviour of a complete array of dots that is measured.
Figure 3.22 Cathodoluminescence micrograph of QDs fabricated in GaAs/AlGaAs QW material. Luminescence from (a) the 5nm QW and (b) the 10nm QW.
TEM has been used to assess the microscopic nature of the damage. By etching a quantum wire on a mesa, Cheung et al.\(^\text{45}\) were able to assess the sidewall damage. This showed that the crystallinity of the wire was maintained right to the edge but that there was a change in composition graded over some 50nm which the authors ascribed to the absence of arsenic.

### 3.9.4 Damage assessment by Raman Scattering

As it is believed that RIE induced damage occurs within several tens of nanometres of the surface it is desirable to utilise a technique which has a high sensitivity for surface layers. Raman scattering is a technique which enables the study of lattice vibrations (or phonons) to be made. The features seen in a Raman spectrum arise from the interaction between incident laser light and the variation in crystal potential caused by quantized lattice vibrations\(^\text{46}\). Theoretically, the Raman scattering selection rules for the optical phonons of GaAs based on the back-scattering configuration used, predict that only the LO phonon is observed from the (100) GaAs surface\(^\text{47}\). The TO mode is symmetry forbidden. When the crystal symmetry is changed in some way, for example distortion of the lattice by ion bombardment from a plasma which reduces the long range crystalline order, it becomes possible for the TO phonon to be observed and this mode is then seen in the Raman Spectrum along with the LO mode. A measure of the extent of the damage to the crystal can be obtained by calculating the TO/LO intensity ratio. As this increases the damage is thought to increase. The advantage of Raman Scattering, like photoluminescence measurements, is that by varying the wavelength of the incident laser light the penetration depth changes, so the depth of damage can be reasonably accurately ascertained. As the light goes from blue to red the penetration depth increases\(^\text{47}\).

Detailed studies of the Raman Spectra obtained from dry etched surfaces and QDs were made by Dr M Watt and Dr C M Sotomayor Torres. First dry etch damage to plain unprocessed GaAs (doping \(2 \times 10^{17}\) cm\(^{-3}\) with Si) was investigated. These samples were supplied by R Cheung. Various etch powers were investigated. Figure 3.23 shows the Raman Spectrum obtained from two samples etched in SiCl\(_4\), one at a power density of 0.43Wcm\(^{-2}\) and the other 0.22Wcm\(^{-2}\). While both the etched samples show the TO mode which is supposedly forbidden for this scattering geometry, the control sample shows only the LO mode. The TO/LO ratio for the 0.43Wcm\(^{-2}\) sample is 0.3 and 0.17 for the 0.22Wcm\(^{-2}\) sample. These results suggest that the sample etched with the higher power suffered more crystalline damage. When the exciting light was varied from 482.5 through 530.9 to 647.1nm changing the penetration depth from 35nm to 145nm it was found that only the sample etched at 0.43Wcm\(^{-2}\) showed a TO mode with a penetration depth of 65nm, which was not apparent at a depth of 145nm.

From these results Watt et al.\(^\text{47}\) concluded that the TO mode appears when the crystal is damaged and increases in intensity as the damage increases. Secondly they concluded, that as the scattering volume increases by increasing the laser penetration depth, and the TO phonon intensity decreases, the contribution to the spectrum from the damaged volume decreases. This results suggest that the crystalline damage lies close to the surface of the material. Watt et al.\(^\text{47}\) also showed that the damage to the crystal was isotropic.
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Figure 3.23 Raman scattering spectra from two etched samples and the control sample. (After Watt)
Samples were fabricated using the process outlined in Chapters 2 and 3 on undoped bulk GaAs. As the material did not contain any quantum wells these structures are called quantum cylinders and not quantum dots. Ten samples in all were fabricated with quantum cylinders of different dimensions varying from 60 to 200nm in diameter and etch depths from 150 to 570nm. Three samples showed a new spectral feature at an energy between the LO and TO phonons (figure 3.24). The TO phonon is seen with intensity of the same order as the LO phonon because it is no longer a forbidden mode: by patterning the surface with the cylinders the scattering geometry is now changed, and the TO mode becomes an allowed mode. Interestingly the off-pattern spectra show only the LO phonon indicating that the sample surface after etching is quite smooth and has minimal damage.

In the three samples which showed a new spectral feature, the quantum cylinders had dimensions of 80nm or less (60, 60 and 80nm) and were etched to a depth greater than 200nm (290, 210 and 310nm). The etch profile on these samples was vertical with little or no under or overcut. The same diameter is therefore maintained throughout the length of the cylinder. The etch depth is also important as in small vertical cylinders of diameter 60nm, but etch depth of only 150nm, no additional spectral feature was seen. It is thought that this is because these cylinders were too short to sustain the mode corresponding to the additional spectral feature. Watt et al. investigated the possibility that the additional spectral feature seen, was due to an amorphous signal from the RIE induced damage layer, in particular from the gallium chloride layer that is discussed in Sections 3.4.1 and 3.4.2. This possibility was discounted as the spectrum of amorphous GaAs would contain a broad band reflecting the phonon density of states and this was not observed.

It was therefore concluded that this spectral feature could be due to a surface phonon of the cylinder. When the experimental data is plotted on a graph of theoretical surface mode frequency as a function of cylinder radius (figure 3.25) good agreement is obtained. However two characteristics must be demonstrated in order to identify a surface phonon: the frequency must be shown to change with both cylinder radius and the dielectric constant of the surrounding medium. The first criterion has been fulfilled as can be seen from figure 3.25. To investigate if the frequency changes with dielectric constant one sample was coated with a layer of CVD-grown silicon nitride. The additional spectral feature did indeed shift to lower energies confirming that it is indeed a surface phonon mode. As a surface phonon mode is seen this would suggest that the crystallinity of the surface has been preserved and the effect of the dry etch damage on the optical behaviour of quantum cylinders is minimal. This result is in agreement with those presented in Chapter 5 - Photoluminescence studies of free standing MBE Quantum Dots and Chapter 6 - Photoluminescence studies of Overgrown Quantum Dots and Wires. Similarly when the angle of the incident light was varied with respect to the sample surface a stronger intensity was obtained with light incident at 45° again agreeing with the results presented in Chapter 5.

3.10 Summary

GaAs/AlGaAs QDs down to 20nm diameter and QWWs down to 50nm diameter have been successfully fabricated by RIE using SiCl$_4$, SiCl$_4$/H$_2$ and CH$_4$/H$_2$. InP/InGaAs QDs down to 40nm in diameter have been fabricated using CH$_4$/H$_2$. GaAs/InGaAs QDs down to 60nm in diameter have been fabricated
Figure 3.24 Raman Spectra of 2 quantum dot samples both on and off the patterned area. Notice the spectral feature between the TO and LO mode. In both cases the dot diameter was 60nm and the etch depth 290nm for QD01 and 210nm for QD07. (After Watt47)
Figure 3.25  Plot of the experimental data points of the additional Raman feature and theoretical calculations for the surface phonon frequency. (After Watt49)
using SiCl₄. GaAs/AlGaAs QDs down to 80nm have been fabricated using Argon Ion Milling. SiCl₄ produces the most vertical sidewall profiles but has a considerably higher etch rate (0.2µm/min as opposed to 25nm/min) compared to CH₄/H₂ and is therefore more difficult to control accurately.

SiCl₄/H₂ produces isotropic as well as anisotropic etching resulting in a reduction of the dot diameter compared to the original etch mask and at ratios of 1:5 SiCl₄:H₂ the etch rate is reduced from 0.2µm/min for SiCl₄ only, to 0.1µm/min thus increasing the controllability of the process.

Raman Scattering experiments on quantum cylinders have shown the presence of a surface phonon mode. This confirms that the crystallinity of the sidewalls is maintained after dry etching. This alteration of the phonon spectrum due to patterning may have some bearing on the other optical properties of quantum dots, for example the luminescence efficiency from these structures and this will be discussed in Chapter 6.
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Chapter 4

Experimental and Material growth methods

4.1 Introduction

To characterize the structures fabricated using the processes detailed in Chapters 2 and 3 Photoluminescence measurements (Chapter 1, Section 1.3) were carried out. In this chapter the set-up of the experimental apparatus used for these measurements carried out by myself at Glasgow University is described. Much of the experimental apparatus was originally set-up by Dr M Watt and as such, a detailed description of it is found in reference 1. The different methods employed to grow the starting material used in these experiments and the quality of the material, especially the interfaces between the binary and tertiary that form the quantum well are discussed.

4.2 Experimental Apparatus

To investigate the optical behaviour of these structures a high resolution, low temperature photoluminescence system was used (figure 4.1). Low temperature measurements required the sample to be placed in a cryostat and cooled. A laser was used to phot-create electron-hole pairs to obtain luminescence spectrum. The emitted radiation was dispersed by a monochromator and detected using photon counting techniques.

4.2.1 Lasers

Three lasers were used to excite the sample and hence obtain photoluminescence spectra.

1) an Argon ion laser either directly or as a pump for
2) a dye laser
3) a Helium Neon laser.

Varying the pump wavelength changes the penetration depth of the laser light into the semiconductor crystal (see Section 3.9.2). The Argon ion laser was a Spectra Physics model 2030 updated to a model 2045. The dye laser was a Coherent model 599-01 and could be used with a number of dyes depending on the laser optics. A Spectrolab prism monochromator ensured only single line excitation of the sample and was important for removing the laser plasma background when using the photon counting system. The transmission of the monochromator depended on the beam size and generally a maximum transmission of around 50% was achieved.
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4.2.2 Focussing and Collecting Optics

4.2.2.1 Nearly Backscattering Geometry

In the initial experiments to measure the PL spectra from QDs (Section 6.3 and 6.4) a nearly backscattering geometry was used to collect the emitted light. The laser beam was focussed onto the sample in a spot approximately 50μm in diameter using a small lens placed at about 50 to 60° to the sample surface normal. The laser spot was focussed onto the 100μm square dot arrays by moving the X and Y controls on the mirror deflecting the light through the focussing lens. This was not an ideal method as the control on the mirror was not fine enough to accurately control the positioning of the laser spot. In order to focus the spot onto the dot arrays the sample in the cryostat was viewed by looking through a pair of binoculars. This method was also not ideal and the accuracy with which the laser spot was focussed onto an array was greatly improved by changing to the 90° scattering geometry and new collection optics described in Section 4.2.2.2.

The laser spot was then transferred by means of the collection optics to a similarly focussed spot on the entrance slit of the spectrometer. In order to collect as much of the scattered light as possible lenses of 10cm in diameter were used as the collection optics. A pair of such lenses were used: the first had the sample in its focal plane and the collimated beam from this lens was focussed by the second lens onto the spectrometer slit. The second lens provided all the fine adjustment necessary to couple the signal into the spectrometer. The lenses were made of optical crown glass (type HC 519604).

4.2.2.2 90° Scattering Geometry

In later experiments the system was modified by myself to use a 90° scattering geometry (figure 4.1). This utilized two cryostat windows at an angle of 90° to each other. The light was focussed onto the dot and wire arrays using an Ealing microscope Objective of 60mm/0.07NA focal length mounted in an X-Y-Z translation stage with micrometer control. The sample was mounted on a copper plate using Bostick Glue which was then screwed to the insert and set at an angle of approximately 45° to the focussing laser beam. Additional white light illumination of the sample was needed to enable the patterned areas to be seen clearly.

The collecting optics used was a commercially available 60-300mm Sirius Zoom lens (F4.5-6) also mounted on an X-Y-Z translation stage. Using this zoom lens the image of the sample was focussed onto the entrance slits of the spectrometer along with the incident laser spot reflected off the sample. In an experiment such as this it may be difficult to find the weak PL signal from the dots or wires (~4% of mesa signal strength in the dots and 25% in the wires). By reflecting the laser light along the same line of sight as the PL onto the spectrometer entrance slit, a signal from the quantum wells is easily found which can then be peaked using the controls on the focussing and collecting optics. The advantage of this system over the back scattering system was that by adjusting the focal length of the lens a magnified image of the sample in the cryostat could be obtained. This was of crucial importance in these very high resolution experiments as it was necessary to focus the laser spot onto an area of
**Figure 4.1** Schematic of the 90° scattering geometry Photoluminescence apparatus showing the photomultiplier tube (PMT) with its amplifier discriminator. The components shown in dotted lines are alternative alignments of the system when the dye laser or Helium Neon laser is used.
dots or wires 100μm square. By having a magnified image of the sample and micrometer movement on the focussing optics, the laser spot could be positioned very accurately, completely overlapping the array of dots or wires. As both the focussing and collecting optics had X-Y-Z movement control this ensured that the maximum signal could be obtained by adjusting all six movements. The importance of the alignment system cannot be overemphasized. When relative efficiency measurements of different areas are done the laser must be exciting the whole array every time.

4.2.3 The Spectrometer

The spectrometer used was a Jobin-Yvon Ramanor U1000. This is a 1m focal length double grating spectrometer, i.e. two single spectrometers side by side with the gratings attached to a single shaft to eliminate any relative movement. The image of the exit slit of the first spectrometer falls upon the entrance slit of the second spectrometer. The gratings are coupled additively in that the second grating further disperses the light incident upon it. The light path in the spectrometer is shown in figure 4.2. The gratings used were a holographic pair with 1800 grooves/mm. As the double spectrometer has extremely good stray light rejection it did not matter that the laser spot from the sample was focussed into it. If however a single spectrometer is used a filter must be inserted to remove the laser line either just before or after the entrance slit. To calibrate the spectrometer absolutely a monochromatic light source of known wavelength must be used e.g. one of the laser lines.

4.2.4 Photon Counting Techniques

Photon counting is a technique used in conjunction with a photomultiplier tube. Whenever a photon is incident on a photosensitive photocathode an electrical impulse is produced. This is amplified by a dynode chain before reaching the anode. A pulse height distribution occurs associated with noise from the dynode chain, but since the gain between the first dynode and photocathode is greatest, pulses originating at the photocathode dominate. The signal is then amplified and fed into a discriminator which rejects all pulses below a given size. The remaining pulses are then converted into either TTL or ECL logic pulses. Photon counting is limited by thermal noise particularly from the first dynode and photocathode, resulting in a count even when the tube is darkened. This dark count is reduced by cooling the tube. In these experiments a Hamamatsu R943-02 type tube was used. This type of tube is designed specifically for photon-counting applications as it has a gain of 5x10^5 and a very low dark noise. The tube was cooled to about -25°C in a Pacific Instruments Thermoelectrically-cooled housing with a built in amplifier and discriminator. Further details on the specifications and operation of the tube are supplied in Reference 1.

4.2.5 Spectral Response of the system

The combined spectral response of the gratings and the detector is shown in figure 4.3. In these experiments the wavelength region of interest is from 640 to 830nm. As can be seen the response drops considerably over this region. It is only necessary to normalize the spectra if the relative intensity of the signals from different well widths, emitting at different wavelengths, are being compared. If however the comparison is of the signals obtained from the same well widths subjected to different
Figure 4.2  Shematic representation of the light path within the double spectrometer. 
(After Jobin-Yvon Operating Manual)
Figure 4.3 The combined spectral response of the spectrometer gratings and the photon detector.

(After Watt)
processing, it is not necessary to normalize the results.

4.2.6 Computerisation and Software

Initial computer control of the system was developed by M Watt using an IBM Model 30. A detailed explanation of this system is given in Reference 1. From November 1989 onwards an Instruments S A Prism Software Package was used which ran on an Elonex computer and enabled integrated spectrometer control and data acquisition. Prism is a completely integrated series of programs and special routines for the acquisition and treatment of spectroscopic data which offered many advantages over the in-house data acquisition program. For example

1) It was faster as it did not need to count at a wavelength for a specified whole number of seconds but could sample for times down to 0.2 secs.

2) It plotted the spectrum on the VDU as the data was obtained and if required the scan could be interrupted immediately.

3) It could count with time while sitting at one wavelength and plot the results.

4) Its data manipulation was improved. For example it offered facilities such as calculating the integrated intensity under a curve and removing plasma lines or severe noise spikes from a spectrum.

The main advantage gained from the improvement in software was the speed with which data could be acquired. This was increased by approximately a factor of three on the old system. The printing options available were not as flexible and this section of the package could be improved.

4.2.6 Cryostats

4.2.6.1 Large Bore Optical Cryostat

Two optical cryostats were used. The first was a large bore Quantum Production optical cryostat, a detailed description which is given in Reference 2. The cryostat could be operated in either bath or gas-flow modes i.e. either by immersing the sample in liquid Helium and cooling to below the lambda point so that the liquid was superfluid (temperature ~ 2.2K) or else by maintaining a flow of cold gas sufficient to keep a constant temperature (range 4.2-300K). The main drawback of this cryostat was the difficulty in a) maintaining a constant temperature and b) changing the temperature due to its design and the poor seal on the windows. It became apparent as the experiments progressed that it would be desirable to be able to easily change the temperature between 5K and 200K. Due to the large thermal mass of this cryostat this would take a long time (8 hours) and it would also be difficult to stabilize the temperature at different points as the cryostat warmed up to take data. It was therefore decided to use a Oxford Instruments Continuous Flow cryostat as it could fulfil the above specifications.
4.2.6.2 Continuous Flow Cryostat and Flow Controller

The Oxford Instruments CF1204 is a hybrid continuous flow (CF) cryostat with a dynamic facility allowing helium to be accumulated in the sample space which when pumped on operates below 2.2K. However in these experiments the cryostat was always used in gas mode where the sample was cooled by a continual flow of cold gas passing over it and exhausting at the top of the sample space. The CF gas flow system is shown in figure 4.4a.

The CF cryostat operates by controlling the transfer of helium to a vacuum insulated, radiation shielded, sample space in the cryostat. Sample temperature is maintained by balancing the flow through the cryostat with power applied to an electrical heater within a heat exchanger. Coolant flow is produced by pumping on the helium return line of the transfer tube thereby sucking the helium from the storage dewar.

The flow and pressure through the cryostat is monitored and controlled by a flow control unit. This consists basically of a vacuum gauge, needle valve and flowmeter (figure 4.4a). The gas from the cryostat enters the unit, passes through the needle valve into the gas flow pump and flows along the helium exhaust line through a calibrated flowmeter. A negative pressure gauge is connected to the gas flow line after it enters the unit from the cryostat. This indicates the line pressure and will also show any air leaks in the CF system. A diaphragm pump is used for the CF system as it is oil-free and provides an airtight helium return line.

The cryostat sample chamber uses indium mounted spectrosil quartz window units which are 20mm in diameter. The outer vacuum jacket windows are 25mm in diameter. The sample space is fitted with a 34Ω wire wound heater, an Oxford Instruments rhodium iron (RhFe) resistor on the heat exchanger and a RhFe resistor mounted on the insert cold finger to which the sample is mounted (figure 4.4b). Both resistors could be used for controlling the temperature in gas flow mode. However a more accurate control of the temperature of the sample was gained by using the resistor on the insert.

Temperature control and stability is an important consideration when using a cryostat particularly above liquid helium temperatures. This can only be achieved with a temperature control unit using a feedback system. The required temperature was first approximately obtained by controlling the flow of cold gas through the needle valve on the transfer tube. The temperature controller was preset to the required temperature and provided an error signal relating to the difference between the set point and the actual temperature. The error signal gave a proportional level for the electrical heat input to the cryostat heat exchanger to balance the cooling by the cold gas. An Oxford Instruments ITC4 temperature controller provided the three term control to damp any unstable feedback oscillations. Two sensors on the controller were programmed for the RhFe resistors. These channels were calibrated by providing a reference value of known temperature, for example liquid nitrogen or liquid helium, as the lowest reference point and room temperature as the highest reference point. This procedure was repeated several times until consistent readings were obtained for known temperatures.
Figure 4.4a  Schematic of the continuous gas flow system.

(After Oxford Instruments Operating Manual)
Figure 4.4b  CF 1204 Cryostat and Insert.  
(After Oxford Instruments Operating Manual)
Many advantages were gained from using this cryostat over the wide bore cryostat. The obvious improvements were in the temperature control which was accurate to within 1 Kelvin. The CF cryostat could maintain any temperature between 5K and 300K for hours on end. The other major gain was improvement in the speed of data acquisition as scans were no longer aborted due to the helium level dropping below the sample in the middle of a scan as occurred when the wide bore cryostat was being used in bath mode. Time was no longer wasted in trying to stabilize the temperature (an art in itself on the old system) and the time taken to move between set temperatures was vastly reduced. The flow cryostat can warm from 5K to room temperature in 30 minutes. These improvements resulted in a much greater efficiency in the use of helium.

4.3 Quantum well growth methods by MOCVD and MBE

Many different techniques have been developed for the epitaxial growth of III-V compound semiconductors. These include liquid-phase epitaxy (LPE), vapour-phase epitaxy (VPE), metal organic chemical vapour deposition (MOCVD) and molecular beam epitaxy (MBE). The growth control allowed in MOCVD and MBE, has enabled the production of III-V compound structures with near monolayer definition in heterojunctions and alloy composition controllable to within one percent (but this is limited by intermixing and desorption at higher temperature). In the experiments described in this thesis the material is grown by either of these methods. Chapter 5 reports on the Photoluminescence obtained from dots patterned into MBE grown material and in Chapter 6 mainly MOCVD dots and wires are investigated.

4.3.1 MBE

MBE is an evaporation process involving the reaction of one or more thermal beams of atoms or molecules (Ga, Al, As etc) with a hot crystalline surface under ultrahigh vacuum conditions (~10^-10 Torr). Growth occurs, with the required stoichiometry, as atoms and molecules arrive and react on the substrate surface. The growth rate can be controlled reliably with remarkable precision down to 0.01 atomic layers per second. However the standard practical growth rate is usually one monolayer per second or 1μm per hour. It is this low growth rate, combined with almost instantaneous interruption of growth using shutters over each molecular source that allows growth control down to monolayer thickness.

The MBE crystal growth process is a two-step phenomenon, in which the first step involves the incident atom or molecule sticking to the crystal surface and the second step involves motion on the surface to the point of incorporation into the crystal. These steps are species dependent, temperature dependent and crystal surface dependent. At low temperatures, motion on the surface is slow, and rough or noncrystalline growth may occur. At ideal temperatures (500-700°C), lateral motion occurs to atomic step edges where the atom is bound. The crystal surface may be strongly smoothed at the atomic level because the growth proceeds more rapidly at the lowest points on the surface. At high temperatures, reevaporation from the surface becomes significant and it is difficult to determine exact growth rates and therefore quantum well thicknesses and alloy composition.
4.3.2 MOCVD

In MOCVD room-temperature vapours are used to transport the film constituents. For example alkyls of the group III metals, and hydrides of the group V elements usually are used as precursor species. Dilute vapours of these chemicals are transported at or near room temperature to a hot zone where a pyrolysis reaction occurs. The formation of GaAs is described by

\[(\text{CH}_3)_3\text{Ga} + \text{AsH}_3 \rightarrow \text{GaAs} + 3\text{CH}_4\]  

and the formation of AlAs by

\[(\text{CH}_3)_3\text{Al} + \text{AsH}_3 \rightarrow \text{AlAs} + 3\text{CH}_4\]

If more than one reaction such as Equations 1 and 2 occurs simultaneously, the resultant solid becomes a mixed alloy of the type \(\text{Ga}_{1-x}\text{Al}_x\text{As}\). The alloy composition \(x\) is determined by the relative rates of the two reactions which in turn depend upon a number of factors including gaseous diffusion, unknown intermediate steps, thermodynamics and reactor gas dynamics.

The gas velocities and temperature gradients in the vicinity of the hot susceptor play a significant role in the deposition process. Transport of the alkyls (or some unknown partially cracked intermediate) from the gas to the growth interface occurs mainly by diffusion through a boundary zone near the wafer. The nature of the temperature gradients, concentration gradients, chemical species, and reactions taking place within the boundary layer are complex.

4.4 Comparison of the MBE and MOCVD growth processes

Unlike MBE where the growth is uniform across the wafer under ideal conditions, the growth across a MOCVD wafer is not uniform. In MBE the wafer is rotated during growth but in MOCVD it is static in the reactor. Ehlers et al. showed using scanning photoluminescence that there are considerable variations in the growth rates in both the transverse and longitudinal directions on wafers grown in a horizontal MOCVD reactor. This therefore affects the well width across the wafer.

It is known that, under optimum conditions MBE can produce structures with interface roughness down to one or two monolayer fluctuations, and the purest material, as it is grown under high vacuum conditions. In MBE there are many in situ surface diagnostic tools such as reflection high-energy electron diffraction (RHEED), Secondary-ion mass spectroscopy (SIMS), Auger electron spectroscopy which monitor the quality of the material and in the case of RHEED the flatness and crystalline state of the epilayer surface as it is grown. This is possible as MBE growth takes place in an UHV environment whereas in MOCVD the growth is at atmospheric pressure. While this simplifies the MOCVD growth process it does not lend itself to the application of similar diagnostic procedures as may be used in MBE. To this end the actual growth mechanism in MOCVD is less well understood although techniques are being developed to try and overcome this problem.
4.4.1 Interface Quality

The differences in material purity and the abruptness and flatness of the interfaces between different semiconductor layers produced by each growth method, are of major importance to this work. The high quality and purity of MBE material make it attractive as the method used to grow material for investigating 0 and 1D confinement. However the area of application of quantum dots and wires that is being investigated is the incorporation of one and zero degrees of freedom structures into the active region of a quantum well laser. MOCVD is often used to grow lasers in a commercial environment so it is important to investigate the results of fabricating these structures in the essentially poorer quality MOCVD material.

Low-temperature excitonic linewidths in luminescence and excitation spectra are frequently employed as a sensitive monitor of interface abruptness and material purity\(^9,10\). Narrow linewidths and high luminescence intensity are obtained from high quality QWs as the dominant line broadening mechanism is scattering with acoustic phonons\(^11\) (homogeneous linewidth). Broad linewidths and poorer luminescence intensity are seen in poorer quality material perhaps due to well width fluctuations and interface roughness, chemical composition fluctuations at the interface, impurities in the well barrier regions and at interfaces\(^12\) (inhomogeneous linewidth).

It is known that the quality of AlGaAs grown on GaAs (generally referred to as the normal surface) is much higher than the quality of GaAs grown on AlGaAs (inverted surface)\(^13\)\(^-\)\(^16\) and it is thought this is due to the higher concentration of defects in the AlGaAs. The quality of the quantum wells themselves is not independent of the quality of the confining bulk AlGaAs layers. Defects generated during the growth of the lowest AlGaAs layer may propagate into the quantum wells creating nonradiative recombination centres and mechanisms for linewidth broadening. This is due to the strong Al-O bond, which favours the reaction of Al with residual contaminants in the growth chamber (e.g. H\(_2\)O, CO) leading to the incorporation of oxygen, or, by the reduction of CO, of free carbon into the growing layer. Oxygen containing species such as H\(_2\)O and CO normally present in the MBE growth chamber having sticking coefficients on Al\(_x\)Ga\(_{1-x}\)As at least one order of magnitude greater than on GaAs, resulting in enhanced unintentional impurity incorporation and thus more non-radiative recombination centres\(^17\). Improved UHV technology, higher purity of starting materials and elevated growth temperatures have helped to overcome these difficulties.

The quality of the material obtained using MBE growth is extremely high. Linewidths of ~0.5meV in wells 13.5 and 28nm thick have been obtained\(^11\). As the material is grown in an ultra high vacuum the purity is excellent and this is shown by high luminescence efficiencies obtained as few nonradiative traps are introduced during growth. One of the main inhomogeneous broadening mechanisms in MBE grown samples results from growth steps at the interfaces causing fluctuations of the quantum well thickness. The local excitonic energy levels thus vary strongly in a lateral direction and the excitonic line becomes broadened. This interface disorder consists of island-like structures having one monolayer height and varying lateral size. If the exciton Bohr diameter is smaller than the island size\(^6\) the excitons can be localized at one of these island-like structures, as at low temperatures the exciton will diffuse to the lowest energy level (corresponding to the thicker well regions)\(^18\). If the lateral island size
is smaller than the exciton Bohr diameter the exciton will experience an averaging of the well width fluctuations and this broadens the linewidth\(^1\) (figure 4.5).

To reduce the effect of interface roughness on linewidth growth interruption has been used\(^{13-16}\). Interruption between growing the AlGaAs and GaAs layers for example, allows time for the atoms to migrate to energy favourable nucleation sites on the interfaces. In this manner, using PL and PLE as the characterization tool, extremely sharp luminescence peaks have been observed, corresponding to atomically flat island sizes in the micron range\(^{18,20}\). Large area variations of 1 or 2 monolayers (ML) in the QW thickness have been reported\(^{10,12-17}\), where one ML = a/2 = 0.283nm and a is the GaAs lattice constant, due to interface growth defects where AlGaAs protrudes into the well of GaAs or GaAs extrudes towards the AlGaAs barrier. These fluctuations can be seen by splitting in the main free exciton peak. The energy difference between these peaks is equal to fluctuations in well width corresponding to monolayer (or multiples thereof) fluctuations in well thickness. The confinement energy of the exciton is therefore dependent on its position in the well\(^{10}\). Miller et al\(^{14}\) suggested however that multiple peaks could also be due to excitons bound to impurities introduced by interrupting the growth. Radiative efficiencies were reduced probably due to nonradiative traps at impurity sites.

In MOCVD grown material it is not possible to obtain as abrupt interfaces as those in MBE. It is likely that due to the finite time needed to switch from one gas phase composition to another there will be a gradation in the Al composition across the interfaces\(^{22-24}\). The quality of the interfaces is therefore not as high as in MBE grown material and this is shown in the PL linewidths obtained from MOCVD material. Pistol et al\(^{25}\) have reported MOCVD linewidths of 6meV in a 2nm well. This linewidth suggests that at most the well width fluctuations are of the order of 1-2 MLs. Unlike MBE where the interface maybe smooth over a distance of ~30nm\(^6\) before a monolayer fluctuation in well width occurs, MOCVD material may have fluctuations over a much smaller distance. For example Kawai et al\(^{23}\) report PL studies of MOCVD grown QWs where the linewidth of 3, 4, 7, and 10nm wells at 4.2K is 8.4, 7.6, 5.7 and 6.4meV respectively. They suggest that these small linewidths are due to island like structure formed by well width fluctuations over the interface smaller than one half the lattice constant, and that the islands formed are not large enough to trap an exciton. This "pseudosmooth" nature of such interfaces could lead to the sharpening of the PL\(^{17}\). How this difference in interface formation might effect exciton localization is considered in Chapter 6.

The quality and type of interface in GaAs/AlGaAs QWs will be extremely important when they are patterned down to 0 and 1 DOF structures. It is known that as MBE grown QWs become thinner, the affect of interface fluctuations is more apparent in the PL spectra. In wider wells of 50-60 ML and upwards, ML fluctuations in well widths only slightly perturb the exciton energy\(^{15}\). Weisbuch's et al\(^{16}\) model of growth islands of GaAs in AlGaAs or AlGaAs in GaAs proposes a distance of 30nm between these islands. If the lateral extent over which the exciton can move is only 60nm due to patterning into dots, it is not unreasonable to expect that this might significantly affect the expected exciton behaviour seen in the bulk. The exciting laser light is generally focussed to a spot 50μm in diameter. The spectra obtained from bulk material will therefore be the average of the affects seen over
Figure 4.5 Model for the interface disorder of an AlGaAs/GaAs/AlGaAs QW grown without interruption showing how the disorder inhomogeneously broadens the exciton (e, hh) linewidth. (After Bimberg et al.)
the area of sample excited - in this case 50µm². Once dots have been patterned into the QWs this will not be the case as the largest area excited will be 0.5µm in diameter, the diameter of the largest dot. The situation is different in wires because the exciton is free to move distances comparable with the bulk in one direction as the wires in these experiments were 100µm long. It is therefore important to assess the quality of the interfaces in the starting material and to take these affects into account when trying to understand any differences in optical behaviour brought about by the additional confinement.
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Chapter 5

Photoluminescence studies of free-standing MBE quantum dots

5.1 Introduction

This work was carried out in conjunction with Dr S R Andrews of GEC Hirst Research Centre. All fabrication was done by myself and the photoluminescence experiments were carried out by Dr S R Andrews. It was felt necessary to present the PL measurements done by Dr S R Andrews and myself (Chapter 6) into separate Chapters to differentiate the work. However there was much interaction between us with results obtained by Dr S R Andrews, especially in the area of temperature variation of QD PL intensity, suggesting the way forward in the overgrowth work.

In this chapter the effects of patterning MBE grown QW material into submicron free-standing lattice matched GaAs/Al$_{0.3}$Ga$_{0.7}$As and strained layer In$_{0.11}$Ga$_{0.89}$As/GaAs quantum dots with relatively large surface-to-volume ratios will be presented and the affect that this patterning has on the recombination of photoexcited carriers will be discussed.

5.2 Surface Recombination Velocity

Oxygen-exposed GaAs surfaces (and presumably InGaAs surfaces for small enough In mole fractions) possess a large density of extrinsic states near the middle of the forbidden energy gap which effectively pin the surface Fermi level at that position. This midgap pinning is associated with trapping centres, which can give rise to a large non-radiative surface recombination velocity (SRV) at room temperature$^1$ and can limit the performance of minority carrier devices such as bipolar transistors and light emitting diodes. These extrinsic states may be due to the oxidation of the GaAs which results in the formation of excess arsenic, As$_2$O$_3$ and Ga$_2$O$_3$ on the surface$^{2,3}$. Heterojunction interface recombination velocities are generally small by comparison$^4$.

It is expected that when GaAs/AlGaAs quantum well material is patterned into wires or dots, the effect of the surface recombination velocity will be greater as the surface area to volume ratio has been greatly
increased. There will be many more states available on the surface where excitons can recombine nonradiatively and hence in very small submicron structures it is thought that the luminescence will either be reduced or even quenched. The surface recombination velocity varies between semiconductors. In the InP/InGaAs system the surface recombination velocity is approximately two orders of magnitude less than the GaAs/AlGaAs system and therefore it is expected that submicron structures in this system will show little evidence of surface recombination. Chapter 1, Sections 1.4.1 and 1.4.2 reviews the results obtained by different authors in fabricating quantum structures in these two material systems. The results presented here will attempt to ascertain the affect these surface states have on the luminescence from submicron structures.

5.3 Experimental Details

The GaAs/AlGaAs quantum dot structures were made from material grown by molecular beam epitaxy and the material structure is shown in figure 5.1a. The 80nm AlGaAs layer was included to inhibit diffusion of photoexcited carriers from the substrate to the quantum wells. The InGaAs/GaAs quantum dots were fabricated from material with the structure shown in figure 5.1b. The well and barrier thicknesses were verified to 10% accuracy by transmission electron microscopy. Patterning of the material was done using electron beam lithography as described in Chapter 2 and then the free standing pillars containing the quantum dots were defined either by reactive ion etching or argon ion milling as described in Chapter 3.

Dots with various nominal diameters between 40nm and 500nm were patterned in the form of arrays of free standing pillars in squares 100μm on edge with typical pillar spacings of between three and five times the pillar diameter, corresponding to filling factors of 4-9%. The pillar arrays were delineated using one of the alignment patterns outlined in Chapter 2 Section 2.7. The pillar diameters could be measured to an accuracy of ±5nm in the SEM. The pillar diameter variations within the array were of the same order. The uppermost two quantum wells were etched through in all cases. Typically 10 different arrays of pillars were patterned at a time with a spacing of 1mm between adjacent arrays. Square control mesas 100μm on edge were also exposed between the arrays to assess etching damage and act as standards of luminescence efficiency. The masks were not generally removed after fabrication. With metal masks, this resulted in attenuation of the optical signal by a factor of 5-30 depending on the final mask thickness. The HRN mask caused negligible attenuation.

Another sample designed to allow comparative investigations of low temperature surface recombination rates at broad area GaAs free surfaces was also etched at the same time as some of the GaAs/AlGaAs quantum dots. The sample consisted of undoped GaAs and Al_{0.3}Ga_{0.7}As layers grown in the following order on a semi-insulting substrate: 400nm GaAs buffer, 500nm AlGaAs, superlattice buffer (consisting of ten periods each of 5nm GaAs, 5nm AlGaAs), 40nm AlGaAs, 500nm GaAs, 40nm AlGaAs, 10nm GaAs. Square windows 400μm on edge were photolithographically created in a 2μm thick layer of positive resist. Subsequent etching then revealed the 500nm GaAs layer.

Photoluminescence and Photoluminescence excitation experiments were carried out using a similar experimental set up to that outlined in Chapter 4. The main difference was in the alignment of the laser
Figure 5.1  (a) The GaAs/AlGaAs material structure grown by MBE.  
(b) The InGaAs/GaAs material structure grown by MBE.
spot onto the QD array. The 30\(\mu\)m focal spot of the exciting laser light and the patterned sample areas were observed at x100 magnification through a pinhole at the entrance of the spectrometer using a periscope equipped with a TV camera instead of using a zoom lens. The pinhole provided effective spatial filtering to help discriminate against PL excited in other areas of the sample by scattered light and by using a TV camera to image the sample it was possible to position the infrared light used for PLE measurements.

PL was excited above the AlGaAs band gap using the 632.8nm (1.96eV) line of the He-Ne laser and below the AlGaAs band gap using an Argon ion pumped Pyridine 2 or Styryl 9 dye laser with the sample mounted in a variable temperature helium atmosphere. A 90° scattering geometry was used with the exciting incident light focussed down to 30\(\mu\)m and typically making an angle \(\theta\) of between 33° and 67° to the sample surface normal. For \(\theta\) larger than about 40° the measured luminescence intensity was approximately independent of angle. However, for \(\theta\) smaller than 40° the collected luminescence intensity decreased rapidly with decreasing \(\theta\), especially for small diameter and metal masked samples. This possibly indicates improved coupling of light into the dots (for example by sidewall illumination) at larger angles of incidence and the measurements discussed below were made with a fixed incident angle of 50° unless otherwise stated. The PL was spectrally dispersed using a 0.85m focal length double grating spectrometer with a resolution of 0.2meV (full width at half maximum, FWHM).

5.4 Experimental Results

5.4.1 GaAs/AlGaAs Quantum Dots

Representative PL spectra of the GaAs/AlGaAs quantum well sample before and after patterning into pillars of 60nm diameter are shown in figure 5.2. The peaks near 775, 802, 814 and 818nm in the spectra of the starting material, figure 5.2a arise from the ground state free exciton recombination in the 5, 10, 20 and 80nm (and thicker) layers respectively. The peaks near 802nm and 814nm are doublets at low excitation powers with the longer wavelength component corresponding to a defect bound exciton. The other important feature in the spectrum of figure 5.2a is the broad, relatively weak background between 800nm and 850nm. This appears to be made up of a superposition of two broad peaks centred at 830nm and 822nm which is tentatively attributed to transitions involving an electron bound to a neutral carbon acceptor and an exciton bound to a defect, (d,X), such as a gallium vacancy complex\(^{3,4}\) respectively. The 100\(\mu\)m control mesas on the patterned samples showed similar spectra to the starting material, figure 5.2a, but with the exciton peaks typically broadened by about 1meV, possibly because of the strain associated with differential thermal contraction between mask and sample on cooling or because of radiation damage. The spectra of the patterned material in figures 5.2b,c,d clearly show peaks associated with recombination in the 5nm and 10nm wells. Linewidths (FWHM) in the starting material were 4meV and 1.2meV for the transitions in the 5nm and 10nm wells respectively. In the smallest patterned structures there was typically further broadening of 2-4meV which can be attributed mainly to radiation damage. In the samples patterned using SiCl\(_4\) RIE and Argon ion milling (figures 5.2b,c) there is a broad (~60meV) (d,X) peak with absolute intensity similar to that in the starting material, together with a narrow (<1meV, FWHM) dip at the free exciton energy of 1.515eV. For
Figure 5.2 Representative PL spectra obtained at 5K with excitation at 1.65eV and 1Wcm$^{-2}$ for GaAs/AlGaAs quantum well sample before patterning (a) and after patterning into (b) 60nm pillars (250nm pitch) etched to depth of 0.2µm using SiCl$_4$ RIE (c) 60nm pillars (200nm pitch) etched to depth of 0.12µm using Ar ion milling, (d) 60nm pillars (180nm pitch) etched to depth of 0.1µm using CH$_4$/H$_2$ RIE.
wavelengths longer than 810nm the spectrum from the patterned areas is very similar to that of the uniformly etched regions of the samples. This structure may be due to scattering from radiation induced defects or the creation of a surface depletion region in the GaAs buffer or 80nm layer exposed during the etching. In the CH₄/H₂ etched samples the spectrum in the region 800-850nm is somewhat different. Figure 5.2d shows a relatively narrow (10meV, FWHM) peak centred at 822nm and about ten times more intense than the background at that wavelength in the starting material which again is probably related to defect bound excitons. Note that a bulk-like free exciton peak is apparent in figure 5.2d, presumably because the smaller etch depth in this sample leaves the 80nm GaAs layer buried. Some CH₄/H₂ etched samples were annealed at 400°C for 5 minutes after removing the HRN resist in an oxygen plasma. Hydrogen is known to passivate shallow acceptors and donors in GaAs but can be removed by annealing. Its effects on radiative recombination are not known but no significant differences between the spectra of annealed and unannealed samples were observed.

The energy dependence of the PL intensity (i.e. the photoluminescence excitation or PLE spectrum) in many of the box arrays was measured and it was found that the luminescence efficiency has a similar variation with energy in both mesas and dots except for a broadening of 2-4meV in the latter. There was no enhancement in the PL efficiency at high excitation energy relative to low energy as reported by Kash et al.⁵. The shape and position of the n=1 heavy hole exciton resonance in the excitation spectrum was not found to vary with detection energy suggesting that the dominant line broadening mechanism is intrinsic to each quantum dot (radiation damage) rather than reflecting size variations between dots. No significant variation in ground state exciton energy with dot size was found within the experimental uncertainty of ±2meV. These observations are consistent with calculations of the bound state energies for 5nm wells in 50nm boxes with ±5nm lateral size variations which give (taking into account the electron-hole interaction⁶ a blue shift in the exciton bound state energy of approximately 3meV and an inhomogeneous broadening of 1meV.

Figures 5.3 and 5.4 show the relative intensity of luminescence from the 5nm and 10nm quantum wells after patterning into dots of lateral extent 40nm-500nm using SiCl₄ and CH₄/H₂ RIE respectively. The relative intensity is the ratio of the integrated intensity of the quantum well luminescence from the dot array (divided by the box filling factor) to that from an adjacent 100μm mesa. Typically the measurements are reproducible to within factors of order 2 or 3. The luminescence efficiency of the mesas was found to be the same as that of large, similarly masked pieces of the starting material. A relative intensity of 1 therefore indicates a luminescence efficiency which scales with the volume of excited quantum well material. Although some data show lower efficiency, possibly because of processing problems, the majority of points for both etching processes do approximately support such a scaling. Possible processing problems include poor mask quality resulting in radiation damage and poor anisotropy in the etching, resulting in over or under cutting leading to a reduction in surface coverage. The results in figures 5.3 and 5.4 were obtained at 5K with excitation at 1.96eV which is above the AlGaAs band gap. Similar results were obtained with excitation below the AlGaAs band gap at 1.65eV.
Table VI Details of patterned GaAs/AlGaAs samples used in obtaining the data of Figures 5.3, 5.4 and 5.5.

<table>
<thead>
<tr>
<th>Figures</th>
<th>Symbol</th>
<th>Mask</th>
<th>Etch Depth (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.3</td>
<td>Triangle</td>
<td>0.12μm HRN</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>Square</td>
<td>0.12μm HRN</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>Circle</td>
<td>25nm NiCr</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>Diamond</td>
<td>0.28μm HRN</td>
<td>0.3</td>
</tr>
<tr>
<td>5.4</td>
<td>Circle</td>
<td>0.28μm HRN</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>Square</td>
<td>25nm Ti</td>
<td>0.1</td>
</tr>
<tr>
<td>5.5</td>
<td>Circle</td>
<td>20nm Ti</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>Square</td>
<td>20nm Ti</td>
<td>0.2</td>
</tr>
</tbody>
</table>
Figure 5.3 Integrated intensity of PL excited at 1.96eV in four SiCl₄ etched GaAs/AlGaAs quantum well samples (as shown by the key) with various pillar diameters relative to that in the control mesas on the same samples. The PL intensities are scaled by the volume of quantum well material excited as discussed in the text. Data from the 5nm quantum well is shown by open symbols and the 10nm well by filled symbols.
**Figure 5.4** Relative Intensity of PL excited at 1.96eV in two CH\textsubscript{4}/H\textsubscript{2} etched in GaAs/AlGaAs quantum well samples as shown by the key. Open symbols refer to 5nm quantum well and filled symbols to 10nm well.
After these results were obtained from dots fabricated by SiCl$_4$ and CH$_4$/H$_2$, passivation of broken bonds at the GaAs surface was suggested as the mechanism enabling efficient luminescence to be obtained from the dots$^7$. For example it was suggested that the Cl layer discussed in Section 3.4.1 could perhaps passivate these states. In order to investigate this possibility dots were fabricated using Argon ion milling. This is a purely physical sputtering process (see Section 3.7) with no chemistry involved and therefore no means of chemical passivation of surface states. The results are shown in figure 5.5a and were obtained using the same excitation conditions as those described for figures 5.3 and 5.4. The relative luminescence efficiencies from these dots are ~1 with a slight decrease of an order of magnitude for the smallest structures. These results therefore show that chemical passivation of surface states is not the mechanism which results in efficient luminescence from the dots. It might have been expected that these structures would have been more severely damaged as it is thought that by increasing the chemical component of a reactive ion etch process reduces the resulting damage and this has been shown in direct sputter etching of broad areas$^8$. As can be seen this is not the case and this suggests that the mechanism of damage to the sidewalls of the pillars is different. This might be expected since they predominately suffer indirect ion bombardment. In figure 5.5b the effect of reducing the angle of incidence of the exciting light on the measured relative intensity of the PL is illustrated.

At first sight the results in figures 5.3, 5.4 and 5.5a indicate that non-radiative surface recombination at the air exposed free surfaces created by patterning is not effective in quenching the luminescence at low temperature. Typical behaviour of the quantum well integrated luminescence intensity with exciting power for an efficiently luminescing array is shown in figure 5.6. A linear dependence is found, characteristic of radiative recombination, down to the lowest powers which could be investigated. Similar behaviour was found for less efficiently emitting arrays. This tends to support the conclusion that centres for non-radiative recombination are ineffective in these samples under typical experimental conditions. The temperature dependence of the integrated PL intensity from the 5nm and 10nm wells in the 60nm diameter CH$_4$/H$_2$ etched pillars is compared with that of the starting material in figure 5.7. The luminescence efficiency of the pillars is seen to decrease relative to that of the starting material with increasing temperature. This behaviour is discussed in Section 5.4.

The most important feature of the data which must be explained is the existence of samples showing high luminescence efficiency at low temperature rather that some also show relative low efficiency. Passivation of surface states has been ruled out as a possible mechanism due to the results from the Argon ion milling experiments. It is therefore worthwhile to consider whether enhancement of the radiative recombination rate or photocarrier generation rate within the pillar or a reduction in the non-radiative recombination, not associated with the free surfaces, could be the responsible mechanism.

It seems unlikely that the radiative recombination rate could be increased because the dots are too large to show clear signs of lateral confinement. A further point to consider is whether the number of carriers created in the wells scales with the volume of the quantum well. This assumption appears reasonable as there is no obvious mechanism leading to significant enhancement of the optical field within the pillars (although the dependence of the PL intensity on the angle of incidence of the exciting light is not fully understood) and diffusion of photoexcited carriers from material between the pillars into the quantum
Figure 5.5 Relative Intensity of PL from GaAs/AlGaAs quantum wells excited at 1.65eV with angles of incidence of (a) 50° and (b) 30° in two Ar ion milled samples, as shown in the key. Open symbols refer to 5nm quantum well and filled symbols to 10nm well.
Figure 5.6  Excitation power dependence at 1.65eV of integrated PL intensity from 10nm well of GaAs/AlGaAs sample fabricated into an array of 60nm dots (filled circles) and a control mesa (open circles) in a sample etched using CH$_4$/H$_2$ with a 0.28μm HRN resist mask.
Figure 5.7  Temperature dependence of integrated luminescence intensity relative to that at 5K in (a) 5nm quantum well of GaAs/AlGaAs sample before processing and (c) after patterning into an array of 60nm pillars by CH\textsubscript{4}/H\textsubscript{2} RIE. Curves (b) and (d) similarly before and after processing for 10nm well.
wells seems to be ruled out by the fact that no quantum well luminescence is observed if excited at energies below that of the well gap. Note similar results were obtained with excitation at energies above and below the barrier band gap so that the mechanism whereby carriers photoexcited in the barriers are transferred into the wells need not concern us. In connection with 'bulk' non-radiative recombination, it should be noted that Kash et al. have observed an enhancement of the luminescence efficiency of quantum wires and dots with dimensions 40-45 nm by an excitation energy dependent factor of up to 50-100 compared with the unpatterned material. It was suggested that patterning might eliminate many non-radiative recombination centres in the quantum wells, thus increasing the luminescence efficiency. A similar argument has previously been used to explain the high luminescence efficiency of quantum wells compared with bulk semiconductors. In the latter case, exciton confinement in the growth direction impedes transport to non-radiative centres. If an enhancement mechanism is operating in these samples, then it must be balanced by increased surface non-radiative recombination. Although this effect cannot be ruled out, such a fortuitous balance seems unlikely and it is believed that these experiments show that surface recombination need not be significant in GaAs/AlGaAs dots at low temperature.

5.4.2 InGaAs/GaAs Quantum Dots

Typical PL spectra of the InGaAs/GaAs sample after processing into a 100 μm mesa and array of 500 nm diameter pillars with 4% surface coverage are shown in figure 5.8. The peaks at 847, 861.5 and 847.5 nm arise from the ground state recombination in the 2.5, 6, and 9.5 nm thick In_{0.11}Ga_{0.89}As quantum wells respectively. In contrast to the GaAs/AlGaAs dots, the relative luminescence intensities in InGaAs/GaAs dots with lateral dimensions of less than 0.5 μm fabricated using both SiCl₄ and CH₄/H₂ RIE were found to be dramatically less than in the starting material or large mesas for excitation both above and below the GaAs bandgap, indicating that surface recombination plays an important role in the latter system. For 500 nm dots, the relative intensities were found to be between 0.1 and 0.01 of that in the 100 μm mesas. The luminescence from the dots with diameters of 300 nm and less was too weak (relative intensity less than 10⁻³) to discriminate against the background GaAs luminescence.

5.4.3 Broad Etched Areas

The results presented in Section 5.3 show that nonradiative surface recombination is not a dominant recombination mechanism in the GaAs/AlGaAs quantum dots and that the process is mainly radiative - shown by the high relative luminescence efficiencies of the dots at low temperatures. This raised the question of whether the surface recombination velocity was the same at room temperature and at 5K, the temperature at which the dots were measured. The following experiment was designed to try and answer this question.

---

In this section the samples were fabricated by Dr S R Andrews, and all calculations on the surface recombination velocity were done by him. The dry etching was done by myself using the same parameters as the dot etching.
Figure 5.8 PL spectra of InGaAs/GaAs samples at 5K excited at 1.49eV (a) 100μm mesa and (b) array of 500nm pillars (pitch 2500nm, etch depth 0.3μm) fabricated using SiCl$_4$ RIE and a 0.28μm thick HRN etch mask.
At the same time as some of the quantum dot arrays, samples from the wafer containing a 0.5µm thick nominally undoped GaAs layer bounded by AlGaAs barriers in such a way as to expose areas of free GaAs surface were also etched. At 5K, the PL spectrum of the GaAs layer was dominated (for power densities as low as 0.01 W cm\(^{-2}\)) by a strong free exciton peak at 1.519 eV in both the as-grown and etched samples, but with peak intensity reduced by a factor of about 100 in the latter. Figure 5.9 shows the temperature dependence of the relative integrated luminescence intensity from buried and exposed regions of a sample prepared by reactive ion etching with SiCl\(_4\). Similar results were obtained using CH\(_4\)/H\(_2\) and also wet chemical etching with H\(_2\)O:H\(_2\)O\(_2\):HCl (12:1:1). Neglecting bulk non-radiative recombination and reabsorption, and assuming that the luminescence intensity is proportional to \(I/I_r\), where \(I=I_r+I_rS/d\), \(I_r\) is the radiative lifetime, \(S\) is the surface recombination velocity and \(d\) is the thickness of the GaAs layer (assumed smaller than the diffusion length) then it is estimated that \(S\approx 10^6\) cm\(^{-1}\) at 5K using a radiative recombination time of 3 ns\(^{10}\). Figure 5.9 suggests that the surface recombination velocity decreases with increasing temperature but since \(I_r\) increases with temperature it is possible that this picture is modified. The temperature dependence suggested by figure 5.9 is however in qualitative accord with phenomenological models of non-radiative recombination which take into account trap occupation factors\(^{11,12}\) and a low value at room temperature is consistent with the data reviewed by Aspnes\(^1\).

Another approach to look at the question of the effects of the surface states is to try and alter the surface after the behaviour of oxygen exposed surfaces has been measured. One way to do this, is to regrow with a layer of a semiconductor and results utilizing this method are presented in Chapter 6. Another way to treat the exposed surfaces is by immersion in NH\(_4\)OH saturated with H\(_2\)S following a brief wetting etch in 1:1:500 H\(_2\)SO\(_4\):H\(_2\)O\(_2\):H\(_2\)O for 5 seconds (etch rate \(\sim 0.5\) nm s\(^{-1}\)). This treatment is reported to lower the surface state density, possibly by the formation of passivating surface Ga-S bonds which inhibit oxidation\(^{13,14}\). As can be seen in figure 5.9 the effect of this surface passivation treatment is to increase the PL intensity in the surface exposed regions by a factor of about 5 at room temperature, although there is little effect at 5K as also found by Skromme \(et\ al\)^{15}. Similar experiments were carried out on several GaAs/AlGaAs and InGaAs/GaAs quantum dot samples. No significant change in luminescence efficiency was found in these structures at 5K, but it is difficult to regard this as confirmation of a low surface recombination rate because of the small effect found in the broad area etched sample at 5K and also because it may be difficult to wet the surface of the dots.

### 5.5 Discussion\(^2\)

With the provisos mentioned in Section 5.4 concerning changes in the bulk non-radiative recombination and coupling of light into the structures, the overall conclusion from this work is that the non-radiative surface recombination rate in GaAs/AlGaAs dots remains small compared with the radiative recombination rate for lateral dimensions down to 40 nm but is relatively large in those InGaAs dots smaller than 500 nm. Taking a typical exciton radiative lifetime of 300 ps for a 5 nm GaAs quantum well at 5K\(^{16}\) then a negligible non-radiative rate in the smallest GaAs/AlGaAs pillars implies

\(^2\) Calculations done in this section by Dr S R Andrews
Figure 5.9 Temperature dependence of ratio of luminescence intensity of GaAs epilayer with top surface bounded by AlGaAs relative to that with oxygen exposed surface revealed by SiCl$_4$ RIE (0.11μm of material removed in 20s) as indicated schematically in inset. Circles (lower curve) show behaviour after attempted passivation with (NH$_4$)$_2$S and squares (upper curve) behaviour before passivation.
that the surface recombination velocity, \( S \), is less than \( 10^4 \text{cm}^{-1} \). This result is different to that obtained by Forchel et al.\(^{17}\) and Maile et al.\(^{18}\) for their \( \text{CCl}_2\text{F}_2/\text{Ar} \) (1:4) RIE and Argon ion milled GaAs/AlGaAs quantum wires. They observed strong luminescence quenching consistent with a value for \( S \) of \( 5 \times 10^5 \text{cm}^{-1} \). This is similar to that observed at the broad etched surfaces and in the InGaAs/GaAs dots where \( S \approx 10^6\text{~}10^7 \text{cm}^{-1} \) at 5K is estimated. Leaving aside the possibility of large surface recombination rates being attributable to excessive lattice damage incurred during etching it is necessary to consider in what ways the recombination kinetics in a quantum dot could be different to that in a large crystal.

Carrier transport in quantum wells is very different to that in the bulk. Not only are excitons localised perpendicular to the layers (which increases the radiative recombination rate compared with the bulk\(^{19}\)) but also the lateral potential fluctuations associated with local variations in well width (or impurities) which inhomogeneously broaden the exciton transitions can also laterally localise excitons\(^{20}\) (see Section 4.4.1). Exciton diffusion coefficients\(^{20,21}\) at 5K can consequently be very small (<1cm\(^2\text{s}^{-1}\)) with small associated diffusion lengths (typically <100nm). In unpatterned quantum wells at low temperatures, hot photoexcited carriers rapidly form excitons and lose energy by phonon emission until within a few meV of the bottom of the band when excitons generally relax into localised states where further thermalisation within the exciton lifetime is inhibited\(^{22}\). In quantum dots, localisation competes with further thermalisation to, and trapping at, mid-gap surface states. It is suggested that localisation may successfully compete in these GaAs/AlGaAs dots where there are fairly large potential fluctuations (of order 4meV in the 5nm well as inferred from the Stokes shift between emission (PL) and absorption (PLE). In the InGaAs/GaAs dots, the lateral potential variations appear to be much smaller with, for example, Stokes shifts of less than 0.2meV in the 2.5nm well so that localisation might compete less successfully. Note that it must be supposed that the localisation sites are distributed on length scales of order or smaller than the smallest pillar diameters so that, if lateral disorder arising from well width fluctuations or other defects is responsible, then it must be relatively short range compared with the exciton diameter. An extreme case of the localisation proposed above would be that due to radiation induced mixing of well and barrier at the surface of the dots. The latter mechanism seems unlikely in view of the similar results obtained with a variety of etching methods.

Another possibility is that excitons are laterally localised in the GaAs/AlGaAs dots as a result of relief of the mismatch strain (~0.04\%) in the AlGaAs barrier layers caused by removing the surrounding material\(^{23}\). If the strain is inhomogeneous in the pillars, in particular if it is greatest at the side walls, then a strain induced lateral confining potential of the order of a few meV seems possible. Although the lattice mismatch is larger in the InGaAs/GaAs system (0.8\%) it is expected that the strain relaxation will have a similar effect because the relatively thick barriers are lattice matched to the substrate resulting in a similar stored strain energy. In either system it is difficult to predict the effect of strain on the lateral potential variation in the dots. Another possibility is that differential contraction between mask and semiconductor might impose significant strain on cooling. This possibility was investigated by measuring the luminescence efficiency of GaAs/AlGaAs dots etched using \( \text{CH}_4/\text{H}_2 \) in which the HRN mask was subsequently removed in an oxygen plasma. No significant differences were found between the luminescence efficiency of samples cooled with and without HRN masks in place or between HRN and metal masked samples. This tends to suggest that strain effects associated with the
masks are not sufficiently large to influence these results.

If surface recombination in the patterned GaAs/AlGaAs structures is inhibited by lateral exciton localisation then a change in luminescence efficiency with increasing temperature as carriers thermally activate into delocalised states and then thermalise to mid-gap surface traps might be observed. In both the dots and starting material there is a decrease in luminescence with increasing temperature (figure 5.7) as the radiative recombination rate decreases relative to the non-radiative rate. In the starting material this effect is due partly to a thermally activated increase in diffusion length leading to an increase in bulk non-radiative recombination and partly to an increase in exciton lifetime because of the effects of acoustic phonon scattering on the coherence volume of the wavefunction. What is significant is that the luminescence intensity in the quantum dots falls faster than that in the starting material for temperatures above 10-20K, indicating a higher non-radiative recombination rate in the dots than in the starting material at these temperatures. This behaviour could be attributed to the existence of a thermally activated non-radiative decay channel at the dot free surfaces. The integrated luminescence intensity of the quantum wells in the InGaAs/GaAs starting material showed similar behaviour to that in GaAs/AlGaAs, whilst in the smallest InGaAs/GaAs patterned structures for which luminescence could be observed it was approximately independent of temperature between 5K and 100K. These observations are consistent with the conjecture that surface recombination can be thermally activated in the GaAs/AlGaAs dots but is already activated in the InGaAs/GaAs dots at 5K.

5.6 Summary

To summarise, the dominant recombination mechanism for photoexcited carriers in sub-micron lattice matched MBE grown GaAs/AlGaAs quantum dots was found to be radiative at temperatures below 20K for lateral dimensions as small as 40nm. In contrast, the dominant recombination mechanism in the sub-micron strained layer InGaAs/GaAs quantum dot system at low temperatures was found to be non-radiative. It is suggested that non-radiative surface recombination is inhibited by the existence of lateral potential barriers in the GaAs/AlGaAs dots but not in the InGaAs/GaAs dots. The origin of such potentials is unclear. Two possibilities have been suggested: disorder in the plane of the well (with surface disordering as an extreme case) and strain. Of these models, that involving lateral potential fluctuations intrinsic to the quantum wells is possibly consistent with surface recombination being more important in InGaAs/GaAs dots. On the basis of this model it is possible that measurements of luminescence efficiency made on samples in the same material system but grown under different conditions (giving rise to different interface morphology) might show different behaviour with decreasing lateral dimensions and this possibility is investigated in the following Chapter.
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Chapter 6

Photoluminescence Studies of Overgrown GaAs/AlGaAs Quantum Dots and Wires

6.1 Introduction

Recently it has been suggested that substantial improvements to semiconductor laser operation can be made by confining the carriers in two or three dimensions, as in a quantum dot or wire laser (see Section 1.4.3 and references 34-40 in Chapter 1). One method of achieving this is to pattern the quantum structures by electron beam lithography and reactive ion etching and then overgrow by MOCVD. The first step towards fabrication is therefore to investigate the optical behaviour of the buried quantum dots and it is this process which will be investigated in this Chapter.

6.2 Experimental Details

The aim of these experiments was to investigate the optical behaviour of quantum dots and wires before and after overgrowth with a layer of Al$_{0.4}$Ga$_{0.6}$As. The overgrown layer (or overlayer) is always grown by MOCVD but the starting material is grown by either MBE or MOCVD. All MOCVD growth was performed in an atmospheric pressure horizontal reactor equipped with a vent run manifold. The growth was carried out Dr R Glew of STC Technology, Harlow. The sample substrates and the overgrowth layer were grown at 750°C. The Al concentration was increased to 40% in the overgrowth layer as

a) it makes it possible to differentiate between the signal obtained from the 30% AlGaAs in the barriers and the 40% AlGaAs in the overgrown layer

b) 40% AlGaAs emits at about 625nm and it is therefore possible to use a HeNe laser with a laser line at 633nm to excite the barriers and not the overgrown layer. This is desirable as the overgrown layer could contribute to the overall efficiency of emission if the excitons in this layer were excited.
The MBE grown samples were supplied either by T Kerr of GEC Hirst Research Centre, Wembley or by the MBE Group at Glasgow University. The sample from GEC was grown in a VG V80H MBE system at 700°C and the Glasgow material was grown using a Varian Modular Gen II MBE machine at 700°C.

Patterning was performed using the process described in Chapter 2, Sections 2.4 to 2.7. A negative resist (HRN) was used throughout as this could be removed before regrowth by oxygen plasma etching as described in Chapter 3, Section 3.8. This is necessary because if the mask is not removed problems with the regrowth layer above the dots and wires could result. For example it could be non-crystalline or heavily contaminated with carbon residue. The free standing dots were defined by reactive ion etching with either silicon tetrachloride or methane hydrogen (see Chapter 3, Table I for parameters).

Low temperature photoluminescence spectra were obtained using the set-up described in Chapter 4. Various laser lines were used to excite the samples and these will be detailed with the results.

6.3 Comparison of MOCVD QDs etched using SiCl₄ or CH₄/H₂ before and after regrowth

Early results by Cheung et al.¹ had suggested that CH₄/H₂ produced less damage than SiCl₄ etching. However it was not known which etch would be most successful when regrowth was also done. Perhaps one etch would introduce more impurities than the other. It was therefore felt necessary to compare the photoluminescence from quantum dots etched using either of the gases both before and after regrowth to see which etch was most compatible with the regrowth process.

6.3.1 Sample Details

The starting material consists of a single 10nm quantum well in Ga₀.₇Al₀.₃As grown by MOCVD, 50nm from the surface on an n⁺ substrate.

Several dot sizes were investigated - nominally 70, 110, and 350nm diameter dots in 100μm² arrays with a separation between the dots of 300, 500 and 1000nm respectively (figure 6.1). The smaller dots were circular but the larger dots square. Two identical samples were fabricated but different gases - SiCl₄ and CH₄/H₂ were used in the reactive ion etching. The SiCl₄ etched dots were three times deeper (300nm) than those etched in CH₄/H₂. Beside each 100μm² array of dots was a 100μm² unpatterned mesa to provide a control. Complete coverage of the dots was achieved by overgrowing by MOCVD with 0.2 μm of Ga₀.₆Al₀.₄As and a 40nm GaAs cap (figure 6.2).

Low temperature photoluminescence measurements were taken at 60K using the large bore optical cryostat described in Chapter 4 and the excitation source was a 633nm line of a Helium Neon (HeNe) laser. The typical spectral resolution was 1nm. A temperature of 60K was used as the large bore optical cryostat would not at this time maintain a temperature of 5K due to a leak.
Figure 6.1 SEM micrographs 350nm diameter quantum dots after RIE with a) SiCl$_4$ and CH$_4$/H$_2$.

Figure 6.2 SEM micrographs 350nm diameter quantum dots after regrowth with 0.2μm of Al$_{0.4}$Ga$_{0.6}$As on a) SiCl$_4$ and CH$_4$/H$_2$.
6.3.2 Results and Discussion

Prior to regrowth, quantum well (QW) emission was obtained only from the mesas on each sample. It is expected that a significant contribution to the PL intensity will come from the photoexcited carriers excited in the Ga$_{0.7}$Al$_{0.3}$As barriers which then recombine in the GaAs well. After regrowth over the SiCl$_4$ etched QDs, QW emission was recovered in the 350nm dots and remained in the mesas but in the CH$_4$/H$_2$ etched dots and mesas no quantum well emission was obtained.

The photoluminescence spectra for the SiCl$_4$ etched sample are shown in figures 6.3 and 6.4. In figure 6.3 spectrum A is the QW emission from the mesa before regrowth and spectrum B after. The emission has shifted approximately 3nm to higher energies and the intensity has decreased by a factor of about 7 after regrowth. In figure 6.4 spectra C and D are the QW emissions from the 350nm QDs before and after regrowth. Spectrum E corresponds to the adjacent mesa. Both the 350nm QDs and the 100μm$^2$ mesa show an emission peak at 796nm thus the QW emission from the dots has been recovered. The luminescence efficiency scales approximately with the volume of QW material remaining in the dots relative to that of the overgrown mesa.

From these initial results it was suggested that the reduction in the integrated PL intensity from the mesas after regrowth could have been due to nonradiative traps present in the regrown interface. However the reduction could also have been due to differences in the alignment of the PL system when the two measurements were taken. It was further suggested that the shift in PL emission wavelength could have been due to vertical diffusion of the aluminium into the QW on regrowth and this will be discussed further in Section 6.11. It was not clear why emission was not obtained from either set of dots before regrowth as luminescence was being readily obtained from MBE dots etched using either SiCl$_4$ or CH$_4$/H$_2$ (see Chapter 5) and why only the SiCl$_4$ etched dots recovered their luminescence after regrowth. Several explanations were put forward to try and account for the before regrowth behaviour. For example it was suggested that perhaps emission recovered after regrowth due to the annealing out of sidewall damage at the regrowth temperature. It may only be seen in the larger dots as:

a) RIE could completely destroy the QW in the smaller dots whereas the greater volume of material in the larger dots would be able to recover sufficiently on annealing to give a measurable signal
b) the effect could occur in the smaller dots but the signal is too weak compared to the background
c) on regrowth the aluminium can diffuse completely through the smaller quantum dots destroying any structure in the material.

Later measurements however both my S R Andrews$^3$ and myself$^4$ showed that the luminescence efficiency of the QDs is reduced with increasing temperature (see figure 5.7). As these measurements were taken before regrowth at 60K, it is likely that the signal was so small that it could not be measured with the alignment system used. No mechanism could be found to explain the results from the CH$_4$/H$_2$ etched dots and this will be discussed further in Section 6.10.
Figure 6.3 Quantum well photoluminescence emission from SiCl$_4$ etched mesa (A) before and (B) after regrowth.
Figure 6.4  Quantum well Photoluminescence emission from the SiCl$_4$ etched 350nm dots before regrowth (C), after regrowth (D) and from the corresponding mesa (E).
The most uniform planar regrowth seems to have been on the CH\textsubscript{4}/H\textsubscript{2} etched sample (see figure 6.2). However in this case, this is most likely to be a depth effect because the CH\textsubscript{4}/H\textsubscript{2} etched dots are only one third as deep as those etched by SiCl\textsubscript{4}. In a previous experiment where the regrown layer on 350nm SiCl\textsubscript{4} etched dots was thicker, the overgrown profile of the dots was almost identical to that of the shallower overgrown CH\textsubscript{4}/H\textsubscript{2} etched dots reported here\textsuperscript{5}. It was also found that an increase in growth time resulted in planarisation of the surface because the growth between the dots is faster than the growth on the dots. For fabrication of a quantum dot laser this is important for the regrowth of the remaining laser structure.

6.3.3 Summary

These initial results were the first report\textsuperscript{6} showing that it was possible to regrow AlGaAs over quantum dots defined by electron beam lithography and RIE with SiCl\textsubscript{4} and CH\textsubscript{4}/H\textsubscript{2}. It was not clear why the CH\textsubscript{4}/H\textsubscript{2} etched dots showed no Photoluminescence. It is most likely to be due to lack of sensitivity in the measuring equipment that no signal was found. At 60K Photoluminescence emission was recovered in the overgrown QDs etched by SiCl\textsubscript{4} and the intensity scales with the volume of material remaining after patterning. It was thought that the difference in behaviour lay in the starting material and not in the experimental technique and therefore the next step seemed to be to attempt the overgrowth of dots fabricated in MBE material.

6.4 Overgrown MBE Quantum Dots

6.4.1 Sample Details

The starting material, grown using MBE by T Kerr at GEC, consisted of 11.5, 5.7, 2.8 and 1.4nm undoped GaAs wells bounded by 20nm thick Al\textsubscript{0.3}Ga\textsubscript{0.7}As barriers (apart from the 1.4nm well top AlGaAs barrier which is 100nm thick) grown in that order on a n\textsuperscript{+} GaAs substrate with an intervening undoped GaAs buffer layer and a 1.4nm GaAs cap. Only results for the 1.4nm QW will be presented. This material was not of ideal design for a QD experiment but was used while new material was being grown. The free standing dots were defined by reactive ion etching with SiCl\textsubscript{4}.

Several dot sizes were investigated - nominally 70, 110, and 300nm diameter dots in 100\textmu m x 100\textmu m arrays with a separation between the dots of approximately five times the dot diameter. Beside each array of dots was a 100\textmu m x 100\textmu m unpatterned mesa to provide a control. The dots were then overgrown with 0.6\textmu m of Al\textsubscript{0.4}Ga\textsubscript{0.6}As, both with a 40nm GaAs cap (figure 6.5). Low temperature (2.2K) measurements were obtained using the set-up described in Section 6.3. as the large bore optical cryostat could now be operated using superfluid helium.

6.4.2 Results and Discussion

Before overgrowth the mesas and all dot sizes down to 75nm diameter luminesced. It is expected that a significant contribution to the PL intensity will come from the photoexcited carriers excited in the
Figure 6.5 SEMs of MBE 300nm diameter dots a) after RIE b) after regrowth.
Ga$_{0.7}$A$_{0.3}$As barriers which then recombine in the GaAs well. In this sample the QW emission remained in the mesas and the 300nm QDs but was lost in the smaller 75nm and 110nm diameter dots after regrowth.

Figure 6.6 shows the QW emission from the largest QDs and corresponding mesa patterned in the MBE (Spectra A and B) starting material respectively before (solid line) and after (dashed line) overgrowth. Spectra A and B show that the dot and corresponding mesa emission are both at 697.5nm and after regrowth the dot and mesa emission have both shifted, 10nm and 7.5nm respectively, to higher energy. Three out of four mesas measured showed a significant shift of between 6 and 8nm with only one shifting less than 2nm.

The integrated luminescence intensity of the dots relative to that of the mesas scales with the volume of material excited before and after regrowth but the overall intensity is reduced by up to an order of magnitude after regrowth for both the mesas and the dots.

6.5 Comparison of MOCVD and MBE QDs

The shift seen in the emission from both the MOCVD and MBE mesas and dots, both etched using SiCl$_4$, could be due to the vertical diffusion of aluminium into the wells perhaps enhanced by impurity diffusion at the regrowth temperature of 750°C. The observation of larger energy shifts in the MBE mesa emissions compared to that in the MOCVD sample could be a result of the longer exposure to the 750°C regrowth temperature. The overgrowth layer was 3 times thicker on the MBE sample than on the MOCVD as the MBE dots were 0.6μm high whereas the MOCVD dots were 0.2μm high.

When Photoluminescence spectra were measured at 2.2K QW emission was obtained before regrowth from QDs down to 75nm in diameter fabricated in MBE material. After regrowth only the larger 300nm diameter dots luminesce. QDs fabricated in MOCVD material only luminesce after regrowth when the measurements are taken at 60K and then only in the larger 350nm diameter dots. In both cases the intensity scales with the volume of material remaining. In both cases no quantum well emission is obtained from the smaller dots after regrowth possibly due to the complete lateral diffusion of aluminium through the wells. This effect may be enhanced by any impurities on the sidewalls introduced by the RIE step which could then diffuse into the wells on regrowth.

6.6 Experiments to answer questions raised in Sections 6.3 and 6.4

These preliminary results created many unanswered questions. Later results$^3$,$^4$ showed that the difference in luminescence efficiency found in dots fabricated in MOCVD and MBE material could be ascribed to the temperature at which the QDs were measured. However the shifts of the PL peak position after regrowth had not been explained. It had been suggested that these shifts could be due to vertical diffusion of aluminium in the wells$^2$, diffusion of impurities introduced by RIE or even lateral diffusion of Al from the overgrown layer. This effect was seen in both the MOCVD and MBE etched dots. It was also suggested that the shift could be due to strain on the quantum dot pillars due to the
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Figure 6.6 Quantum well emission from the mesa (A) and the 300nm dots (B) patterned in MBE starting material before regrowth (solid line) and after regrowth (dashed line).
overgrown layer. There are two ways this question could be answered.

1) If the PLE spectrum from the dots was measured the energy difference between the heavy hole and light hole exciton would change after regrowth if strain was the cause of the shift in the peak position of the PL spectrum.

2) The second method (and the one used here as PLE was not available in Glasgow) which would enable an investigation of the actual cause of the PL shift is to measure QDs before regrowth and then subject them to different regrowth temperature cycles in an arsenic atmosphere (as at 750°C, the regrowth temperature, As would evaporate from the surface unless an arsenic atmosphere is used). If a shift was still seen then strain and lateral migration of Al from the growth of the AlGaAs overlayer could also be ruled out.

The effect of dry etch impurities could also be investigated by comparing the effects of this procedure on QDs fabricated by RIE in SiCl₄ and CH₄/H₂.

In Chapter 5 it was found that the relative integrated PL intensity from dots decreased with increasing temperature at a rate faster than the mesas. This was explained by suggesting that at 5K, the excitons were localized in low energy well areas and the predominant recombination mechanism was radiative. As the temperature was increased the excitons were able to diffuse to nonradiative sites, the majority of which were thought to be on the surface of the dot. This is because GaAs has a high surface recombination velocity and when QWs are patterned into quantum structures it is thought that this nonradiative recombination will be the dominate recombination mechanism as the ratio of surface area to unit volume has been greatly increased by the patterning (see Chapter 5, Section 5.2). Therefore to prove if the regrowth layer affected the surface states by removing nonradiative sites for the excitons and allowing luminescence to be seen at higher temperatures, it was necessary to investigate the temperature dependence of the photoluminescence from a range of sizes of quantum dots (QDs) and wires (QWWs).

It has been suggested that MOCVD material is in some way incompatible with CH₄/H₂ etching and in order to investigate this fully QDs should be fabricated on MOCVD material and then etched using this gas and the PL spectra from dots taken both before and after regrowth.

Finally results by other authors (Chapter 1 references 22 & 26) had showed that at submicron dimensions the luminescence efficiency of GaAs/AlGaAs quantum wires decreases with wire width and is 4 orders of magnitude smaller in wires ~100nm wide. The results presented in Sections 6.3 and 6.4 showed that submicron QDs could luminesce as efficiently as the control mesas and at worst showed an order of magnitude drop. These results were backed up by the collaboration with Dr S R Andrews and the results presented in Chapter 5. It was therefore decided to fabricate quantum dots and wires down to submicron dimensions on the same sample and thus enable a direct comparison of the luminescence efficiency of 0 and 1 DOF structures subjected to identical fabrication and measurement techniques.
6.7 Photoluminescence obtained from MOCVD quantum dots and wires before and after overgrowth

6.7.1 Material Design

In order carry out the experiments outlined in Section 6.6, material was designed consisting of 10nm, 7nm and 4nm undoped GaAs quantum wells bounded by 20nm thick Al$_{0.3}$Ga$_{0.7}$As grown in that order on an $n^+$ substrate with an intervening undoped GaAs buffer layer. There was no capping layer so that when the AlGaAs overlayer was grown a new QW was not formed at the interface. The top well was designed to be 4nm thick as this is within the capabilities of the MOCVD growth process. Several wells at different depths were included as this would enable some measure of the effect of the fabrication processes, if for example the top well was affected more by the RIE step or the temperature gradient at the regrowth step which might occur along the length of the pillar. The wells are grown in order of decreasing well width because if the order was reversed the light emitted from the thinner wells would be absorbed in the thicker wells. The QW emission from the 4nm and 7nm wells is also sufficiently higher in energy than the GaAs substrate emission that it should remain well resolved in the quantum structures. The 10nm well was included to ensure the quality of the upper 2 wells by gettering many of the impurities. This material design was grown by MOCVD.

6.7.2 Quality of MOCVD quantum well material

The three main factors to assess in the starting material are the homogeneity of the well width over the sample area and the linewidth and intensity of the PL signatures from the wells. It is extremely important that the as-grown material has a uniform quantum well thickness over the entire sample area. This is important for three reasons.

1) If quantum confinement is achieved one way to measure it is by a systematic blue shift in exciton emission wavelength with decreasing dot size. If there is already a shift in PL peak position due to variations in well thickness across the sample then confinement would be impossible to prove.

2) The luminescence efficiency will be different depending on the thickness of the well. For example a small dot with a thicker quantum well has a larger volume of material to be excited than a control mesa where the well is thinner. This could give false results on the luminescence efficiency of the quantum structures as luminescence efficiency is being compared from different volumes of material.

3) If shifts in the peak PL position are already present across a sample before regrowth it will be impossible to draw consistent conclusions on the reasons for any shifts which may occur after regrowth.

Figure 6.7 shows the PL spectra obtained from the QWs at 5K. The PL peak emission at 748, 790.5 and 809.5nm (1.66, 1.57 and 1.53eV) corresponds to the quantum confined $n=1$ electron to $n=1$ heavy hole transition in the 4, 7 and 10nm quantum wells respectively and the linewidths of these wells were
Figure 6.7 PL spectra excited at 2.54eV at 5K from the 4, 7, and 10nm quantum wells. Also shown is the PL from the GaAs substrate and carbon impurity.
found to be 12, 7.5meV and 8meV respectively. The emission at 818.5nm corresponds to the bulk GaAs bound exciton transition and at 831nm to the donor acceptor carbon impurity transition in the bulk GaAs. The homogeneity of the MOCVD sample was excellent. The linewidth of the MOCVD material shows that the interfaces are not as abrupt or smooth as those obtained in the MBE sample described in Chapter 5, Section 5.2. The well thicknesses quoted above are based on the growth rates in the MOCVD chamber and have not been checked by TEM analysis. Ehlers et al\(^7\) have calculated the expected emission for GaAs QWs with Ga\(_{0.7}\)Al\(_{0.3}\)As barriers at 15K and the results are depicted in Figure 6.8. Comparing the emission obtained from these QWs on this graph gives well thicknesses of 3.8, 8.9 and 18nm respectively. The thinnest well is in excellent agreement with the expected thicknesses from growth times but the two thicker wells are clearly wider than expected from the growth times. There will be a slight difference in emission energy between 5 and 15K but it is worth comparing the values to give an indication as to how close to the desired values the well widths are. Hegarty and Sturge\(^8\) have also performed this calculation and the results are shown in Figure 6.9. This gives well widths of 3.2, 7.2 and 16nm respectively which are clearly in better agreement with the expected values. However throughout this chapter, the three wells will be referred by their specified widths of 4, 7 and 10nm as no absolute measure of the well width has been made. Also shown in Figure 6.9 is the calculated inhomogeneous linewidth at 5K for a layer fluctuation of one atomic spacing. This gives linewidths of 8, 3.5 and 1.5meV respectively. Tanaka et al\(^9\) have shown that the factors which determine the PL linewidths are broadening by thermal excitation \(\Gamma_{th}\), interface roughness \(\Gamma_{rough}\), impurities inside the quantum wells \(\Gamma_{well\ imp}\), and impurities at the interface and in the barrier regions \(\Gamma_{int\ imp}\). In the simple case

\[
\Gamma(L_z,T) = \Gamma_{th}(T) + \Gamma_{rough}(L_z) + \Gamma_{well\ imp} + \Gamma_{int\ imp}(L_z)
\]

where \(L_z\) is the thickness of the quantum well, and \(\Gamma_{rough}\) is proportional to \(\Delta L_z/L_z^3\) where \(\Delta L_z\) is the size of the well width fluctuations and \(\Gamma_{int\ imp}\) also depends on \(L_z\). At low temperatures (<10K) the thermal broadening should be negligible. The broadening due to interface roughness is negligibly small for wide QWs ~15nm in contrast to narrow QWs ~4nm where all factors except thermal broadening are important at 5K. As these linewidths calculated by Hegarty and Sturge\(^8\) are considerably smaller than the measured values at 5K, this suggests that impurity broadening is significant in all three wells or that well width fluctuations are greater than one monolayer.

While 5K PL measurements give a worthwhile indication of the quality of the sample they are not a reliable method of estimating well width fluctuations as at these temperatures the exciton may be localized at well areas of lower energy thus giving rise to sharper linewidths. As the temperature is raised the excitons become delocalized and the linewidth increases by more than kT as the exciton then samples an average of the well width fluctuations. This localization of the exciton in lower energy sites can also result in the PL emission wavelength changing as the temperature increases as the narrower well regions become populated and hence the wavelength decreases or shifts "blue". This behaviour is showed clearly in Section 6.9 Figures 6.18-6.21.
Figure 6.8 15K Photoluminescence peak emission wavelength plotted against well width of the GaAs quantum well Ga$_{0.7}$Al$_{0.3}$As. (After Ehlers et al$^7$)

Figure 6.9 Solid line, energy $E_x$ of the heavy-hole exciton in GaAs/Al$_x$Ga$_{1-x}$As quantum wells as a function of GaAs layer width, for $x=0.3$. Dashed line, inhomogeneous linewidth resulting from layer-width fluctuations of a monolayer. (After Hegarty and Sturge$^8$)
In summary the material consists of three wells nominally 4, 7 and 10nm thick with linewidths of 12, 7.5 and 8meV respectively. In all three wells impurities in the well and interface and well width fluctuations contribute significantly to PL linewidth broadening. Only the 4nm and 7nm well will be characterized in the quantum dots and wires but the effects of the etching and overgrowth on the whole material structure will also be discussed.

6.8 Sample Design

Three different samples were fabricated to enable the experiments described in Section 6.6 to be carried out. The sample designed to enable the comparison of the behaviour of quantum dots and wires 1) at 5K 2) with increasing temperature both before and after regrowth consists of 16 areas half of which are control mesas. These are exposed the length of the sample to enable direct comparison of the mesa and quantum structure exciton emission peak positions. Wet etched alignment marks (Chapter 2, Section 2.7) are used so they cannot contribute to the overall signal intensity. Four dot sizes, 75, 100 300 and 550nm with pitches approximately 5 times the dot diameter, are exposed in square areas 200x190μm on edge. The volume of material remaining in the dot areas is between 3 and 4% compared to the 200μm² mesas, exposed beside these dot areas. The dots are deliberately not exposed in order of size. This is necessary because if gradients in well width do exist across the sample systematic shifts in peak position with dot size could occur. This could lead to erroneous conclusions or difficulty in confirming any resulting shifts due to confinement or regrowth. Four wire sizes 80, 150 250 and 500nm are exposed again not in order of size. The wire arrays are 100x76μm in size and the filling factor is between 25 and 38%. Mesas 100μm on edge are also exposed next to the wire arrays. The dots and wires were exposed using HRN resist and etched to a depth of 0.2μm using SiCl₄.

The sample designed to investigate the behaviour of quantum dots etched in MOCVD material using CH₄/H₂ both before and after regrowth consisted of three dot sizes 80, 100 and 250nm in 200x190μm arrays with their corresponding 200μm² mesas. The dots were etched to a depth of 0.1μm.

Finally the sample used to investigate the effects of temperature cycling in an arsenic atmosphere on the PL peak positions of both dots and mesas consisted of 100, 300 and 500nm dots in 200x190μm arrays and their corresponding mesas etched using SiCl₄ to a depth of 0.2μm. After characterization at 5K the sample was halved, and one half subjected to a longer temperature cycle than the other. When overgrowth is carried out the sample is first gradually warmed up to the growth temperature of 750°C, growth then takes place and the sample is then cooled down. One sample was subjected to the warm up, cool down portion of the cycle (12 min and 47sec) and the other to the whole cycle - warm up, growth period, cool down - (19min 41 sec). In both cases an arsenic overpressure was used to stop out gassing of the arsenic from the sample. To act as a control a piece of completely unprocessed material from the same wafer was also subjected to the temperature cycle in each case. This control material had also been halved to leave a final unprocessed control sample.
6.9 Photoluminescence of SiCl\textsubscript{4} etched dots and wires from 5 to 200K

6.9.1 Experimental Results before regrowth

This sample was characterized using the experimental setup described in Chapter 4 with the continuous flow cryostat that enabled accurate control of temperature and the 90° scattering geometry that enabled accurate focusing of the exciting laser line. The 488nm line of an Argon ion laser was used as the excitation source. The input power was varied using neutral density filters. This value was chosen as this line had a large power range with a maximum of several watts. At this time the only other laser available was a HeNe laser with a maximum output power of 17meV and after filtering using the prism monochromator the maximum power available to pump the quantum structures was only 5.5mW. To enable emission to be obtained from the smallest dots and wires a pump power greater than 5.5mW was needed so the 488nm line was used. This excitation energy of 2.54eV excited both the AlGaAs barriers and the GaAs wells. Therefore excitons created in the AlGaAs dropped into the well before recombining and this would increase the strength of the signal obtained from the dots and wires. However relative values, for example to a mesa or to the 5K emission, are always used to normalize the data.

Figure 6.10 and 6.11 shows representative PL spectra from the 75nm diameter quantum dots and 80nm wide wires respectively measured at 5K. Only the 4nm and 7nm well emission is shown. A representative mesa is included in figure 6.10. Figure 6.12 shows the broadening of the PL spectra measured at 5K for dots and wires in both the 4nm and 7nm QW compared to the corresponding mesa exposed beside the array of wires or dots. A broadening of 0meV therefore shows that the PL linewidth of the quantum structure has not increased over the mesa. The control mesas on the patterned samples showed similar spectra to the starting material, but with exciton peaks typically broadened by ~3-4meV. It is obvious from figure 6.12 that the wires are more sensitive to the effects of processing. In the 4nm QW the broadening is more or less consistent over the whole dot diameter range (1-2meV) with minimum broadening in the largest dot diameter. In the wires however the linewidth variation is much more random. In the 7nm QW the broadening is consistently worse in the wires and is most severe in the smallest 80nm wires but 550nm diameter dots show the severest broadening in the 0D structures. The broadening found in the dots is consistent with the results reported in Chapter 5 although the mesa broadening is more severe compared to as-grown material. After etching, shifts in exciton emission from the 4nm QW are obtained in the dots and wires relative to its corresponding mesa. The 75 and 100nm dots shift red by 2meV, the 250nm dots blue by 2meV and the 550nm dots blue by 13meV. However all the wires consistently shift blue with the smallest shift of 2meV obtained in the smallest wires and the largest shift of 8meV in the 150nm wires. The exciton emission from the 7nm well showed no shifts in either the dots or the wires. These shifts and linewidth broadening are probably due radiation damage caused by the etching. The fact that the broadening and shifting is worse in the upper well is consistent with this conclusion, as this well is subjected to the effects of the RIE for longer compared to the lower well. The lower well is also protected by another AlGaAs barrier layer and the 4nm well above, whereas the 4nm well is only protected by one AlGaAs barrier and the HRN mask. The broadening in this sample due to etching may be more severe than that reported in Chapter 5.
Figure 6.10 Representative PL spectra from a) 200μm² mesa and b) 75nm diameter dots excited at 2.54eV at 5K.

Figure 6.11 Representative PL spectra from 80nm wide wires excited at 2.54eV at 5K.
Figure 6.12 Linewidth broadening compared to the corresponding mesa of the PL spectra excited at 2.54eV at 5K from a) 4nm QW and b) 7nm QW both dots and wires.
as the 4nm QW is only 20nm from the surface whereas in the material used in Chapter 5 the 5nm QW was 34nm from the surface.

Figure 6.13a and 6.13b shows the relative intensity of luminescence from the 4nm and 7nm quantum wells respectively after patterning into dots and wires. As in Chapter 5 the relative intensity is the ratio of the integrated intensity of the quantum well luminescence from the dot or wire array (divided by the filling factor) to that from an adjacent control mesa. A relative efficiency of 1 therefore indicates a luminescence efficiency which scales with the volume of excited quantum well material. The luminescence efficiency from the dots in both wells scales approximately with the volume of material excited, with the largest reduction of one order of magnitude found in the 75 and 100nm dots in the 4nm well. In the wires however the relative intensities decrease as the wire width is reduced, by 4 orders of magnitude in the smallest structures. This is a surprising result as the behaviour of the dots and wires is quite different. This difference will be discussed in Section 6.9.3.

Figure 6.14 - 6.17 show the variation of the relative intensity of the structures to their own integrated luminescence intensity at 5K (not to the mesa) as the temperature is increased. A relative efficiency of 1 therefore indicates a luminescence efficiency equal to the 5K exciton emission. Figure 6.14 shows the variation in a mesa and the four dot sizes in the 4nm QW. In the 300 and 550nm dots the luminescence efficiency drops to ~0.1 at 100K. In the smaller structures however the luminescence efficiency is much better with the 75nm dots still luminescing (albeit with an efficiency less than 0.1) at 200K. Figure 6.15 shows the variation in a mesa and the four wire sizes in the 4nm QW. Both mesas show a similar variation of PL efficiency with temperature. The larger wires (250 and 500nm) however lose their luminescence at a much lower temperature than the larger dots - the 250nm wires at 30K and the 500nm wires at 50K. In the 75 and 150nm wires the luminescence efficiency is better than the larger wires but not as high as the dots with both wire sizes losing luminescence at 130K. In the 7nm QW the temperature dependence was very similar with the smaller structures luminescing to higher temperatures than the larger as is shown in figures 6.16 and 6.17 respectively. However there was a rising background due to the GaAs which swamped the signal from the quantum structures at ~120K. This background luminescence may have contributed significantly to the luminescence in the lower well with increasing temperature so it is difficult to draw any conclusions from this result above 50K.

Figures 6.18 and 6.19 show the exciton wavelength emission shift with temperature for the 4nm well in the dots and wires respectively as well as a comparison mesa. From figure 6.18 it can be seen that there is a slight blue shift of 1nm in the mesa and the largest dots as the temperature is increased to 50K and the emission energy then follows the GaAs bandedge. In the 75nm and 100nm dots the shift is much larger and the exciton energy follows that of the mesa only from 100K upwards. Figure 6.19 shows the shifts for the wires. Again a slight shift of 1-2nm is seen in the control mesa and an enhanced shift in the smallest wires but the 150nm wires follow the GaAs bandedge. In the 7nm well no shifts were obtained in either the dots or wires. Figure 6.20 shows a comparison of the shifts obtained in the two control mesas (a) and the 75nm dots and the 80nm wires (b). It can be seen that the dots shift blue by ~0.5nm more than the 80nm wires. Overall the shifts are very similar.
Figure 6.13 Relative integrated luminescence intensity excited at 2.54eV from GaAs/AlGaAs quantum dots and wires etched using SiCl4 from a) 4nm quantum well and b) 7nm quantum well.
Figure 6.14 Temperature dependence of the integrated luminescence intensity relative to that at 5K from the 4nm QW in a) a 200\(\mu\)m\(^2\) mesa b) 300 and 550nm diameter dots and c) 75 and 100nm diameter dots.
Figure 6.15 Temperature dependence of the integrated luminescence intensity relative to that at 5K from the 4nm QW in a) a 100μm² mesa b) 250 and 500nm and c) 80 and 150nm wide wires.
Figure 6.16 Temperature dependence of the integrated luminescence intensity relative to that at 5K from the 7nm QW in a) a 200μm² mesa b) 300 and 550nm and c) 75 and 100nm diameter dots.
Figure 6.17 Temperature dependence of the integrated luminescence intensity relative to that at 5K from the 7nm QW in a) a 100\(\mu\)m\(^2\) mesa b) 250 and 500nm and c) 80 and 150nm wide wires.
Figure 6.18 Wavelength shift in exciton emission relative to the 5K position in a) 300 and 550nm diameter dots and b) 75 and 100nm diameter dots for the 4nm quantum well. The behaviour of a 200μm square mesa is shown for comparison purposes in each case. The peak positions are plotted relative to the 5K exciton emission peak position. A shift to higher energy corresponds to a negative wavelength shift on the graph.
Figure 6.19 Wavelength shift in exciton emission relative to the 5K position in a) 250 and 500nm wide wires and b) 80 and 150nm wide wires for the 4nm quantum well. The behaviour of a 100μm square mesa is shown for comparison purposes. The peak positions are plotted relative to the 5K exciton emission peak position. A shift to higher energy corresponds to a negative wavelength shift on the graph.
Figure 6.20 Comparison of wavelength shift in exciton emission relative to the 5K position for a) 200 and 100\,\mu m square mesas and b) 75\,nm diameter dots and 80\,nm wide wires. A shift to higher energy corresponds to a negative wavelength shift on the graph.
Figures 6.21 - 6.23 show the variation of the PL linewidth with temperature. Figure 6.21 shows the variation in a mesa. The most striking feature is an abrupt increase in the 4nm well linewidth at 10K which then decreases as the temperature is increased to 60K then gradually increases. Again in the 7nm well this effect is not seen. The linewidth shows an approximate linear variation with increasing temperature. The additional linewidth over the 5K-temperature value is approximately equal to kT. The broadening of the 4nm well is much less severe than the 7nm with increasing temperature. The two larger dot sizes follow this behaviour whereas in the smaller dot sizes the 4nm QW linewidth broadens abruptly at 20K and then decreases as the temperature increases. The 7nm QW behaviour follows the mesa. In the smallest dots there is virtually no increase in linewidth in the 4nm QW from 50 to 180K. The wires show very similar behaviour to the dots with abrupt linewidth broadening also occurring in the 80nm wires at 20K.

Figure 6.24 shows the variation of output integrated PL intensity with input power variation in a 200µm$^2$ mesa and the 75 and 300nm dots in both the 4 and 7nm QW. Figure 6.25 shows the same but this time in a 100µm$^2$ mesa and the 80 and 250nm wires. In all cases a linear dependence is found suggesting that over these input power ranges radiative recombination is the dominant recombination mechanism. At very low input powers the emission energy decreases by 7meV in the mesa and 9meV the 300nm diameter dots but only in the 4nm QW. This suggests that at these input powers impurity bound exciton radiative recombination is the dominant mechanism which is saturated at higher input powers where intrinsic processes dominate. In the dots and wires however much higher input powers are always used to pump the structures so this mechanism should not be dominant.

6.9.2 Experimental Results After Regrowth

The samples were characterized using the same optical set-up as before regrowth and various excitation energies - 2.54, 2.41 and 1.96eV. After regrowth, luminescence was obtained only in the 300 and 550nm diameter dots and in the 150, 250 and 500nm wide wires. It is lost in the 75 and 100nm dots and the 80nm wires. Figure 6.26 shows a) 100nm diameter dots and b) 250nm wide wires before regrowth and (c) and (d) after regrowth with a 0.35µm thick layer of Al$_{0.4}$Ga$_{0.6}$As. The overgrown layer is not as smooth as that obtained in figure 6.2 and 6.5. In the initial experiments a short wet etch with HF was carried out to clean up the surface prior to regrowth. It was thought that this etch might have destroyed the GaAs well and AlGaAs barriers in the smallest structures as HF etches both these materials. It was therefore decided to remove this step to see if the smallest structures would still luminesce. As they did not, another mechanism must be responsible for the loss of emission. It is perhaps the removal of this etch step and the resulting poorer quality of surface onto which the overlayer is grown that caused the poorer quality regrowth. The other major difference is in the relative exciton emission strengths from the 4nm and 7nm QW. After regrowth the efficiency in exciton emission from the 7nm QW is greatly reduced. In a 200µm$^2$ mesa the ratio of the intensity of the exciton emission from the 4nm QW to the 7nm QW before regrowth is ~0.3 and after regrowth is ~10. It is uncertain why this reduction in luminescence efficiency should occur in the 7nm QW. The most likely reason is enhancement of the nonradiative recombination sites within this well, a mechanism for which is discussed in Section 6.9.3. To try and clarify the cause of this effect the results
Figure 6.21 Photoluminescence linewidth variation with temperature for the 200μm square mesa.
Figure 6.22 Photoluminescence linewidth variation with temperature for a) 550nm b) 300nm c) 100nm and d) 75nm diameter dots excited at 2.54eV. The open squares represent the 4nm QW and the filled diamonds the 7nm QW.
Figure 6.23 Photoluminescence linewidth variation with temperature for a) 500nm b) 250nm c) 150nm and d) 80nm wide wires excited at 2.54eV. The open squares represent the 4nm QW and the filled diamonds the 7nm QW.
Figure 6.24 Excitation power dependence at 2.54eV of the integrated PL intensity from a) 4nm QW and b) 7nm QW from 75 and 300nm dots and the 200μm square mesa.
Figure 6.25  Excitation power dependence at 2.54eV of the integrated PL intensity from a) 4nm QW b) 7nm QW from 80 and 250nm wires and the 200μm square mesa.
Figure 6.26  a) 300nm diameter dots and b) 250nm wires etched using SiCl$_4$ before regrowth and c) and d) after regrowth with a 0.35µm thick layer of Al$_{0.4}$Ga$_{0.6}$As. Notice that before regrowth the HRN mask has not been removed.
of regrowth on CH$_4$/H$_2$ etched dots and mesas are presented in Section 6.10. Due to this severe reduction in PL efficiency from the 7nm QW, mainly results for the 4nm QW will be given.

Figures 6.27, 6.29 and 6.30 show a comparison of the relative integrated PL intensity (relative to the 5K integrated luminescence from that structure) versus temperature both before and after regrowth for those structures which still luminescence. In these figures the temperature axis maximum has been reduced from 200K to 120K. Figure 6.27 shows the results obtained from a 200$\mu$m$^2$ and 100$\mu$m$^2$ mesa both before and after regrowth. The only noticeable difference is that in the 200$\mu$m$^2$ mesa the intensity varies almost linearly from 1 at 10K to 0.1 at 150K after regrowth, whereas before regrowth the relative efficiency was 1 up to 50K. In the 100$\mu$m$^2$ mesa there is little variation before or after regrowth. Figure 6.28 shows the PL spectra obtained from the 200$\mu$m$^2$ mesa before and after regrowth for both the 4 and 7nm QW as the temperature is varied. This clearly shows the degradation in the luminescence intensity from the 7nm QW after regrowth. Figure 6.29 shows that there is little difference in the relative integrated intensities from the dots before or after regrowth. Figure 6.30 shows how the relative integrated PL intensities from the wires has been affected by the overgrowth layer. Instead of losing their luminescence at 60K, the 500nm wires continue to luminesce up to 120K and the reduction tends asymptotically to zero without a sharp cutoff as happens prior to regrowth. Figure 6.31 shows the PL spectra obtained from the 500nm wires before and after regrowth from both the 4 and 7nm QW. This clearly shows the improvement in the intensities of the emission after regrowth. The efficiency of the 250nm wires is also improved with emission still being obtained at 60K instead of 40K as before regrowth. The efficiency of the 150nm wires however is reduced after overgrowth, with a relative intensity of 0.15 obtained at 60K after overgrowth whereas before overgrowth luminescence persisted to 110K. Figure 6.32 shows the relative intensity from the three wires and the 100$\mu$m$^2$ mesa after regrowth. As can be seen the wire luminescence efficiency is now very similar for all wire widths with the 500nm wires only slightly more efficient than the 150 and 80nm wires. The mesa emission is still more efficient than the wires.

Figures 6.33 - 6.35 show how the exciton emission wavelength shifts with temperature. Figure 6.33 compares the results obtained from the 100 and 200$\mu$m$^2$ mesas. Figure 6.34 compares the results obtained before and after regrowth from the 4nm well in the 300 and 550nm dots. There are marked differences after regrowth. The 200$\mu$m$^2$ mesa and the 300nm dots more or less still follow the GaAs bandedge after regrowth. The 550nm dots however is reduced after overgrowth, with a relative intensity of 0.15 obtained at 60K after overgrowth whereas before overgrowth luminescence persisted to 110K. Figure 6.35 there is little difference in the behaviour of the 250 and 500nm wires after regrowth but the 150nm wires shows a 10nm red shift between 30 and 60K. Why the 550nm dots and 150nm wires should show such a marked departure from the expected behaviour of decreasing exciton energy with increasing temperature is unclear.

Figure 6.36 shows how the PL linewidth from the 4nm QW varies with temperature after regrowth. In the 200$\mu$m$^2$ mesa the 5K PL linewidth has broadened considerably from 15meV before regrowth to ~25meV after regrowth (see figure 6.21-6.23 for comparison). As the temperature is increased the broadening follows a similar pattern to the before regrowth behaviour. In the 300 and 550nm dots the 5K linewidth has increased from ~16meV before to 27meV after regrowth. This is consistent with
Figure 6.27 Comparison of the relative intensity of PL from the 4nm QW in a) 200μm square mesa and b) 100μm square mesa before regrowth (open squares) and after regrowth (filled diamonds). Before regrowth PL was excited at 2.54eV and after regrowth at 1.96eV. Notice that the temperature axis maximum is now 120K and not 200K.
Figure 6.28 Variation in PL spectra from the 200μm² mesa a) before regrowth 4nm QW b) before regrowth 7nm QW and c) after regrowth 4 and 7nm QW. Before regrowth the 7nm QW is twice as bright as the 4nm QW for the same incident pump power. Notice the sharp decrease in emission intensity from the 7nm QW after regrowth.
Figure 6.29 Comparison of the variation of the relative integrated PL intensity with temperature from the 4nm QW in a) 550nm dots and b) 300nm dots before regrowth (open square) and after regrowth (filled diamonds). Before regrowth PL excited at 2.54eV and after at 1.96eV.
Figure 6.30 Comparison of the relative integrated PL intensity from the 4nm QW in a) 550nm b) 250nm and c) 150nm wide wires before regrowth (open squares) and after regrowth (filled diamonds). Before regrowth PL excited at 2.54eV and after 1.96eV.
Figure 6.31 Variation in PL spectra from the 500nm wide wires a) before regrowth 4nm QW b) before regrowth 7nm QW and c) after regrowth 4 and 7nm QW. Before regrowth the 4nm QW is 1.5 times brighter than the 7nm QW for the same incident pump power. Notice the sharp decrease in emission intensity from the 7nm QW after regrowth.
Figure 6.32 Variation of relative integrated PL intensity excited at 1.96eV with temperature from 150, 250 and 500nm wires and the 100μm square mesa after regrowth.
Figure 6.33  Shift in exciton emission wavelength with temperature for a) 200\,\mu\text{m} square mesa and b) 100\,\mu\text{m} square mesa for the 4\,\text{nm} QW before regrowth (open squares) and after regrowth (filled diamonds). The positions are plotted relative to the 5K exciton emission peak position. A shift to higher energy corresponds to a negative wavelength shift on the graph.
Figure 6.34 Shift in exciton emission wavelength with temperature for a) 550nm dots and b) 300nm dots for the 4nm QW before regrowth (open squares) and after regrowth (filled diamonds). The positions are plotted relative to the 5K exciton emission peak position. A shift to higher energy corresponds to a negative wavelength shift on the graph.
Figure 6.35 Shift in exciton emission wavelength with temperature for a) 500nm b) 250nm c) 150nm wide wires from the 4nm QW before regrowth (open squares) and after regrowth (filled diamonds). The positions are plotted relative to the 5K exciton emission peak position. A shift to higher energy corresponds to a negative shift on the graph.
Figure 6.36 Photoluminescence linewidth variation with temperature for the 4nm QW in a) 200 and 100μm square mesas b) 300 and 550nm diameter dots and c) 500, 250 and 150nm wide wires excited at 1.96eV.
the mesa broadening. At 60K the linewidth broadens from 15meV before to 50meV after regrowth. Sensitivity to temperature has increased, as before the 4nm well retained an almost constant linewidth over the whole temperature range. In the wires however the broadening is much more severe than the dots and is increased in severity as the wire width is reduced. The 5K linewidths are 25, 45 and 40meV for the 500, 250 and 150nm wires respectively compared to 15, 15 and 17meV before regrowth. Again as the temperature is increased the linewidth increases to 38, 53 and 50meV respectively at 50K. The linewidth variation with temperature is not consistent with the mesa behaviour as at 50K the linewidth of the 100μm² mesa has broadened from 20meV at 5K to 25meV. Therefore the regrowth on the quantum structures has degraded the PL linewidth more severely than regrowth on the control mesas. Impurity incorporation and increased well width fluctuations are the most likely cause of this and will be discussed in Section 6.9.3.

A further experiment was carried out to try and assess the quality of

1) the barriers themselves.
2) the interfaces between the quantum structures and the overgrowth layer
3) the interfaces between the GaAs well and the AlGaAs barriers

Figure 6.37 shows the PL excited at 2.41eV (514nm line of the Argon ion laser) obtained from a) the Al₀.₃Ga₀.₇As barriers before regrowth and b) the Al₀.₃Ga₀.₇As barriers after regrowth with a layer of Al₀.₄Ga₀.₆As from a control sample that had not been processed in any way prior to regrowth. It is apparent that after regrowth there is little degradation in the quality of the AlGaAs barriers. However this is not the case in the processed samples. Figure 6.38 shows the emission obtained from the AlGaAs barriers in a) the 300nm dots and b) the corresponding 200μm² mesa. It is apparent that the AlGaAs barrier emission has broadened considerably after regrowth and in the 300nm dots has shifted to lower energies by 12meV compared to the mesa emission. This suggests that the Al percentage in the dot barriers is reduced compared to the mesas and both are reduced compared to regrown unprocessed material. This is consistent with the suggestion made in Section 6.3.2 that Al has migrated into the wells. This figure also shows the emission obtained from the regrown AlGaAs layer over c) the mesa and d) the 300nm dots. Notice that the emission from the AlGaAs overlayer has shifted to higher energies in the mesa and was not measurable over the dots. This suggests that the aluminium percentage in the overlayer on the mesa is higher compared to the regrown unprocessed sample as the higher the Al percentage the band gap narrows and the exciton energy increases. It is not clear why no signal was obtained from over the dot area.

The quality of the interfaces can be assessed by changing the wavelength of the excitation source. When the 514nm (2.41eV) line from the Argon ion laser was used as the source the overlayer, barriers and wells are excited. Using the dye laser with Rhodamine 101 and selecting the 622nm (1.99eV) line excited both the barriers and the wells, and selecting the 663nm (1.87eV) line excited only the wells. The AlGaAs overlayer is transparent when using the 622 and 663nm lines. This is obvious when comparing these wavelengths with the AlGaAs emission shown in Figure 6.37. When the excitation energy is decreased from 2.41 to 1.99eV and the incident power remains constant, the signal intensity from the mesas and dots reduces by approximately a factor of 2-3 and from the wires by a factor of 3-5.
Figure 6.37  PL excited at 2.41eV from a) the Al$_{0.3}$Ga$_{0.7}$As barriers before regrowth and b) the Al$_{0.3}$Ga$_{0.7}$As barriers after regrowth with a layer of Al$_{0.4}$Ga$_{0.6}$As from a control sample that had not been processed in any way prior to regrowth.
Figure 6.38  PL excited at 2.41eV from the Al$_{0.3}$Ga$_{0.7}$As barriers after regrowth in a) 300nm dots and b) the corresponding 200µm$^2$ mesa and the Al$_{0.4}$Ga$_{0.6}$As overlayer on c) the same 200µm$^2$ mesa and d) 300nm dots.
This suggests that excitons created in the AlGaAs overlayer contribute to the overall signal intensity. When the excitation energy is decreased further to 1.87eV and the results compared to the values obtained when exciting with 1.99eV, the signal intensity from the mesas reduces by a factor of ~2 but there is little change (if anything a slight increase) in the signal from the dots and the two larger sizes of wires. There was not enough power to pump the 150nm wide wires. This suggests that in the mesas there is some contribution to the overall signal strength from diffusion of excitons from the barriers across the interface into the wells which does not occur in the dots and wires. This is perhaps due to the degraded interface quality in the quantum structures after regrowth.

The 5K relative integrated PL intensities to a corresponding mesa from the quantum dots and wires are shown in Table VII. The relative efficiencies are increased compared to the before regrowth measurements. The comparison is made with the results obtained using the 622nm line as this corresponds to the situation before regrowth where both the barriers and wells were excited. This increase is most noticeable in the case of the 150nm and 250nm wires where the luminescence efficiency has increased by two and one orders of magnitude respectively. In the 300 and 550nm dots and 500nm wires the increase in efficiency is between 2 and 7 times more efficient. This result suggests that nonradiative recombination centres on the surface of the wires have been reduced by the growth of an overlayer. There is little improvement in the relative efficiencies between the 514 or 622nm line. This suggests that there are few nonradiative traps in the AlGaAs overlayer. When however the 663nm line is used the relative efficiencies increase still further. This suggests that the main region for nonradiative traps in the quantum structures is in the AlGaAs barriers.

The principal observations are therefore:

1) The dominant recombination mechanism for photoexcited carriers in sub-micron lattice matched MOCVD grown dots was found to be radiative at 5K for lateral dimensions as small as 75nm. In contrast for wires nonradiative recombination predominates as the wire width is reduced.

2) As the temperature is increased the dots and wires show a size dependence in the relative integrated PL intensities. The smaller dots (75 and 100nm in diameter) and the narrower wires (80 and 150nm in width) luminesced to higher temperatures than the larger dots (300 and 550nm in diameter) and larger wires (250 and 500nm in width) respectively and the smaller dots luminesced to higher temperatures than the smallest wires. This is also true when comparing the larger dots to the larger wires.

3) The 5K relative integrated PL intensities from the wires increased after regrowth with no change in the dots. The relative intensities from the 4nm QW of the 250 and 150nm wide wires improved from 0.042 and 0.009 before to 0.77 and 0.16 after regrowth.

4) The temperature dependence of the luminescence from the two larger wire structures improved after regrowth but there was no change in the dots. The 500nm wires luminesced to 60K before but 110K after regrowth and the 250nm wires 40K before but 60K after regrowth.

5) the QW exciton emission shifts predominately to higher energy after regrowth.
Table VII

Relative integrated PL intensities from the 4 and 7nm QWs for dots and wires after regrowth using different excitation wavelengths.

<table>
<thead>
<tr>
<th>Laser excitation wavelength</th>
<th>4nm QW</th>
<th>514nm</th>
<th>622nm</th>
<th>663nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>550nm dots</td>
<td></td>
<td>2.71</td>
<td>7.72</td>
<td>15.2</td>
</tr>
<tr>
<td>300nm dots</td>
<td></td>
<td>2.66</td>
<td>1.89</td>
<td>5.77</td>
</tr>
<tr>
<td>500nm wires</td>
<td></td>
<td>1.76</td>
<td>1.10</td>
<td>12.6</td>
</tr>
<tr>
<td>250nm wires</td>
<td></td>
<td>1.24</td>
<td>0.77</td>
<td>1.33</td>
</tr>
<tr>
<td>150nm wires</td>
<td></td>
<td>0.24</td>
<td>0.16</td>
<td>*</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>7nm QW</th>
<th>Laser excitation wavelength</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>514nm</td>
</tr>
<tr>
<td>550nm dots</td>
<td>2.34</td>
</tr>
<tr>
<td>300nm dots</td>
<td>5.13</td>
</tr>
<tr>
<td>500nm wires</td>
<td>0.76</td>
</tr>
<tr>
<td>250nm wires</td>
<td>1.86</td>
</tr>
<tr>
<td>150nm wires</td>
<td>*</td>
</tr>
</tbody>
</table>

* not enough pump power to enable a exciton emission to be measured
The first important question to address is why the 5K relative efficiencies from the dots and wires should be so different. To reiterate, at submicron dimensions it is expected that nonradiative surface states will dominate the recombination mechanism due to the increase in the surface to volume ratio. If this were the case, the characteristic behaviour would be decreasing luminescence efficiency with decreasing structure size. This behaviour is seen in the wires but not in the dots. In Chapter 5 it was suggested that the mechanism which enabled the quantum dots to luminesce with relative efficiencies of approximately 1 down to dot sizes of 50nm is the localization of excitons in lower energy sites caused by fluctuations in the well width or lateral localization as a result of relief of the mismatch strain in the AlGaAs barriers due to removing the surrounding material. If well width fluctuations were the mechanism then the wires should also show similar behaviour as areas of lower energy will also exist along the length of the wire. Fluctuations in well width exist in the material used in these experiments as evidenced by the blue shift at about 10K in exciton emission as the temperature is increased. Skolnick et al \cite{10} reported seeing blue shifts in InP/InGaAs QWs with increasing temperature. They ascribed these blue shifts to excitons becoming unbound with increasing temperature enabling them to populate higher energy free exciton states. In this case they suggest that excitons could be bound either in well width fluctuations or to inadvertently introduced impurities. If the emission was purely intrinsic then the PL peak energy would follow the band-edge variation to lower energy with increasing temperature. As this blue shift seems to be enhanced in the smallest dots and wires but at small dimensions the wires do not show relative efficiencies of 1 suggests that while localization on well width fluctuations or impurities may be enhanced in the smallest structures, it alone is not the mechanism responsible for the high relative intensities found in quantum dots. It is not clear what difference in strain relaxation would occur in wires compared to dots as in one direction in the wires the strain will be the same as the bulk material.

The variation of the relative PL intensity of the structures (to their own integrated luminescence intensity at 5K) with temperature show differences in dot and wire behaviour dependent on the size and the number of degrees of freedom of the structure. The smaller diameter dots (75 and 150nm) and the narrower wires (80 and 150nm in width) luminesced to higher temperatures than the larger diameter dots (300 and 550nm) and the wider wires (250 and 500nm) respectively and the smaller dots luminesced to higher temperatures than the narrower wires. This was also true when comparing the larger dots to the larger wires. This suggests that it is a) the number of degrees of freedom and b) the size of the structure that are significant. Deveaud et al \cite{11} measured the diffusion length of an exciton in GaAs to be of the order of 200nm at 15K. Hegarty and Sturge \cite{8} however reported a minimum diffusion length of ~445nm. Clausen et al \cite{12} have shown that the diffusion mechanism of bulk semiconductors is no longer applicable in etched quantum dots and in their model, insensitive to the value of the surface recombination velocity when the size regime is smaller than the diffusion length of an exciton. In the wires however one dimension is always greater than the exciton diffusion length and therefore excitons may always be able to diffuse to nonradiative sites within the exciton lifetime which are probably located on the surface of the wire. If this is the case then there must also be a contribution from the width of the wire as there is an enhancement in luminescence intensities with increasing temperature as the wire width is reduced. This may also be due to the breakdown in the bulk exciton diffusion.
The diffusion length $L_d$ is equal to $(D\tau)^{1/2}$ where $D$ is the diffusion coefficient in $\text{cm}^2/\text{sec}$ and $\tau$ is the exciton lifetime in sec. The diffusion coefficient is therefore measured over an area. In bulk material there is no restriction on the direction in which an exciton can diffuse whereas in wires as the width is reduced restrictions might occur. This is not taken into account in the bulk measurement and therefore in smaller wires instead of having a contribution from exciton diffusion along the length and across the width of the wire only the diffusion along the wire could be significant. This enhancement in luminescence efficiency in the smaller structures could however be due to quantum confinement effects on the exciton due to the patterning of the quantum well. Bryant$^{13,14}$ has shown that binding energies for free excitons and for impurities located at the centres of the wires are enhanced as one dimension of the wire is reduced. This enhancement of the binding energy constricts the bound state in the $z$ direction (well thickness) and the direction of the wire width. Bryant$^{15}$ has also shown that size effects could still contribute to the optical properties of quantum dots for diameters of the order of 50nm. Therefore it is possible that confinement effects on the exciton could also be contributing to the observed behaviour. Although the 75 and 100nm dots and 80 and 150nm wires may be too large to show any shift in exciton emission to higher energies, they may be small enough to still perturb the exciton behaviour. In the 75 and 100nm diameter dots the luminescence intensity falls at the same rate as the mesa. The nonradiative recombination rate is therefore not higher in these structures.

Further information on the possible mechanism causing these effects can be obtained from considering the results obtained after regrowth. Here there was absolutely no difference in the luminescence efficiencies of the dots either before or after regrowth. The two larger widths of wires (500 and 250nm) however showed a marked improvement in the luminescence efficiencies as the temperature was increased. In the 150nm wide wires the relative intensities obtained were reduced, but down to a level similar to the larger wires. Considering the results from the larger wires would suggest that nonradiative surface states had been reduced thereby increasing the intensity of the luminescence obtained from these structures. This result is in agreement with the results reported by Izrael et al.$^{16}$ where GaAs/AlGaAs quantum wires 40nm in width recovered luminescence after regrowth. The fact that in these results no change is seen in the dots suggests that the surface states play little or no role in the recombination mechanism in these 0 degree of freedom structures. The reduction in the PL intensities from the 150nm wires is harder to explain. If the same mechanism was acting as in the larger wires it would be expected that the PL intensities should persist to yet higher temperatures or perhaps not change but certainly not degrade. It may be that a more severe degradation in the quality of the well in small structures compared to the larger structures occurs as a competing mechanism which is evidenced by the complete loss of luminescence from the smallest wires. Perhaps this behaviour could be explained by surface recombination being dominant in the larger structures with a cut-off in the smaller structures when confinement effects start to dominate.

A further point to consider is the coupling of the incident light into the dots and wires. Tsuchiya et al.$^{17}$ found strong optical anisotropy in PLE spectra from quantum wires fabricated by growth on tilted substrates which produced wire widths in the low-nanometer range. They found that the ratio of the electron-light hole exciton peak intensity to the electron- heavy hole peak intensity depended strongly on the polarization orientation of the incident light with respect to the wire direction. In the
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measurements detailed in this chapter the wires were excited using unpolarized light (the light loses its linear polarization after passing through the filter monochromator) and therefore would not be affected by the anisotropy found when light polarized parallel to or at right angles to the wires. Kohl et al\textsuperscript{18} also reported polarization dependence of confined 1D energy levels in wires. The difference in relative intensities from the dots and wires could therefore be due to the different efficiency with which light couples into the structures. Figure 5.5 in Chapter 5 shows how the relative intensity decreases in small diameter (60 and 90nm) dots as the sample angle to incident beam is reduced. This may be a manifestation of the effects of light coupling.

Other data to consider which may add to the overall picture is the linewidth variation before and after regrowth. When comparing the results from the dots the most noticeable feature is the severe broadening of the 75nm dot linewidth at 20K and the subsequent reduction. This increase is seen to a lesser degree in the mesa and the 100nm dots. A mechanism which could be responsible for this broadening is that at 5K the exciton is localized in a well width fluctuations. As the temperature increases towards 20K it thermalises and can become bound to other impurities in the material and above 20K it becomes completely unbound and the emission becomes more intrinsic in nature thus reducing the linewidth. The fact that both the smallest dots and wires show this behaviour most strongly compared to the larger structures suggests that perhaps more impurities are present in these structures or that the probability of the exciton binding to it is higher as the structure is smaller. It is expected that the smallest quantum structures will be most sensitive to the effects of the dry etching and could have a higher defect density than the larger structures therefore increasing the likelihood of an exciton binding to an impurity\textsuperscript{13}. At 5K the linewidth variation is much more random and severe in the wires. This is in agreement with the results reported by Bryant\textsuperscript{14} that the broadening in the wires will be dependent on the position of the impurity or exciton in the wire relative to the well boundary. This is not the case for dots.

After regrowth the linewidth broadening has increased in severity suggesting a reduction in the quality of the interfaces and probably increased impurity associated transitions. The 300 and 550nm dots and the 250 and 150nm wires show the severest broadening compared to the mesa. This would suggest that as the size of the structure is reduced the effects of overgrowth on the linewidth become more pronounced.

The remaining question is why should the dots fabricated in MOCVD material behave differently to the dots fabricated in MBE material which are described in Chapter 5. The two most likely differences between the material are the interfaces and the impurities introduced at the growth stage (see Chapter 4 Section 4.3). If well width fluctuations contribute to the effects seen then it is possible that they are enhanced in MOCVD material as the interfaces are definitely not as abrupt in this material compared to the MBE material. It is likely that the interfaces are more graded in composition and that fluctuations are greater than one monolayer. The localization potentials could therefore be larger in this material. If excitons bound to impurities contribute to the overall effect a higher defect density as exists in the MOCVD material might be significant.
The final point to consider is what causes the change in material structure - the shifts in exciton emission energy and the change in the 4/7nm QW intensity ratio. By considering the results from CH₄/H₂ etched samples discussed in Section 6.10.3 and the results obtained from temperature cycling SiCl₄ etched dots the mechanisms responsible for this are more apparent and are discussed in Section 6.11.3.

6.10 Photoluminescence of CH₄/H₂ etched dots from 5 to 200K

6.10.1 Experimental Results before regrowth

This sample was characterized using the same experimental set-up described in Section 6.9. The most noticeable difference between dots etched using CH₄/H₂ and SiCl₄ is that in CH₄/H₂ dots the 7nm QW luminescence was so weak as to be unmeasurable and therefore only results for the 4nm QW will be presented. This result is suggestive of increased sensitivity to the etching process. Figure 6.39a shows the relative integrated PL intensity for dots of diameter 80, 100 and 250nm etched using CH₄/H₂. Unlike the results for dots etched using SiCl₄ and shown in Figure 6.13 the relative intensities reduce as the dot diameter is reduced with the 80nm dots having a relative efficiency smaller by 2 orders of magnitude on the 250nm dots. This reduction however, is not as dramatic as the 4 orders of magnitude drop seen in 80nm diameter SiCl₄ etched wires also shown in Figure 6.13. This result is also in disagreement with the results presented in Chapter 5 Figure 5.4 where no reduction in relative efficiencies were obtained with a reduction in dot diameter for CH₄/H₂ etched structures. This result tends to suggest that the MOCVD material is more sensitive to the effects of etching with CH₄/H₂ and it may explain why there was difficulty in finding signals from CH₄/H₂ etched dots in Section 6.3 as the efficiency was reduced relative to dots etched with SiCl₄. Why this should be the case though is unclear as there is no known major difference between MOCVD and MBE material that could account for this difference. The are however differences in sample design. Using CH₄/H₂ the dots are etched to a depth of 0.1µm whereas the SiCl₄ etched dots were 0.2µm in height. If there was some difference in the way light coupled into structures of different heights this would have shown up in the MBE dots in Chapter 5, as there the CH₄/H₂ etch depth was also 0.1µm and the SiCl₄ etched dots at least twice as deep (see Table VI for comparison of etched depths in Chapter 5). In the MOCVD material used here the 4nm QW is closer to the surface than in the MBE material used in Chapter 5 (see Section 6.9.1). By placing the well nearer to the surface the radiation damage introduced by the CH₄/H₂ etching may be increased.

Figure 6.39b shows the variation in the relative integrated PL intensity from each dot as the temperature is increased. As can be seen the dots display similar behaviour to the SiCl₄ etched dots described in Section 6.9. The relative intensity of the luminescence from the 250nm diameter dots drops more quickly than the intensities from the 80 and 100nm dots. Again the mesa luminesces most efficiently. This behaviour will be discussed in Section 6.10.3.

Figure 6.39c shows the shift in exciton emission wavelength with increasing temperature. A negative wavelength shift corresponds to an increase in exciton energy. The 80 and 250nm dots do not show any blue shift but the mesa and the 100nm dots show a shift of 1nm to shorter wavelengths.
Figure 6.39 Optical behaviour of CH₄/H₂ etched dots. a) Relative integrated PL intensity versus dot diameter. b) Variation in relative intensity with temperature for 80, 100 and 250nm diameter dots and 200μm square mesa. c) Variation in exciton emission wavelength with temperature for 80, 100 and 250nm diameter dots and 200μm square mesa.

Temperature=5K
Finally figure 6.40 shows the variation in PL linewidth with temperature from all dot sizes and a mesa. The main feature to notice is the increased linewidth of \(~17\text{meV}\) of all the dots over the mesa linewidth of \(11\text{meV}\) at \(5K\). As the temperature was increased the linewidth from the dots decreased to \(15\text{meV}\) at \(30K\) and followed the mesa linewidth which then remained almost constant at \(15\text{meV}\) across the whole temperature range. It is not obvious why the linewidth should be larger at \(5K\) and then reduce as the temperature is increased as the inverse would normally be expected as the excitons thermalise out of lower energy well areas and sample an average of the well width fluctuations. However if impurities are responsible for the linewidth broadening, as the temperature is increased these defect bound excitons thermalise and the emission becomes more intrinsic in nature which could then account for the linewidth reduction. That the mesa linewidth increases with increasing temperature from \(11\text{meV}\) at \(5K\) to \(15\text{meV}\) at \(20K\) is further evidence that impurity broadening is the dominant mechanism in the dots as the mesa would be less sensitive to the effects of any radiation damage causing impurity incorporation.

6.10.2 Experimental Results after regrowth

Figure 6.41 shows the 100nm CH\(_4/H_2\) etched dots a) before regrowth and b) after regrowth with a \(0.2\mu m\) thick layer of Al\(_{0.4}\)Ga\(_{0.6}\)As. The main findings after regrowth are as follows

1) exciton emission is seen from the 4nm well in all three dot sizes though only barely resolved in the 80nm dots (see figure 6.42) at \(5K\). In the 100nm diameter dots the emission has shifted \(31\text{meV}\) to higher energy but in the 80nm dots no shift is seen and in the larger dots no emission is seen from the 7nm QW but in the 80nm dots it is well resolved. The GaAs substrate emission is also shown for different excitation power levels. In figure A, two peaks are clearly seen but in figure C where the incident laser power has been increased by a factor of 50 the bulk GaAs bound exciton transition dominates. The exciton transition bound to a carbon impurity is saturated at higher powers but this is not the case in the SiCl\(_4\) etched samples. The relative intensities of the 80 and 100nm dots have not increased after regrowth but the 250nm dots are improved by an order of magnitude. This again shows that the regrown layer does not significantly affect the luminescence efficiency of quantum dots.

2) The second noticeable difference to regrowth on SiCl\(_4\) etched structures is in the material structure in the mesas. There are three well resolved peaks at 733, 780 and 810nm (figure 6.43). The ratio of the 4/7nm QW has not increased as happened in the SiCl\(_4\) etched samples. The exciton mesa emission has consistently shifted blue by \(29.7\) and \(22.5\text{meV} (~10\text{nm})\) for both the 4 and 7nm QWs respectively.

3) Finally the quality of the AlGaAs barriers does not seem to be reduced as much as in the SiCl\(_4\) etched sample.

These results suggest that samples etched with CH\(_4/H_2\) show different effects compared to samples etched with SiCl\(_4\) after regrowth. The most likely cause of this are the different impurities introduced into the material by the two different etch processes and the depth to which the impurities penetrate in the dry etch step. This will be discussed in Section 6.10.3.
Figure 6.40  Variation of PL linewidth with temperature for a) 250nm b) 100nm and c) 80nm diameter dots etched using CH₄/H₂. The variation in linewidth for a 200μm square mesa is also shown for comparison purposes.
Figure 6.41 100nm diameter dots etched using CH₄/H₂ a) before regrowth and b) after regrowth with 0.2μm of Al₀.₆Ga₀.₄As. Notice that before regrowth the HRN mask has not yet been removed.
Figure 6.42 PL excited at 2.54eV from a) 250nm b) 100nm and c) 80nm diameter dots etched using CH₄/H₂ after regrowth with a 0.2μm thick layer of Al₀.₄Ga₀.₆As.
Figure 6.43  Material structure of a 200μm² mesa etched using CH₄/H₂ before regrowth (solid line) and after regrowth (dashed line). PL excited before regrowth using 2.54eV and after using 2.41eV.
6.10.3 Discussion

Two main questions have been raised in this experiment 1) why should the results be different for structures etched using CH$_4$/H$_2$ on MOCVD or MBE material and 2) why is the structure of the material different after regrowth compared to SiCl$_4$ etched structures. After etching luminescence was only obtained from the 4nm QW unlike SiCl$_4$ etched dots where emission was obtained from both the 4 and 7nm QWs. This suggests that the radiation damage in the CH$_4$/H$_2$ etched dots is worse. It is perhaps possible that the hydrogen ions can penetrate deeper into the crystal than the impurities introduced in SiCl$_4$ etching. This may then cause the degradation in quality of the 7nm QW. It is possible that carbon may also be incorporated as an impurity in the crystal. After regrowth there was no emission from the 7nm QW in the 300 and 100nm dots but in the 80nm dots luminescence seems to have been recovered in this well. Why this happens is unclear.

It has been suggested that the etch mechanism in CH$_4$/H$_2$ may in fact be the reverse of the MOCVD growth process and that many of the reactions occurring in the growth process will also occur in the reverse etching process. It may be possible that in both cases the same impurities and defects are generated. H$_2$ is used as the carrier gas for the arsenic in the growth process and as an etchant and dilutant in the etching process. Perhaps the amount of a certain type of impurity and defect is increased by using a similar process twice. This then may significantly increase the number of efficient nonradiative centres in the material and this may be why MOCVD material is particularly sensitive to the effects of CH$_4$/H$_2$ etching. When SiCl$_4$ is used as the etch gas, different impurities are introduced which may not contribute as many nonradiative traps.

6.11 Temperature Cycling of SiCl$_4$ etched dots and mesas

To reiterate this experiment was designed to investigate whether the shifts in exciton emission to higher energy after regrowth were due to strain from the regrown AlGaAs overlayer or from the effects of the temperature cycle the samples undergo when overlayer is grown. The experiment is described in detail in Section 6.8.

6.11.1 Experimental Results and Discussion

Figure 6.44 shows the spectra obtained from unovergrown and overgrown material excited at 2.54eV from completely unpatterned material. There are no differences between the spectra. When unprocessed samples were subjected to the two different temperature cycles again no difference was found. This then suggests that in samples where no processing or etching has been done the overgrowth process has no affect on the quality of the material. Figure 6.45 shows the results of the complete growth temperature cycle on a mesa etched using SiCl$_4$. It seems that the 10nm QW has disappeared, the 7nm QW has broadened and shifted 2.6meV (1.5nm) to lower energies and the 4nm QW has broadened and shifted 8.8meV (4nm) to higher energies. The ratio of 4/7nm QW has increased after the temperature cycle. Figure 6.46 shows the mesa emission obtained after the short temperature cycle. Again both QWs have shifted - 19meV red in the 7nm QW and 10.2 meV blue in the 4nm QW. The 4/7nm QW ratio is increased even more compared to the uncycled data. These results show that the shifts found in the QW
Figure 6.44 Spectra obtained from a) unovergrown and b) overgrown material excited at 2.54eV from completely unprocessed and unpatterned material.
Figure 6.45  PL excited at 2.41eV from a SiCl$_4$ etched 200$\mu$m$^2$ mesa before temperature cycling (solid line) and after complete growth (warm up, growth period, cool down) temperature cycle (dotted line).

Figure 6.46  PL excited at 2.41eV from a SiCl$_4$ etched 200$\mu$m$^2$ mesa before temperature cycling (solid line) and after short (warm up, cool down) temperature cycle (dotted line).
emission after regrowth are due to the temperature cycling and are not due to strain introduced by the overgrown layer as no layer is regrown on the samples. The effects seem to be worse in the sample subjected to the more rapid changes in temperature (warm up, cool down) when there was no constant temperature in the middle of the cycle.

These exciton emission shifts are probably caused by aluminium diffusion into the QWs from the AlGaAs barriers. Thermal annealing has been shown to alter the composition profile across the QW through solid state diffusion of Ga and Al. Thermal annealing results in the transition from an initially square well to a compositionally gradually graded profile. The compositional profile will determine the potential energy profile confining the carriers. The diffusion of Al into the well effectively raises the bottom of the well (by increasing the bandgap energy of the well material) and also narrows it. The result is to increase exciton energies. Since exciton energies are most sensitive to well width in narrow wells, it is expected that these wells will show the largest shift in exciton energy and this has been found to be the case. Schulman calculated the quantum well energy shift versus the thickness of the compositionally graded region for various well thicknesses. These calculations showed that for a well 15 monolayers thick (~4.2nm) a 30% shift to higher energy would occur in the conduction band energy for grading over six layers and a shift of 10meV to higher energy would indicate a grading over 2 monolayers or 0.566nm. Schlesinger et al concluded that the interdiffusion of Al and Ga is very small at temperatures of 650 - 750°C and found that for temperatures greater than 800°C interdiffusion begins to become significant and then only when samples are annealed for ~6 hours. These results are in perfect agreement with those described above as on unprocessed quantum wells no shift or change is seen after temperature cycling or regrowth. Other authors have shown that thermal annealing results in shifts in laser emission to shorter wavelengths due to this modification of the well structure. However the effects reported here are seen in samples that have been dry etched. Koteles et al reported that rapid thermal annealing of GaAs/Al0.32Ga0.68As MQWs at 950°C for 15 sec resulted in energy shifts as large as 61meV, but only if the material was capped with SiO2 (see also reference 23). The mechanism suggested to account for these shifts was that during heat treatment Ga atoms preferentially diffuse in the SiO2 leaving behind vacancies which quickly diffuse into the structure. These vacancies facilitate the diffusion of Al and Ga atoms producing an intermixing of the GaAs well and the AlGaAs barrier material. Indeed impurity enhanced diffusion using Ga+ ions is one of the methods used to fabricate low and 1 DOF structures without using dry etching techniques (see Chapter 1, Section 1.4.1.2). It is has been proposed that after etching with SiCl4, As vacancies exist on the surface of the material and that impurities are introduced into the material (Chapter 3, Section 3.4). It is possible therefore that although annealing takes place at comparatively low temperatures ie 750°C the inclusion of impurities and vacancies greatly enhances this mechanism and contributes to the change in well shape that causes the shifts. Both Lee et al and Ralston et al measured the Ga, Al interdiffusion in superlattices caused by rapid thermal annealing and concluded that the interdiffusion mechanism is very sensitive to the presence of small amounts of impurities and defects and that different values for diffusion coefficients could result due to differences in the native defect densities between MBE and MOCVD grown materials respectively. The apparent red shift seen in the 7nm QW and the disappearance of the 10nm QW could be due to the smearing out of the wells and barriers of these two wells resulting in the much poorer red shifted exciton emission.
The 100, 300 and 500nm dots luminesce in both wells before and after temperature cycling. This result is significant in that the 100nm dots still luminesce whereas they do not after overgrowth with a layer of AlGaAs. This suggests that in the smallest structures luminescence may be lost after regrowth due to complete lateral migration of Al or complete alloy mixing of the wells. It may be that in quantum structures temperature gradients across the dot are higher than on flat uniform samples causing enhanced Al and Ga diffusion. Both the 100 and 500nm dots were subjected to the longer warm up, growth period, cool down temperature cycle (19 min 47 sec). In both cases the 10nm QW disappears and two peaks are left both of which are blue shifted by 7meV in the 100nm dots and 58meV in 500nm dots. In the 300nm dots subjected to the shorter warm up cool down cycle (12 min 41 sec) the 7nm and 10nm QW have all but disappeared and the 4nm has broadened and shifted blue. Temperature cycling has therefore been shown to cause exciton emission shifts to higher energies in the dot spectra and it causes a general smearing out of the material structure.

6.12 Summary

The dominant recombination mechanism for photoexcited carriers in sub-micron lattice matched MOCVD grown GaAs/AlGaAs quantum dots was found to be radiative at temperatures of 20K and below for lateral dimensions as small as 75nm. For GaAs/AlGaAs quantum wires fabricated on the same sample nonradiative recombination predominates as the wire width is reduced. As the temperature at which the structures were characterized was increased a size dependence was found in the relative integrated PL intensities from the dots and wires. Emission was still obtained from the smallest diameter dots (75nm) at 200K and from the smallest wires (80nm) at 130K. The smaller dots (75 and 150nm in diameter) and the smaller wires (80 and 150nm in width) luminesced to higher temperatures than the larger dots (300 and 550nm in diameter) and the larger wires (250 and 500nm in width) respectively and the smaller dots luminesced to higher temperatures than the smallest wires. This was also true when comparing the larger dots to the larger wires. This temperature dependence may be due to confinement dependent on the dot diameter or wire width. This conclusion is supported by the enhanced blue shift seen in the exciton emission from the smallest dots and wires as the temperature is increased. Restrictions on the diffusion lengths of excitons to nonradiative sites due to the patterning of the QW into dots and wires could be the mechanism responsible for the effects seen at 5K. In wires the extra degree of freedom of the exciton contributes to the loss of luminescence at 5K as it is still possible for the excitons to diffuse to nonradiative sites within the exciton lifetime. This does not happen in the dots. This conclusion is supported by the results obtained after regrowth.

Regrowth on SiCl4 etched quantum structures with a layer of Al0.4Ga0.6As increases the luminescence efficiency of the 250 and 500nm wires but reduces the efficiency of the 150nm wires. The 550 and 300nm dots show no change in efficiency either before or after regrowth. Luminescence is completely lost in the 75 and 150nm diameter dots and 80nm wide wires. This suggests that in the wires surfaces states contribute significantly at 5K to the nonradiative recombination rate whereas in dots they do not. The overgrown AlGaAs layer passivates the nonradiative surface states thereby increasing the luminescence efficiency of these structures. Regrowth causes predominately blue shifts to higher energy in the exciton emission but only in samples subjected to RIE with either SiCl4 or CH4/H2. This is most likely due to enhanced diffusion of Al into the quantum well caused by
impurities introduced during the dry etch process. This changes the profile of the well from a square potential profile to a compositionally graded well and this causes the shift to higher emission energies. Structures etched using SiCl₄ show a degradation in luminescence efficiency from the lower well after regrowth and in the upper well the PL linewidth has increased by a factor of 1.4 in the dots and 2 in the 150 and 250nm wide wires with little change in the 500nm wires.

MOCVD material is more sensitive to the effects of CH₄/H₂ RIE compared to SiCl₄ etching as the PL intensities from the dots reduce with dot size and in the lower well. After regrowth blue shifts are seen in the PL emission from the wells as in SiCl₄ etching. These results and those for SiCl₄ etched and regrown quantum structures suggest that different impurities are introduced into the material by the different etch gases. It is these impurities which contribute to the differences in material structure before and after regrowth and which enhance the layer mixing at the interface between the barriers and the wells thus causing shifts to higher energy in the PL emission from the wells.

Shifts induced by strain from the regrown layer can be discounted as temperature cycling (following the regrowth temperature cycle) on SiCl₄ etched dots also showed shifts in exciton emission to higher energy.
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Chapter 7

Conclusions and Future Work

Quantum dots and wires have been successfully fabricated on a variety of semiconductor material systems - GaAs/AlGaAs, InP/InGaAs and GaAs/InGaAs. Metal quantum dot masks 40 to 250nm in diameter with pitches of two and four times the dot diameter can be routinely fabricated using a two layer positive PMMA resist scheme and Nichrome or Titanium as the evaporated metal. A negative resist (HRN) has been used successfully to fabricate quantum dots masks 60 to 500nm in diameter with pitches three and five times the dot diameter. This mask has the advantage that it could be completely removed using and oxygen plasma etch. HRN has also been used to fabricate quantum wires 75 to 500nm in width and 100μm in length with either a constant pitch of 1000nm or a constant filling factor of 25%. PMMA has been used to fabricate wires 100 to 400nm in width with a filling factor of 50%. A higher filling factor is possible using PMMA due to the better contrast of this resist over HRN.

The main limitation in fabricating the etch masks is the time taken to expose the patterns on the Philips electron beam system and the resolution of this system due to the 50kV beam voltage and smallest spot size of 8nm. By using the JEOL electron beam writer the patterns can be scanned much more quickly enabling larger areas to be covered. The resolution of this system is much higher due to the increased beam voltage of 100kV and dots 20nm in diameter have been fabricated successfully. There are other masking materials which could be investigated - for example strontium fluoride which dissolves in water and has been shown to be resistant to reactive ion etching and nickel instead of nichrome which can be removed by using dilute nitric acid. By using a metal mask which can then be removed (a necessity when regrowth is to be carried out) the radiation damage to the underlying wells may be reduced.

Laser Holography combined with oxygen plasma etching has been shown to be a viable method for fabricating quantum dots as small as 40nm in diameter over areas as large as 20mm. The main drawback of this system is that dots and wires of different sizes cannot be fabricated together on the one sample to enable direct comparisons. However the throughput of this system is much faster than an electron beam system and it enables quantum structures to be fabricated without the need for an e-beam writer. Further work in this area should investigate the smallest sizes of wires that could be fabricated using this process.
These etch masks have been successfully transferred to the semiconductor material using a variety of etching techniques. Reactive ion etching with SiCl$_4$, CH$_4$/H$_2$ and SiCl$_4$/H$_2$ and Argon ion milling can be used to fabricate GaAs/AlGaAs quantum dots or wires less than 100nm in diameter or width. Indeed the fact that SiCl$_4$ etched GaAs/AlGaAs dots as small as 40nm luminesce as efficiently as the bulk material suggests that without any subsequent processing the effects of radiation damage are minimal. Regrowth with a layer of AlGaAs or thermal annealing has shown however that the impurities introduced by the dry etching are important as they can cause a degradation in the quality of emission obtained from the wells. InP/InGaAs dots have been etched using CH$_4$/H$_2$ and GaAs/InGaAs dots using SiCl$_4$. The smallest structures made were 20nm diameter dots etched using SiCl$_4$.

There is much work however still to be done on understanding the effect reactive ion etching with different gases has on the optical properties of different semiconductor systems grown by either MBE or MOCVD. It would be interesting to grow several different wafers with the same 4, 7 and 10nm well structure as used in Chapter 6, but with varying AlGaAs barrier widths to investigate the penetration depth of impurities into the material before and after regrowth. Photoluminescence on flat samples subjected to dry etching and on dots and wires on this material could clarify the importance and if necessary the minimum width of the top AlGaAs barrier layer if the underlying wells are to be sufficiently protected from the effects of radiation damage. Further work with SiCl$_4$/H$_2$ etching to exploit the vertical undercut effect could be used to reduce the overall sizes of structures and reduce the need for ultrahigh resolution lithography. It would also be worthwhile to use this gas to fabricate regrown dots and wires as it may help to clarify the role of H$_2$ impurities in degrading material quality both before and after regrowth.

The dominant recombination mechanism for photoexcited carriers in sub-micron lattice matched MBE and MOCVD grown GaAs/AlGaAs quantum dots was found to be radiative at temperatures below 20K for lateral dimensions as small as 40nm and 75nm respectively. In contrast, for MOCVD GaAs/AlGaAs quantum wires fabricated on the same sample as the MOCVD dots nonradiative recombination predominates as the wire width is reduced. The dominant recombination mechanism in the sub-micron strained layer InGaAs/GaAs quantum dot system at low temperatures was also found to be non-radiative.

From the results on quantum dots alone presented in Chapter 5 it was suggested that non-radiative surface recombination was inhibited by the existence of lateral potential barriers in the GaAs/AlGaAs dots but not in the InGaAs/GaAs dots. Two possibilities were suggested: disorder in the plane of the well (with surface disordering as an extreme case) and strain. The first suggestion was disproved by the results from the MOCVD wires. If well width fluctuation were responsible for exciton localization, the wires should show similar behaviour to the dots, with high relative efficiencies persisting in the narrowest wires. The fact that nonradiative recombination dominates in wires of less than 500nm in width but not in dots and well width fluctuations do exist in the material shows that this mechanism alone cannot be responsible. The effects of strain relief after patterning are still unclear.
Temperature variation experiments on the MOCVD dots and wires showed a size dependence in the relative integrated PL intensities. The smaller dots (75 and 100nm in diameter) and the smaller wires (80 and 150nm in width) luminesced to higher temperatures than the larger dots (300 and 550nm in diameter) and the larger wires (250 and 500nm in width) respectively and the smaller dots luminesced to higher temperatures than the smallest wires. This was also true when comparing the larger dots to the larger wires. It was suggested that this temperature dependence may be due to confinement dependent on the dot diameter or wire width. This conclusion was supported by the enhanced blue shift seen in the exciton emission from the smallest dots and wires as the temperature was increased. Restrictions on the diffusion lengths of excitons to nonradiative sites due to the patterning of the QW into dots and wires could be the mechanism responsible for the effects seen at 5K. In wires the extra degree of freedom of the exciton contributes to the loss of luminescence at 5K as it is still possible for the excitons to diffuse to nonradiative sites within the exciton lifetime. This does not happen in the dots. This conclusion is supported by the results obtained after regrowth.

Regrowth with a layer of Al$_{0.4}$Ga$_{0.6}$As on SiCl$_4$ etched quantum structures increased the luminescence efficiency of the 250 and 500nm wires but reduced the efficiency of the 150nm wires. The 550 and 300nm dots showed no change in efficiency either before or after regrowth. Luminescence was completely lost in the 75 and 150nm diameter dots and 80nm wide wires. This suggests that in the wires surface states contribute significantly at 5K to the nonradiative recombination rate whereas in dots they do not. The overgrown AlGaAs layer passivates the nonradiative surface states thereby increasing the luminescence efficiency of these structures.

To prove that exciton diffusion is affected by patterning and that there is a fundamental difference between dots and wires a series of structures could be patterned where the dot is stretched into a wire. One dimension would be kept constant. For example a 100nm diameter dot could be stretched into a rectangle 100x1000nm, 100nmx10μm and 100nmx100μm. Arrays of these structures could be exposed on the same sample and the low temperature (5K) Photoluminescence compared. If a cut-off in luminescence behaviour from wire like to dot like was found between the different rectangle sizes this would show that the diffusion mechanism was indeed being affected by the patterning.

It was found that MOCVD material was more sensitive to the effects of CH$_4$/H$_2$ RIE compared to SiCl$_4$ etching as the PL intensities from the dots reduce with dot size and in the lower well. Further work could be done to compare identical designs of MOCVD and MBE grown material, and if possible similar quality in terms of signal intensity and linewidth, to ascertain if the differences in luminescence efficiencies still result. By using material of identical design differences due to barrier thickness could be removed.

It has been shown that shifts in exciton emission to higher energy after regrowth on samples subjected to RIE with either SiCl$_4$ or CH$_4$/H$_2$ are most likely due to enhanced diffusion of Al into the quantum well caused by impurities introduced during the dry etch process. This changes the profile of the well from a square potential profile to a compositionally graded well causing the shift to higher emission energies. Structures etched using SiCl$_4$ show a degradation in luminescence efficiency from the lower well after regrowth and in the upper well the PL linewidth broadens. In CH$_4$/H$_2$ etched dots
luminescence is not obtained from the lower well after etching but QW exciton emission is obtained from all the wells in the mesas. After regrowth the exciton emission from the dots and mesas has shifted blue and in the mesas the emission from the lower QW has not degraded as in the SiCl$_4$ etched samples. These results suggest that different impurities are introduced into the material by the different etch gases. It is these impurities which contribute to the differences in material structure before and after regrowth and which enhance the layer mixing at the interface between the barriers and the wells thus causing shifts to higher energy in the PL emission from the wells. Shifts induced by strain from the regrown layer can be discounted as temperature cycling (following the regrowth temperature cycle) on SiCl$_4$ etched dots also showed shifts in exciton emission to higher energy.

Quantum confinement has still not been reported in GaAs/AlGaAs quantum dots. The 20nm dots fabricated using the JEOL should be small enough to exhibit quantum confinement and hence the desired blue shift. It is therefore obvious that this experiment should be carried out. However the material used must be of the utmost quality - extremely bright, narrow linewidth and excellent homogeneity. Low temperature Photoluminescence alone is not sufficient to prove that quantum confinement has been achieved as shifts can occur due to localization in monolayer fluctuations in well width, band filling effects and impurity inclusion at the dry etching step. Photoluminescence excitation spectroscopy must therefore be used to prove conclusively that confinement has been achieved as this technique measures intrinsic free exciton effects and shows structure other than the $e_{1}$-$h_{1}$ transition which is measured in Photoluminescence. The PLE system must therefore be set-up. A range of dot sizes and control mesas must also be included on the sample to prove that at a specific dot diameter quantum effects start to dominate so process induced effects can be discounted.

The experiments outlines in Chapter 6 Section 6.7 should be repeated on MBE grown material to try and ascertain if the effects seen were purely material dependent or were indeed due to the effects of patterning. The original impetus behind this work was to try and fabricate a quantum dot or wire laser. In all the overgrowth experiments luminescence was lost in the smallest structures. In order for enhanced laser performance to be obtained quantum GaAs/AlGaAs structures even smaller than those used in these experiments must be fabricated and it therefore doubtful that this method will ultimately achieve working quantum dot or wire lasers without much greater control of the regrowth step.

Regrowth on CH$_4$/H$_2$ etched InP/InGaAs dots and wires for applications in quantum dot and wire lasers is more likely to succeed as in this material system the exciton Bohr radius is larger than in GaAs/AlGaAs so the dots and wires need not be as small to achieve quantum confinement. This may reduce problems associated with the loss of luminescence in the smallest dots and wires on regrowth. The affect of well mixing enhanced by impurity diffusion is unknown in this system.
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