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Summary

The Zelten field was discovered in 1959. The first well was drilled by
ESSO Standard Libya. More than 178 wells have since been drilled, most of
them into the reservoir (the Zelten member). The last few wells have been

drilled by Sirte Oil Company who are now the owners of the field.

Part of the aim of the study was to look at a 'reef' or velocity
anomaly which had been drilled, and to see whether it is purely a

geophysical artefact, or whether it is a real geological feature..

A velocity study was made for the nine wells in the area which have
velocity surveys. More than 150 velocity analysis tabulations available from
17 seismic lines were studied. Time and velocity - depth curves, rms
velocity plots, Dix average velocity plots, and rms iso-velocity contour maps
have been produced. Statistical work has been carried out on the velocity

study, to demonstrate relationships between some of the parameters.

Seventeen seismic lines (Vibroseis data), covering an area of 350
km?2, have been chosen from 1984/85 seismic survey for the re-
interpretation. Three horizons that are of interest have been chosen and
correlated, namely the Sheghega, Domran, and Ruaga horizons. Two-way
time, velocity, and depth contour maps have been produced. Most of them
have been produced using automated contouring, but three of two-way

time maps have been produced using hand contouring.
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A static correction study has been carried out on a part of the seismic
line where some uphole data has been provided. New seismic processing
software (SierraSEIS) available in the department was used, making the
reprocessing more easier and more convenient. Nine kilometres of the
seismic reflection data across a seismic reflection anomaly from line 6V256-
85 were reprocessed. Some Fortran77 programs were written to handle the

data to make the study more convenient and faster.

It was concluded that the discontinuity of the reflectors underneath
the anomaly is due to the distortion of the raypaths of the near traces by

shallow features.
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1.1 Exploration history

The search for oil in Libya began in 1953, and by 1958 a few
promising discoveries had been made. The Sirte Basin, with an onshore
area of approximately 375,000 km?, contains 14 giant oil and gas fields. The

first such giant is the Zelten field (Fig.1.1).

The spectacular Zelten field in the Sirte Basin, discovered in 1959, is
found in reefal occurrences in the Fogha Group. The first well, C1-6, was
drilled in March 1959 by ESSO Standard Libya Company, and showed a
potential reservoir in the highly porous Zelten Member. This well was

followed by a succession of others.

More than 178 exploration and outpost wells have been drilled in
Zelten field area. Over 150 oil production wells have been drilled into the
reservoir (Zelten Member). Some of the other wells are dry, and some
injection wells were drilled. A few wells have been drilled into the Gargaf
formation (Cambro-Ordovician age), the others to the Zelten Member (“the

main pay") of the Ruaga Formation.

The last few wells have been drilled by Sirte Oil Company, now the
owners of the Zelten field. The last two wells, GGGGI1-6 and KKKK1-6, were
drilled on a seismic anomaly interpreted as a Palaeocene pinnacle reef.
However, data from the two wells do not show the presence of a reef. It is

this problem that forms the subject of study.
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1.2 Field location

The Zelten field is located approximately 160 km south of the
Mediterranean coast in the centre of the Cretaceous-Tertiary Sirte Basin of
Libya, in Concession 6 between 28°-29° N and 19° - 20° E. It lies south of the

coastal town of Marsa El Brega, (Fig.1.2) owned by Sirte Oil Company.
1.3 Geological history

All basins contain some source rocks, some reservoir and cap rocks.
Sedimentary basin development begins with a major transgressive phase
and ends with a major regressive phase. Trangressions and regressions thus

represent important events in basin evolution (Ala 1985).

Over 50% of Libya's oil reserves occur in strata of Cretaceous age.
The producing sediments are associated with Sirte Basin shore lines of the

initial Cretaceous transgression.

An excess of 8 km of predominantly marine late Mesozoic and
Tertiary sediments have accumulated in the deeper segments of the basin.
Although Palaeozoic deposition was generally widespread across the
Northern portion of the African continent, within the Sirte Basin only a
meagre record of that era remains after the erosion, following the

Hercynian orogeny.
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Five major crustal upwarps, the Nafusah and Al-Gargaf in Western
Libya, the Tibisti in Southern Libya, and the Sirte and Kalanshiyu arches of
Central and Eastern Libya became strong positive features by end of this
orogeny. During the early Cenomanian the Sirte Basin developed
structurally. At this time there occurred a collapse of the Sirte and Tibisti
arches. The major faults and other structural elements of the basin were
either initiated or strongly rejuvenated during this collapse, and a series of
tilted horsts and grabens developed. They generally trend northwest to
southeast, or east to west. The largest of these grabens is the Sirte Basin

trough (Fig.1.3) (Gumati and Kanes 1985).

Deposits accumulated in six large basins between Algeria and
Arabian-Nubian shield during a major regression in Latest Jurassic and

Early Cretaceous time (Van Houten 1980) (Fig. 1.4).

The locations of the Ghadames (Northwestern Libya and adjacent
Tunisia and Algeria) basins, Sirte (North - Central Libya) basins, Northern
(Egypt) basins, Murzuk (Southwestern Libya Northern Chad) basins, Kufrah
(Southeastern Libya and nearby Sudan) basins, and Southern (Egypt) basins

(Van Houten 1980) are also shown in Figure (1.4).

The Late Cretaceous and Early Tertiary rocks contain large
accumulations of hydrocarbons, which have been the target for the

numerous exploration oil wells drilled in the region.

Marine rocks of Late Cretaceous age, chiefly carbonates, are present

in most of Northern Libya. In the Sirte embayment, rocks of Late Cretaceous
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age are much more varied, as a result of the block faulting (Conant and

Goudarzi 1967).

Rocks of Tertiary age, chiefly carbonates, are widespread in northern
Libya and in the northeast, from long high escarpments. In the Sirte
embayment the strata are much more varied, especially in the subsurface. In
the deepest part of the embayment, extending south - southeast from the

head of the Gulf of Sirte. (Conant and Goudarzi 1967).

1.4 Geological setting

The complex structural pattern of horsts and grabens in the Sirte
Basin began forming in the Late Jurassic-Early Cretaceous, and continued to
develop until at least the Miocene and probably to the Holocene (Selley
1968, Gumati and Kanes 1985). During this time, widespread subsidence and
continental sedimentation of the Nubian Sandstone occurred in the

southeastern and southwestern Sirte Basin (Gumati and Kanes 1985).

Cretaceous block faulting divided the Sirte Basin into a series of
northwest-southeast trending ridges and troughs (Bebout and Pendexter
1975). A major marine transgression in Palaeocene and Eocene times
extended southward from the main basin into a deep embayment (Benfield
and Wright 1978), and seemingly ended in the Early Palaeocene. The
following regressive sequence culminated with the Zelten Member, and the
overlying Meghil Member was deposited at the beginning of the next major

transgression (Bebout and Pendexter 1975).
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The pre-existing Cretaceous structures are still evident in the
Tertiary, however, because shallow water carbonate materials were
deposited on the buried highs, and deeper water carbonate materials in the

troughs (Bebout and Pendexter 1975).
1.5 Structure

The Sirte embayment, commonly termed the Sirte Basin, is a
complex block-faulted and downwarped structure and it is the youngest of
the basins mentioned above. Block faulting started in Late Cretaceous time

and continued until the present (Conant and Goudarzi 1967).

Structurally, the Sirte Basin is mainly affected by rift-type faults
(according to the Klemme (1980) classification of the basins), which decrease
in throw to the south (Benfield and Wright 1978). It is a cratonic rift,
resulting from a Suez-type crustal extension of an old eroded basement and
Palaeozoic uplift, extending to the south to the Al-Kufrah basin and, via a

major marine embayment in Eocene time, to the Tibisti massif.

Concentrations of oil and gas in commercially significant quantities
(fields) occur in sedimentary basins. Sedimentation within the basin has
continued at varying rates from its initiation in the Late Cretaceous until
the Quarternary (Benfield and Wright 1978) which has given a thick
sedimentary section. This thick sedimentary section makes the basin a
favourable environment for the formation, migration and entrapment of

oil and gas (Ala 1985).
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Early sedimentation was highly differentiated, with deposition of
large quantities of organic-rich shales in the grabens, and with carbonates on
the horsts , but as transgression continued, Cretaceous sedimentation

became more uniformly argillaceous (EI-Hawat 1978).

Shallow water carbonate sediments within the Heira Shale (Mabruk,
Ora, and Meem Members) accumulated on some of the ridges, such as the
Zelten ridge, until Late Palaeocene and Early Eocene (Zelten and Meghil
Members of the Ruaga), when Carbonate sedimentation spread over the
entire basin (Bebout and Pendexter 1975). The thick rich coloured shale
which is present in the grabens is believed to be an important source of oil
and gas, and the carbonates (Iimestone, dolomite, and calcarenite) on the

horsts serve as oil and gas reservoirs (Conant and Goudarzi 1967).
1.6 Field Geology

A general description of geology of the Zelten field from the local

columnar section (Fig.1.5) is as follows:

1.6.1 The Gehenna Group sediments are Oligocene in age, divided
into two rock units, the Muailah and Etel Formations. The upper unit, the
Muailah Formation, is a sandstone, limestone and siltstone in lithology.
The lower unit, the Etel Formation, is a calcareous shale formation some

times describe as a dolomitic shale.
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1.6.2 The Tamet Group sediments are Middle Eocene in age. It has
one rock unit, the Sheghega Formation, described as a skeletal micritic

limestone.

1.6.3 The Uaddan Group sediments are Lower Eocene in age. It has

one rock unit, the Domran Formation, a shaly-micritic carbonate.

1.6.4 The Fogaha Group sediments are Lower Eocene and
Palaeocene in age. However, all the potential plays are in the Palaeocene.
The Fogaha Group is divided into two rock units, the Ruaga and
Heira Formations.
The uppermost unit, the Ruaga Formation, consists of three

Members:

(1) The Meghil Shale Member which forms the cap rock for the
Zelten reservoir. Within this Member two porous limestone horizons,
known as the Ruaga"A" and the Ruaga"B", are developed over the Zelten

field.

(2) The Zelten Member, a porous reefal complex which is the main
pay in the Zelten field area. Dolomite in the lower part of Zelten Member
ranges in thickness from zero in the northern part of the field to more then

80 m, 8 km south of the field.

(3) The Cra Member, a tight Limestone.
The lower unit is the Heira Formation, a shaly formation. Over

much of the Sirte Basin it contains the following carbonate members:



(1) The Mabruk member.
(2) The Ora member.
(3) The Meem member.

These members of the Heira Formation contain small oil

accumulation within structural traps over a broad area in the Sirte Basin.

The Zelten Member ("main pay") of Ruaga Formation and
underlying Heira Shale are considered by Esso Libya geologists to be
Palaeocene, the overlying Member, the Meghil, is dated as Early Eocene

(Bebout and Pendexter 1975).

1.6.6 The sediments equivalent to the Hamada Group in Western
Libya, are of Upper Cretaceous age. This Group is divided into three rock

units, the Zmam, Waha and Bahi Formations.

The upper unit, the Zmam Formation, is a micritic limestone in
lithology. The middle unit, the Waha Formation in the south and
southeast of the Zelten field, is a sandstone and skeletal calcareous
limestone in the southeast and calcareous limestone in the south. The
lower unit, The Bahi Formation, is a terrestrial clastic sediment in the south

and in the southeast.

1.6.7 The underlying Gargaf Group sediments are partly Cambro-
Ordovician in age, containing the Gargaf Formation which is quartzite and
quartzitic sandstone. Until recently, the whole formation was considered to

be of Cambro-Ordovician age. However, the study of core samples from



15

wells in the Sirte Basin revealed that this formation is of Cretaceous age in
its upper part and of Cambro-Ordovician in age in its lower part (Bonnefous

1972).

The absence of Upper Palaeozoic and Mesozoic sediments suggests
that the area was domed, faulted, and eroded during the Late Mesozoic

(Gumati and Kanes 1985).

Below the Gargaf Group is the basement. Most of the exposed
basement rocks are certainly of Pre-Cambrian age, but recent K-Ar dating
indicates that some of the buried granites in the floor of Sirte embayment

may be of Early Palaeozoic age, coeval with the pan-African orogeny.
1.7 Aims of the study
1.7.1  Data available
In the area of study the following data are available for this project:
(1) Seventeen reflection seismic sections from lines, totalling 314 km
of 48-fold Vibroseis data acquired in the same seismic survey in
1984/85 (Figure 1.6).
(2) Geological and geophysical reports for wells C114, C59, C85, VV1,

and YYY1, containing the formation tops and corresponding

times.
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(3) Velocity survey logs for wells C114, C85, C59, C10, and YYY1.

(4) Checkshot survey records for old wells C59, C82, C85, and YYYI1,

and for recent wells GGGG1 and KKKKI.

(5) Completion logs for wells C82, C45, C1, C10, C85, C114, and C8.

(6) Company data base of formation tops in the Zelten field area for

170 wells shown in Figure 1.6.

(7) Demultiplexed data on magnetic tapes for seismic line 6V265-85,

covering shot points 200 to 379.

(8) Copy of the field documents for seismic line 6V265-85.

(9) Uphole data available for stations 147, 234, 298, 317, 379, and 505

on seismic line 6V265-85.

(10) Some geological internal reports.

The seismic anomaly

The presence of the seismic anomaly appears in seismic line 6V256-

58 at shot point 310 in the Heira formation (see Chapter 4, Fig.4.5f). It was

interpreted as a Palaeocence pinnacle reef, before the drilling of well

GGGGI1-6 on the location of the seismic anomaly. The well does not prove

the presence of a reef, but produces oil from the Mabruk limestone, which
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has not been tested before. Suringa (1988) described the picking of the
Mabruk as somewhat questionable, as it is parallel to the Ruaga formation.
He also mentioned that the Mabruk map should be very similar to the map

for the Ruaga formation.

1.7.3 Aims

The aim of the study is to investigate the reef anomaly, to see
whether it is purely a geophysical artefact, or whether it is a real geological
feature. The approach taken has been as follows, in approximate

chronological order:

(1) Re-interpretation of the seismic lines, choosing three
stratigraphic markers that are of interest, and producing maps of

two-way times, velocity, and depth.

(2) Velocity study in the area, compiling average and interval

velocities contour maps.

(3) Static correction comparison between the different kinds of

statics on line 6V265-85 (s.p. 147 - 505).

(4) Reprocessing part of the seismic line 6V265-85 where the seismic
anomaly appears, using different kinds of statics to see the effect

of the static problem.
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2.1 Introduction

The variation of velocity as a function of depth is an important
parameter in the interpretation of seismic data. A knowledge of velocities is

necessary to the geophysicist and interpreter for several purposes:

(1) For normal-move out corrections and migration.
(2) To convert reflection times to depth.

(3) To help to identify lithology and zones of over-pressured shale.

Shooting a well for velocity gives good estimates of the gross
velocity layering. Most of the contractors now provide a tool to get fine

velocity detail by producing a continuous velocity log.

Nine of the wells in the area of study have data for velocity study, as
shown in Figure 1.6 (Chapter 1) marked by star spots. Velocity surveys in
these wells were obtained with different kinds of shooting techniques; some
were shot in early and mid sixties using explosives (dynamite), the others in

1989 using air guns or vibrators as a source.

As will be shown below, the well velocity information is essential to

tie and correlate horizons to the seismic reflection data.

2.2 Well shooting

It is useful for the interpreter to have well surveys available in the

area, to give a good correlation between the seismic reflections and lithology
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and the boundaries of the formation. Shooting a well involves
measurements of travel time of seismic wave from sources at or near the
surface to a receiver located at various depths in the well. To obtain vertical
travel times, the measurements must be corrected for angularity, as shown
for an old dynamite survey in Figure 2.1. Because the source must
necessarily be offset from the well bore, well shooting gives good estimates

of the gross velocity layering (Al-Chalabi, 1974).

2.3 Continuous velocity logs

The invention of the continuous velocity log (CVL) by Summers
and Broding (1952) provided, for the first time, the fine detail of velocity

layering. This type of log is also a very good correlation tool.

Figure 2.2 is a schematic of the logging tool, which consists of an
acoustic transmitter as a source S. This is usually an electro-mechanical
device that produces pressure pulses transmitted through the borehole fluid

to the wall of the hole.

The energy is transmitted by a refraction path to two pressure
detectors R1 and R2, with acoustic insulators separating the two elements by
a known fixed distance. The difference in travel time is measured

electronically.
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Fig.2.1. Schematic cross-section of well velocity survey.
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Ekb =Elevation of K.B. above datum. Ve =Elevation velocity.
Z =Depth of geophone below datum. At =Interval distance.
Es =Elevation of shot point above datum. stc  =Interval travel time.
Ec  =Elevation of charge above datum. dw  =Depth of weathering layer.
B =Incident angle at well geophone levels.
X =Horizontal distance from well to shot point.
t =0Observed travel time for charge to well geophone.
tc = (tcos B)-te (Corrected travel time). )
Va =(€—) (Average velocity). Vi =( AA ttc ) (Interval velocity).

[ (5—2) for case A

te = <l [( dwvv:ds )+(ES\-/-edW )] for case B
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Fig. 2.2. Schematic diagram of sonic logging tool.
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From the high pulse repetition rate relative to the tool being slowly
pulled up the hole, the set of measurements produces essentially a
continuous measure of transit time (Al-Chalabi 1974, Waters 1978). These
velocities appear to be reasonably representative of the velocities of seismic

waves through the corresponding formation except when (Waters, 1978):

(1) There is invasion of a porous formation by drilling fluid.
(2) The hole diameter is very large or irregular.
(3) The formation velocity is lower than the P-wave velocity

through the drilling fluid.
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24 Velocity surveys

In the area of study, where different kinds of survey have been used,
an explosive technique of shooting (dynamite) was used in the early and
mid-sixties. Figures 2.3, 2.4, 2.5, and 2.6 show the geophone plans and the
seismic velocity survey for wells C85, C82, C59, and YYY1 respectively. These
shot-holes were drilled, loaded, and surveyed by Esso Standard Libya Inc. In
a recent survey, as shown in Figures 2.7, and 2.8 for wells GGGGI1, and

KKKKI1, air guns and vibrators were used as a source, respectively.

In the old survey as shown in Figures 2.3, 2.4, 2.5, and 2.6 for wells
C85, C82, C59, and YYY1 respectively. A number of shot-holes were drilled at
different locations to different depths, depending on the amount of charge
and depth of the test level. The amount of charge was increased as the depth
in the shot-hole increased to give enough penetration for the wave to reach
to the recording depth. They recorded 12, 11, 12, and 10 different levels in the
wells, respectively. The deepest level tested was at 2438, 2423, 2217, and 3831
m. respectively. There were a number of reference geophones on the

surface, at the well head, and at different distances away from the well.

In a recent survey for well GGGG1-6 (Figure 2.7), an air gun was used
as a source, by making a hole beside the well filled with water, into which
the source gun is lowered. The tool is moved down to the deepest level and
recording is started. Then the tool is moved up to the next level for

recording, and so on.
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Fig.2.3. Shothole and geophone plan for well C85-6.
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Seismic velocity survey for well C85-6:

First run (15/5/66)
Second run (2/6/66)

) Recording equipment = ABV/ABD/BER 62
(2)  Well geophone type =GCE 101
3 Elevation datum = sea level.
(GY) Levels tested =3 9
&) Deepest level tested =668 m 2438 m.
(6) Well geophone records =3 9
@) Normal shothole depth =9-18 m. 18-30 m.
(8) Range of charges =10-401bs  40-100 Ibs.
)] Total explosive used =70 lbs 760 lbs.
(10)  Total detonators used =6 18
(11)  Number of shotholes drilled =12

(12)  Shotholes drilled, loaded, and surveying by
ESSO Standard Libya Inc.

Remark:
Surface velocity = 1646 m/s.
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Fig.2.4. Shothole and geophone plane for well C82-6.
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(12)  Shotholes drilled, loaded, and surveying by
ESSO Standard Libya Inc.

Remark:
Surface velocity = 1475 m /s.
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Fig.2.5. Shothole and geophone plan for well C59-6.
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Seismic velocity survey for well C59-6:

First run (22/12/63)
Second run (15/1/64)

Q)] Recording equipment =ABV/ABD/BER 62
(2) Well geophone type =GCE 101
3 Elevation datum =sea level.
4) Levels tested =9 4
(5) Deepest level tested = 1788 m. 2217 m.
(6)  Well geophone records =9 5
€)) Normal shothole depth =12m 24 m.
¢)) Range of charges =20-60 Ibs. 60-80 Ibs.
9) Total explosive used =320 1bs 440 lbs.
(10) Total detonators used =9 6
(11)  Number of shotholes drilled =17

(12)  Shotholes drilled, loaded, and surveying by
ESSO Standard Libya Inc.
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Fig.2.6. Well shot holes reflection spread for well YYY1-6.
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Seismic velocity survey for well YYY1-6:

First run
Second run
1) Recording equipment =
) Well geophone type =
3) Elevation datum =sea level
“4) Levels tested =4 6
(5) Deepest level tested =383l m
(6) Well geophone records =4 6
) Normal shothole depth =6m.
(8) Range of charges =15 lbs.
9) Total explosive used = 555 lbs.
(10)  Total detonators used =
(11)  Number of shotholes drilled = 37
Remarks:
1 Surface velocity = 1440 m /s.

2 Shot holes spacing =2 m.
3 Shot groups spacing =7 m.
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Fig.2.7. Surface setup for check-shot survey for well GGGG1-6.
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Seismic data:
1 SRD to ground level (G.L.) =156 m.
2 SRD to rotary table =163 m.
3 Gun depth below ground level =2m.
4 Hydrophone depth below ground level =15m.
5 Source offset distance =56 m.
6 Source offset azimuth =40 Deg.
7 Down-hole geophone type =4 HSI
8 Surface sensor type = Geospace MP-8C.
9 Gun volume = 200.
10 Source type = Air gun.
Remarks:
1 Check-shot levels were selected by the client.
2 Check-shot at SRD was repeated at end of the survey
for data quality control.
3 Client supplied surface velocity (2600 m/s).
4 Check-shot at some specified levels were not presented
due to degraded data quality.
5 Lowest descent of tool was 2292 m. as a result,

the deepest check-shot was at this depth.
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As shown in Figure 2.8 for well KKKK1-6, a vibrator truck, was used

as a source producing a sweep.
2.5 Fortran programs

There are three groups of data available from the wells. The first
group of data comprises geological and geophysical reports by Sirte geologists
for wells C114, C59, C85, VV1, and YYY1. The second group of data are
velocity survey logs for wells C114, C85, C59, C10, and YYY1, and the third
group of data are check-shot survey records for wells C59, C82, C85, YYY1,
GGGGI1 and KKKKI1. These data contain information such as corrected time,
with corresponding depth and formation depth. Fortran77 programs have
been written by the author to handle the three groups separately, to calculate
some parameters such as average velocity, interval velocity, and rms
velocity at different formations or different levels of shooting. These two
programs are CVL and CVL3. One or other of them is used according to
what type of data is available as an input for the program to run. Listings of

the source code for the two programs are given in Appendix 2.1.
251 Program steps

The CVL program handles the first group of data. The first step in
this program is to read the names of the two input files and one output file,
which is necessary for the program to run. The first input file contains some
information such as company computer code, depth, and sub-surface time
(recorded time), for 12 formations. The second input file contains some

other information such as well name, latitude, longitude, kelly Bushing
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Fig.2.8. Surface setup for check-shot survey for well KKKK1-6
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32

elevation, one way static correction, and ground level, for the five wells
available. A detailed flowchart corresponding to the above outline is shown

in Figure 2.9.

The CVL3 program handles the second group of data. The first step
in this program is to read the names of the one input file and one output
file, which is necessary for the program to run. The first input file contains
some information such as number of shots, and depth time pairs for the six
wells available. A detailed flowchart corresponding to the above outline is

shown in Figure 2.10.
2.5.2  Program calculations and results

The output file from the CVL program contains some information
and calculated results such as company computer code, drilling depth, sub-
surface depth, sub-surface time, sub-sea depth, sub-sea time, thickness,
difference in time, interval velocity, average velocity, and rms velocity, as

shown in Appendix 2.2.

The output file from the CVL3 program contains results such as

depth, time, average velocity, and interval for each level of shooting.

Figures 2.11-2.15 show the average velocity, interval velocity, rms
velocity, and two way time curves versus depth below datum plané (sea
level), for wells C114, C59, C85, VV1, and YYYI respectively, using the
computer program CVL. Two-way travel time is used to facilitate

comparison with seismic sections. The results are listed in Tables 2.1, 2.2, 2.3,
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START

I Read input,output file names ]

I - Counter for well data.

I DO WELL - Well name.
I=15 ALAT - Latitude of the well.
¥ ALONG - Longitude of the well.
+ [ Read WELL ALAT,ALONG AKB STATIC,GL ] AKB - Elevaﬁil of the kelly bushing.
—4¢ Continue STATIC - Static correction.
GL - Ground level elevation.
N DO
4 I1=1,12 I - Counter for the formations.
£2
+ | Read ICCDD,ST | ICC - Company computer code.

. Conte DD - Drilling depth.
X ontinue ST - Time corresponding to the DD.

J - Counter for well data.

L 4

I - Counter for formation.

L 4

SD - Subsurface depth.
SEAD - Subsea depth.

SEAT - Subsea time.

[ SEAT=STLSTATIC*2) |

rS

Continue

-~

-~

Al

v

J - Counter for the well data.

I - Counter for the formation.

A 4

|

A2

Fig.2.9. Detailed flowchart for the CVL program.
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Al A2
rS E S
DELTAD - Difference in depth.
DELTAT - Difference in time.
VINT - Interval velocity.
[VINT = OELTAD/DELTAT)*2] )
T VBAR - Average velocity.
| VBAR=(SD/ST)*2 |
v
< Continue
SUMT - Summation of the interval time.
-~
SUMVT - Summation of the product of
the velocity and time.
v I - Counter for formation.
[ SUMT=SUMT+DELTAT |
L2 v
T 1 [ SUMVT=SUMVT+DELTAT*VINT**2)|
VRMS - Root mean square velocity.
[ VRMS=SQRT(SUMVT/SUMT)| SQRT - Square root function.
v
A 4
Write ICC,DD,SD,ST,SEAD,SEAT,DELTAD,
DELTAT,VINT,VBAR,VRMS
< Continue
4 Continue

Fig.2.9. (Continued) Detailed flowchart for the CVL program.
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I Read input,output file namcs]

J - Counter for the well data.

v
e
[}
—
[=,)

NS - Number of picked levels.

I - Counter for the levels.

D - Depth of the corresponding level.
T - Time of the corresponding depth.
VA - Average velocity.

I - Counter for the well data.

) J=1NS-1 J - Counter for the picked levels.
>
DD 1D2'D L DD - Difference in depth.
[ DT =T2-T1 ] DT - Difference in time.

VI=DD/DT VI - Interval velocity.

| Write D1,T1,VALVII |

v
[Write D2,T2.VA2 V2|

Continue

-5

Fig.2.10. Detailed flowchart for the CVL 3 program.
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2.4, and 2.5 respectively at the formation boundaries (Appendix 2.2), based

on data from the geological and geophysical reports available.

Figures 2.16-2.20 show the average velocity, interval velocity, rms
velocity, and two way time curves versus depth below datum plane (sea
level), for wells C114, C85, C59, C10, and YYY1 respectively, using the
computer program CVL. The results are listed in Tables 2.6, 2.7, 2.8, 2.9, and
2.10 respectively at the formation boundaries (Appendix 2.2), based on data

from the velocity survey logs available.

Figures 2.21-2.26 show the average velocity, interval velocity, rms
velocity, and one way time curves versus depth below datum plane (sea
level), for wells C59, C82, C85, YYY1, GGGGI, and KKKKI1 respectively, using
the computer program CVL3, output data results at different levels of

recording, based on check-shot survey record logs available.

Looking at the results from different sources for the same well, such
as Figures 2.11 and 2.16 for well C114 (results listed in tables 2.1 and 2.6
respectively of Appendix 2.2), shows that the velocities derived from the
first group of data are higher than the ones derived from the second group
of data. The differences are due to the different two-way times applied in
each group at the same formation depth. The same result is found in well
C85 (Figures 2.13 and 2.17; results listed in Tables 2.3 and 2.7 respectively of
Appendix 2.2), and in well YYY1 (Figures 2.15 and 2.20; results lis£ed in
Tables 2.5 and 2.10 respectively of Appendix 2.2). A slight difference in
velocities is seen in Figures 2.12 and 2.18 for the well C59, the results of

which are listed in Tables 2.2 and 2.8 respectively (Appendix 2.2).
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Fig.2.21. Velocity and time depth curves for well C59-6.
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Fig.2.22. Velocity and time depth curves for well C82-6.



44

One-Way Time in milliseconds. — 3

0.0 200 400 600 800 1000
F T T T T T 1

Interval Velocity

0.0

Y
2
€
o
(= o \
— o -
E
© Time Depth curve
©
3 rd
o o
3 2t
£ 9 /
o- L}
2]
o

Average Velocity

<«
-3000
1

1 1 1 1 1 ]
0.0 2000 4000 6000 8000 10000

Velocity in meters per second. »

Fig.2.23. Velocity and time depth curves for well C85-6.

One-Way Time in milliseconds. — g

0.0 200 400 600 800 1000
OF T T T T T 1
o

2

o2}

@

€ o

c 8 L Time Depth curve

£ - /

o]

©

©

=

Qo o

3 St

= o

a 0

(o]

o

<«
-3000
T

T~

Interval Velocity
Average Velocity

= Il 1 | 1 | J
0.0 2000 4000 6000 8000 10000

Velocity in meters per second. —_—

Fig.2.24. Velocity and time depth curves for well YYY1-6.



45

One-Way Time in milliseconds. — 3

0.0 200 400 600 800 1000
oF T T T T 1
o .
o .
8 B Time Depth curve

4

«&—— Depth below datum in meters.

=4 \ ]
o
4
Average Velocity
Interval Velocity
o
o_
o
@
- f | 1 | | 1
0.0 2000 4000 6000 8000 10000

Velocity in meters per second. —>

Fig.2.25. Velocity and time depth curves for well GGGG1-6.
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Fig.2.26. Velocity and time depth curves for well KKKK1-6.
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All the figures above show a clear picture of the velocity
relationship, that rms velocity is always greater than or equal to the average
velocity, and that difference increases with depth. In Chapter 3 other

relationships are discussed in more detail.
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Fig. 2.27 Well correlation showing the interval velocity of the Sheghega
formation, Domran formation, and the top of Ruaga formation
from sonic logs generated in C114, C85, C82, GGGGI, KKKK1,
and C10.

Figure 2.27 shows the lateral variations of the interval velocity by
sonic logs over the field in southwest-northeast direction. The interval
velbcity does not change much for the Sheghega formation, but for the
Domran formation there are two high interval velocity under the well
C114-6 and well GGGGI1-6 locations. Other clear high interval velocity found

for the top of the Ruaga formation under the well GGGG1-6 location.
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3.1 Introduction

Velocities of seismic waves depend mainly on the elastic properties
of the minerals making up the rock material itself. Most rocks have complex
micro-structure, with pore spaces between grains, which may contain fluids
or other soft material such as clay. For such rocks, velocity is very much
dependent on the porosity and on the material filling the pores (Dobrin &

Savit, 1988).

In most sedimentary rocks, the velocity is dependent on the actual
velocity of the minerals constituting the solid rock matrix, the porosity, the
pressure, and the velocity of the fluid filling the pore spaces (Dobrin & Savit,
1988).

3.2 Factors affecting velocity

A simple linear relationship equation has been found by Wyllie et
al. (1958) between the reciprocal of velocity and porosity, where the rock is
composed of two materials, the matrix and the fluid filling the pore spaces

between the grains.

1- 0

1- VE' L ——— (3.1)
where

V = Velocity of the saturated rock.

V., = Velocity of the matrix material.

V, = Velocity of the fluid in the pore space.

@ = Fractional porosity.
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From the above equation, it is clear that as the porosity increases the
velocity decreases. In general, as the density of the rock or the material
increases the velocity also increases, so that dense rocks have high velocity.
Normally porosity decreases with depth of burial. As the rock is buried
deeper, the overburden pressure increases and porosity decreases (Sheriff,
1978). We can say in general that the velocity increases with loss of porosity,

so that velocity therefore increases with depth.

Pickett (1969) developed an equation like equation 3.1, which, as

mentioned above, from theoretical considerations, is:-

Where A and B depend on the lithological parameters and depth of

burial.

Faust (1951) made a statistical study of the effect of the age of rock on
seismic velocity. He showed that for sandstones and shales the velocity can

be expressed empirically as

where
K = Constant equal to 38.2 when Z is in metres, T in years, and V in m/s
Z = Depth of burial

A = Age of formation
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He found that velocity increases with the age of rocks according to
the 1/6 power of the age. Through time, much may happen to the rock,
including cementation, deformation, re-crystallization, etc.

Figure 3.1 summarises the factors that influence seismic velocity in

sandstone. These factors are ranked in order of importance.

Factors Porosity
Decreasing Clay content
Velocity Sand
Factors Lime content
Increasing Dolomitization
Velocity
Factors Depth
Decreasing Max. Depth of burial
Porosity Age
Cementation

Fig. 3.1. Factors affecting velocity.

Porosity is the most important factor in lowering velocity. Shale has
a tendency to lower velocity, more than sand. Dolomite tends to raise
velocity. A limey shale will have a higher velocity than a sandy shale and a
sandy limestone will have a lower velocity than pure limestone but higher

than pure sand (Sheriff, 1978).

3.3 Seismic velocity terminology

In geophysical work there are many types of velocity, but these

velocities are related to each other.
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3.3.1 Interval velocity (Vy)

Interval velocity is defined by the formula.

Vv = T s (3.4)

where
A z = Difference in depth
At = Difference in time

V, = Interval velocity

through a layer in which the velocity is assumed to be constant.

Interval velocity is a very useful parameter as a lithological
indicator. It can be obtained both from well velocity surveys and from CDP

reflection data.
3.3.2 Instantaneous velocity (Ving)
Instantaneous velocity is the interval velocity measured by a

continuous velocity logging tool when the distance between the receivers is

very small, it is represented by a differential equation

- |im A2 _dz 3.5
V'NS_Al.'ToAt'dt ............................................................ (3.5)
where
dt = Difference in time as At tends to zero

dz = Difference in depth as AZ tends to zero
Vs = Instantaneous velocity (Interval velocity), at that particular

depth.
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3.3.3 Awverage velocity (V,,.)

Average velocity is the interval velocity measured through a

number of layers, as shown in Figure 3.2.

i X i
Source Receiver
S Surface
Layer 1 \ VI H1 At 7{
Reflector 1
Layer 2 \ Vi2 H2 At2 7(
Reflector 2

Layer 3 \ Vi3 H3 AtS/
Reflector 3

X £

X 7( Reflector (n-2)

Layer (n-1) V'(”-U\\ H(n'T)/M(ﬂ-U
Reflector (n-1)

Hn
Layer n Vin \ / Atn Reflector n

Fig.3.2. General model for the reflection path for

the horizontal layers.

and is defined by the formula.

H+H +- .- +H_
vV = 2 for n layers, ........... (3.6)
ave At +At +--- + AL

where

At = Time through the nth layer

n

V.. = Average velocity
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Equation 3.6 may be expressed in the form

[V At +V At +-----+V At
v o= Lt 1z 2 L reverrerenessenssnerense(3.7)
0 At +At, +-----+AL
iV At
Voo =| | e (3.8)
i ZAt,
i=1

V,, = Interval velocity for the nth layer

in

This average velocity is a time-weighted average of the component

interval velocities. It is a good means of converting reflection time to depth.

3.3.4 RMS velocity (V p)

RMS velocity is the weighted root mean square of the component

interval velocities (Hatton, et al. 1986). Its formula is

1
Vv ’ t+V : \Y; ? i
At + At +-----+ At
Vrrns = - A1t le t 2 i u . for n layers, .(39)
1+ 2+.....+A n
1
n 2 z
ZV” At
V2B L S OO (3.10)

rms
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3.3.5 Normal moveout velocity (Vo)

Normal moveout is the difference in TWT between a receiver at an
offset X as compared to a zero-offset receiver. Normal moveout velocity is
the velocity derived from plotting a curve for the square of the reflection
time versus the square of the distance between the source and the receiver,
as shown in Figure 3.3. Figure 3.4 is a schematic diagram of the simple case
of a flat horizon. This type of velocity is used in computing the dynamic

(NMO) correction for shot-receiver offset as shown in Figures 3.5, and 3.6.

f X {
1 A V
N
= 1l _y ?
Slope NMO
Intercept
ttmes { .
> >
X" =
Fig.3.3. X?-T? Plot. Fig.3.4. Simple horizontal

plane reflector model.

The equation used for the NMO correction is




X4
| X3 {
X2
X1
Xo
S4 A R2 R3 R4 RS
St_S2 S3 S5 Surface
\
Layer 1 0
+ Reflector 1
A
7
Layer 2 /
Reflector 2
v
A
Layer 3
Reflector 3

Fig.3.5. Common depth point model for horizontal layering.

X0 X1 X2 X3 X4 X X1 X2 X3 X4
To —s To - == >
: ~L £
= >‘*%\> -l ===
T

=
| e
>“>?J>‘\j>\%; T fé‘f&” =

Before NMO After NMO

Fig.3.6. Five trace gather for 3 layers before and after NMO correction.
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or in terms of Vo

Vo o= X
NVO 2 2
J )

where

T, = Zero offset time

X = Source-receiver offset

T, = Reflection time for any offset X

It is possible to determine normal moveout velocity (V,,,) using the
X2-T? method by plotting the square of the reflection time versus the square
of the distance between source and receivers (Fig. 3.3). The arrival time of
the reflected energy in equation 3.11 depends not only on the reflection
depth and the velocity above the reflector but also on the offset distance.

From the plot in Figure 3.3, we get a straight line whose slope 1/(V,,,)* and

whose intercept is Toz.
3.3.6  Dix interval velocity (Vyp)

Dix (1955) showed how to calculate interval velocities from normal

moveout velocity, with his equation

AR
2

V.. T -V T
O n 0" o n-1 0 n-1
Vi T T T, for the last layer ...(3.13)
n n-1 )
where
Vo = Normal moveout velocity for the (n-1)th layer.
Vao = Normal moveout velocity for the nth Jayer.

T = Time through the (n-1) layer.
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T = Time through the nth layer.

Vlon = Dix interval velocity of the nth layer.

3.3.7 Dix average velocity (V,p)

Dix average velocity V,pis a time-weighted average velocity of the

component Dix interval velocities, calculated by the equation:

Vp At +V, At +---- -+ Vo AL
= ! 2 . for n layers, (3.14
Vio At + AL +----- + At yers, (3.14)

where
V.D1 = Dix interval velocity for the 15! layer.

Vo, = Dix interval velocity for the 2" jayer.
VIDn = Dix interval velocity for the nth layer.
At, = Time through the 15t layer.

at, = Time through the ond layer.

at, = Time through the nth layer.

34 Velocity calculation

Velocities can be calculated from seismic data using normal
moveout. This velocity is used in common depth point stacking to bring the
arrival time of the particular reflection to the same travel time for different
offsets, and hence is called normal moveout velocity (V,,,) as shown in

Figure 3.6.
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In the case where the layers are planar and horizontal, and the
offsets are small, Dix (1955) showed that the normal moveout velocity
(Vamo) is equivalent to the root mean square velocity (V). The effect is that
the normal moveout velocity (V,,,) is always greater than average velocity

(Vave)'

This velocity is commonly used for calculating depths in areas
where there is no borehole data available, but if this is not the case (as in the
present study), it is clear that the root mean square velocity is greater than

average velocity by a small amount.

The relationship between root mean square velocity and average
velocity was shown by Al-Chalabi (1974), who relates the two velocities

through a quantity which he called the heterogeneity factor (H):-

1

z
V,..=(1+H) v_, T (3.15)

H is a positive quantity, being equal to zero only when all the layers
have the same velocity (a homogeneous ground). Equations 3.15 illustrates
quantitatively the observation that the rms velocity equals the average
velocity when the ground is homogeneous, and progressively exceeds it as

the ground becomes more heterogeneous.

Interval velocities can be calculated by using root mean square

velocities directly in the Dix formula in equation (3.13).
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The Dix velocities are correct only for the cases where the layers are
horizontal, and are larger than the true interval velocities for dipping

reflectors, and can be corrected by dividing by cosine of the dip.

Shah (1973) extended the concept of root mean square velocity to

dipping beds. He derives what he calls the normal moveout velocity,

defined by
" -4 c0s® o
o n2= ————12— ZVle I — | for the nth layer ...(3.16)
P (T8 B,) e cos” B
where o, is the angle of the incidence at the j™ interface

is the angle of the transmittance at the jt! interface

B.  is the emergence angle of the raypath that is normal

to the nt!' interface

For flat (non-dipping) beds, the normal moveout velocity reduces to
Dix's root mean square velocity. In the case of a single dipping layer, root
mean square velocity reduces to a result given by Levin (1971), who derived

the travel time equation for the dipping layer case, given by:-

This is again the equation for a hyperbola, where the NMO velocity
is given by the medium velocity, divided by cosine of the dip angle (Levin

1971, Montalbetti 1971).
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Levin extended his work to the case of dipping layers with all layers having

the same dip.

VAR R Vs (3.19)
(T,cos B,) i-t
e (3.20)
e cos BD

The implication is that stacking of a dipping event requires a velocity
that is normally greater than the rms velocity of the medium above the

reflector.

3.5 Fortran programs

They are more then 150 velocity analysis tabulations available from
17 seismic lines with which to start work. These data, comprising two-way
time, stacking velocity, and Dix interval velocity, are tabulated at different
levels of picking. New two-way time values were picked from the re-
interpretation of the seismic sections at three chosen horizons (Chapter 4),

programs were designed to handle these kind of data.

In the area of study most of the seismic lines which have been used
in the re-interpretation were shot in straight lines, except for lines V248,

V250, and V263. Rather than picking the coordinates of each shot point
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location, and feeding this information (plus others) into the programs, only
the first and the last shot point coordinates were picked. For the others,
coordinates were picked where the line changed its direction. The program
which handles this particular case is called COORDINATE. It calculates the
coordinates for every shot point required, where the two-way time been
picked on the seismic sections. The program source listing is shown in

Appendix 3.1.

The second program (ALL2) was designed for the velocity analysis
data that appears in the boxes on the top of the seismic sections. Each line is
handled separately. It then writes the results and calculations in an easy
format for contouring. The program source listing is shown in Appendix

3.2.

The third program (BOXMATCH) was also designed to handle the
data for each seismic line separately. Using the output file from the
COORDINAT program, and the results from the first output from the ALL2
program, it calculates the velocities at all shot points for the three chosen
horizons on the particular seismic line, and calculates the depths,
differences in depths, and differences in two-way times between the chosen

horizons. The program source listing is shown in Appendix 3.3.
3.5.1 Program calculations and results

The simplest case of the polynomial equation as shown in

Appendix 3.7 was used in the above program calculation.
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Flowcharts corresponding to COORDINATE, ALL2, and
BOXMATCH are shown in Figures 3.7, 3.8, and 3.9.

The output file from the COORDINATE program contains
information and the results, such as shot point number, corresponding

latitude, longitude, and two-way time value for the horizon 1, 2, and 3.

For graphical and output data length reasons, seven output files are
produced from an ALL2 program run. These contain results such as average
velocity, interval velocity, depth, difference in time, and difference in

velocity, designed for average and interval velocity plots.

For the same reasons mentioned above, three output files result
from a run of -the BOXMATCH program. These contain results such as
average velocity for the three horizons, and depth, for all required shot
points in one output file, and for shot points which have velocity analysis
in another output file. The last dutput file contains all differences in time

and depth for the three horizons.

3.6 Data analysis

In order to see the relationships between the velocities and two-way
times at the velocity analysis locations of a particular seismic line, using the
output files from the ALL2 program, two S macros were designed to handle
these data to generate graphical plots. The S graphic system is a high level
language and software for data analysis and graphics routines, and runs

under the Unix operating system.



63

START

| Read input,output file names |

R DO
> T=1NT
ReadN
| Read FIRSTCOORE,FIRSTCOORN |
| Read SECONDCOORE,SECONDCOORN |
N DO
’ 1= 1N
+ 1 | Read SPHORZ1,HORZ2,HORZ3 |
4 Continue
| DIFFX= SECONDCOORE-FIRSTCOORE |
[ DIFFY= SECONDCOORN-FIRSTCOORN
| DALTAX = DIFFX/(N-1) |
[ DALTAY = DIFFY/(N-1) |
N DO
’ I=1N
[ XCOOR = FIRSTCOORE+SUMX |
[ YCOOR = FIRSTCOORN+SUMY |
1 [ SUMX=SUMX+DALTAX |
-~
[suMY=SUMY+DALTAY |
Write SP,YCOOR,XCOOR, HORIZI,
HORIZ2 HORIZ3
< Continue
Continue

-~

J - Counter for straight lines.
N - Number of the picked shot points.

FIRSTCOORE - Latitude of the first shot point in
the line.
FIRSTCOORN - Longitude of the first shot point
in the line.
SECONDCOORE - Latitude of the last shot point
in the line.
SECONDCOORN - Longitude of the last shot point
in the line.
I- Counter for picked shot points.
Sp - Shot point number.
HORIZ1 - Time for horizon (1).
HORIZ2 - Time for horizon (2).
HORIZ3 - Time for horizon (3).
DIFFX - Difference in latitude.

DIFFY - Difference in longitude.

DALTAX - Latitude increment.
DALTAY - Longitude increment.
SUMX - Summation of latitude.
SUMY - Summation of longitude.

I - Counter for picked shot points.

XCOOR - Required latitude of the shot point.

YCOOR - Required longitude of the shot point.

Fig.3.7. Detailed flowchart for the COORDINATE program.
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START

| Read input,output file names ]

INC - Number equal 1 if velocity increment.
2 if time increment.

ALA - Increment value (time or velocity).
AMA- Starting value (time or velocity).

NN - Number of velocity analysis boxes.

LL - Counter for the boxes.

A 4

NU1 - Counter for time values less than 4 s.
NU2 - Counter for time values less than 4 s.

NU1=0 NU3 - Counter for time values less than 2 s.
N DO NU2=0 S - Starting counting number.
1=1N NU3=0 K - Counter of data.
* .
S)=1 N - Number of picked levels.
&5
[Read TRVELEVID | | 5 SP - Shot point number.

S@)=1 N - Counter for levels.
K=1 T - Two way time.

VEL - Root mean square velocity.
VID - Dix interval velocit.
CALL DIX - Call subroutine DIX.

I - Counter for levels.

w

I=1N
- VAD - Dix average velocity.

a5
[ Wrte SP&T&VAD |

CALL SHORT?2 - Call subroutine SHORT?2.
CALL SHORT2

CALL SHORT - Call subroutine SHORT.

Fig.3.8. Detailed flowchart for the ALL2 program.
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KK < KN [ KN=KK
L 4
NoJ
CALL DIFFER CALL DIFFER - Call subroutine DIFFER.
4 Do I-C for sh i
14 I=1KN-1 - Counter for shot point number.
¥ . .
TC - Interpolated time corresponding to thc m
4 | Wrte TCD&TC&DIFFT&DEPR velocity. PO
DEPD&DIFFD&VC&VADL; TCD - Interpolated time corresponding to the Di

DIFFD - Difference in depth (DEPR-DEPD).
DIFFT - Difference in time (TC-TCD).

vC - Interpolated rms velocity.

VADL - Interpolated Dix average velocity .

4 : velocity.
DEPR - Depth using mms velocity.
DEPD - Depth using Dix average velocity.
.

I - Counter for shot point number.

DO I - Counter shot point number.

v
Ll
—
2
(%]

Write SP&TC& VI&VIDL& VIDL - Interpolated Dix interval velocity.
DEPR&DEPD&TCD VI - Interval velocity.

Write SP&TC&VI&VIDL&
DEPR&DEPD&TCD

NU3 = NU3+1

Write SP&TC&VI&VIDL&
No DEPR&DEPD&TCD
4 ,L
Write SP&TC& VI&VIDL&
DEPR&DEPD&TCD
-4 IContinue

Fig.3.8. (Continued) Detailed flowchart for the ALL2 program.
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DO

4

I1=1KN-2

| DIFDIX = VINTERD - VIDL |

| DIFRMS = VINTERR - VI |
v

Write VI&VIDL&DIFRMS&DIFDIX& VINTERR

&VINTERD&TC&TCD&DDEPR&DDEPD
+

Write VI&VIDL&DIFRMS&DIFDIX& VINTERR
&VINTERD&TC&TCD&DDEPR&DDEPD

Continue

F 3

Continue

-»

A 4

I=1NN-1
S1=El1+2

El1=E1 +S81-1
E2=E2+82-1

S

Continue

Fig.3.8.

v

I=1NN

Continue

.

I - Counter for shot point number.

VIDL - Interpolated Dix interval velocity.

VINTERD - Dix interval velocity calculated from
DIFFER subroutine.

DIFDIX - Difference in Dix interval velocity.

VI - Interval velocity.

VINTERR - Interval velocity (rms) calculated from
DIFFER subroutine.

DIFRMS -Difference in interval velocity (rms).

DDEPR - Difference in depth calculated from
DIFFER subroutine.

DDEPD - Difference in depth calculated from
DIFFER subroutine.

El - Ending counter number for average velocity
values.
E2 - Ending counter number for all interval
velocity values haveing time.
E3 - Ending counter number for interval velocity
values haveing time less than 2 s.

I - Counter for number of boxes.

S1 - Starting counter number for average velocity
values.
S2 - Starting counter number for all interval
velocity values haveing time.
S3 - Starting counter number for interval velocity
values haveing time less than 2 s.

I - Counter for number of boxes.

(Continued) Detailed flowchart for the ALL2 program.
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| SUBROUTINESHORT |

)
1= 1,N-1

IDIFV VEL2-VEL1 |

§ﬁ_

| VICOR= DIFI‘/DIFVJ

w

——b——ﬁc_VICOR*(AM VEL)M+T1|

A

ﬂ Continue l

L= 1K2

w

[ Top=(vC2*+2+TC2)-(vC1**2+TC1) |

[vi= SQRT(TOPKTCZ.TCL)) |

Continue

I - Counter for calculated loops.

T - Time.

DIFT - Difference in time.
VEL - Velocity.

DIFV - Difference in velocity.

TC - Interpolated time.
VC - Corresponding velocity.

AM - Starting velocity.
AL - Velocity increment.

L - Counter for shot point number.

SQRT - Square root function.
VI - Interval velocity.

Fig.3.8. (Continued) Detailed flowchart for SHORT subroutine.
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| susrouTINESHORT2 |

R DO
> I=1N-1 1 - Counter for calculated loops.
Y T - Time.
DIFT =T2-T1 DIFT - Difference in time.
[DIFv=VE2VELL ] VEL - Velocity.

DIFV - Difference in velocity.

VC - Interpolated velocity.

TC - Corresponding time.
L 4 AM - Starting time.
AL - Time increment.

Yes

{Continue l
m -

L=1K-=2 L - Counter for shot point number.

-

3

v

| ToP=(vC2#*2+TC2)-(VC1**2+TCY) |

SQRT - Square root function.
{ VI=SQRT(TOPATC2-TCL)) | VI -Interval velocity.

Continue

-~

Fig.3.8. (Continued) Detailed flowchart for SHORT2 subroutine.
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| SUBROUTINEDIFFER |

+

) Do I - Counter for shot point number.

4 I=1KN-1

VC - RMS velocity.

l DEPR = VC*TC/2 l TC - Time corresponding to VC.
- DEPR - Depth calculated using rms
| DEPD = VADL*TCD?2 | velocity.
> v VADL - Interpolated Dix average velocity.
[ DIFFD = DEPR-DEPD | TCD - Time corresponding to VADL.
DEPD - Depth calculated using Dix average
| DIFFT = (TC-TCD)2 | velocity.
DIFFD - Difference in depth (DEPR-DEPD).
DIFFT - Difference in time (TC-TCD).
' IX) .
> I=1KN-2 I - Counter for shot point number.
DTC - Difference in time corresponding
to rms velocity.
DTCD - Difference in time corresponding
[ DTCD = (TCD2-TCD1)2 | to Dix average velocity.
v DDEPR - Difference in depth
1 [ DDEPR=DEPR2-DEPRI | corresponding to rms velocity.
¥ DDEPD - Difference in depth
[ DDEPD = DEPD2-DEPDL | corresponding to Dix average
velocity.
[ VINTERR = DDEPRIDTC | VINTERR - Interval velocity (rms).
[ VINTERD = DDEPD/DTCD | VINTERD - Dix interval velocity.

| susroutmepx |

SUMT - Summation of the time.

SUMVT - Summation of the product velocity
and time.

VID - Dix interval velocity.

VADI - First Dix average velocity.

1 - Counter for calculated loops.

L 4

DT =T2-T1 T - Time.

DT - Difference in time.

[ sumMr=suMT+DT |

v
I SUMVT = SUMVTHVID*DT) ] VAD - Dix average velocity.

| VAD=SUMVT/SUMT _|

Fig.3.8. (Continued) Detailed flowchart for DIFFER and DIX subroutines




70

[Read input,output ﬁle names |

v

-~

L 4

A 4

DO
1=IS,JE

T+ 2 | Read SPB,TC,VEL,TCD,AVDLXX,YY |

-~

-

Continue

———— Read SP,CLAT,CLONG,T1,T2,T3,ST |—

[ HI = (T1+(ST*2))/1000.0

]

+ [ H2 = (T2+(ST*2))/1000.0

¥
[ H3 = (T3+(ST*2))/1000.0

|

P S

LL=2

DO
J=1NN

v

DO
L=LLM-1

v

¥

!

-~

NN - Number of velocity analysis boxes.
J - Counter for number of boxes.

IS - Started counter of data.
IE - Ended counter of data.

J - Counter for number of boxes.

I - Counter for data number.

SPB - Shot point number at the location of the
velocity analysis.

VEL - RMS velocity.

AVDL - Dix interval velocity.

TC - Time corresponding to the ms velocity.
TCD - Time corresponding to the Dix average
velocity.

XX - Depth corresponding to the rms velocity.

YY - Depth corresponding to the Dix average
velocity.

M - Counter for picked shot point.

SP - Shot point number.

CLAT - Latitude for SP.

CLONG - Longitude for SP.

T1 - Picked two-way time for the horizons1.

T2 - Picked two-way time for the horizons2.

T3 - Picked two-way time for the horizons3.

ST - One-way static correction at SP.

H1 - Subsurface two-way time for the horizons1.
H2 - Subsurface two-way time for the horizons2.
H3 - Subsurface two-way time for the horizons3.

J - Counter for number of boxes.

L - Counter for picked shot point.

Fig.3.9. Detailed flowchart for the BOXMATCH program.
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|

v

DIFSP=SP2-SP1
DIFH=H2-H1

| TH=(DIFH/DIFSP*(SPB-SP)}+H |
¥

DO

Continue

-

DH=VH*TH/2

-~

Continue

Write SPB,VH1,VH2,VH3,DH1,DH2
DH3.BLAT,BLONG

-~

Continue

-

-

Fig.3.9.

ISS - Starting counter of data.

CALL SHORT3 - Call subroutine SHORT3.

K - Counter for the horizons.

ISS - Starting counter of data.

IEE - Ended counter of data.

H2 - Time at SP2 (Second shot point).

H1 - Time at SP1 (First shot point).

DIFSP - Difference in shot point.

DIFH - Difference in time.

H - Time.

TH - Two way time to the horizons at SPB
location.

I - Counter for data number.

CALL SHORTI - Call subroutine SHORT1.

VH - Velocity corresponding to TH for SPB
calculated from SHORT1 subroutine.

DH - Depth corresponding to TH and VH at SPB
location.

VHI - Velocity for horizon (1).
VH2 - Velocity for horizon (2).
VH3 - Velocity for horizon (3).
DHLI - Depth for horizon (1).
DH2 - Depth for horizon (2).
DH3 - Depth for horizon (3).

BLAT - Latitude for SPB calculated from SHO
subroutine.

BLONG - Longitude for SPB calculated from
SHORTS3 subroutine.

(Continued) Detailed flowchart for the BOXMATCH program.
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v

J - Counter for loops.

L 4

L - Counter for picked shot point.

A 4

K - Counter for horizons.

CALL SHORT?2 - Call subroutine SHORT2.

Continue

Continue

S

-~

Continue

-~

I DO 1 - Counter for picked shot point.
v I=1M-1 P po
N DO
v K=13 K - Counter for horizons.
-
-» | DEPTH=VMATCH*(T/1000)/2 | VMATCH - Required velocity corresponding to SP
calculated from SHORT2 subroutine.
DEPTH - Required depth to the horizon at SP
location.
N DO .
v L=23 L - Counter for layers.
E = (T2-TI)*
T 4 [ pm (IZ 00| DTIME - Difference in time.
| DDEPTH=DEPTH2-DEPTHI | DDEPTH - Difference in depth.
Write SP,DTIME2,DTIME3,DDEPTH2,
DDEPTH3,CLAT,CLONG

Write SP,VMATCH1,VMATCH2, VMATCH3,
DEPTH1,DEPT112,DEPTH3,CLAT,CLONG

Continue

-

Fig.3.9. (Continued) Detailed flowchart for the BOXMATCH program.
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DUBROUI‘INE SHORT2 |
v

[ DrFv=vH2-vH1 |

[ piFT=spB2-spB1 |

[ TCOR =DIFVDIFT |

v

No

A 2
| VMATCH=TCOR*(SP-SPB)}+VH |

< Continue

LL=I

| suBrOUTINESHORTI |

[ DIFv=VEL2-VELL |

[ DIFT = TCD2-TCD1 |

[ TCOR =DIFVDIFT |

[ VH=TCOR*(TH-TCDM+VEL |

| SUBROUTINE SHORT3 |

[DIFV = CLAT2-CLAT1 |

[ DiFr=se2-sp1__ |

[ TCOR = DIFVDIFT |

[ BLAT = TCOR*(SPB-SPHCLAT |

RETURN

DIFV - Difference in velocity.

DIFT - Difference in shot point.

I - Counter for picked shot point.

SP - Shot point number.
SPB - Shot point number at velocity
analysis.

VMATCH - Velocity.

DIFV - Difference in velocity.

DIFT - Difference in depth.

VH - Interpolated velocity.

DIFV - Difference in latitude or longitude.

DIFT - Difference in shot point.

BLAT - Interpolated Latitude or longitude.

Fig.3.9. (Continued) Detailed flowchart for SHORT1, SHORT2

and SHORT3 subroutines.
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The first macro called GATEST, produces two plots, the first of
stacking velocity (V) versus two-way time, and the second of Dix average

velocity versus two-way time, for each line separately.

The second macro (GATEST2) was designed to produced four
different plots of interval velocity versus two-way time. The first plot uses
the interval velocity derived from the depth (D1, derived from the
application of the stacking velocity) of equation 3.4, the second plot uses the
interval velocity derived from the depth (D2, derived from the application
of the Dix average velocity) of equation 3.4, the third plot uses the interval
velocity derived from stacking velocity of equation 3.13, and the fourth plot
uses the interval velocity derived from equation 3.13 (assuming that the

stacking velocity equal to the Dix average velocity).

The commands of the two macros are shown in Appendix 3.4. The

results from these two macros are discussed in Section 3.6. below.

The results from the two macros GATEST and GATEST2 are shown
in Figure 3.10 and in Appendix 3.5 (Figures 3.11 - 3.27), each Figure has six
plots a, b, ¢, d, e, and f. It is difficult to recognize the difference between the
stacking velocity plot (Fig. 3.10a) and the Dix average velocity plot (Fig. 3.10b)

because of the small velocity scale, and because they have the same shape.

The velocity curves for each shot point have been shifted by a
constant amount corresponding to its location (see Appendix 3.4) for ease of

comparison.



75

Shot Point Numbers
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Fig.3.10a Stacking velocity - two-way time relationships along
seismic line 6V248.
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Fig.3.10b  Dix average velocity - two-way time relationships along

seismic line 6V248.
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Shot Point Numbers
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Fig.3.10c Interval velocity - two-way time relationships along seismic line
6V248, using the depth (D1) applied on equation (3.4).
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Fig.3.10d Interval velocity - two-way time relationships along seismic line
6V248, using the depth (D2) applied on equation (3.4).
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Shot Paoint Numbers
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Fig.3.10e Interval velocity - two-way time relationships along seismic line
6V248, using stacking velocity applied on equation (3.13).
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Fig.3.10f Interval velocity - two-way time relationships along seismic line
6V248, using Dix average velocity applied on equation (3.13).
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As mentioned above, the stacking velocity is always higher than the
Dix average velocity. The difference is demonstrated in the statistical section

below.

One assumption has been made in equation 3.13, to generate the plot
f (Fig. 3.10). It was assumed that Dix average velocity is equal to the stacking

velocity.

Figure 3.27 shows an interpolated subsurface stacking velocity
contour plot for one seismic line. Plots for the other lines are in Appendix

3.6 (Figures 3.28 - 3.43).

Y V YV V ¥V V ¥

Shot Point Number ———3»

100 200 300 400

o 0.0 = = = T = = = T = = -
5
3 2000
2 -
‘E 05 i —\/\_’/‘
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-[:‘ . - o
- ———— ——— " SheF.
2 1.0 foma : — —
[ - = Dom.F.
& o~ - - — —<——" RuaF.
l (sl \\_7\/’4_%// 3000

2.0 | ///\ _ N /

Fig.3.27  Interpolated stacking velocities on line 6V248-85.
Velocity analyses are made at locations indicated by ¥ at top.
Times individual picks are shown by small dashes. Computer
interpolates in time and then in space to get complete stacking
velocity field indicated by the 100 m/s contours. Time picks
from seismic section for different horizons are shown in red.
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The computer interpolates in time and then in space to generate a
complete stacking velocity field contoured at 100 m/s. The velocity analyses
were made at locations indicated by an arrow at the top of the Figure. The
times picked from the seismic section every 10 shot-points for the three

chosen horizons are connected up, as shown by solid lines.

Figure 3.28 and the others in the Appendix 3.6 give a good
indication of the stacking velocity. It shows how accurate or otherwise the

velocity picks are in relation to the geology.

In general, the figures show that most of the time, values at the
velocity analysis locations were picked close to the chosen horizons, which

are strong reflections.

3.6.1 Statistical work

Some of the S language statistical functions are now used to provide a
clear picture of the relationships between parameters such as velocity,

depth, two-way time, etc.
One of the functions fits linear models, such as reg(x,y), where x is a

matrix for fitting y = a + b x whose columns are the predictor variables and

y is a vector to be fitted to the linear model. This function is written as

regxy <-reg(x,y)
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After plotting the data, another useful graphical technique for linear
regression and other model fitting situations is to plot a fitted line on the
data from which it was derived. This is done by the function abline(a,b),
which plots the line whose equation is y = a + b x . This function also
recognizes the structure returned by the model fitting functions like reg and
draws the line defined by the coefficients of a simple regression. This is

done by abline(regxy).
3.6.1.1 Correlation

There are three patterns one can observe on a scatterplot:

(1) The variables are positively correlated if the larger values of one
variable tend to be associated with larger values of other variable, and
similarly with smaller values of each variable.

(2) The variables are negatively correlated if the larger values of one
variable tend to be associated with smaller values of the other.

(3) The variables are uncorrelated if the two variables are not related

to each other.

3.6.1.2 Linear regression

A strong relationship between two variables can help us predict one
variable if the other is known. The simplest way to deal with this type is
linear regression, which assumes that the dependence of one variable on

the other can be described by the equation of a straight line (Isaaks 1989).

y=ax+b
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where a is the slope, and b is the constant (intercept).

In the present study a number of data pairs were used to calculate a
linear regression equation for the velocity in m/s and the two-way travel
time in s. For the data corresponding to two-way times less than or equal 2 s

for predicting the stacking velocity (V) from the two-way time (T), we get:
Ve =91 £2) T+ (1685 £ 3) oo (3.21)

In the top of the column a in Figure 3.44 this line is superimposed
on the scatterplot. Equation 3.21 therefore gives us a prediction for the
stacking velocity (V) from the two-way time (T). Time is shown
increasing downwards on the vertical axis.

For the data corresponding to two-way times less than or equal 2 s.

for predicting the stacking velocity (V) from the depth (D, ), we get:
V= (0.50 * 0.001) Dy + (1852 £2)  ocovevererrecreen (3.22)

In the top of the column b in Figure 3.44 this line is superimposed
on the scatterplot. Equation 3.22 therefore gives us a prediction for the

stacking velocity (V) from the depth (D). Depth is shown increasing

downwards on the vertical axis.

The straight-line fits in the top row in Figure 3.44 are clearly a poor
fit to the S-shape of the data. We can subdivide the data into vertical zones
A, B, and C as shown, and fit separate straight lines to each sub-zone. These

are shown in the graphs beneath, and summarised in Table 3.1.
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(a)
Stacking velocity (Vg ) in kmys.
001.5 20 25 30 35 40

(b)

Stacking velocity (Vg ) in kimys.
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Linear regression lines superimposed on stacking velocity (Vgy) and two-
way time scatterplot are shown in column a and on stacking velocity (Vgy)
and depth (Dgyy) scatterplot are shown in column b. The data set is shown in

the top row. It is also subdivided into vertical zones A, B, and C as shown

separately in the 3 rows below.
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Table 3.1. Summary of the coefficients derived from the straight-line fit.

Time versus stacking velocity (Ve Depth (Dgy)  versus  stacking velocity (Vg )
Coefficients Coefficients
a* b* a b
Whole T 0-2.0 891 +2 1685 =3 0.50 + .001 1852 +2
Ar 0-08 358 £4 1877 £2 0.34 +.003 1881 +£2
B: 08-15 ) 1214 +8 1332 +9 0.60 + .003 1768 £ 5
C: 15-20 412 + 12 2536 +22 0.25 £+ .005 2545 + 14

* ais the slope, and b is the intercept.
The same analysis can be carried out for the Dix average velocity as

has been done for the stacking velocity.

For the data corresponding to two-way times less than or equal 2 s.

for predicting the Dix average velocity (V,,) from the two-way time (T), we

get:
V=962 T+I714£2)  rrcrrersnrserne (3.23)

In the top of the column a in Figure 3.45 this line is superimposed

on the scatterplot.

As before, we can plot V,, against depth (Fig. 3.45b), and also
subdivide the time/depth scale into three zones A, B, and C. These are
shown in the graphs of Figure 3.45, and the data for the linear fitting process

are summarised in Table 3.2.
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(a)

Dix average velocity ( V g, ) in kmys.

1.5 20 25 30 35 40
0.0 —

05 =

1.0 ¢

20t

A

Dix average velocity ( V 4, ) in km/s.
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Linear regression lines superimposed on Dix average velocity (Vy,) and

two-way time scatterplot are shown in column a and on Dix average velocity
(V4a) and depth (Dg,) scatterplot are shown in column b. The data set is

shown in the top row. It is also subdivided into vertical zones A, B, and C as
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Depth (Dg, ) in km. Depth (Dg, ) inkm. Depth ( Dy, ) inkm.

Depth ( Dg, ) inkm.

(b)
Dix average velocity ( V g, ) in km/s.
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shown separately in the 3 rows below.



85

Table 3.2. Summary of the coefficients derived from the straight-line fit.

Time versus Dix average velocity (Via) Depth (Dy,) versus Dix average velocity (V da
Coefficients Coefficients
a* b* a b
Whole T 0-2.0 796 £2 1714 +2 0.47 +.001 1855 2
A: 0-08 344 +4 1881 +2 0.33 +.003 1884 +2
B: 08-15 | 1066 +7 1413 +8 0.56 +.003 1772 + 4
C: 15-20 427 £ 11 2376 + 19 0.25 +.004 2426 + 12

¥ ais the slope, and b is the intercept.

Alternatively, we can represent our data in the form of the Faust

equation (Section 3.2). Equation 3.3 may be expressed in the form
IogloV = logloK +n long
y=b+ax

It is a straight line equation on log-log scale, where a is the slope equal to the
n, and b is the constant (intercept) equal to the logIOK.

For the data corresponding to two-way times less than or equal 2 s.
for predicting the logarithm of the stacking velocity (log, (Vi) from the

logarithm of the depth (log,,(Depth,)), we get:

log, (V) = 0.18 1og)o(Depth) +2.87 v (3.25)
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In the top of the column a in Figure 3.46 this line is superimposed

on the scatterplot. Equation 3.25 therefore gives us a prediction for the

logarithm of the stacking velocity (log,4(V ) from the logarithm of the
depth (log,o(Depth,)). Logarithm of the depth is shown increasing

downwards on the vertical axis.

For the data corresponding to two-way times less than or equal 2 s
for predicting the logarithm of the Dix average velocity (log;,(V,)) from the

logarithm of the depth (log,,(Depth,,)), we get:
log,o(Vg4,) = 0.17 log,(Depth,) +2.90  .ccevvvirrnennn. (3.26)

In the top of the column b in Figure 3.46 this line is superimposed
on the scatterplot. Equation 3.26 therefore gives us a prediction for the
logarithm of the Dix average velocity (log;q(V4,)) from the logarithm of the
depth (log,,(Depthy,)). Logarithm of the depth is shown increasing
downwards on the vertical axis.' The straight-line fits in the top row in
Figure 3.46 are clearly a poor fit to the S-shape of the data. We can subdivide
the data into vertical zones A, B, and C as shown, and fit separate straight
lines to each sub-zone. These are shown in the graphs of Figure 3.46, and

summarised in Tables 3.3 and 3.4.

The coefficients of the Faust equation for the data in Table 3.3 are

summarised in Table 3.4.
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Fig. 3.46 Linear regression lines superimposed on logyo(Vsik) and logyg(Depthgy)
scatterplot are shown in column a and on logg(V4,) and logjg(Depth g4,)
scatterplot are shown in column b. The data set is shown in the top row. It is

also subdivided into vertical zones A, B, and C as shown separately in the 3
rows below.



&8

Table 3.3. Summary of the coefficients derived from the straight-line fit.

1og10(Depthslk) versus IOgIO(Vstk> log;(Depthy,) versus loglo(V da)
Coefficients Coefficients
a* b* a b
WholeT 0-2.0 0.18 2.87 0.17 2.90
A: 0-08 0.04 3.19 0.04 3.20
B: 08-15 0.34 2.34 0.32 2.40
C: 15-20 0.22 2.75 0.23 2.72

* a is the slope, and b is the intercept.

Table 3.4. Summary of the coefficients of the Faust equation from Figure

3.46.
Stackihg velocity Dix average velocity
Coefficients Coefficients
n k n k

Whole T 0-2.0 0.18 736 0.17 794

A: 0-0.38 0.04 1566 0.04 1576

B: 0.8-1.5 0.34 217 0.32 252

C: 1.5-2.0 0.22 558 0.23 523

For the data corresponding to two-way times less than or equal 2 s.
for predicting the difference in depth (stk - Dix av.) (AD) from the two-way

time (T), we get:

AD=(821104)T-(33.6£0.4) v (3.27)
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In the top of the column a in Figure 3.47 this line is superimposed
on the scatterplot. Equation 3.27 therefore gives us a prediction for the
difference in depth (AD) from the two-way time (T). Time is shown

increasing downwards on the vertical axis.

We can define the percentage values for the fractional difference in

velocity (V,-V,) (PER) in term of V , as:

Vs(k - Vda
%PER=| 7y | X 100 s (3.28)
da

By plotting in the form of a histogram (column b in Figure 3.47), it

can be seen that there are two strong groupings around 0% and 4%.

The straight-line fits in the top of the column a in Figure 3.47 are
clearly a poor fit to the S-shape of the data. We can subdivide the data into
vertical zones A, B, and C as shown, and fit separate straight lines to each
sub-zone. These are shown in the graphs of Figure 3.47a, and summarised

in Table 3.5.

The histogram for zone A shows a clear grouping around 0%, which
indicates that there is no difference between the stacking velocity and the
Dix average velocity in the shallow horizons (V& V, ). For zone B the
data group around 2-5%, which indicates that there is a slight difference
between the stacking velocity and the Dix average velocity (V, >V, by 2-
3%), and for zone C the data are group around 3-6%, which indicates that
there is a big difference between the stacking velocity and the Dix average

velocity (V , >V, by 3-6%).
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Fig. 3.47 Linear regression lines superimposed on difference in depth and two-way
time scatterplot are shown in column a and histograms of the percentage are
shown in column b. The data set is shown in the top row. It is also
subdivided into vertical zones A, B, and C as shown separately in the 3 rows

below.
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Table 3.5. Summary of the coefficients derived from the straight-line fit.

Time versus Difference in depth

Coefficients
a¥ b*
Whole T 0 - 2.0 82.1 £04 -336 +04
A: 0-08 48 +0.2 -1.2 +0.1

B: 08-15 }127.1 £ 1.1 915 £ 1.3

C: 15-20 542 +30 23.0 £53

* ais the slope, and b is the intercept.

For the data corresponding to two-way times less than or equal 2 s.

for predicting the percentage of the difference in velocity (PER) from the

two-way time (T), we get:
PER =(3.06 £0.02) T-(0.80 £ 0.02)  ..ccevvvrrrrmucnnee (3.29)

In the top of the column a in Figure 3.48 this line is superimposed
on the scatterplot. Equation 3.29 therefore gives us a prediction for the
percentage of the difference in velocity (PER) from the two-way time (T).

Time is shown increasing downwards on the vertical axis.

For the data corresponding to two-way times greater than or equal 2

s. for predicting the percentage of the difference in velocity (PER) from the

difference in depth (AD), we get:

PER = 0.04 AD + (0.50 £ 0.01) ccoovrvererrremnieiee (3.30)
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Fig.3.48  Linear regression lines supcrimposed on percentage and two-way time
scatterplot are shown in column a and on percentage and difference in depth
scatterplot are shown in column b. The data set is shown in the top row. It is
also subdivided into vertical zones A, B, and C as shown separately in the 3

rows below.
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In the top of the column b in Figure 3.48 this line is superimposed
on the scatterplot. Equation 3.30 therefore gives us a prediction for the
percentage of the difference in velocity (PER) from the difference in depth
(AD). Difference in depth is shown increasing downwards on the vertical
axis.

The straight-line fits in the top row in Figure 3.48 are clearly a poor
fit to the data. We can subdivide the data into vertical zones A, B, and C as
-shown, and fit separate straight lines to each sub-zone. These are shown in

the graphs of Figure 3.48, and summarised in Table 3.6.

Table 3.6. Summary of the coefficients derived from the straight-line fit.

Time versus Difference in velocity | Difference in depth versus Difference in velocity

Coefficients Coefficients

a¥ b* a b

WholeT 0-2.0 3.06 .02 -0.80 £ .02 0.04 +0.0 0.50 + .01
A: 0-08 0.63 + .02 -0.16 = .01 0.13 + 0.0 0.0
B: 08-15 | 442 + .08 -1.80 £ .09 0.04 £ 0.0 1.16 + .02
C: 15-20 | -1.04 = .11 6.13 £ .19 003 £0.0 122 + .06

* ais the slope, and b is the intercept.

For the data corresponding to two-way times less than or equal 2 s.
for predicting the heterogeneity factor (H) (Section 3.4) from the two-way
time (T), assuming that the stk velocity is equal to the rms velocity, we get:

H=0.06T-0.02 ettt (3.31)

In the top of Figure 3.49 this line is superimposed on the scatterplot.

Equation 3.31 therefore gives us a prediction for the heterogeneity factor (H)
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Linear regression lines superimposed on heterogeneity factor and two-way
time scatterplot are shown in the figure. The data set is shown in the top
row. It is also subdivided into vertical zones A, B, and C as shown separately

in the 3 rows below.
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from the two-way time (T). Time is shown increasing downwards on the

vertical axis.

The straight-line fits in the top of Figure 3.49 are clearly a poor fit to
the S-shape of the data. We can subdivide the data into vertical zones A, B,
and C as shown, and fit separate straight lines to each sub-zone. These are

shown in the graphs of Figure 3.49, and summarised in Table 3.7.
From the subdivided zones A, B, and C in Figure 3.49, it is clear that
the heterogeneity factor varies between 0-1%, 2-10%, and 8-10% respectively.

It is fairly constant in zones A and C, but increases with depth in zone B.

Table 3.7. Summary of the coefficients derived from the straight-line fit.

Time versus heterogeneity factor (H)
Coefficients
a* b*
Whole T 0 - 2.0 0.06 -0.02
A: 0-08 0.01 0.0
B: 0.8-15 0.09 -0.04
C: 15-20 -0.02 0.13

* a s the slope, and b is the intercept.
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41 Introduction

The object of seismic interpretation is usually to prepare contour
maps showing the depth to different reflectors which have been picked on
the seismic section (McQuillin, Bacon, and Barclay, 1979). The key to
contouring is the shape characteristic of typical geological surfaces (Badley,
1985). Some other maps rather than depth maps can be made for each
sequence unit showing the geographical distribution of parameters such as

thickness and shape of the unit (Sheriff, 1980).

Three stratigraphic markers that are of interest to oil and gas
prospectors in the area of study and the surrounding region have been
chosen for contouring. They are as follows: Top of the Sheghega Formation,

top of the Domran Formation, and the top of the Ruaga Formation.

The top of Ruaga formation was chosen because it contains the
Zelten member, which is a producing zone. The other two horizons were
chosen because they are important zones in the neighbouring fields. These

markers can be correlated easily from well to well, being good reflectors.

Reflection seismic data acquired by the Vibroseis method, covering

an area of 350 km?, have been chosen from the 1984/85 seismic survey, for

the re-interpretation.
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4.2 Seismic data

The seismic database consists of 17 lines totalling 314 km. of 48 fold
Vibroseis data acquired in 1984/85 (Figure 4.1). Reflections from all
formations of interest in the area of study have two-way travel times of less
than 2 s. Reflection data quality is moderate to good in general, being very
good at the top of the Palaeocene Zelten member and in Ruaga formation
and shallow formations. Quality is moderate, at the same time difficult to

interpret, at the Upper Cretaceous Zmam formation and deeper levels.

These seismic data provide a good coverage for preliminary
mapping of the interesting formations. Reflection seismic lines are
orientated in a NW-SE and SW-NE direction with approximately 3 km
average spacing (Figure 4.1). In 1988 more seismic lines were shot in
between, according to the seismic anomalies recognised by interpretation
1984/85 data. The final re-interpretation, presented in this project, used only

the 1984 /85 seismic data.

42.1 Data acquisition

The data were recorded by the Bulgarian oil company (BOCO) crew
9. Four truck-mounted vibrators sweep simultaneously in source arrays
appropriately designed to attenuate surface noise and to improve the weak
signal to noise ratio. Another two vibrators were on standby in case of one
of the four vibrators broke down. Each vibrator is coupled to the land
surface and a long train of waves of progressively increasing or decreasing

frequency is generated over a period of time (10 s.).
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The two kinds of sweeps the vibrator could generate are an upsweep
(increasing frequency input) from 8-48 Hz, as in our case, or a downsweep
(decreasing frequency input). The outputs from either kind of sweep are
summed and correlated with the input sweeps to provide a conventional

field record.

Receiver arrays were designed to attenuate surface noise and to

improve the weak signal to noise ratio.

The field acquisition conditions were fair, with rough terrain over
the most of the program area, but shooting of some of the seismic lines
across the field itself caused some problems. The field acquisition
parameters were based on the results of a noise study carried out in the area.
Figures 4.2 a, b, and c show the source array, receiver array, and spread
diagram respectively, which were chosen for this particular survey from the
noise study results. Four seconds two-way time were recorded. The most

significant parameters are:

Sweep frequency ... 8-48 Hz

Sweep length ....ccccovvveiriiienenn 10s.
Recording length ........ccccoeeec. 14s.
Sample rate ........ccoeneinens 4 ms.
Geophone group interval ....... 50 m.
V.P. interval .....cccoeivrneinnnne 50 m.
Number of vibrators ............... 4

Number of sweeps ........ccceeeunee 8
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(a) Source array.
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Full details of the recording parameters are shown on the left side of
the labels of the seismic sections (Figure 4.3). We expect good quality data
over a flat area when the weather is good, and worse data near the fault
zones and/or in bad weather. Rough terrain, where the acquisition
parameters such as receiver and source arrays do not work well, is probably

the cause of a lot of the noise on the records.

A drilling and uphole shooting program was carried out, normally
at the intersection of seismic lines, and provided accurate information

about the weathering layers for static calculations.

Table 4.1 shows all the seismic lines which have been used in the re-

interpretation.

Table 4.1 Seismic line summary.

(a) Strike lines (b) Dip lines
SL FSP LSP IC DIR SL FSP LSP LC DIR

V248 100 400 15 SE V253 110 410 15 SW
V250 120 540 21 SE V255 110 420 155 sw
V252 130 560 215  SE V257 130 530 20 SW
V254 100 510 20.5 SE V259 110 470 18 SW
V256 100 530 215 sE V261 110 430 16 SW
V258 260 610 175  SE V263 110 490 19 SW
V260 260 690 215 sE V301 100 490 195 sw
V262 160 550 195 SsE V265 100 420 16 SW

Abbreviations: SL = Seismic line number LC =Lengthof coverage in km
FSP = First shot point LSP = Last shot point

DIR = Direction of shooting (towards)
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Part (a) from Table 4.1 shows the seismic lines parallel to the main

fault in the area. Part (b) shows the seismic lines crossing the main fault.

4.2.2  Data processing

The data were processed by Western Geophysical Company (WGC),
which has the best reputation for processing such data. The selection of
processing parameters was based on the results of a standard series of
processing tests. Full details processing parameters are shown on the right

side of the labels of the seismic sections (Figure 4.3).

The client (Sirte Oil Company) provided two formulae -"Sabkha and
Lehib"- for the static calculation to be used in the processing the seismic

lines rather than the uphole data calculation.

4.3 Reflection identification

Starting with geological knowledge of the area and well log analysis
in the area of study will not only give us a useful geological picture, but also
show where strong reflections might be expected, where there is a change in
an acoustic impedance. So the first step is to use the sonic log or CVL
(Continuous Velocity Log), which was recorded for wells C10, C59, C82, C85,
C114, VV1, YYY1, GGGGI1, and KKKK1 and tied to the seismic times for
horizon identification. Three seismic events were marked and correlated,

namely, Sheghega, Domran, and Ruaga.
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It is necessary to use a time-depth curve or log incorporating the
results of well check shots, to relate the seismic events to the geological
horizons. Seismic events or reflectors on the seismic section are usually
continuous over a limited region such as the study area, except for faults
which introduce discontinuities in the reflectors (Stulken, 1941; McQuillin,
Bacon, and Barclay, 1979). The edge of the faults causes diffraction patterns
on un-migrated section. These are often useful in locating the fault plane,
which should pass through the apex of the hyperbola (McQuillin, Bacon,
and Barclay, 1979).

In the case of major faults it is usual (in the absence of any well
information) to use the reflection character as a guide to the correlation
across the fault. It can be done by folding the section so as to bring the two

sides of the fault together, and moving one up or down to match the

reflection character.

The character of the reflection is highly dependent on processing
parameters which may change over a major fault. In this stage it is useful to

make a rough map of the main structural features, which can be very

helpful in contouring.

44 Closing loops

After the picks have been settled the loop tying can begin. The best
place to start interpretation is the area where the seismic data are good and
the selected horizons are well developed. The dip lines are usually easier to

interpret. Laying them out in sequence it is possible to follow the major



106

structures across the area, and mark in the main faults (McQuillin, Bacon,

and Barclay, 1979).

Off-structure areas of interpretation can give good results, because in
the structural highs, where the wells have usually been drilled, the
sequences are thinner and seismic resolution is poor (McQuillin, Bacon,
and Barclay, 1979). The main objective of line tying and interpretation is to

trace the lateral continuity of all selected events in the area (Badley, 1985).

Alignment, or phase correlation from trace to trace, is the most
important feature of an event, tracing the event laterally until there is a
break in continuity, such as fault, pinch-out, or poor data area. However,
rather than going too far in tracing the event it is better to follow loops
around the seismic grid, by folding the line at intersections with the strike
lines then transferring the picks on to the strike lines and along to the next
dip line (Badley, 1985). The pick transfers to the new dip line are traced to
the next strike line intersection and then back again to the original dip line,

so closing a loop.

If the picks fit, that means the grid is tied and there is no correction
to be made, but if not we should back-track, and locate the mis-tie and try
again to close the loop. It is quite clear that there is no way to close the loops
around a fault if there is no well data, but if we have wells, as in the present

area, the correlation can be made (Badley, 1985).



107

4.4.1 Mis-ties

Sometimes it is necessary to introduce faults unsupported by other
evidence in order to make sure that a picked reflector ties around a loop of
the grid survey (McQuillin, Bacon, and Barclay, 1979). These should be in
the area between the intersection of lines during tracing the events, but at
the intersections these mis-ties cause a lot of problems. The cause of these

mis-ties are:

(1) Difficulty with polarity reversals between sections.

(2) Differences in processing parameters, causing a strong change in
reflector characteristics, such as stacking velocities, deconvolution and filter
settings.

(3) Other causes of mis-ties are differences in stacking velocities not
due to the mis-picking of the velocities, but due to the interpolation
between the two velocity analyses. This may cause a mis-tie at an
intersection. The other is the effect of dip, which may cause the actual
reflection points at the intersection of two un-migrated sections to be

slightly different on the two lines.

After examination of all the intersection mis-ties, we can apply a
smooth shift to the shot point values between the intersections to eliminate
the mis-ties values at the intersection. If the mis-tie shift is small it may

neglected in the regional mapping (McQuillin, Bacon, and Barclay, 1979).
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4.4.2 Seismic sections

Seventeen seismic sections were selected for re-interpretation, and
three horizons for mapping. Figures 4.4 a - n show some of the interpreted
seismic sections. All the seismic sections are of reverse polarity to match the
old seismic sections. A new map was prepared showing only those lines

used in the re-interpretaion (Figure 4.1).

4.5 Digitisation

The first step in making a contour map from the picked seismic
section is the measurement of two-way time to the picked horizons along
seismic section. These data values will then be transferred to the shot point
location map in order to produce a contour map of structure in two-way

time.

4.5.1 Methods of reading

There are two methods of reading the times from the seismic
section:

(1) The first method is manually reading directly by hand, in which
the horizontal intervals between reading depend on the complexity of the
structure visible on the seismic section and the scale of final map. In the
present case, where the mapping is at a scale of 1:25,000 and the horizons are
almost flat, the horizontal interval between readings is 500 m, equivalent to
10 shot points. Figure 1.6 (Chapter 1) shows on the shot point location map

where the values of the two-way time have been picked.
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(2) The second method is automated reading, using a computer
digitising table, in which the horizontal intervals are very small
(continuous reading). A computer program should be used to decrease the
digitising to a suitable interval to have a clear set of posted values of the

horizons for mapping.

4.6 Map contouring techniques

There are two techniques of map contouring:

(1) Manual contouring techniques

The first thing to do is to produce a contour map of two-way time to
each horizon. It is necessary first to post the two-way time values onto a
shot point location map. Before contouring you should mark all the faults
on the map using suitable symbols showing the down-thrown side and up-
thrown side with values for both sides and try to join them together; also
try to identify the main trends by contouring the data roughly. Another
useful task is to draw synclinal and anticlinal axes on the map, to ensure

that all contours intersecting them turn along the same structural axis.

There are other details to mark on the map before contouring, such
as the highs, lows, valleys, noses, no data areas,etc. Contour interval
depends on the depth resolution required of the map or map surface and

the map scale used.

On manual contouring most of the problems can solved by using

common sense, such as mis-ties, or incorrect values where the trend is
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disturbed. The final unmigrated stacked data was used for timing and

mapping in this area.

As an example of this technique, three time contour maps for the
Sheghega, Domran, and Ruaga formations have been made on the shot
point location maps of 1:25,000 scale, and then been reduced to A4 paper

size. These maps are demonstrated in section 4.9.

(2) Automated contouring techniques

The next step after digitising the two-way time from the seismic
sections is to digitise the shot point location map so that a map of two-way
times posted in their correct positions can be produced automatically. It is

possible after this stage to produce a computerised contour map.

Automated contouring of seismic data faces two main problems.
Firstly the seismic data forms a far from ideal grid for automated
contouring, except for 3-D surveys where the data are close enough.
Secondly, mis-ties, which can vary from small to significant, will occur at

practically every line intersection.

In the present study a slightly different procedure from the above
was used in contouring the data. Instead of using a digitising table two-way
times from the seismic section were manually picked every 10 shot points,
handling the mis-ties at the intersections by adding to or subtracting from
the values of the picked shots near the intersections, before storing the data
in the computer. For the map location, the output results from the

COORDINATE program provided a digitised shot point location or
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coordinate file in the computer together with the previous file, for

contouring the data.

Using the above computer contouring can cause another kind of
mis-tie at the intersection, depending on how close the posted values are. If
they are close enough together the mis-ties become smaller. Here the 500 m
posted value spacing looks very reasonable, so it was expected that this kind
of mis-tie at the intersections might occur. The cause of these mis-ties is the
interpolation between the velocity analysis points and between the picked
shot point values. These mis-tie values from the two-way time, Dix average
velocity, and the corresponding depth at the intersections of the seismic
lines for the three chosen horizons, were listed in Table 4.2 given in
Appendix 4.1. These mis-tie values vary from small to significant, causing
an artificial dense contouring at the intersection. The problem can be cured

if the posted value spacing is made sufficiently small.

These mis-tie values were contoured, to make the interpretation
much easier. Figure 4.5 shows mis-ties in the two-way time computer
contour map at the top of the Sheghega formation marker (Horizon 1),
based on the the intersection data. This contour map shows that most of the
intersections have very small values, while some have big values, where

the contour were dense. There the values vary between -10 and +10 ms.

Figure 4.6 shows the mis-ties in Dix average velocity at the top of the
Sheghega formation marker, based on the the intersection data. This

computer-contoured map shows that most of the intersections have very
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Fig.4.5 Two-way time mis-tie contour map in milliseconds at the top of the
Sheghega formation, based on the seismic line intersection data.
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Fig.4.6 Velocity mis-tie contour map in meters per second at the top of the

Sheghega formation, based on the seismic line intersection data.
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small values, but there are some large values where the contour were

dense. These values vary between -100 and +100 m/s.

Figure 4.7 shows the mis-ties in the depth as a computer-contoured
map for the top of the Sheghega formation marker, based on the the seismic
line intersection data. This contour map shows that most of the
intersections have very small values. Large values, where the contours

were dense, vary between -40 and +30 m.

The velocity and depth mis-tie contour maps for the Sheghega
formation show similar zones of high, medium, and low values, and they

have the same trend of contours.

Mis-tie contour maps for the top of the Domran formation marker
are shown in Figures 4.8-4.10, and for the top of the Ruaga formation in
Figures 4.11-4.13. Each trio of maps comprises the mis-ties in two-way time,
Dix average velocity, and depth, as discused above for the Sheghega
formation. The maps have generally similar characteristics, except that the
peak-to-peak values of the contoured variable are somewhat larger for the

deeper horizons.

There is little similarity between the two-way time maps for the
three horizons, but the velocity and depth maps, respectively, do show some
similarities between the three horizons. This suggests that the major mis-tie
is caused by the velocity interpolation, discussed above. This error feeds

through into the depth maps.
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Fig.4.8 Two-way time mis-tie contour map in milliseconds at the top of the

Domran formation, based on the seismic line intersection data.
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Fig.4.9 Velocity mis-tie contour map in meters per second at the top of the
Domran formation, based on the seismic line intersection data.
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Fig.4.10 Depth mis-tie contour map in meters at the top of the Domran
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Fig.4.11 Two-way time mis-tie contour map in milliseconds at the top of the
Ruaga formation, based on the seismic line intersection data.
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Fig.4.12 Velocity mis-tie contour map in meters per second at the top of the
Ruaga formation, based on the seismic line intersection data.
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Fig.4.13 Depth mis-tie contour map in meters at the top of the Ruaga
formation, based on the seismic line intersection data.
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4.7 Fortran programs

Two Fortran77 programs were written to handle the data files
transferred from S (Language and system for interactive data analysis) into
the Sun Unix (‘suilven’) system. Listings of the source code of the steps to

transfer the files is given in Appendix 4.2.

At the end of transfer steps we produce three output files, which are
used in the programs. The first program, DIGITAL, was designed to calculate
the corresponding depth from two-way time based on seismic data, after

digitising the depth contour map based on the well data.

The second program, DIGITAL2, was designed to calculate the two-
way time values for the well locations after digitising the two-way time
contour map based on seismic data.Listings of the source code for the two

programs is given in Appendix 4.3.

4.7.1  Program steps

The first step in the DIGITAL program is to read the names of the
four input files and one output file, then print the number corresponding to
the horizon you are working on. These are necessary steps for the program
to run. There are two kinds of input data. The first kind contains three input
files, which are transferred from S to 'suilven'. The first input file contains
forty longitude values. These values should be in a 5 by 8 matrix form. The
second input file contains forty latitude values corresponding to the data in

the first input file; these values should also be in a 5 by 8 matrix form. The
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third input file contains 1600 values of the depth based on well data,
corresponding to the coordinate values in the first and second input files.
These values should be in an one column matrix (vector) form. The second
kind of input data contains one input file, which is the output file from the
COORDINATE program (Chapter 3). A detailed flowchart corresponding to

the above outline is shown in Figure 4.14.

The first step in the DIGITAL2 program is to read the names of the
four input files and one output file, then print the number corresponding to
the horizon you are working on. These are necessary steps for the program
to run. There are two kinds of input data. The first kind contains three input
files, which are transferred from S to 'suilven'. The three files are in the
same format as described above for DIGITAL, only the third file contains
values of the two-way time based on seismic data rather then the depth
values. The second kind of input data contains one input file, which
contains latitude, longitude, and depth to the top of horizon 1, depth to the
top of horizon 2, depth to the top of horizon 3, thickness of horizon 1, and
thickness of horizon 2. A detailed flowchart corresponding to the above

outline is shown in Figure 4.15.

Both programs use the INT subroutine to calculate either depth or
time for a given coordinate, using an interpolation between the values. A
detailed flowchart corresponding to the INT subroutine outline is shown in

Figure 4.16.
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| Read input output file names |

NUH - Horizon number.

J - Counter for depth values.

v

AL - Depth value.

rS

A 4

I - Counter for matrix rows.

AT - Latitude value of the corresponding
depth.

-~

J - Counter for matrix rows.

v

AG - Longitude value of the corresponding
depth.

-»

J - Counter for matrix coloumns.

L 4

I - Counter for matrix rows.

v

ALONG - Longitude value.

ALAT - Latitude value.

rS

FS

v

J - Counter for matrix rows.

I - Counter for matrix rows.

A 4

Z - Depth value..

MM = MM+1

Continue

-~

Continuc

LS

Fig.4.14. Detailed flowchart for the DIGITAL program.
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Fig.4.14.

rS

-»

I - Counter for Shot point data.

SP - Shot point number.

ALT - Latitude value of the
corresponding SP.

ALG - Longitude value of the
corresponding SP.

T1 - Picked time for horizon (1).

T2 - Picked time for horizon (2).

T3 - Picked time for horizon (3).

I - Counter for loops of
calculation.

ZF - Output depth value from
subroutine INT calculation.

V - Average velocity.

(Continued) Detailed flowchart for the DIGITAL program.
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| Read input,output file names |

Read NUH NUH - Horizon number.

Read NVAL NVAL - Number of input data.

J - Counter for two way time values.

A 4

AL - Two way time value.

-~

Y

I - Counter for matrix rows.

AT - Latitude value of the corresponding two way time.

-~

L 4

I - Counter for matrix rows.

AG - Longitude value of the corresponding two way time.

-~

J - Counter for matrix coloumns.

v

I - Counter for matrix rows.

v

ALONG - Longitude value.

ALAT - Latitude value.

-

-~

J - Counter for matrix rows.

h 4

I - Counter for matrix coloumns.

A 4

Z - Two way time value.

MM = MM+1

Continuc

LS

Continuc

-~

Fig.4.15. Detailed flowchart for the DIGITAL 2 program.
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v

DO
I=1NVAL

-
[ Read ALT,ALG,T1,T2,T3,D21,D32 |
-

Do

A 4

IT=139

-~

I - Counter for input data.

ALT - Latitude value.

ALG - Longitude value.

T1 - Picked time for horizon (1)
corresponding to the coordinate.

T2 - Picked time for horizon (2)
corresponding to the coordinate.

T3 - Picked time for horizon (3)
corresponding to the coordinate.

D21 - Difference in depth between horizons 2
and 1.

D32 - Difference in depth between horizons 3
and 2.

I- Counter for loops of calculation.

ZF - Output two way time value from
subroutine INT calculation.

V - Average velocity.

A 4

4
<

Fig.4.15.

-~

(Continued) Detailed flowchart for the DIGITAL 2 program.
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| susrournE T |

| py= AL/lTZ-ALATl ] DY - Difference in latitude.
| DX=ALONG2-ALONG1] DX - Difference in longitude.

Z - Depth in case of DIGITAL .
or two-way time in case of DIGITAL2.

ZINM) =ZN+L M) |

[ZANM+1) = Z(N+1 M+1) |

ZNM) =ZNM+D) |
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—— ZF(D) =0
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A 4

Z(NM) = Z(NM+1) |

——  ZED) =ZN+1.M)

| ZFQ) =Z(N.M+1) ZINMt)=ZINM) |
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<
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NO'F

[CORU=(Z(N+1.M"‘l)'Z(N“,M))/D)d ¢ l CORD=(Z(N M+1)-Z(N,M))/DX I CORD - Increament of the lower values in
longitude direction.

[ ZU=(ALG-ALONG)*CORU+Z(N+1,M) | +{ ZD=(ALG-ALONG)*CORD+Z(NM) | CORU - Increament of the upper values in

latitude direction.
[ ZF—(ALT ALATY*CORR+7ZD |—¢——{ CORR=ZU-ZD)DY | ZD - Lowervalue.
yAY) - Upper value.
4 ) CORR - Increament of the values in latitude
direction.
ZF  -Required value.

Fig.4.16. Detailed flowchart for the INT subroutine.
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Some of the conditional statements (IF statement) in the three
flowcharts have been shortened because they have long statements. For

more details see the source code of the program.
4.7.2  Program calculations and results

One output file results from the DIGITAL program application. This
contains shot point number, longitude and latitude corresponding to the
shot point number, depth to the top of the chosen horizon, and velocity to

the top of the chosen horizon.

One output file results from the DIGITAL2 program application. It
contains shot point number, longitude and latitude corresponding to the
shot point number, two-way time at that particular shot point, velocity to

the top of the chosen horizon, and depth to the top of the chosen horizon.

4.8 Data analysis

Data gathered for the three horizons based on seismic sections data
are shown in Appendix 4.4 (Table 4.3), and based on the well data are also
shown in Appendix 4.4 (Table 4.4). Two S Macros were designed to handle
these data to generate contour maps for the selection horizon. The first
Macro is called VDCONT and the second is called PRE. The first macro
depends on the second. These two macros were designed to produced

contour map plots. The commands of the two macros are shown in

Appendix 4.5.
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4.9 Map construction and data interpretation

The main exploration objective in this area of the concession is the
hydrocarbon trapped in structural closures in Ruaga formation. Therefore,
efforts were directed at mapping this seismic horizon, plus two other
seismic horizons above the Ruaga formation (the Sheghega and Domran
formations). The final stacked data were used for timing and mapping in
this area. Both techniques were used for mapping the two-way travel times
as mentioned in Section 4.6, and only the automated ones were used for the

other maps.

49.1 Manual contouring technique

The manual contouring technique (Section 4.6) was used to

construct all maps discussed in this section.

® Time structure contour maps

Subsea two-way travel times for the three seismic horizons are read
from the seismic sections, for every 10 shot points as mentioned in Section
4.5.1. Figure 1.6 (Chapter 1) shows the shot point location map where the
values of the two-way time have been picked. For contouring, the two-way
travel time values are first posted onto a shot point location map of 1:25,000

scale, contoured, and then reduced to A4 paper size.
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(@) Top of Sheghega formation time structure map

The subsea two-way travel time structure contour map of the
Sheghega event is shown in Figure 4.17. It shows a general dip towards the
northeast. A possible large structural closure within the area can easily be

identified on this map, at a time value of 450 ms.
(o)) Top of Domran formation time structure map

The subsea two-way travel time structure contour map of the
Domran event is shown in Figure 4.18. It shows the same general dip
towards the northeast as mentioned above. Several structural closures
within the area can be identified on this map, three at time values of 700
ms. and one at a value of 750 ms. In general the Sheghega and Domran
maps have the same contour shape, and the horizons could therefore be

approximately parallel to each other.
(c) Top of Ruaga formation time structure map

The subsea two-way travel time structure contour map of the Ruaga
event is shown in Figure 4.19. It shows the same dip as is mentioned
before. The map shows one possible large structure closure within the area,
at a time value of 1000 ms. Within, there are four structural sub-closures at
time values of 950 ms, which can easily be identified. One major SE-NW
fault, crossing all SE-NW seismic lines and parallel to the others, divides

the area into two major parts, the Zelten platform in the north and the

Hagfa trough in the south.
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Fig. 4.17 Subsea T.W.Time contour map in milliseconds to the top
of the Sheghega formation based on manual contouring

of the seismic data.
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Fig. 4.19 Subsea T.W.Time contour map in milliseconds to the top
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4.9.2  Automated contouring technique

The automated contouring technique as mentioned in Section 4.6
was used to construct all maps discussed in this section. Figure 4.50 at the
end of this chapter shows the maps flowchart for the the automated
contouring maps. It also shows the way the maps were made and how they

related to each other.

A Maps based on seismic data

1 Time structure contour maps

Subsea two-way times for the three seismic horizons are read from
the seismic sections, for every 10 shot points as mentioned in Section 4.5.1.
Two-way travel time from the seismic sections was picked every 10 shot
points. Mis-ties at the intersections were corrected before being stored in the
computer. The time values for all timed shot points to the top of each

horizon are shown in Appendix 4.4 (Table 4.3).

(@ Top of Sheghega formation time structure map

The subsea two-way seismic time structure map of the Sheghega
event (Figure 4.20) shows a general dip towards the northeast. A clear large
structural closure within the area can easily be identified on this map, at a

time value of 450 ms. This map looks similar to that one produced by hand

(Fig. 4.17).
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Fig. 4.20 Subsea T.W.time contour map in milliseconds to the top of
the Sheghega formation based on automated contouring
of the seismic data.
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(b) Top of Domran formation time structure map

The subsea two-way seismic time structure map of the Domran
event (Figure 4.21) shows the same general dip towards the northeast. One
structural closure within the study area can be identified, at a time value of
720 ms. This map is quite similar to the one produced by hand, but with a
few differences in the shape and size of the closure. In general the maps in

Figures 4.18 and 4.21 have the same shape of contouring.
(@ Top of Ruaga formation time structure map

The subsea two-way seismic time structure map of the Ruaga event
(Figure 4.22) shows the same dip towards the northeast as mentioned
before. This map shows dense parallel contours crossing all SE-NW seismic
lines and parallel to the others, in the southwest portion, and some other
dense contouring is shown in the north portion. This is cause by the
presence of the faults in the area, which the contouring software cannot
handle. One large structure closure within the area at a time of 1000 ms. It
contains one 'smaller closure at 960 ms. This map give a good quick picture
of the contouring the horizon. Compared with the one produced by hand
(Fig. 4.19), the manual contour map looks better and smoother than the

automated one.
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Fig. 4.21 Subsea T.W.time contour map in milliseconds to the top of
of the seismic data.
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Fig. 4.22 Subsea T.W.time contour map in milliseconds to the top of

the Ruaga formation based on automated contouring
of the seismic data.
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(2) Average velocity contour maps

In order to convert the subsea two-way time map to a depth map, we
need to know the velocity distribution over the area. Because of the good
quality seismic data in the area of study, the Dix average velocities,
calculated by equation 3.13 (Chapter 3) from the velocity analysis, have been
used as a source of the velocity information to build the velocity maps in
this section. The velocity values for each posted shot point to the top of the

each horizon are also given in Appendix 4.4 (Table 4.3).

(a) Average velocity contour map to the Top of Sheghega formation

Figure 4.23 shows the Dix average velocity, measured from the
datum (sea level) to the top of the Sheghega formation. The velocity values
range from 2080 to 2220 m/s in most of the study area, except for a small
high closure in the north around the location of shot point 120 on seismic
line V248-85, where the velocity is 2240 m/s. There is little overall
difference in velocity, because of the shallow and flat horizon. There is
dense contouring at the intersections because of the mis-ties mentioned in

Section 4.6 (Fig. 4.6).

(b) Average velocity contour map to the Top of Domran formation

Figure 4.24 shows the Dix average velocity, measured from the
datum (sea level) to the top of the Domran formation. The velocity values
range from 2350 to 2550 m/s in most of the study area, except for a small

high closure in the north around the location of shot point 120 on seismic
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Fig. 4.23 Dix average velocity contour map in meters per second

to the top of the Sheghega formation based on automated
contouring of the seismic data.
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Fig. 4.24 Dix average velocity contour map in meters per second
to the top of the Domran formation based on automated
contouring of the seismic data.
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line V248-85, where the velocity value of 2600 m/s. In general the map has
the same shape as the map in Figure 4.23. There is dense contouring at the
intersections especially in the northwest portion of the study area because of

the mis-ties mentioned in Section 4.6 (Fig. 4.9).
() Average velocity contour map to the Top of Ruaga formation

Figure 4.25 shows the Dix average velocity, measured from the
datum (sea level) to the top of the Ruaga formation. The velocity values
range from 2650 to 22850 m/s in most of the study area. There is a small
high closure in the north around shot point 450 on seismic line V259-85,
with a velocity of 2900 m/s, and a high contour value in the south around
the ends of the seismic lines V263-85 and V265-85, where the velocity value
is 2900 m/s. There is irregular contouring at the intersections, especially in
the middle portion of the study area, because of the mis-ties mentioned in

Section 4.6 (Fig. 4.12).
(3) Depth structure contour maps

The Dix average velocity maps mentioned above were used to
convert travel time to depth, by multiplying one-way times by velocities.
The depth values for each required shot point to the top of the each horizon

are also tabulated in Appendfx 4.4 (Table 4.3).
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Fig. 4.25 Dix average velocity contour map in meters per second

to the top of the Ruaga formation based on automated
contouring of the seismic data.
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(@) Depth structure contour map of Sheghega formation

Figure 4.26 shows the subsea depth contour map to the top of the
Sheghega formation. A large structural closure, at a depth of 500 m. covers

most of the study area. It also shows a general dip towards the northeast.

(b) Depth structure contour map of Domran formation

Figure 4.27 shows the subsea depth contour map to the top of the
Domran formation. The map shows the same general dip towards the
northeast. There are six small closures, at depths of 850 m. within the one
large closure, at a depth of 900 m. There is the same dip towards the

northeast, as has been seen as in the previous two depth maps.

(0 Depth structure contour map of Ruaga formation

Figure 4.28 shows the subsea depth contour map to the top of the
Ruaga formation. This map also shows four closures, two large and two
small, at depths of 1300 m. within the one large closure, at 1350 m. There are
large gradients in the contours in the north and in the south of the area, at

depths of more than 1500 m, because of the faulting.
(4) Isochron contour maps
Isochron values are calculated by subtracting the time values to the

two different horizons at each required shot point. The isochron maps in

this section are constructed by contouring the difference values for Sheghega
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Fig. 4.26 Subsea depth contour map in meters to the top of the Sheghega
formation based on automated contouring of the seismic data.
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Fig. 4.28 Subsea depth contour map in meters to the top of the Ruaga
formation based on automated contouring of the seismic data.
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and Domran formations, to show thinning and thickening over the area in
terms of time. The values for all required shot points for the Sheghega and
Domran horizons are tabulated in Appendix 4.4 (Table 4.3) as difference in

time.

@) Isochron contour map for Sheghega formation

Figure 4.29 shows the isochron contour map for the Sheghega
formation. The time difference values range from 255 to 280 ms. over most
of the area. Also it shows one location where thickness is greater, in the

northeast of the area.

(b) Isochron contour map for Domran formation

Figure 4.30 shows the isochron contour map for the Domran
formation. The time difference values range from 230 to 270 ms. over most
of the area. Also it shows two locations where thickness is greater, in the
northeast and in the southwest of the area. This thickening is due to the
presence of faults in the lower unit only. This map shows time thinning

“concentrated in the middle, surrounded by an area of thickening.

(5) Isopach contour maps

Isopach values are calculated by subtracting the depth values to the
two different horizons at each required shot point. The isopach maps in this
section are constructed by contouring the thickness values for the Sheghega

and Domran formations. Thickness values for all required shot points for
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Fig. 4.29 Isochron contour map in milliseconds for the Sheghega
formation based on automated contouring of the
seismic data.
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Sheghega and Domran horizons are tabulated in Appendix 4.4 (Table 4.3) as

difference in depth.

(@ Isopach contour map for Sheghega formation

Figure 4.31 shows the isopach contour map for the Sheghega
formation, in which thickness values range from 380 to 460 m. The map
shows thickness thinning in most of the study area whereas thickness

thickening in the northeast portion.

(b) Isopach contour map for Domran formation

Figure 4.32 shows the isopach contour map for the Domran
formation, in which thickness values range from 380 to 460 m. over most of
the area. Also it shows three thickness thickening area with large gradient in
the northeast, northwest, and in the southwest portions of the area. This
thickening is due to the presence of faults in the lower unit at the time of
the depositional. This map shows thickness thinning concentrated in the

middle, surrounded by thickness thickening area.

(6) Interval velocity contour maps

Equation 3.4 (Chapter 3; Section 3.3.1) been used for interval velocity
calculations between the known horizons, by measuring the time and depth
differences. The interval velocity maps show whether there are any

lithological changes or lateral velocity variations. The interval velocity
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Fig. 4.31 Isopach contour map in milliseconds for the Sheghega
formation based on automated contouring of the
seismic data.
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values for all required shot points for the Sheghega and Domran horizons

are tabulated in Appendix 4.4 (Table 4.3).

(@) Interval velocity contour map for Sheghega formation

Figure 4.33 shows the interval velocity of the Sheghega formation,
in which velocity values range from 2800 to 3300 m/s. The map shows a
low velocity area, having values of below 3000 m/s, concentrated in the
middle portion along the SE-NW axis of the study area, surrounded by high
velocity contours. It also it shows dense low contouring values at the
intersections in the northwest portion of the map, due to the high mis-tie

values (Table 4.2 ; Appendix 4.1).

(b Interval velocity contour map for Domran formation

Figure 4.34 shows the interval velocity of the Domran formation, in
which velocity values range from 3300 to 4100 m/s. The high interval
velocity in the northeast is probably due to the extrapolated values. Some
small high velocity closures of 3600 m/s appear on the map. It also shows
the same dense contouring at the intersections mentioned in the previous

map, for the same reason.
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Fig. 4.33 Interval velocity contour map in meters per second for the
Sheghega formation based on automated contouring of the

seismic data.
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Fig. 4.34 Interval velocity contour map in meters per second for the
Domran formation based on automated contouring of the
seismic data.
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B Maps based on well data

(1) Depth structure contour maps

The exact tops from the wells in the study area, from the company
computer runs available, have been used to produce depth and thickness
maps for the chosen horizons. The depth values from all the well
information to the top of the each horizon are tabulated in Appendix 4.4
(Table 4.4). These are more reliable maps than the maps produced using the

seismic data.

@ Depth structure contour map of Sheghega formation

Figure 4.35 shows the subsea depth contour map to the top of the
Sheghega formation. Comparing this map with the one produced using the
seismic data (Fig. 4.26), this map shows smoother contours than the other,
and also it shows greater depths, varying between 10 to 25 m in most of the
area. Furthermore, the lack of well data in the southernmost part has left
the contours open, whereas the seismic-based map (Fig. 4.26) clearly shows

the closure round the field.

(b) Depth structure contour map of Domran formation

Figure 4.36 shows the subsea depth contour map to the top of the
Domran formation. This map is quite similar in shape, having the same
regional dip as in the previous map, but with a few differences in closure

size. There is a small structural closure, at a depth of 1010 m, and another
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possible large one, at the same depth, within which there are 4 other small
closures at 1000 m. within the the large possible one. Comparing this map
with the one produced using the seismic data (Fig. 4.27) this map also shows
smoother contours than the other. It also shows greater depths, varying
between 50 to 150 m. in most of the area. Again, the well-based map does not

show contour closure in the south, due to the lack of wells.
(0 Depth structure contour map of Ruaga formation

Figure 4.37 shows the subsea depth contour map to the top of the
Ruaga formation. The map also shows three closures, at depths of 1460, 1460,
and 1470 m. within the possible large closure at 1500 m. There are large
gradients in the northeast, west, and in the southwest portions of the area,
having a SE-NW trend, because of the faulting which the contouring
software program could not handle. Comparing this map with the one
produced using the seismic data (Fig. 4.28), this map shows smoother
contours than the other. It also shows greater depths, varying between 50 to

150 m in most of the area.
2) Isopach contour maps

Thickness values are calculated by subtracting the depth values to
the two different horizons at each well. The isopach maps in this section
were constructed by contouring the thickness values for the Sheghega and
Domran formations. Thickness values for all the required wells for the
Sheghega and Domran horizons are tabulated in Appendix 4.4 (Table 4.4) as

the difference in depth.
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(a) Isopach contour map for Sheghega formation

Figure 4.38 shows the isopach contour map for the Sheghega
formation, in which the thickness values range from 470 to 520 m. The
formation is thinner in the upper half of the map and thicker in the lower

half of the area.

) Isopach contour map for Domran formation

Figure 4.39 shows the isopach contour map for the Domran
formation, in which thickness values range from 430 to 490 m. The map
shows thickening in the west and southwest portions of the study area. This
thickening is due to the presence of faults in the lower unit at the time of
deposition. Also it shows thinning concentrated in the middle portion of

the study area, surrounded by a thicker area.

C Ma roduced after digitising time structure contour ma

All maps in this section have been constructed after digitising the
time maps which were produced from the seismic sections. The macro
mentioned before (Appendix 4.2) and the DIGITAL (or DIGITAL2) program
(Appendix 4.3) are used to produce files containing the values required to

construct computerised contour maps.
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Fig. 4.38 Isopach contour map in meters of the Sheghega
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Latitude in degrees ———3»

179

2890 N 2895 N 29.00 N
_*‘

28.85 N

~ 2880 N

970 E 19.75 E 19.80 E
Longitude in degrees ————»

Fig. 4.39 Isopach contour map in meters of the Domran
formation based on well data.

' @om.Cl) |

+ well location

19.85 E 19.90 E



180

D Time structure contour maps

Subsea two-way travel times for the three seismic horizons for all
the well locations are read from the digitised time maps, and stored in the
computer to produced time structure maps. We expect the same shape and
contour values of the time structure maps before and after the digitising in
most of the area. Two-way travel time values for all wells to the top of each

horizon are also tabulated in Appendix 4.4 (Table 4.4).

() Top of Sheghega formation time structure map

The subsea two-way travel time structure map of the Sheghega
event is shown in Figure 4.40. It shows the same shape as the one in Figure
4.20; that is to be expected because they were produced from the same source
of data. However, the digitised time contour map shows smoother and

clearer closures than the other because fewer data have been used.

(b) Top of Domran formation time structure map

The subsea two-way travel time structure map of the Domran event
is shown in Figure 4.41. The map is similar to the one mentioned before
(Fig. 4.21), for the same reasons mentioned above. The map shows

smoother contouring and the more clear closure.
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Fig. 4.40 Subsea T.W.time contour map in milliseconds to the top of
the Sheghega formation based on well data (after digitising
the time contour map based on seismic data interpretation).
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Fig. 4.41 Subsea T.W.time contour map in milliseconds to the top of

the Domran formation based on well data (after digitising
the time contour map based on seismic data interpretation).
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(© Top of Ruaga formation time structure map

The subsea two-way travel time structure map of the Ruaga event is
shown in Figure 4.42. The map is also similar to the one mentioned before
(Fig. 4.22), for the same reasons as mentioned in the previous two maps.

The contouring is much smoother and the closure more clear.

(2) Average velocity contour maps

In order to determine the velocity distribution over the area where
you have enough well top information and interpreted seismic sections,
The average velocity for the three seismic horizons for all the well locations
were calculated using equation 3.6 (Chapter 3). From the data stored in the
computer after digitising the time maps (Figures 4.20, 4.21, and 4.22) and the
tops of the formations from the wells, the most reliable average velocity
rhaps can be produced. The velocity values for each required well to the top

of the each horizons are also shown in Appendix 4.4 (Table 4.4).
(@) Average velocity contour map to the Top of Sheghega formation

Figure 4.43 shows the average velocity to the top of the Sheghega
formation, calculated as mentioned above, in which the velocity values
range from 2200 to 2400 m/s over most of the area. It also it shows two
small high closures in the west and east portions around the intersection of
the seismic lines V262-85 and V257-85 and around shot point 400 of the
seismic lines V256-85 respectively, where the velocity value is 2420 m/s.

The map in general shows little change in velocity values.
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Fig. 4.42 Subsea T.W.time contour map in milliseconds to the top of

the Ruaga formation based on well data (after digitising
the time contour map based on seismic data interpretation).
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Fig. 4.43 Dix average velocity contour map in meters per second to the top

of the Sheghega formation based on well data (after digitising
the time contour map based on seismic data interpretation)
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(b Average velocity contour map to the Top of Domran formation

Figure 4.44 shows the average velocity to the top of the Domran
formation, calculated as mentioned above. Velocity values range from 2700
to 2900 m/s. We can divide the area roughly into two zones by a SE-NW
line. The northeast zone has an average velocity of 2750 m/s. and the other

in the southwest, has an average velocity of 2850 m/s.

(© Average velocity contour map to the Top of Ruaga formation

Figure 4.45 shows the average velocity to the top of the Ruaga
formation, calculated as mentioned above. Velocity values range from 2920
to 3150 m/s. As with the previous map, we can divide the area roughly into
two zones by a SE-NW line. The northeast zone has an average velocity of

2960 m/s. while the other has an average velocity of 3100 m/s.

(3) Isochron contour maps

Isochron values are calculated by subtracting the time values of the
two different horizons at each well, after digitising the time contour maps.
The isochron maps in this section are constructed by contouring the
subtracted values for the Sheghega and Domran formations. These maps
show time thinning and time thickening areas. The subtracted values for
all the wells for the Sheghega and Domran horizons are shown in Appendix

4.4 (Table 4.4) as the difference in time.
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of the Domran formation based on well data (after digitising
the time contour map based on seismic data interpretation)
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(a) Isochron contour map for Sheghega formation

Figure 4.46 shows the isochron contour map for the Sheghega
formation, having the time difference values ranging from 255 to 280 ms,

distributed over most of the area.
(b) Isochron contour map for Domran formation

Figure 4.47 shows the isochron contour map for the Domran
formation. The time difference values range from 230 to 270 ms. Two
thinner areas in the middle and in the south portions coincide with the
areas where most of the wells have been drilled. They are surrounded by
thicker areas. This thickening in the southwest is due to the presence of

faults in the lower unit.
@) Interval velocity contour maps

The same procedure as mentioned before was used to construct all
the maps in this section. The interval velocity values for all required wells
for the Sheghega and Domran horizons are shown in Appendix 4.4 (Table

4.4).
(@ Interval velocity contour map for Sheghega formation
Figure 4.48 shows the interval velocity of the Sheghega formation.

Velocity values range from 3500 to 3900 m/s. The map shows that the

velocity contours, having values various between 3500 and 3700 m/s in the
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formation based on well data (after digitising the time
contour map based on seismic data interpretation)
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areas covered most of the wells, with small high closures contouring of 3700
m/s values in between. Higher velocity contour values surround the area

of the wells.

(o)) Interval velocity contour map for Domran formation

Figure 4.49 shows the interval velocity of the Domran formation, in
which the velocity values range from 3600 to 3900 m/s. The map also shows
low interval velocity contouring concentrated in the middle portion of the

map, surrounded by high ones.

4.9.3 Discussion

The contour maps in Figures 4.40, 4.41, and 4.42 look good and
smoother than the contour maps in Figures 4.20, 4.21, and 4.22, because they
have less control points. The contour maps in Figures 4.46 and 4.47 also
look good and smoother than the contour maps in Figures 4.29 and 4.30 for

the same reasons mentioned before.
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Fig. 4.49 Interval velocity contour map in meters per second for the
Domran formation based on well data (after digitising the
time contour map based on seismic data interpretation)
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CHAPTER (5)

STATIC CORRECTIONS

5.1 Introduction

52 Static techniques

53 Static correction effects
54 Datum correction
5.5 Low velocity layer correction

5.5.1 Uphole surveys

5.6 Calculation of static corrections
5.6.1 Geometry of static corrections
5.6.2 Fortran77 program STATIC

5.6.3 Program results
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5.1 Introduction

One of the most important steps in land data processing is the static
correction calculation, especially in areas of rough terrain, and in areas
when near surface velocity is highly variable in either the vertical or

horizontal direction.

If reflection waves from a flat subsurface interface are received by
geophones spread over a hill, valley, or other topograhic feature, the
reflection times would indicate a structure that could be associated with the
elevations at the earth's surface rather than with those of the subsurface
formations being mapped. From a knowledge of the elevations and near
surface velocities, we can compute the variations in reflection time at
points along the surface due to the topography. Removing this time

variation is the elevation static correction.

The weathered layer lies just below the earth's surface, usually
above the water table, and in Libya varies in thickness around 100 m. Its
quite low seismic velocity, often between 400 and 1300 m/s in the area of
study, causes variable time delay in the arrival of the deeper reflections. The
velocity and thickness of this layer can change from one place to another.

The weathered layer time variation must also be calculated and removed.

The basic elevation statics and residual static corrections are
necessary to produce a good quality section. The purpose of the static
correction is to remove the effects of the near surface. This is achieved by

stripping away the upper surface above a datum plane. The static shift
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should produce the same results as if the source and receivers were both

placed at the datum.

5.2 Static techniques

There are two main types of technique to determine the thickness

and velocity of the weathered layer at each receiver station:

(1) Directly measuring it through shot-hole information.

(2) Calculating it through refraction static routines.

Techniques are also available to determine the required corrections
directly from reflection data by reconciling the time shifts needed to align

different observation of the same reflection.

5.3 Static correction effects

Static corrections compensate for topographic irregularities and

near-surface velocity variations. Static corrections affect:

(1) Reflection continuity.
(2) Structural geometry.
(3) Resolution.

(4) Velocity analysis accuracy.

The two types of static correction - datum correction and low

velocity layer correction - are described below.
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54 Datum correction

This is sometimes referred to as the elevation correction. In offshore
seismic operations, with both source and hydrophone cables very close to a
constant datum, sea level, it seems obvious to apply corrections. When
applied the correction consists of adding the source and cable depths and

dividing by the sea-water velocity.

On land, however, there is usually some topographic variation. In
order to show the reflection times in their proper structural relation it is
necessary to refer them to a datum. Any level can be chosen, but it is usual
to use one that is below the lowest topographic point in the survey, and it is

better if the chosen datum is below the low velocity layer (LVL).

The datum always corresponds to the zero time line on the seismic
section. The travel paths though the weathering layer tend to be nearly
vertical due to Snell's law, regardless of their direction of travel below the

LVL (Dobrin and Savit 1988).

If we wish to relate all reflection times to the datum, we must in this
case apply a correction for elevation difference. The correction for elevation
difference can be made simply by subtracting (or adding) the time required
for the wave to travel the vertical distance between a reference elevation
(datum plane) and that of the earth's surface at the point in question. The
correction is a time shift applied to the entire trace for (a) the receiver
location and (b) the shot location. This requires a knowledge of the distance

and the velocity involved. The distance is easily calculated from the
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elevations of the shot, geophone and datum plane. The correct velocity is
more of a problem. It is usually obtained from shallow refraction data, but
borehole and shot-hole data as well as regional geological information can

be helpful.

The use of an incorrect datum velocity will cause distortion of the
seismic section. A common datum velocity is usually used for an entire
area or survey. Since by their nature, seismic velocities are not constant, this

means that we seldom have exactly the right datum velocity.
5.5 Low velocity layer correction

This is also known as the weathering correction. The low velocity
layer correction compensates for differences introduced by changes in the
thickness or character of the the low velocity layer, which usually consists of

the unconsolidated material between the surface and bedrock.

Since the velocity of this material is very low, a small change in
thickness can result in significant changes in reflection times. It is also
necessary to remove the effects of the low velocity layer variations before

traces can be stacked.

A number of methods have been devised for making the low

velocity layer correction. They fall into two types:

(1) Methods based on the analysis of shallow refraction data.

(2) Residual Methods.
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In the first method, we can pick and plot the times corresponding to
the direct wave (first kicks), then we can calculate datum velocity, LVL
~velocity, and LVL thickness base on refraction principles as shown in Figure

5.1. We use a single point energy source and a single geophone per station.

The formula for refraction time from the first interface of a simple

geological model with uniform lateral velocity is:

_ X, 2H [\
To= vt vy JV2 -V
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The basic formula assumes a shot depth of zero (surface energy) and
non-dipping velocity interfaces (Espey 1983, Kearey and Brooks 1991). This
formula will be recognized as the simple equation of a straight line for T as

a function of X:

T=5+T

in

<[x

where T, is the intercept on the time axis when X=0, and '\17' is the slope,

where V is the velocity of the refracting layer.

It is possible to drive a fairly simple expression for the depth (H) of a

refractor of the simple geological model mentioned above in terms of V,,

V,, and the crossover distance (X__.)-
L[ VetV i
XCfOSS = V s — V ]

From this equation it may seen that the crossover distance is always

greater than twice the depth to the refractor (Kearey and Brooks 1991).
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where X = Distance between the shot and the geophone

H = Depth of the weathering layer
TR = Recorded time

Tin = Intercept time

Vi = Weathering velocity (X/t)

Vo = Subweathering velocity (AX/AT)

Fig.5.1. Refraction ray paths and time-distance curve.
If the subsurface interfaces are dipping a reversed profile is also

recorded to obtain the apparent velocity and intercept times for the updip

and downdip cases as shown in Figure 5.2.
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Geophones

CETTT T T DT Tggy 0P

Distance

Vop, Voga

Time ——p
Time ————

¢ 3
B " Geophone spread

—

Vi=(Via+Vip)/2
V2=(V23+V2b)/2

where Tz = Recorded time for shot a
Tp = Recorded time for shot b
V; = Average weathering velocity
Vo = Average subweathering velocity

Fig.5.2. Reversed refraction profile

Suppose that the times corresponding to the direct wave for the
reversed spread plot up as shown in the lower part of Figure 5.2. we can

draw the 'best fit' lines for the velocities V{ (LVL) and V, (datum velocity).
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The base of the LVL lies in a general way along the straight line B-B'. If the
weathering correction at the two ends of the spread is not the same, the

correction can be interpolated evenly along the B-B' line.

In the second method, reflections are flattened by removing the
appropriate normal moveout (NMO). They are then examined, trace by
trace, and where necessary residual corrections are applied to each trace in
order to make the reflection as smooth as possible. Smoothing one good
reflection in this manner sometimes improves the quality of stacked
weaker events, and it is always useful before stacking traces. It is especially
popular in the processing of marine data, where shallow refraction methods

cannot be used to correct for near surface velocity variations.

5.5.1 Uphole surveys

An uphole survey is one of the best methods of investigating the
near-surface and finding the thickness and velocity of the low-velocity

layer.

The most accurate of all weathering correction methods is made
from dynamite data in which the source is below the base of weathering.
The uphole times, the depth of source, and the elevation of the source are

necessary to calculate the datum statics.

In the area of study, where surface sources (vibrators) have been
used, information concerning the low velocity layer is acquired by the

uphole surveys. An uphole survey requires a shothole deeper than the base
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of the low velocity layer. Usually a complete spread of geophones plus an
uphole geophone is used. Uphole times in a deep hole are measured by
firing an explosive source at several different depths and recording the
arrival times, as shown in Figure 5.3a, beginning at the bottom and
continuing until the shot is just below the surface of the ground, to provide

a plot of depth against time.

The vertical time correction must be done to the recorded uphole
time as shown in Figure 5.3b and before plotting the time-depth curve.
Average vertical times are plotted against shot depth. The slope of the curve
associated with weathering shots gives the weathering velocity (Vy,), and
the break in slope usually defines the weathering depth (D,,) clearly. The
slope of the curve associated with bedrock shots gives the required
subweathering velocity (V). A field example of six uphole survey data for
different station locations on line 6V256-85 can be seen in Figure 5.4,
showing the vertical velocity distribution near the surface above the datum

plane (sea level).
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Fig.5.3a. Plan view showing the positions of the geophone on the surface.
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{ 9m

Fig.5.3b. Uphole calculation cross-section.

=X
tanf= D

o=tan" ‘(XB)

T,=Tcos#6

where
X = Distance from the geophone (G) to the hole
D = Shot depth
T = Recorded time
To = Vertical travel time (corrected time)
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Figures 5.4 a-f show the velocity distribution in the weathering
layer. A high velocity interbed appears clearly in two uphole locations; in
fig.5.4b with a velocity of 2445 m/s., and fig.5.4d with a velocity of 2080 m/s..
A low velocity interbed appears clearly in three uphole locations; in Fig.5.4a
with a velocity of 1280 m/s., fig.5.4e with a velocity of 1235 m/s., and fig.5.4f

with a velocity of 1140 m/s. These figures are summarised in Table 5.1.

Uphole location| High velocity interbed Low velocity interbed
Station|Figure | Velocity | Depth | Thickness | Velocity| Depth | Thickness
147 |5.4a 1280 83 23

234 |54b | 2445 11 20

298 |54c¢

317 |54d | 2080 17 29

379 |54e 1235 74 26

505 5.4f 1140 64 24

Table 5.1. Velocity, thickness, and depth of the interbed within the
weathering layer. These interbeds cause variable time delay in the arrival of

the deeper reflections.
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Fig.5.4a. Uphole Time Depth curve for station
(147) on seismic line V256-85.
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Fig.5.4b. Uphole Time Depth curve for station
(234) on seismic line V256-85.
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Fig.5.4c. Uphole Time Depth curve for station

(298) on seismic line V256-85.
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Fig.5.4d. Uphole Time Depth curve for station

(317) on seismic line V256-8S.
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Fig.5.4e. Uphole Time Depth curve for station

(379) on seismic line V256-85.
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Fig.5.4f. Uphole Time Depth curve for station

(505) on seismic line V256-85.
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5.6 Calculation of static corrections

5.6.1 Geometry of static corrections

The purpose of the correction is to compensate for changes in
elevation and for the near surface lateral changes in velocity. On the CDP
data, static corrections are necessary for proper alignment of traces for
stacking.

The basic static correction is composed of four parts:

(1) Low velocity layer (LVL) correction at the source.

(2) Datum correction at the source.

(3) Low velocity layer (LVL) correction at the receiver.

(4) Datum correction at the receiver.

The basic calculation is illustrated in Figure 5.5. When the shot hole
is drilled to a depth below the LVL, the LVL correction at the source is not
necessary. In this case the shot to datum time correction (Tyq) is calculated as
shown in the figure. The calculation at the geophone station is more
difficult since the exact thickness of the LVL is unknown. The interpolated
thickness between the upholes was used. The correction at the geophone

station (Tgq) formula is also shown.

In the seismic data used in the present study the seismic source array
(vibrators) was on the surface. Holes were drilled to a depth below the LVL
to calculate the static correction to the datum (sea level) at a particular shot.
The source static correction and the receiver static correction are then

calculated as shown in Figure 5.6.
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ng=TSd+ UHT+ T,

UHT = Uphole time

Tsd = Shot to datum time

Ty = Geophone to datum time
LVL = Low velocity layer

Es = Shot elevation
Eg = Geophone elevation
Ed = Datum elevation

E|lvI = Low velocity layer elevation

Eo = Difference in elevation (Eg - Es)
Tdif = Difference in elevation time

S¢ = Shot depth.

Vd = Datum velocity.

Fig.5.5. Shot and geophone corrections.
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Uphole (1)

E
$1_ surface

]
Uphole (2)
UHT1 Sdt v ES£
/ VE:;\_ NT
P =shoth Sda| | UHT2
Tsdt "
Ea = Datum plane T
shot2 sl ¥ Y sd2
T (ES1—Sd1—Ed)
di ~—
S VSN
(Esz_Sdz Ed)
Tsd2 = V]

where
Es; = Shot elevation for uphole 1

Esop = Shot elevation for uphole 2

Vgy = Subweathering velocity

S41 = Shot depth for uphole 1
Sg2 = Shot depth for uphole 2
Eq = Datum elevation.

Tsd1 = Shot to datum time.
Tsde = Shot to datum time.

Fig.5.6. Static correction calculation for a surface

energy source and a two layer model.
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A new computer program (STATIC, described below) has been
written for this particular case, and used to calculate the static correction for
a part of line 6V256-85 from group station 147 to group station 505, which
covers the reprocessed part of the line. The new static corrections for each
source and receiver location are used in the reprocessing of this part of the

line.

The accuracy of corrections calculated by the method used in the
program is dependent on having valid information on shot hole depth,
uphole times, shot/geophone elevation, some other parameters needed as
an input before running the program, such as station number, and
subweathering velocity. A knowledge of the thickness and velocity of the
LVL increases the accuracy and the validity of the static time shifts applied.
It is most important to do it correctly; if it is done incorrectly, small

structures are missed and false prospects may be drilled.

5.6.2  Fortran77 program STATIC

This Fortran77 program has been written to calculate the static
correction for the shots and receivers. A listing of the STATIC source code is
given in Appendix 5.1. The program is designed to use three different kinds
of static correction as shown in Figure 5.7, to compare between them. These
are 'static', 'Lehib' and 'Sabkha'. Where the 'static' is the conventional static
correction as shown in Figure 5.7, equations 5.6, depending on the
interpolated between two upholes data, assuming constant weathering layer

thickness, rather than assuming a constant weathering base. The other two -
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Fig.5.7. Static equation used in static program.
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- WV 2 - VW1) B }
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DELX
S D= .....................................................................
TX (wvx) ’

..........................................................

STATIC = STXD + STX

_[(ELEV.).
SABKHA_—[(———1500)+O.O12:| s
. ELEV) ]

LEHIB = [(1880 +0.007] s

..................................

...........................................
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Fig.5.7. Continued.

Abbreviations;

STN1 = Station number 1

EL1 = Elevation for STN1 in meter

UHT1 = Uphole time for STN1 in second

WV1 = Subweathering velocity for STN1 in m/s

ST1 = Static correction calculated for STN1 in second

STN2 = Station number 2

EL2 = Elevation for STN2 in meter

UHT2 = Uphole time for STN2 in second

WV2 = Subweathering velocity for STN2 in m/s

ST2 = Static correction calculated for STN2 in second

STNX = Station number X

ELX = Interpolated elevation for STNX in meter
UHT1 = Uphole time for STNX in second

WVX = Subweathering velocity for STNX inm/s

STX = Static correction calculated for STNX in second

EL = Elevation for STNX in meter
DELX = Difference in elevation (EL-ELX) in meter
STXD = Time for the DELX in second

STATIC = Conventional static correction for STNX in second
SABKHA = Static formula in second
LEHIB = Lehib formula in second
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'Sabkha' and 'Lehib'- were used by Sirte Oil Company for processing the

data in the Zelten area.

Static corrections computed for the seismic lines consist of a simple
elevation correction. However, two different replacement velocities have
been used -'Sabkha' and 'Lehib'- as shown in Figure 5.7, equations 5.7 and
5.8 respectively, depending on the surface topography. Unfortunately the
change from one formula to the other occurs right through the middle of

the field.

The first step in this program is to read the names of the two input
files and the two output files which are necessary for the program to run.
The first input file contains some data and results from the uphole
calculation, such as station number, elevation in meters, sub-weathering
velocity in m/s, uphole depth in meters, and uphole time corresponding to
the uphole depth in milliseconds. The second input file contains all the shot
elevations if you are calculating shot static or all the receiver elevations if
you are calculating receiver static. The first output file will contain all the
shot or receiver statics, using the uphole information from the first input

file.

The second output file will contain all the shot or receiver statics,
using the formula which has been applied in previous processing of the
seismic lines in the area of study, and the differences of the statics between
the two methods of calculation. A detailed flowchart corresponding to the

above outline is shown in Figure 5.8.
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START

[ Read input,output file namch

SM2 =314

v

v
[ Read STN,ELU WV,UHD,UHT |

[ ST=((ATUM-ELU)}+UHDYWW)-UHT |

4

< Continue

| N=STNM)-STN1+1 |

| N1=SMI1-STN1+1 |
3

| N2=SM2-STN1+1_|

Read EL

Al

4

DO
I=1M-1

v
[ NE=STN2-STN1+1 |

| DSTN =STN2-STN1 |

{ DEL1=ELU2-ELU1 |
3

[ DsT=sm2st1 |

[ pwv=wvawvi |
v

DO

h 4

J=NS NE

[sTNX =STN+I-NS |
¥

1 Dsmx;i'mx-sm i

[ STX=(DST/DSTN)*DSTNX}ST _ |

M - Number of upholes.

SM1 - Last station number in Lehib part.
SM2 - First station number in Sabkha part.
SM3 - First station number in Lehib part.
SM4 - Last station number in Sabkha part.
DATUM - Datum plane (sea level).

1 - Counter for uphole data.

STN - Station number.

ELU - Uphole elevation.

WYV - Weathering velocity.

UHD - Uphole depth.

UHT - Uphole time.

ST - Static correction at the uphole
location.

N - Number of station.
N1 - Number of station in Lahib part.
N2 - Number of the first station in Sabkha.

EL - Elevation of the stations.
NS - Counter.

I- Counter of loops of the calculation.

NE - Number of stations to be calculated..

DSTN - Number of station intervals to be
calculated.

DELL1 - Difference in elevation.

DST - Difference in static correction.

DWYV - Difference in weathering velocity.

J - Counter for station number.

STNX - Station number to be calculated.

DSTNX - Difference in stations.

STX - Static correction at that particular -
station.

Fig.5.8. Detailed flowchart for the STATIC program.
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A2
[ WVX=(DWV/DSTN)*DSTNXHWV |
[ ELX=(DEL1/DSTN)*DSTNXH+ELU |
-
+ [ pEX=F-AX |

3
ﬁsrm:((DATLiM-DELmeX) |
| STATIC=STXD+STX |

Yes
SLEHIB= (- (EL/1880)+0.007) |
No [ pmst=sTATIC-SLEHB |
PR
Yes
SSABKHA-= (- (EL/1500)+0.012)|
Y
No [DIFST = STATIC-SSABKHA|

No [ DSsSL=SSABKHA-SLEHIB|

DO
=1M

v
-L | Read STN,ELU,WV,UHD,UHT |
+

WVX - Weathering velocity at that

- particular station.

ELX - Elevation at that particular station
DELX - Difference in elevation.

STXD - Static correction for the DELX.

STATIC - Total static correction.

SLEHIB - Lehib formula.
DIFT - Difference in static correction.

SSABKHA - Sabkha formula.
DIFST - Difference in static correction.

JJ - Counter.

DSSSL - Difference in static between
Sabkha and Lehib.

K - Counter for the station between the
two areas.
SINTER - Interpolated static correction it
the area between Sabkha and Lehil

[ SINTER=((DSSSL/AKK-1J+2))*(K-JJ+1)+SLEHIB |

-~
—L

Continue

>

Write STATIC

[ Write SLEHIB,SINTER SSABKHA |

[ Write DIFST,DELX |

Fig.5.8. (Continued) Detailed flowchart for the STATIC program.
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5.6.3  Program results

Table 5.2, showing selected static correction calculations for line
6V256-85 is given in Appendix 5.2. Figures 5.9a,b,c show the variation in
elevation and one-way static calculation for shot locations, receiver

locations, and both together, respectively.

From these figures we can divide the line into two parts. In the first
part it is clear that the formula used gives a lower static correction than the
uphole method. This is from the first shots up to shot point 314. The second
part of the line shows that the formula used gives a higher static value than

the uphole method for shot points 314-505.

These differences occur because different formulae - 'Lehib’, and
'Sabkha' - have been applied. In the area where the Lehib formula was used,
lower static values resulted, and in the area where the Sabkha formula was

used, higher static values were used, than the static values should be.

These variations in the static correction cause reflectors to be shifted
down in the Lehib area, and up in the Sabkha area. This variation is

demonstrated in the Chapter 6.
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CHAPTER (6)

6.1
6.2
6.3
6.4
6.5
6.6
6.7
6.8

6.9

6.10
6.11

6.12

REPROCESSING

Introduction

Preliminary processing

Automatic gain control (AGC) and muting
Deconvolution and filtering before stack
Static corrections

Common depth point (CDP) gathering
Velocity analysis and normal move out (NMO) correction
Common depth point (CDP) stacking

6.8.1 Brute stack

Residual static

Deconvolution and filtering after stack
Weighted stack

6.11.1 Final section

6.11.2 Under-shooting technique

Migration
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6.1 Introduction.

The basic goal of seismic data processing is to transform the seismic
signal recorded at the surface into a graphic display that will allow a

reasonable interpretation of the subsurface geology.

Seismic data processing strategies and results are strongly affected by
the field acquisition parameters. Surface conditions have a lot to do with the
quality of data collected in the field. Other factors, such as weather
conditions, care taken during recording, and condition of the recording
equipment, also influence data quality. A main aim of processing is to
suppress the noise and enhance the desired signal. This depends on the

quality of the data acquisition.

In addition to field acquisition parameters, seismic data processing
results also depend on the tools used for processing. High resolution data
quality, for example, depends on careful handling in essentially every

processing step.

One of the interpretation objectives is that the interpreter would like
the data processing to produce a true and accurate geological model, but due
to the highly complex nature of the subsurface and limitations on
measuring techniques,' we have to settle for a somewhat crude

approximation of this ideal.
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Part of line 6V256-85 from shot points 100 to 500 was selected for
reprocessing, using the SierraSEIS package on the Sun computer network in
the Geology and Applied Geology Department of Glasgow University.

Figure 6.1 shows a simplified flowchart for the processing.

Processing flowchart

field
data

Preliminary
Processmg

( Velocity ) ( Shot and CDP Statics )
analysis gathers )[ (
v
( Filter )
Deconvolution
-
( CDP stack '
‘ Data Enhancemera
Advanced
Processing

Final
Display

Figure 6.1 Simplified seismic data processing flowchart.

6.2 Preliminary processing

Preliminary processing, which includes formatting (demultiplex),
editing, sorting, and bookkeeping steps, is shown in Figure 6.2. Once the data
are summed together (the stacking process), previous errors in editing are

probably undetectable and irrecoverable (Espey 1983).
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field Surveyor| (Observer
tape Data Reports
i

C Demultiplex J r

T Bookkeeping )

( Edit ) ]

S

‘.
-~
¢

Parameter tape

Figure 6.2 Preliminary processing flowchart.

The principal function of the first data processing step
(demultiplexing) is to reformat the field data, from time scan sequence to
trace sequence. In our case study, the tape supplied had already been
demultiplexed. This had been done at CGG's (Compagnie Generale de

Geophysique) processing centre.

The principal function of the second data processing step (editing),
which is included in the GEOMETRY processor in SierraSEIS, is to
remove undesirable noise. This function is an important one that should be
performed by the processing analyst after every data processing run. There
are some items that must be checked carefully during the editing of the field

data, such as:

(1) Channel sequence and polarity
(2) Shot and cable geometry

(3) Cable noise

(4) Dead channels



(5) Man or track made noise
(6) Instrument noise
Editing out of most types of noise is usually accomplished by
deletion of a trace or complete record (unwanted data) from the shot records.
Processes such as zeroing have been applied to the bad traces to attenuate the

noise.

6.3 Automatic gain control ( AGC) and muting

The next step that is applied to the traces in the shot gathers is AGC,
which applies balancing scalars that equalize amplitudes within a trace.
Tests are carried out on the effect of different AGC windows before applying
the AGC. Figures 6.3 a and b show the two shots before and after application

of AGC (using a fixed window of 400 ms length) processor, respectively.

The next process is muting, which provides several options to
remove unwanted data from the shot gather traces. This processor
selectively zeros data samples at either ends of the input trace. Figure 6.3c
shows muting applied to the two selected two shots at the front end of the

traces.

6.4 Deconvolution and filtering before stack

Deconvolution (DECON) means removing, through data processing,
undesirable effects which have occurred in the earth, by collapsing the
seismic wavelet to approximately a spike (Yilmaz 1987). Wavelet

compression is most obvious when compared with the gathers before
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DECON has been applied. After DECON the traces contain much more high-
frequency energy, some of which, however, will be noise. Different kinds of

tests of the DECON parameters have been carried out on the shots, such as:

(1) Length of the autocorrelation window
(2) Maximum lag

(3) Length of the predictive lag

(4) Starting time of autocorrelation window
(5) Pulse-shaping deconvolution

(6) Predictive deconvolution

Figure 6.3d shows the application of the chosen parameters of the

pulse-shaping deconvolution on the same shots as in Figure 6.3c.

Because both high-frequency noise and signal are boosted after
DECON, and the traces also contain some low-frequency noise, such as
ground roll, and some high-frequency ambient noise, the data usually need
filtering with a wide band-pass filter. Figure 6.4a shows frequency analysis of
the shot point 1 for trace 1. It also shows that the dominant frequency is
from 10 to 48 Hz. Figure 6.3e shows the application of the STVF processor

with a band-pass filter of 12-50 Hz on the same shots as in Figure 6.3d.

6.5 Static corrections

- The static correction processors compute and apply statics to seismic

data traces. You can apply any type of static corrections to seismic data using

SierraSEIS processors, such as:
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(1) Geometry statics including shot statics and receiver statics (surface
consistent)

(2) Residual statics (surface inconsistent)

Static calculations for the shot locations and receiver locations from
the STATIC program application (Chapter 5), for the two different kinds of
static correction, the conventional static (‘Static'), and the formula static
('Lehib' and 'Sabhka') as shown in Figure 5.7 (Chapter 5) were applied to the
data. First we start by applying the conventional static correction to the shot
gathers. Figure 6.3f shows the application of the static correction on the same

shots in Figure 6.3e.

6.6 Common depth point (CDP) gathering

Before velocity analysis, we sort the data into the desirable order
(CDP gathers) for the velocity analysis and CDP processing. Figure 6.5a

shows two selected CDP gathers.

6.7 Velocity analysis and normal moveout (NMO) correction

Velocity is defined as the propagation speed of the seismic wave, and
is a property of the strata through which the wave moves. Seismic velocity
is also important in data processing, to correct for the normal moveout due
to the separation of the source and receiver, as mentioned in Section 3.3.5
(Chapter 3). The velocity needed in NMO correction (V,;,,) is different from

sonic velocity, because the seismic wave propagates over an irregular
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path containing a wide range of interval velocities. If velocity did not
change laterally, well sonic velocity might be used to compute the velocity

function needed for NMO correction (Espey, 1983).

The purpose of the NMO correction in data processing is to remove
the effect of the separation between the shot and receiver (Fig. 3.6, Chapter
3). The interpretation of the velocity analysis display is subject to the quality
of the data and the velocity analyst's experience in identifying valid
reflection events and isolating interferences such as multiples. The accuracy

depends upon the time and velocity increments selected.

Fifteen locations have been chosen for the velocity analysis along
the V256-85 seismic line. Two methods have been tested for such velocity
accuracy: velocity spectra and velocity functions. The first one is available in
the software package, but the second is not. For the second, eight different
velocity functions for the velocity analysis have been designed and applied

to the fifteen CDPs. Both gave us a good velocity analysis.

The top of Figure 6.6 shows the first two seconds of the velocity
analysié for all the traces on CDP 157, as an example of the first method of
the velocity analysis (velocity spectrum). Figure 6.7 shows an example of the
second method of the velocity analysis (velocity function), applied on CDP
225, using eight different velocity functions. It also shows velocity increasing
from left to right. The reflector at 1.1 s looks overcorrected on the first two
left panels, horizontal (i.e. well corrected) on the third left panel, and
undercorrected on the other panels. The CDP gathers display has a

chequerboard effect, which could be due to the static problems. The gather is
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Fig.6.6 Velocity sepectra associated with (a) all traces in the CDP 157

gather;
(b) first half of the traces in the same CDP; (¢) second half of the
traces in the same CDP.
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made up of alternate traces shot in one direction, then the other direction,

laid out in order of increasing shot-receiver offset without regard to sign.

Because of the chequerboard effect mentioned above, we decided to
separate the shot gathers traces into two halves; the first half contains traces
1-48, and the second half contains traces 49-96. Velocity analysis has been
repeated for each half separately. These displays are shown in Figure 6.6 b
and c. Figure 6.6 a, b, and ¢ shows the same good reflector at 1.050, 1.075, and
1.025 s respectively, have the same stacking velocity. These differences in
time varied from one place to another, which proves the bad data

mentioned above.

6.8 Common depth point (CDP) stacking

Common depth point stacking is the most robust of the processes.
By using redundancy in CDP recording, stacking can significantly suppress
uncorrelated noise, thereby increasing the signal-to-noise (S/N) ratio
(Yilmaz 1987, Anderson and McMechan 1990). It also can attenuate a large
part of the coherent noise in the data, such as multiples. Because multiples
have larger moveout than primaries, they are undercorrected and, hence,
attenuated during stacking (Yilmaz 1987). Two different types of stacking
have been tested on the data, the conventional stack and the median stack.

The second looks more effective on the data, so the data have been stacked

with the second type.

Before stacking the data, the mute process should be used on the

CDPs after applying the NMO correction to remove the unwanted noise
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(stretch zones) created by the NMO process. The selection of the mute
pattern can be critical, since too much mute may reduce CDP fold and
eliminate critical long offset traces at the target horizon. On the other hand, |
a mute that is too shallow will reduce data quality, due to the NMO stretch
and refraction noise. Different mute patterns have been tested on the CDP
gathers. Figure 6.5¢ shows one of the deep mute pattern applied to the same
CDP .gathers in Figure 6.5b. Figures 6.8 and 6.9 show two stacked sections
with different static ("Equation" and "Formula") corrections applied,
respectively, where the static "Equation"” represents the conventional static
and the static "Formula" represents the "Lehib' and Sabhka' together. In

each Figure a different mute pattern has been applied.

The mute pattern applied to the data on Figures 6.8a and 6.9b,
appears good, and is applied to all the sections. On the other hand, the deep
mute pattern, which is applied to the data on Figures 6.8b and 6.9a, looks too
deep. It reduces CDP fold and eliminates critical long offset traces as
explained before. This deep mute causes discontinuities in the deep

reflectors.
6.8.1 Brute stack

The quality of the stacked section is dependent on the quality of the
data, the quality of the picked primary velocity function, and the chosen
mute. Figures 6.8a, 6.10a, and 6.10b shows the brute-stack sections for all the
traces group, the first half traces group, and the second half traces group in
the CDPs respectively, using one velocity function. It is clear that the

difference in time mentioned in Section 6.7 has affected the stacked sections.
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6.9 Residual static

Residual statics are static corrections remaining after application of
geometry statics. They are computed by the RSESTIM and RSCALCSC

processors and are input to STATAPLY from a permanent disk file.

A reference section and the CDP gathered traces that were used to
construct the reference section are input to the RSESTIM processor for
residual statics. Individual CDP gathered traces are correlated with the
reference trace that has the same CDP number. The cross-correlated output
is then scanned for either the peak near to zero lag or the maximum peak
value. The static picks that are output from the RSESTIM processor are
stored in the SierraSEIS common ASTAT variable. The RSESTIM must be
followed by the RSSAVE processor to save the information necessary for

generating the surface-consistent solution.

6.10  Deconvolution and filtering after stack

The objective of deconvolution is to attenuate repetitive signals
such as multiples and also to shape the propagating wavelet into a sharp
high resolution pulse. The same kind of parameter tests mentioned in
Section 6.4 have been repeated on the stacked section. New parameters have

been chosen and applied to the data to produce the final section.

A frequency analysis made on the stacked traces shows the
dominant frequencies of 12-45 Hz (Figure 6.4b). On the stacked sections, two

different records from different places were filtered with a series of 10 Hz
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wide band-pass filters. Figures 6.11 and 6.12 show a sequence of band-pass
filter tests. The reflection signal on the 10 to 20 Hz panel exists down to
about 2 s. On the 20 to 30 Hz panel, however,‘ signal is still visible down to
about 2 s. Moving to the higher frequencies panels, note that the signal
level mainly is confined to increasingly shallower times. In general the data

looks recognizable within the frequency band 12-45 Hz.

6.11  Weighted stack

Stacking using the arithmetic mean (straight stacking) does not
maximize the S/N ratio of the stack if there are trace-to-trace variations in
the S/N ratio. In this case, the S/N ratio of the stack is maximized by
weighting each trace by its signal amplitude divided by its noise power,

provided the noise is stationary (Anderson and McMechan 1990).

6.11.1 Final section

On the final stack, weighted traces have been used to improve the
quality of the section. The data around the anomaly zone are still not good
enough, and the discontinuity of the reflectors underneath the seismic
anomaly is visible. Figures 6.13 and 6.14 show final unmigrated stacked
sections for the data where "Equation” static correction have been applied
(Figure 13a), the data where "Formula" static correction have been applied
(Figure 13b), the first traces group of data where "Equation” static correction
have been applied (Figure 14a), and the second traces group of data where

"Equation” static correction has been applied (Figure 14b).
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Fig.6.12 Stacked data (left panel) with its band-pass filtered versions.
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Fig.6.13 Final stack sections, using; (a) the "Equation" static correction

(b) the "Formula" static correction.
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Fig.6.14 Final stack sections, using the "Equation" static correction of;
(a) the second traces group; (b) the first traces group.
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The time difference between the two applications of statics on the
data on Figure 6.13 a and b, are apparent. Comparing the two sections of the
two separated parts on Figure 6.14 a and b with the Figure 6.13a, the
continuity of the reflectors looks good in the separate parts, especially in the

shallow horizons.

6.11.2 Undershooting technique

Long in-line offsets are sometimes used where one cannot shoot
and record over the desired region, perhaps because of structures, river
levees, permit problems, etc.; this technique is called undershooting (Sheriff
and Geldart, 1983). Such techniques are also useful where raypaths are so
distorted by shallow features of limited extent that sense cannot be made of
deeper events, as might be the situation in mapping underneath a salt-
dome, reef or local region of very irregular topography or weathering
(Sheriff and Geldart, 1983). This technique has been used on our data to see
the effect of the seismic anomaly on the reflectors underneath. Different
stacked sections have been produced of different offset groups to see the
effect of the seismic anomaly on the continuity of the reflectors. Some of the
middle offset groups stacked sections looks good and shows better
continuity at 1.05 s. There are no shallow data on the sections produced,

because of the far offsets used in stacking the data.

To produce a complete section, including the shallow data and the
good data produced from the above technique, a sharp surgical mute at a
combination of different offsets has been applied to the CDP gathers. It

selects the shallow data from the near offset groups and deep data from the
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good middle offset groups. Different surgical mutes have been tested. Figure
6.15 a and b shows two seismic sections for the first traces group of data and
the second traces group of data, after the sharp surgical mute was applied.
These seismic sections show better sections than the corresponding final

stacked sections in Figure 6.14.

6.12  Migration

The goal of the migration process is to make the stacked section
appear similar to the geological cross section along the seismic line. Ideally,
we want to get a depth section from the stacked section. However, the
migrated section commonly is displayed in time (Yilmaz 1987). The
estimated velocity based on seismic and other data always is limited in
accuracy. Therefore, depth conversion is not comp