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Notations

Operators Symbols
~ denotes "estimate of". M,N Point processes M and N.
E(.)} denotes "expected value of". X Ordinary time series X.
var{.} denotes "variance of". Po(u) Poisson variate with mean p.
Cov{.)} denotes “"covariance of". N(u,az) Normal variate with mean p and variance 02.
Pri{.} denotes "probability of". xi Chi-square variate with degree of freedom n.
Corr{.,.} denotes “"correlation of". Fm,n F variate with degrees of freedom m and n.
Functions
M(t) Counting measure that counts the number of events in the interval
(0,t].
dM(t) Differential increment of point process M.
PM Mean intensity of point process M.
PMM(u) Product density function of point process M at lag u.
PMN(u) Cross-product density function between point processes M and N at
lag u.
mMM(u) Auto-intensity function of point process M at lag u. \
mMN(u) Cross—-intensity function between point processes M and N at lag u.
qMM(u) Auto-cumulant density function of point process M at lag u.
qMN(u) Cross-cumulant density function between point processes M and N at
lag u.
fMM(A) Auto-spectrum of point process M at angular frequency A.
fMN(A) Cross-spectrum between point processes M and N at angular

frequency A.

|RMN(A)[2 Ordinary coherence function between point processes M and N at
angular frequency A.

fll.Z(A) Partial auto-spectrum of order-1 of point process 1 after removing
the effects of point process 2.

f (A) Partial cross-spectrum of order-1 between point processes 1 and 2

12.3
after removing the effects of point process 3.

|R12.3(A)|2 Partial coherence function of order-1 between point processes 1
and 2 after removing the effects of point process 3.

f11.23(k) Partial auto-spectrum of order-2 of point process 1 after removing
the effeccts of point processes 2 and 3.

f12‘34(A) Partial cross-spectrum of order-2 between point processes 1 and 2
after removing the effects of point processes 3 and 4.

|R12.34(A)|2Partial coherence of order-2 between point processes 1 and 2 after
removing the effects of point processes 3 and 4.

q123(u,v) Third-order cumulant density function between the point processes

1, 2 and 3 at lags u and V.



Summary

The main objective of this thesis is the development of analytical techniques
and computational procedures for the analysis of complex neuronal networks. The
techniques are applied to data obtained from elements of neurophysiological systems

and simulated models to illustrate different aspects of these analysis tools.

The nerve signals that occur within neuromuscular control systems are widely
accepted to be stochastic in nature and are characterised by the times of occurrence of
events, typically 1 msec. in duration of fixed amplitude, within the process. This
provides the basis for considering these processes as stochastic point processes. The
analytical approach adopted is similar to that used in ordinary time series and requires
an inter-disciplinary approach involving linear and non-linear system analysis,
estimation theory, probability theory and statistical inference. In this thesis a
considerable amount of work is devoted to the discussion of these various areas related
to the point process analysis techniques. In addition, neurophysiological concepts are
discussed to provide a basis for the application of these techniques. These techniques
are applied to the analysis of real data obtained from physiological experiments and
simulated data generated by model neuronal networks of different complexities.
Finally, some possibilities for future work opened up by the present investigation are

considered.

An introduction together with some historical notes are given in Chapter 1.
The objectives of this thesis are set down and some general ideas of a point process and
neurophysiology are introduced. The historical notes at the end of Chapter 1 are

intended to give a picture of the trend of developments concerning point processes.

Chapter 2 presents a simplified account of the relevant neurophysiological
background. Some features of the neuromuscular system which lead to the use of point
process analysis techniques are discussed. This is followed by a brief description of
the organisation of neuromuscular system and some of its elements. The idea that the
generation of an action potential occurs when the membrane potential at the trigger
zone of a ncurone exceeds the threshold forms the basis for the neurone model
used in thic thesis . The multiple input and output nature of neuromuscular
systems in addition to the short duration of an action potential justify the realisation of
a spike train as stochastic point process. Chapter 2 is concluded by considering some

findings from the application of point process analysis techniques to data recorded from



neuromuscular elements. The details of the techniques are then explained in Chapter 3-
5.

Chapter 3 gives a development of the theory of linear point process system
analysis. The formal definitions of the assumptions involved, namely stationarity,
mixing, and orderliness are explained. These assumptions are important in simplifying
the theories involved and are seen to be valid in our applications. Theories for
univariate, bivariate and multi-variate point processes are considered. The asymptotic
value of the auto- spectrum of a point process is shown to be a non-zero constant,
which marks the distinction from the auto-spectrum of an ordinary time series.
Various quantities in both time and frequency domains are introduced and, among
them, the coherence function and its partial and multiple forms are explained in

particular details. The application of coherence is emphasised in Chapter 6.

Since the processes involved are stochastic in nature, appropriate estimation
procedures for the time and frequency domain quantities should be used. Chapter 4 is
devoted to explaining the estimation procedure used and the statistical properties of
these estimates. Also the Poisson point process - which possesses similar properties to
Gaussian white noise in the case of ordinary time series - is introduced. The
importance of the Poisson point process lies on the fact that it may be used as a
‘reference process' to indicate departure of independence within a point process. At
the end of Chapter 4, the confidence intervals of the time and frequency domain
estimates under the hypothesis of independence are developed. The confidence interval
approach forms the basis of inferring whether there is any significant association

between processes or within a process.

Chapter 5 describes briefly the implementation of the neurophysiological and
simulation experiments. The digital algorithm for generating the exponential and
Gaussian variables to provide the required stimuli in the experiment are explained.
The neurone model, which is the building block of more complicated neuronal

networks, is also described.

Chapter 6 presents results and discussion. First some simulataol spike
trains of different structures are analysed using histogram, aute-intensity and auto-
spectrum. The histogram is found to be least sensitive in revealing significant
information concerning the processes. Then the time and frequency domain analysis

techniques discussed in Chapter 3-4 are applied to the input and output spike trains of a



model neurone. The cases where an input spike has an excitatory effect on the output,
and that when an input spike has an inhibitory effect on the output are looked at. Some
general findings from the analysis are pointed out, and in particular the distinctions of
these two situations lie in the shape of the cross-intensity estimates and the phase
spectra. The analysis of the bivariate point process is followed by the study of a
neuronal network model in which a pair of neurones are influenced by a common input.
The shape of the ordinary coherence estimate is seen to be related to the frequency
content of the common input and some analytical studies of this observation are also
presented. In addition, the use of partial coherence of order-1 is demonstrated and is
seen to be able to remove the contribution of the common input mathematically. The
analysis is then extended to a neuronal network model in which a pair of neurones are
influenced by two common inputs. Cases where both inputs are point processes, and
where one input is a continuous signal are considered. The analysis techniques in the
frequency domain are seen to work well in either case, and the usefulness of partial
coherence of order-1 and 2 is demonstrated. Some additionzr;?\&es of the interpretation
of partial coherence are also given and expanded in Appendix/\d,. Next, it is attempted
to investigate the non-linear interactions between the discharge of a single Ia afferent
and the response of a single motor unit based on a model neurone incorporating after-
hyperpolarisation. The third-order cumulant density function is seen to be more
sensitive than the cross-intensity and the time course of the after-hyperpolarisation is
related to the trough that appears in the cumulant. This result leads to the possibility of
deducing the time course of the after-hyperpolarisation obviating the use of invasive

methods like intracellular recording.

Chapter 7 indicates some possible areas in the future work, namely: (1) further
investigations of higher order parameters, (2) maximum likelihood approach to estimate
model parameters and (3) Lanczos analysis of electric current flow in excitable cells.

These are outlined in Chapter 7 as a conclusion of the present work.

viil
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Introduction and Historical Notes



Chapter 1 Introduction and Historical Notes

The work of this thesis is primarily concerned with
developing analytical techniques and computational procedures for
the analysis of complex neuronal networks. The use of models of
neuronal networks plays a key role in this project. In the study
of real neuronal networks several kinds of signals may occur. In
this thesis, we will be primarily concerned with signals that can
be modelled as stochastic ©point processes, although the
interaction between point processes and the type of continuous
signals that occur in the analysis of dynamic systems will also ge

considered.

Stochastic point processes belong to a class of stochastic
processes which concern the occurrence of events in time or space.
Examples of stochastic point processes are vast: queues, neuronal
electrical activities, heartbeats, population growth, accident or
failure processes, radioactivity and many others. In contrast to
the ordinary time series, where a process is represented by the
magnitude of the process as a function of time, a point process
may be completely characterised by the times of occurrence of the
point events. éince in everyday life, data arises as both
ordinary time series and point processes, the study of point
processes may be considered in parallel with the study of ordinary
time series. (See Brillinger 1978a for a comparative analysis of

ordinary time series and point processes)

The techniques for the analysis of point processes are, in



many cases, similar to those used for ordinary time series (see
for examples Barlett 1963a and Beutler and Leneman 1968). The
methods of analysis are statistical in nature and may be divided
into time and frequency domain; the time domain pafameters usually
have their frequency domain equivalence and vice versa. There
are, however, situations in which unique techniques are applicable
only to one type of domain but not to the other. 1In addition, a
situation may arise where the processes involve a mixture of
ordinary time series and point processes. In this case, hybrid
parameters in both time and frequency domains are to be defined
and the analysis techniques needed to be modified. The study of

these forms part of the main theme of this thesis.

Neurophysiology is an area where the signals of interest are
a rich combination of ordinary time series (such as excitatory
post-synaptic potentials and length changes) and point processes
(such as action potentials). The short durétion of an action
potential compared with the intervals between successive pulses
provides the basis for considering the spike train as a
realisation of a point process. Under the same experimental
conditions, the pattern of firing of the action potentials would
vary with the sgatistical (or average) properties unchanged.

Hence the neurophysiological system may be consider as stochastic

in nature. In addition, the system may be considered as
stationary (short teirm) and this allows considerable
simplification in the analysis techniques. These considerations

suggest that the use of point process analysis techniques are

appropriate in neurophysiology. A more detailed description of



these terms is given in Chapter 2.

In the experimental study of a biological system such as the
neurophysiological system, it may be difficult sometimés to
interpret the results due to the inherent complexity of the
system. Several hypotheses may seem to be possible or no
immediate interpretation can be made to explain a certain
observation in the results. In these cases simulation can provide
an invaluable guide to the interpretation through  the
investigation of a model with known structure and properties.
Such an approach can facilitate the interpretation of results
obtained from the wunknown system. In this thesis, simulation
studies are based on a model neurone and interconnected groups of
model neurones. The properties of this type of model neurone have
been investigated previously and were shown to be satisfactory in
representing the properties of the real system (Halliday 1986).
This model then forms the basic building unit of a network of the

desired structure.

The main objectives of this thesis is to (1) investigate the
analysis techniques and computational procedures for point
processes and (25 to apply these techniques to the analysis of
complex neuronal networks along with simglation studies. Original
contributions have been made to (&) identify different patterns of
spike trains with the aid of simulation, (b) to demonstrate, by
simulation and analytically, how the coherence between the outputs
of a single input, two-output neuronal model may reflect

statistical properties associated with the common input and (¢) to



investigate, based on simulation studies, the hypothesis that the
time course of post-spike depression can be deduced from the
third-order cumulant density function and (d) to demonstrate
different aspects of point process analysis techniques through
simulation studies and to show how the analysis techniques can
extract useful information concerning the functional and

structural aspects of the neurophysiological system.

A wide variety of examples of point processes are discussed
in Lewis (1972a) and Snyder (1975). An extensive discussion with
examples comparing ordinary time series and point process can be
found in Brillinger (1978a). The fundamental theory and
applications of ordinary time series can be found in monographs by
Bloomfield (1976), Box and Jenkins (1970), Brillinger (1975d),
Jenkins and Watts (1968) and Koopmans (1974). In the case of
point processes the relevant theory can be found in Brillinger
(1975a), Cox and Isham (1980), Cox and Lewis (1966), Daley and

Vere-Jones (1988) and Lewis (1972).
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A Historical Note on Point Process

While the frequency domain analysis of a signal may be said
to have commenced in 1664 when Isaac Newton decomposed a light
signal into separate components by passing the light through a
glass prism, the earliest study of point processes began when J.
Graunt (1620-1674) constructed life tables as an application of
mathematics to the study of population. The table corresponds to
the superposition of many independent point processes, each
containing a single point at the time of death of an individual.

For an early history describing this study see Westergaard (1968).

The Poisson point process was introduced over a long period
of time. It has a Poisson counting distribution (hence its name)
and is credited to de Moivre in 1718 and Poisson in 1837.
Clausius (1858) in his studies on the kinetic theory of gas showed
that the exponential distribution of intervals in a point process
was related to the free path length of a gas molecule. In 1868,
Boltzmann further derived the expression exp(-ut) for the
probability of no randomly placed points in an interval of length
t. Bateman (1910) showed that the numbers of particles from
radioactive emissiéns in fixed time intervals satisfied a simple
set of differential equations, and that‘the solutions to these
equations were Poisson probabilities. Erlang, in his pioneering
work, made extensive use of Poisson process in the studies of
congestion problems in traffic systems and telephone systciz. Tor

a historical review, see Jensen (1948) and Haight (1967).



Another class of point processes with a long history of
study 1is that of renewal processes. They are defined as
stationary point processes where the interval between two
successive events is independently distributed. The appropriate
application of these processes results in a considerable amount of
simplification since the probability density function of the
intervals is sufficient to describe the process completely. The
renewal process generalises the Poisson process in the sense that
the interval density is not limited to exponential form. There
has been extensive studies of general renewal theory with emphasis
on the analytical problems involved (Smith, 1958, Feller, 1971).

For a more applied accounts, see Cox (1962).

Recently, increasing attention has been drawn to the
application of point process analysis techniques to
neurophysiological problems. Point process analysis techniques
have been found to be useful in assessing associations between
neuronal signals and in the estimation of biologically meaningful
parameters. Examples include Amjad (1989), Brillinger (1986,

1988a,b) and Halliday (1986)
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Neurophysiological Background



Chapter 2 Neurophysiological Background

Neurophysiology is a branch of science concerned with how
the elements of the nervous system function and work together.
The aim of this chapter is to present a simplified account of some
aspects of neurophysiology which are relevant to the discussions
in the following chapters. A recurrent area of neurophysiology
considered throughout this thesis is the neuromuscular system. The
neuromuscular system may be defined loosely as all those parts of‘
the nervous and muscular systems concerned with the initiation and
control of movement and the maintenance of posture. Obviously the
inherent nature and the kinds of data arising from the
neuromuscular system determine the particular type of analysis
techniques used. In this chapter, some features of the
neuromuscular system which lead to the use of point process
analysis techniques are discussed. This is followed by a
simplified description of the organisation of the neuromuscular
system and some of its elements. Finally, some findings related
to the application of point process analysis techniques are

discussed to illustrate the usefulness of the techniques.

2.1 Some Characteristics of Neuromuscular Systems related to the

Point Process Analysis Techniques

Many biological systems have the important feature that
under normal conditions they are acted upon by several inputs
simultaneously, which in turn give rise to several outputs. The

muscle spindle, an important element of the neuromuscular control



system which is thought to be responsible for the control of
movement and maintenance of posture, is inherently multiple input
and output. The muscle spindle, under normal conditions, is acted
upon by continuous changes in the length of the parent muscle
which it is attached to. In addition to this continuous length
change, the output activity from the spindle is further modified
by several other input processes in the form of nerve impulses.
Figure 2.1.1 1is an example illustrgting how the output point
process activity of a muscle spindle is affected by the various
kinds of input conditions. A nerve impulse is a localised voltage
change of approximately 100 mV in amplitude and 1 msec. in
duration which occurs across the membrane surrounding the nerve
cell body and axon. Nerve impulses are often referred to as
’action potentials’ or, because of their relatively short
duration, as ’spikes’. The short duration of action potentials,
compared with the time intervals between successive pulses (see
Figure 2.1.1), provides the basis for considering the spike trains
as realisations of stochastic point processes and thus allowing
point process analysis techniques to be applied. In the analysis
of a muscle spindle, the neurophysiologist may want to
characterise the input-output relationship of the muscle spindle
based on the recordings of the input and output processes. In
another example, the processes involved may not be directly
related by a input-output relationshiﬁ, but simply simultaneous
recordings of some combination of spike trains and continuous
signals obtained from cell bodies, axons, electroencephalograms
(EEGs) etc. In this case, one might want to determine if these

processes are related, and how the relation between any two may be
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influenced by the other processes.

It has been found that some neuromuscular elements have
non-linear features so that the application of linearised
mathematical descriptions may not be adequate. For example there
is evidence which shows that muscle spindles have significant
amplitude-dependent and velocity dependent non-linearities (Chen
and Poppele, 1978; Hasan and Houk, 1972; Hulliger et al, 1977a, b;
Houk et al, 1981 and Matthews and Stein, 1969). In addition, the
input, output relationships of an alpha-motoneurone has been found
to be non-linear due to the presence of significant post-spike

depression duration (Conway et al., 1989; Lau et al., 1989a).

The features of the neuromuscular system discussed above
indicate that the analysis tools required by neurophysiologists
should be flexible enough to tackle non-linear systems which
involve multiple processes consisting a combination of point

processes and continuous signals.



2.2 The Peripheral Nervous System

The neuromuscular control system consists of all parts of
nervous and muscular systems concerned with the initiation and
control of movement and the haintenance of posture. The system
has been divided into peripheral and central parts on anatomical
and functional grounds. At the level of the spinal cord, the
peripheral nervous system is arranged in a sequence of repeating
units. The components of the peripheral neuromuscular system at
one segmental level of the spinal cord are illustrated in Figure

2.2.1.

There are several classes of nerve cells which lie within
the spinal cord. One of these involves alpha-motoneurones which
have long processes, called axons, innervating the load-bearing or
extrafusal muscle fibres responsible for generation of forces or
changes of length. The cell bodies of the alpha-motoneurones have
diameters ranging from 25 to 100 pm and the axons are from 8 to 20
um in diameter. The axons conduct nerve impulses, which travel at
velocities in the range 50-120 m/sec., from the cell bodies to the
extrafusal muscle fibres. The mean frequencies of action
potentials generated by the nerve cell may vary from one pulse
every few seconds to several hundred pulses per second. The fine
branches of the alpha-motoneurone axon end on specialised areas of
the extrafusal muscle called the ’'motor endplate’. When a nerve
impulse reaches the junction between the axon and the muscle
fibre, a sequence of electro-chemical events occur which leads to

the contraction of the load-bearing muscle fibres. The force of

10
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