
[https://theses.gla.ac.uk/80276/](https://theses.gla.ac.uk/80276/)

Copyright and moral rights for this work are retained by the author

A copy can be downloaded for personal non-commercial research or study, without prior permission or charge

This work cannot be reproduced or quoted extensively from without first obtaining permission in writing from the author

The content must not be changed in any way or sold commercially in any format or medium without the formal permission of the author

When referring to this work, full bibliographic details including the author, title, awarding institution and date of the thesis must be given
Analytical and Numerical investigation of heat and mass transport in catalytic microreactors

Graeme Robert Hunt

Submitted in fulfilment of the requirements for the Degree of Doctor of Philosophy in Mechanical Engineering at the University of Glasgow

James Watt School of Engineering
College of Science and Engineering
University of Glasgow

September 2019
Abstract

Microreactors for chemical synthesis and combustion have attracted increased attention in recent years. Due to the high degree of thermal control exhibited by microreactors, exothermic catalytic activity features heavily in these devices and thus advective-diffusive transport is of key importance in their analyses.

An analytical study of the transport phenomena in a single microchannel microreactor filled with a porous medium is presented, first as a one-dimensional, then expanded to a two-dimensional model with catalytic activity. The systems under investigation include fluid and porous solid phases inside the microchannel under local thermal non-equilibrium (LTNE), in addition to the enclosing structure of thick walls subject to distinct thermal loads. The thermal diffusion of mass, viscous dissipation of the fluid flow is examined for both a heterogeneous catalyst placed on the channel wall and for a homogeneous reaction process. The axial and transverse variations of heat and mass transfer processes are considered to provide two-dimensional solutions of both the temperature and concentration fields. These are then used to calculate the local and total entropy generation within the system. A novel extension of an existing LTNE model capable of taking into account the enclosing structure as well as the porous solid and fluid phases is presented. The thickness of this enclosing structure is shown to have a major influence on heat and mass transport within the system, particularly the Nusselt number. Irreversibilities in the system are found to be dominated by the mass transfer contributions and the influence of the Soret effect as well as the Damköhler number.

A numerical investigation is undertaken to examine the effect of hydrodynamics upon the activity of a heterogeneous catalyst. Three corrugated wall channel configurations with varying phase difference between upper and lower walls were generated. Low Reynolds number flows of fuel lean methane in air were catalytically combusted over platinum in the numerical model. Hydrodynamic reflux features were observed in the out of phase cases. Coinciding with these zones, the site surface concentration of carbon dioxide was observed to vary significantly as compared to the base case.

The extension of the LTNE model significantly increases the capability of modelling the interface between thick walls and a porous medium under thermal load, permitting more accurate modelling of microreactors. The effect of the reflux feature on the surface site fraction of product for the corrugated channels reveals the complex interaction between hydrodynamics and catalytic activity.
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_{sf}$</td>
<td>Interfacial area per unit volume of porous media, (m$^{-1}$)</td>
</tr>
<tr>
<td>$A_r$</td>
<td>Pre-exponential factor for reaction, $r$</td>
</tr>
<tr>
<td>$A_X$</td>
<td>Cross-sectional area (m$^2$)</td>
</tr>
<tr>
<td>$Bi$</td>
<td>Biot number</td>
</tr>
<tr>
<td>$Br'$</td>
<td>Modified Brinkman number</td>
</tr>
<tr>
<td>$C$</td>
<td>Mass species concentration (kg m$^{-3}$)</td>
</tr>
<tr>
<td>$C_0$</td>
<td>Inlet concentration (kg m$^{-3}$)</td>
</tr>
<tr>
<td>$C_p$</td>
<td>Specific heat capacity (J K$^{-1}$ kg$^{-1}$)</td>
</tr>
<tr>
<td>$C_{p,i}$</td>
<td>Specific heat capacity of species, $i$</td>
</tr>
<tr>
<td>$D$</td>
<td>Mass diffusion coefficient (m$^2$ s$^{-1}$)</td>
</tr>
<tr>
<td>$D_{i,m}$</td>
<td>Molecular diffusivity of species, $i$</td>
</tr>
<tr>
<td>$Da$</td>
<td>Darcy number</td>
</tr>
<tr>
<td>$D_H$</td>
<td>Hydraulic diameter (m)</td>
</tr>
<tr>
<td>$D_T$</td>
<td>Coefficient of thermal mass diffusion (K$^{-1}$ kg$^{-1}$ m$^{-1}$ s$^{-1}$)</td>
</tr>
<tr>
<td>$E_a$</td>
<td>Activation energy (kJ mol$^{-1}$)</td>
</tr>
<tr>
<td>$g_{i,r}$</td>
<td>The stoichiometric coefficients of the products minus that of the reactants</td>
</tr>
</tbody>
</table>
\( h \)  Enthalpy (J)

\( h_i \)  Enthalpy of species, \( i \) (J)

\( h_1 \)  Half-thickness of the microchannel to lower wall (m)

\( h_2 \)  Half-thickness of the microchannel to upper wall (m)

\( h_3 \)  Thickness from outer surface of lower wall to inner surface of upper wall (m)

\( h_4 \)  Total thickness of microchannel (m)

\( h_3 \)  Half-height of microchannel (m)

\( h_{sf} \)  Interstitial heat transfer coefficient (W K\(^{-1}\) m\(^{-2}\))

\( H_m \)  Mass transfer coefficient

\( H_w \)  Wall heat transfer coefficient (W K\(^{-1}\) m\(^{-2}\))

\( J_{i,j} \)  Diffusive flux of species, \( i \) in direction, \( j \) (kg m\(^{2}\) s\(^{-1}\))

\( k \)  Effective thermal conductivity ratio of the fluid and the porous solid

\( k_1 \)  Thermal conductivity of wall 1 (W K\(^{-1}\) m\(^{-1}\))

\( k_2 \)  Thermal conductivity of wall 2 (W K\(^{-1}\) m\(^{-1}\))

\( k_{e1} \)  Ratio of thermal conductivity of wall 1 and thermal conductivity of the porous solid

\( k_{e2} \)  Ratio of thermal conductivity of wall 2 and thermal conductivity of the porous solid

\( k_{ef} \)  Effective thermal conductivity of the fluid phase (W K\(^{-1}\) m\(^{-1}\))
\( k_{es} \) Effective thermal conductivity of the solid phase of the porous medium (W K\(^{-1}\) m\(^{-1}\))

\( k_R \) Reaction rate constant (m s\(^{-1}\))

\( L \) Length of the microchannel (m)

\( M \) Viscosity Ratio

\( N_b \) Number of bulk species

\( N_g \) Number of gas species

\( N_{reac} \) Number of surface reactions

\( N_{DI} \) Dimensionless diffusive irreversibility

\( N_{FF} \) Dimensionless fluid friction irreversibility

\( N_{int} \) Dimensionless interstitial heat transfer irreversibility

\( N_f \) Dimensionless fluid and interstitial irreversibility

\( N_{f,ht} \) Dimensionless fluid heat transfer irreversibility

\( N_s \) Dimensionless porous solid and interstitial irreversibility

\( N_{s,ht} \) Dimensionless heat transfer irreversibility

\( N_1 \) Dimensionless lower wall irreversibility

\( N_2 \) Dimensionless upper wall irreversibility

\( N_{pm} \) Dimensionless total porous medium irreversibility

\( N_{Tot} \) Dimensionless total entropy
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Nu$</td>
<td>Nusselt number</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure (Pa)</td>
</tr>
<tr>
<td>$P_R$</td>
<td>Wetted perimeter (m)</td>
</tr>
<tr>
<td>$Pe$</td>
<td>Peclet number</td>
</tr>
<tr>
<td>$Pr$</td>
<td>Prandtl number</td>
</tr>
<tr>
<td>$Q$</td>
<td>Wall heat flux ratio</td>
</tr>
<tr>
<td>$Q_1$</td>
<td>Dimensionless volumetric heat source term in wall 1</td>
</tr>
<tr>
<td>$Q_2$</td>
<td>Dimensionless volumetric heat source term in wall 2</td>
</tr>
<tr>
<td>$q_r$</td>
<td>Radiation parameter</td>
</tr>
<tr>
<td>$q_1$</td>
<td>Volumetric heat source in wall 1</td>
</tr>
<tr>
<td>$q_2$</td>
<td>Volumetric heat source in wall 2</td>
</tr>
<tr>
<td>$q_c''$</td>
<td>Total catalytic heat flux (W m$^{-2}$)</td>
</tr>
<tr>
<td>$q_{w1}''$</td>
<td>Lower wall heat flux (W m$^{-2}$)</td>
</tr>
<tr>
<td>$q_{w2}''$</td>
<td>Upper wall heat flux (W m$^{-2}$)</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>$Rd$</td>
<td>Dimensionless radiation parameter</td>
</tr>
<tr>
<td>$R$</td>
<td>Specific gas constant (J K$^{-1}$ kg$^{-1}$)</td>
</tr>
<tr>
<td>$\bar{R}_i$</td>
<td>Net rate of production of species, $i$</td>
</tr>
</tbody>
</table>
$s_f$ Volumetric heat source in fluid phase

$s_S$ Volumetric heat source in solid porous phase

$S$ Shape factor of the porous medium

$Sh$ Sherwood number

$\dot{S}_{Di}'''''$ Volumetric entropy generation due to mass diffusion (W K$^{-1}$ m$^{-3}$)

$\dot{S}_{FF}'''''$ Volumetric entropy generation due to fluid friction (W K$^{-1}$ m$^{-3}$)

$\dot{S}_f''''$ Volumetric entropy generation in the fluid (W K$^{-1}$ m$^{-3}$)

$\dot{S}_s''''$ Volumetric entropy generation in the porous solid (W K$^{-1}$ m$^{-3}$)

$\dot{S}_{w1}''''$ Volumetric entropy generation rate from lower wall (W K$^{-1}$ m$^{-3}$)

$\dot{S}_{w2}''''$ Volumetric entropy generation rate from upper wall (W K$^{-1}$ m$^{-3}$)

$Sr$ Soret number

$T$ Temperature (K)

$T_C$ Temperature at upper wall limit (K)

$T_H$ Temperature at Lower wall limit (K)

$\bar{T}_f$ Mean bulk temperature (K)

$u$ Fluid velocity, $x$ component (m s$^{-1}$)

$U$ Dimensionless fluid velocity, $x$ component (m s$^{-1}$)

$\bar{u}$ Average velocity over cross-section (m s$^{-1}$)
\( \bar{U} \)  Dimensionless Average velocity over cross-section (m s\(^{-1}\))

\( v \)  Fluid velocity, \( y \) component (m s\(^{-1}\))

\( w \)  Fluid velocity, \( z \) component (m s\(^{-1}\))

\( x \)  Dimensional axial coordinate

\( X \)  Dimensionless axial coordinate

\([X_i]\)  Site species concentration of species, \( i \)

\( y \)  Dimensional transverse coordinate

\( Y \)  Dimensionless transverse coordinate

\( Y_i \)  Species mass fraction

\( z \)  Dimensional out of plane coordinate

**Greek Symbols**

\( \beta \)  Temperature exponent

\( \Gamma \)  Site surface density (kmol m\(^{-2}\))

\( \mu \)  Dynamic viscosity (N s m\(^{-2}\))

\( \kappa \)  Permeability (m\(^2\))

\( \kappa^* \)  Rosseland mean extinction coefficient

\( \rho \)  Density (kg m\(^{-3}\))
\( \sigma^* \)  Stefan-Boltzmann constant  

\( \theta \)  Dimensionless temperature  

\( \Theta_i \)  Site species concentration of species, \( i \)  

\( \phi \)  Volume fraction of nanoparticles  

\( \Phi \)  Dimensionless concentration  

\( \xi \)  Aspect ratio of the microchannel  

\( \varepsilon \)  Porosity of the porous medium  

\( \gamma \)  Damköhler number  

\( \omega \)  Dimensionless heat flux  

\( \varphi \)  Irreversibility distribution ratio  

\( \eta_{ir} \)  Site coverage dependence constant for species, \( i \) and reaction, \( r \)  

\( \mu_{ir} \)  Site coverage dependence constant for species, \( i \) and reaction, \( r \)  

\( \varepsilon_{ir} \)  Site coverage dependence constant for species, \( i \) and reaction, \( r \)  

\( \nu_{(i,r)} \)  Rate exponent for species,\( i \) in reaction, \( r \)  

\( \omega_f \)  Dimensionless fluid phase volumetric heat source term  

\( \omega_s \)  Dimensionless solid porous phase volumetric heat source term  

\( \Omega \)  Temperature gradient
Subscripts

\( C \)  Cold

\( e \) Prefix for “effective”

\( f \) Fluid

\( f_1 \) Porous Fluid

\( f_2 \) Clear fluid

\( H \) Hot

\( i \) Placeholder defined as necessary in text

\( j \) Placeholder defined as necessary in text

\( nf \) Nanofluid

\( p \) nanoparticle

\( \text{REF} \) Reference

\( s \) porous solid

\( w_1 \) Surface of wall 1

\( w_2 \) Surface of wall 2

1 lower wall

2 upper wall
## List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AEL</td>
<td>Alkaline electrolysis</td>
</tr>
<tr>
<td>CAES</td>
<td>Compressed air energy storage</td>
</tr>
<tr>
<td>CCGT</td>
<td>Combined cycle gas turbines</td>
</tr>
<tr>
<td>CFD</td>
<td>Computational fluid dynamics</td>
</tr>
<tr>
<td>CPO</td>
<td>Catalytic partial oxidation</td>
</tr>
<tr>
<td>IP</td>
<td>In Phase</td>
</tr>
<tr>
<td>LIF</td>
<td>Laser induced fluorescence</td>
</tr>
<tr>
<td>LTE</td>
<td>Local thermal equilibrium</td>
</tr>
<tr>
<td>LTNE</td>
<td>Local thermal non-equilibrium</td>
</tr>
<tr>
<td>OoP</td>
<td>Out of Phase</td>
</tr>
<tr>
<td>P1</td>
<td>Partially out of phase</td>
</tr>
<tr>
<td>P2G</td>
<td>Power to gas</td>
</tr>
<tr>
<td>PEM</td>
<td>Polymer electrolyte membranes</td>
</tr>
<tr>
<td>PSH</td>
<td>Pumped storage hydroelectric</td>
</tr>
<tr>
<td>SOEC</td>
<td>Solid oxide electrolysis</td>
</tr>
<tr>
<td>SNG</td>
<td>Synthetic natural gas</td>
</tr>
<tr>
<td>STP</td>
<td>Standard temperature and pressure, (298.15K and 1 bar)</td>
</tr>
<tr>
<td>UPS</td>
<td>Uninterruptable power supply</td>
</tr>
</tbody>
</table>
Chapter 1  Introduction

The UK government has set the target of 15% of the energy demand to be met by renewable sources by 2020 in the UK Renewable Energy Roadmap [1]. More ambitious targets were set by the Northern Ireland Executive of 40% renewable electricity and by the Scottish Government of 100% renewable electricity by 2020 [1]. To achieve this, a combination of wind, solar energy and hydroelectric must play a vital role. In 2015 electricity from renewable sources were the greatest contributor of electricity in Scotland [2]. Furthermore, this high share of the electricity supply contributed 42% of Scotland’s electricity output that year [2]. By way of comparison, a mere 10 years previously, in 2005, the combined total of hydroelectric and “Other renewables” achieved a 14% share of the electricity generated [3]. Wind and solar sources provided 20% of the UK electricity generated [4] in 2018 totalling some 15.15 TWh (TeraWatt hours) in the third quarter of 2018. These figures clearly demonstrate the increase in dependence upon renewable sources for electricity generation. Specifically, wind and solar generated electricity accounting for by far the greatest proportion of renewable electricity generation [4]. This phenomenon is not limited to the UK, however. By way of example, in Germany, wind and solar combined provided 29% of the electricity generated [5]. In fact, the EU has set out a target of 20% renewable energy generation in its member states by 2020 [6]. In the intervening years, these targets have been updated to even more ambitions targets for 2050. The UK government has set targets for greenhouse gas emission reduction of a minimum of 80% by 2050 as compared to 1990 levels [7]. The UK is not alone in this drive, the EU has set goals for 2050 of cutting greenhouse gas emissions to 80-95% below 1990 levels over that timeframe [8]. Even these targets have been deemed insufficient and the EU has updated its target to now be carbon neutral by 2050 [9]. Consider, not just these targets themselves but also the evolution of the targets. This points to an ongoing and increasing demand for sustainable energy production that will see an increase of the likes of solar and wind generation penetration into the energy market.

1.1 A Move Toward Renewable Power Generation

This increasing reliance on solar and wind as sources of electricity generation is not without its drawbacks. Since both wind and solar energy can fluctuate and provide intermittent power, they must be balanced to provide grid stability. In the UK, the greatest share of power storage is in the form of pumped storage hydroelectric (PSH), however as can be seen from Figure 1-1, while the share of renewable energy has increased from 2.3GW
Introduction

to 44.3GW, the change in capacity of PSH is negligible by comparison [10]. Not all renewable sources are intermittent, but it is worth noting that wind and solar provide over a quarter of renewable energy (see Figure 1-2) in the UK [10]. Without such energy storage options surplus energy is wasted and energy deficit could lead to power loss to certain areas [11]. Construction of the grid allows for some degree of erraticism in both supply and demand, but not large-scale swings in either direction [12].

**Figure 1-1** Electricity capacity in the UK, 1996 to 2018 [10]

This leads to the requirement for a form of electricity storage capacity that is both long term and substantial (the figures quoted above demonstrate the scale of the requirement) in addition to having a significant reserve production capacity. In order to function correctly, the power grid needs to be balanced, that is to say the power supply and demand should match at any given time [12]. To meet this requirement, there must be an increased degree of flexibility build into the grid to allow such balance to be maintained [12].
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This leads to the need for several different functions to be fulfilled in terms of energy storage or demand side management (see Figure 1-3). The first of these functions is system or frequency regulation, which incorporates energy storage technologies to meet short-term needs such as to resolve, random fluctuations, temporary power outages, voltage sags and surges [13]. Following this are reduction techniques such as peak shaving, which stores energy from the energy peaks in the minutes to hours scale on a daily basis, and conservation, which is simply reducing the load (see Figure 1-3) [13]. The reverse of these are the increasing demand procedures of valley filling and load growth. Lastly, there is load shifting which can involve storing energy generation surpluses during off-peak times (e.g. overnight) and releases the stored energy to meet demands at peak times (see Figure 1-3) [13]. Load

**Figure 1-2** Share of different renewables types in Thousand tonnes of oil equivalent [10]
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Shifting is particularly advantageous as it permits variability in demand without affecting the generation of power [12].

Figure 1-3 Categories of load management adapted from [14]

1.1.1 Flexibility

To accomplish this requires facilities that exhibit flexibility in one form or another as appropriate to the needs of the grid under different conditions. There are three main characteristics by which this flexibility may be measured [15]. First is simply the quantity of the range of power that is required, i.e., the number of MW. Resources that fall into this category are deemed flexible in that due to their large range of absolute power output between the minimum and maximum operating capacity. This allows them to adjust their output level to accommodate fluctuating power requirements. Secondly, the speed at which this output can be achieved, or ramp rate, i.e., MW per minute. High ramp rates (or in some cases, fast start-up times) allow systems in the second category to respond rapidly to changes in power demand. Finally, there is the duration for which this output can be maintained, i.e., how many MWh. Systems that fall into this category have the capacity to maintain energy levels for greater durations, enabling them to meet power demands in sustained conditions [16].
1.2 Energy Storage Technologies

A number of energy storage technologies have been developed over some considerable time. Highlighted here are some of main forms of energy storage that are in use and being developed today. Consideration is given to each mentioned technology in the context of the definitions of flexibility described in the previous section such that a comparison may be made.

1.2.1 Hydroelectric

Historically, response to variability and fluctuation in the system is provided by rapid response thermal generation. However, factors such as restriction on emissions, have led to an increase in interest in storage technologies with a low carbon footprint. Currently by far the greatest share of energy storage is provided by pumped storage hydroelectric (PSH) stations [17]. There are currently 4 pumped storage hydro facilities in the UK with a total capacity of 2,828MW and a combined energy storage capacity of 26.7GWh [17] as shown in Table 1-1.

<table>
<thead>
<tr>
<th>Pumped Hydro facility</th>
<th>Power (MW)</th>
<th>Energy Capacity (GWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dinorwig Power Station</td>
<td>1,728</td>
<td>9.1</td>
</tr>
<tr>
<td>Cruachan Power Station</td>
<td>440</td>
<td>10.0</td>
</tr>
<tr>
<td>Ffestiniog Pumped Hydro Power Plant</td>
<td>360</td>
<td>1.3</td>
</tr>
<tr>
<td>Foyers Pumped Storage Power Station</td>
<td>300</td>
<td>6.3</td>
</tr>
</tbody>
</table>

Pumped storage facilities consist, typically, of two interconnected water reservoirs for storage of energy in the form of gravitational potential energy. During off-peak times, water is pumped from the lower to the upper reservoir. The upper reservoir of Ffestiniog PSH facility is shown in Figure 1-4. Thus, when the energy is required, the water stored can be released from the upper reservoir back to the lower through turbines to generate the electricity and balance the load on the grid. This is a mature technology, for which the most recent developments have been in variable-speed and ternary plants [18]. Variable speed plants, as the name suggests, are capable of changing their rotational speed to avoid
resonance related issues and are overall more efficient and flexible than standard hydro plants [18]. Similarly, ternary plants also offer improved efficiency over standard plants, while significantly improving flexibility. This is achieved by the plants ability to operate simultaneously as both a pump and a turbine. This permits operation of the plant as both a pump and a generator. Unlike most reversible machines, it does not require to stop before changing direction and as such can switch rapidly from full pumping mode to full generating mode [18].

![Figure 1-4 The upper reservoir (Llyn Stwlan) and dam of the Ffestiniog Pumped Storage Scheme in north Wales. (Taken by Adrian Pingstone)](image)

The main advantage that pumped storage hydroelectric has over other forms of energy storage lies in precisely this maturity of technology. However, when looking at the figures outlined on the first page of this introduction, it is clear that the future requirement for storage will significantly outstrip the current capacity. This leads to the main disadvantage of pumped storage hydroelectric facilities, which is their inherent size and geographical requirements. There are a limited number of sites at which such facilities could be constructed [19].

1.2.2 Flywheel

Another energy storage system is flywheel energy storage (see Figure 1-5 for example). These facilities are physically smaller that pumped storage hydroelectric and so
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have less in the way of geographic limitations. In addition, however, they typically have lower power levels. Beacon Power runs two flywheel stations in the USA, each with 200 flywheels, one in Stephentown, New York operating at 20MW (with a 40 MW overall range) and another at Hazle Township, Pennsylvania with a capacity of 20 MW [20]. Lower power aside, flywheel facilities have high efficiency levels and energy densities [19]. While they lack flexibility as determined by range of power and limited operational duration of 1-100s [21], they exhibit great flexibility in their ramp speeds and can be used in the millisecond to second range [19].

![Figure 1-5](http://space-power.grc.nasa.gov/ppo/projects/flywheel/gallery.html)

**Figure 1-5** G2 Flywheel Module, NASA (Image http://space-power.grc.nasa.gov/ppo/projects/flywheel/gallery.html)

### 1.2.3 Compressed Air

Another technology capable of storing energy at times when demand is low in order to release that energy when demand picks up again (load shifting) is Compressed air energy storage (CAES). Like pumped storage hydroelectric facilities, CAES is a mature technology for energy storage and is capable of high power and long term applications as required for load levelling purposes [22]. Load levelling evens out the peaks and troughs of electricity demand to a near constant value in a similar value to load shifting. This constant level permits baseload power stations to operate at higher efficiencies and mitigates against the need for peaking power stations [12]. Excess energy from the power grid is used to compress
air to 60-70 bar, followed by cooling it and then pump it into a cavern where it is stored. The choice of storage location is usually in underground salt caverns hard rock caverns or saline aquifers [23]. Rock salt has very low permeability, which helps guarantee its tightness against gas leakage [24], other types of rock caverns require some form of lining or hydrodynamic containment to achieve the required air tightness [25].

Once demand increases the compressed air is extracted from the cavern, heated and then used to power a gas turbine [26]. Facilities for CAES can be on the small, modular scale or up to the hundred MWh plus scale such as that found in Huntdorf, Germany, which has a power capacity of 290MW [22]. Similarity to PSH does not end with the maturity of the technology though, the capital costs are also similar, and in the same way that PSH has geographic requirements with regards to bodies of water in order to function, CAES has geographic requirement of caverns to store the compressed air [19]. A further disadvantage is the low efficiency levels of below 55% as compared to PSH of approximately 75% [19]. In order to address this deficiency, advances in CAES have led to projects involving adiabatic CAES systems, which increase the efficiency by storing the heat energy extracted during the cooling process separately. This heat can then be recombined with the air as it is expanded through an air turbine [26].

1.2.4 Battery

Batteries with rechargeable properties have existed as an energy storage, in the form of chemical energy, for over one hundred years. They consist of one or more electrochemical cell, each of which utilises an electrolyte to bridge the anode and the cathode. The battery functions as a source of power by means of reversible electrochemical reactions, which occur at each electrode. The reversibility of the reactions allows for power to be stored when the reactions proceed in one direction and for power to be supplied when the reaction proceeds in the other direction.

The ability of batteries to rapidly react to changes in the load of a system, coupled with their generally high efficiencies (60-95%) and low standby losses stands firmly in their favour [27]. Batteries find their main use at the utility scale and are frequently employed in cases where uninterruptable power supply (UPS) is required (e.g. hospitals etc.). However, utilisation of battery technology on a large scale is not common due to factors such as short lifespan, limited capacity and expense of facility maintenance [27]. In 1988, Southern California Edison at Chino, California, a 10MW facility was created and tested for load
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levelling over a two year period [28]. Recently Hitachi unveiled a demonstration project in Germany of a hybrid power storage system featuring both Lithium-ion and NaS batteries with a total storage capacity of 11.5MW [29]. Furthermore, most batteries currently in use contain materials which are highly toxic (e.g. cadmium and lead) [12], necessitating control measures to govern their disposal [27].

Examples of batteries in common use include lead acid batteries, familiar to most people in the form of car batteries. This type of battery is highly cost effective, in addition to the previously mentioned general advantages of batteries, thus adding to its attractiveness. On the downside, however, lead acid batteries do not perform well at low temperatures and have a relatively short lifespan (500-1000 cycles) [27]. This has not prevented their use in larger scale facilities, in fact lead-acid batteries that were used in the Chino facility mentioned previously and are frequently found in photovoltaic systems especially in China [30]. Other, smaller, but nonetheless large-scale energy management facilities have been constructed in Germany, Spain and Puerto Rico [27].

Nickel Cadmium (NiCd) batteries have been used for energy storage almost as long as lead acid and so also represent a mature technology [27]. They benefit from a higher energy density and longer life (2000-2500 cycles) [30]. Their primary use has historically been in small portable devices, but this use is decreasing, as they are known to suffer from the “memory effect”. That is not to say that their use is limited to only smaller devices, in fact Golden Valley Electric Authority constructed a battery energy storage system using NiCd batteries, which was rated at 27MW for 15 minutes [31].

The most prolific large-scale energy storage battery is the Lithium-ion (Li-ion) battery. This is due to its high efficiency (almost 100%) and long life cycle (up 10000 cycles), on the downside, they are expensive [27]. This has not discouraged both the USA and Japan from constructing plants in the tens of MW scale using this technology. Japan with its 40MW/20 MWh power station in Sendai in the Miyagi Prefecture in 2013 for frequency regulation [32]. To resolve energy shortages in San Diego, the 30MW/120MWh lithium battery storage facility in Escondido, San Diego was constructed [32]. Many other forms of battery technology are in use or research phase, including but not limited to flow batteries, sodium sulphur batteries, etc. They find use in various different applications and have their own distinct pros and cons. In all cases, though there is the question of battery technology’s flexibility in terms of duration since they can only be used in the seconds to hours timescale.
1.2.5 Power to Gas

Though batteries are the most well-known form of chemical energy storage, another contender is that known as power to gas (P2G). The gas concerned is typically either methane, which can be used by existing infrastructure for using natural gas for power generation, or hydrogen, which can likewise be converted to water to provide a return on energy invested (see Figure 1-6) [33].

In the case of power to hydrogen storage system a combination of three components is required. Firstly, an electrolyser which produces the hydrogen through hydrolysis of water to liberate both the required hydrogen and oxygen. A fuel cell to reverse this process and liberate electrical energy, and finally some form of storage system, for the hydrogen during the interim between supply and demand requirements [13]. These storage systems can be either aboveground storage facilities or rock salt caverns. Due to the visco-elastic properties of rock salt it is extremely tight to both hydrogen and methane even under high pressures, make it the logical choice for large scale storage of hydrogen [34].

![Diagram of Power to Gas process chain](image)

**Figure 1-6 Power to gas process chain adapted from [33]**

Alternatively, convert the hydrogen to methane, which can then be used by existing natural gas infrastructure to generate electricity. This last is one of the major advantages of P2G, an infrastructure of storage, distribution, and electricity production already exists. This permits excess energy from renewable sources to be temporarily stored in the form of hydrogen or methane either in the gas network or in storage facilities. From there, the
distribution network is already available to transport it to other locations during times of increased demand [19].

## 1.3 Examination of Energy Storage Capacities

To get a clearer picture of the scale involved in the UK alone, the electricity generated in the UK in 2018 by renewable sources was 110 TWh, some 33% of the total electricity generated in the UK that year. It is significant that combined onshore and offshore wind generation accounted for almost half of that (49%) [35]. That accounts for about 55 TWh of electricity generation through intermittent technologies. To achieve an energy storage of that capacity based on the four PSH facilities currently extant in the UK would require (based on Table 1-1 figures) would require a further 2033 PSH facilities to be built. Clearly, that is not feasible. Even if only say, 10% is required to be stored, then that would still require an additional 200 facilities. Again this is not practical. A similar situation arises when examining the other storage capacities, with one exception. Since existing natural gas facilities range in hundreds of terawatt-hours scale (881 TWh in 2018 for overall energy demands [35]), they represent the largest potential for energy storage capacity [19]. Using synthetic natural gas (SNG) produced in the P2G process using methane, rather than natural gas produced from fossil fuel sources would also significantly reduce the carbon footprint.

There are various methods and associated technologies by which the SNG may be produced. A discussion of these will be provided in Chapter 2 examining the pros and cons of each. While all technologies presented are viable options, the focus, is upon catalytic microreactor technology. The key areas of interest in this thesis for microreactor technology are heat and mass transfer processes. Heat transfer processes for the required high degree of thermal control and mass transfer for improving product yield. Understanding of these processes and the effects that other design parameters have on them is the aim of the work presented herein.

Specifically, the objectives of this work are:

- To develop a one-dimensional analytical model of a microreactor with a view to investigating the effects of various parameters upon the heat transfer properties of the microreactor.
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- To realise a novel two-dimensional analytical model that will incorporate coupled heat and mass transfer. Both heterogeneous and homogeneous catalysed reactive systems will be investigated.

- To design a novel boundary model to examine the effects of heterogeneous catalytic surface featuring exothermic or endothermic reactions.

- To undertake detailed numerical simulations to determine the impact of hydrodynamics of a bluff body or changing wall geometry can have upon catalytic activity.
Chapter 2  Literature review

2.1  Introduction

In the drive towards increased use of renewable energy, wind and solar energy sources play a pivotal role. An increased penetration into the energy production market of the sources has been observed in recent years and is likely to continue in years to come. However, as discussed in Chapter 1, both wind and solar exhibit fluctuations and can be intermittent in their energy provision. As such, they require to be balanced for the purpose of grid stability. This presents the need for energy storage solutions that are both long term and high capacity to provide the required balance in the grid. In addition, to allow for the use of such techniques as load shifting (which was discussed in Chapter 1), there is the necessity for the existence of a reserve energy storage capacity.

Many energy storage solutions were considered in Chapter 1 and the forms of flexibility exhibited by each examined. Some showed high flexibility in terms of ramp rate, others in terms of storage capacity. In addition, the environmental impact was also considered, including issues relating to use of toxic chemicals in, for example, batteries. To geographical considerations associated with, for example, PSH facilities.

Of the many different forms of energy storage discussed in Chapter 1, power to gas exhibits great flexibility and low impact on the environment. Depending on the requirements, power to gas can operate on small scale for local supply purposes or in large-scale facilities. In addition, it allows for a link from the power grid to the gas grid taking advantage of existing infrastructure.

An outline of power to gas is now presented including a discussion of the various technologies which may be used in the process. The focus will then narrow to the use of microreactor technology as a key option for accomplishing the methanation reactions. The thermal properties, which make microreactors a prime option for exothermic flow chemistry reactions, will be outlined. This leads to the need for greater understanding of heat and mass transfer properties in microreactors. To further this, a review of analytical and numerical techniques that may be applied to resolving this knowledge gap are reviewed.
2.2 Power to gas

Even with renewable power generation penetration of 85% (model based in Germany), P2G was able to counterbalance surplus energy provision [32]. As touched on in Chapter 1, P2G has two primary forms, the first of which involves production of hydrogen and then injection of this hydrogen into the existing natural gas infrastructure. This method has the main limitation that the amount of hydrogen that can be accepted by the gas grid is variable. For example, in Germany the maximum amount of hydrogen in the gas grid is 5% depending on both end user requirements and restrictions on compressors for example [34]. As such, any feed of hydrogen into the grid in any given country is dependent upon that country’s limits for hydrogen fraction in its natural gas grid. Bypassing this limitation, the hydrogen liberated from the electrolysis of water can be converted to synthetic natural gas (SNG).

2.2.1 Electrolyser

![Figure 2-1](Image)

The electrolysis of water to yield hydrogen and oxygen is a technology that has been available for over a century, the effect having first been discovered in 1800 [35]. The overall reaction for splitting water into hydrogen and oxygen is shown in equation (2-1). At the
cathode, the reduction reaction shown in equation (2-2) takes place, whereas at the anode the oxidation reaction shown in equation (2-3) occurs. The reaction enthalpy, $\Delta H_R^0 = 285.9$ kJ mol$^{-1}$ is required under standard temperature and pressure (STP; 298.15 K and 1 bar) [36]. Depending on which electrolyser technology is utilised, the charge carrier can be $OH^-$, $H^+$, or $O^{2-}$ [36]. An example where the charge carrier is $H^+$ is shown in Figure 2-1.

$$H_2O(l) + \Delta H_R^0 \rightarrow H_2(g) + \frac{1}{2}O_2(g)$$  \hspace{1cm} (2-1)

$$H_2O + 2e^- \rightarrow H_2 + O^{2-}$$  \hspace{1cm} (2-2)

$$O^{2-} \rightarrow \frac{1}{2}O_2 + 2e^-$$  \hspace{1cm} (2-3)

The Gibbs free energy of electrolysis of water, $\Delta G_R^0$, may also be calculated and is found to be 237 kJ mol$^{-1}$ [36]. From the Gibbs free energy and the Faraday constant, $F$ the reversible equilibrium cell voltage, $V_{rev}^0$, may be determined using equation (2-4) for $n$ electrons [36].

$$V_{rev}^0 = \frac{\Delta G_{rev}^0}{nF}$$  \hspace{1cm} (2-4)

For the purposes of energy storage and re-release, the most important factors for any electrolysis technology are efficiency, flexibility and lifetime. Efficiency since it is clearly of interest that as much hydrogen as possible is produced per given amount of energy. Flexibility is again important, for example, rapid ramp up times are clearly beneficial. Finally, lifetime is important in this technology since a long operational lifetime reduces the need for replacement. Since electrolysis of water is a mature technology that has been well understood for a considerable time, it may be achieved in many ways. For the sake of brevity, only the two main electrolyser technologies will be considered here. These are alkaline electrolysis (AEL), and polymer electrolyte membranes (PEM). It is worth mentioning that an additional electrolyser technology also shows promise; this is the solid oxide electrolysis (SOEC). In this system, steam rather than water is used to split into hydrogen and oxygen at elevated temperatures. However, this technology is still in the development stage [37].

The most mature of the electrolyser technologies considered is AEL, which has been operating commercially for several decades [35]. As the name suggests, an aqueous alkaline solution (KOH or NaOH) is used as the electrolyte in AEL. While AEL can operate either
at atmospheric pressure, increased pressure is detrimental to the overall reaction as can be seen by application of Le Chatelier’s principle to equation (2-1). This is evidenced by the lower efficiency and purity of the products in pressurised AEL as compared to atmospheric AEL [38]. However, the great advantage of pressurised AEL is that, when compared to atmospheric AEL, it produces pressurised hydrogen for a lower energy cost [38]. This is because the decrease in electrical efficiency of the pressurised system is less that the energy required to pressurise the hydrogen produced from the atmospheric system. On the downside, the minimum load is typically 25-50% (though some are reported as low as 5-10%) of normal operating power and the system has a relatively long ramp up time and takes some 30-60 minutes to restart from shut down [39]. This limitation tends to make AEL electrolysers less suitable than PEM for intermittent and fluctuating power sources [40]. In addition, there are the maintenance problems caused by the highly caustic nature of the electrolyte itself. This leads to the requirement for a general overhaul every 7-15 years and an lifespan of up to 30 years [38].

In the late 1970s early commercial PEM electrolysers were developed by General Electric [37]. This technology uses a gas-tight polymer membrane, which is strongly acidic, permitting the charge carrier \( H^+ \) to conduct via ion exchange [37]. In comparison to AEL technologies, PEM demonstrated faster ramp up speed and can operate from as little as 5% of nominal operating power [40]. This makes their suitability for fluctuating and intermittent power sources much more favourable. An additional advantage is in the very high purity of hydrogen obtained from the electrolyser [37,40]. One of the disadvantages of PEM systems is in their cost due to both the polymer itself and the use of noble metals in its construction [37]. A second problem lies with the lifetime of the system being only about 5 years [40]. Lastly, they do not have the capacity that AEL technology exhibits [40].

### 2.2.2 Methanation

Two main avenues exist for the methanation process; these are biological and catalytic methanation reactors. While biological methanation reactor have their own advantages and disadvantages, the focus of this work is primarily concerned with catalytic methanation reactors. The methanation process typically involves a number of key reactions including, the Sabatier reaction (2-5), CO hydrogenation (2-6), and the reverse water gas shift reaction (2-7) [41]. Both the Sabatier reaction and CO hydrogenation are equilibrium limited, fast and highly exothermic [42]. Catalysts often used include Co, Ni, Rh and Ru
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[43] which are found to be highly selective [44]. The most common choice of catalyst is Ni, due to its high activity and relatively low cost [45].

\[ CO_2 + 4 H_2 \rightleftharpoons CH_4 + H_2O \quad \Delta H = -165 \text{kJ/mol} \quad (2-5) \]

\[ CO + 3 H_2 \rightleftharpoons CH_4 + H_2O \quad \Delta H = -206 \text{kJ/mol} \quad (2-6) \]

\[ CO_2 + H_2 \rightleftharpoons CO + H_2O \quad \Delta H = +41 \text{kJ/mol} \quad (2-7) \]

The methanation process (2-5) is generally viewed as a combination of the reverse water gas shift reaction and CO hydrogenation [41]. Due to Le Chatelier’s principle, the methanation process (2-5) is favoured at lower temperature and higher pressures. High temperature increase the reaction rate of both forward and reverse reactions, but due to the exothermic nature of the reaction favour the reverse process. Further, an increase in temperature can also result in carbon deposition (coke) due to CO decomposition, and methane cracking [42]. This cannot be completely avoided, due to the thermal conditions of the reaction, and presents a significant problem for industry [46]. Thus in order to obtain a respectable reaction rate, a balance between elevated temperature and pressure is used in conjunction with one of the metal catalysts mentioned previously [41].

To demonstrate the highly exothermic nature of the Sabatier reaction (2-5) consider that an increase of about 1% in the molar gas fraction of methane in the product gas increases the temperature by approximately 60 K [45]. This poses a significant issue for any catalytic methanation reactor, the necessity for a high degree of temperature control. As mentioned above, lower temperatures are favoured for the forward reaction, so the temperature must be controlled to for this reason and to avoid the potential for catalyst sintering temperatures above 550°C [45]. Conversely, the temperature cannot be permitted to drop below 200°C for the nickel based catalyst as this can lead to the formation of highly toxic nickel carbonyl compounds [45]. The requirement to realise high temperature control has led to the development of the following steady-state reactors, fixed-bed, fluidised-bed, three-phase and structured reactors.

Operating conditions for the adiabatic fixed bed reactor technology have a broad range of temperature, some 250-700°C. However, with fixed-bed reactors, limitations imposed by the poor heat transfer in both axial and radial directions means that potential problems of catalyst sintering or cracking arise [47]. As such, the need arises to utilise a
cooling mechanism between a series of reactors rather than using a single reactor. This may be accomplished with either via the use of outlet gas cooling and recirculation or intermediate gas cooling steps [45]. Another technique for temperature control involves use of cooled bed reactors. Typically, this type of reactor is constructed using bundles of cooling tubes, or cooled plates [48].

A high degree of thermal control can be achieved using a fluidised-bed reactor (Figure 2-2). Fluidised solid catalyst particles mixed with the gas feed allow for high heat and mass transfer [48]. They also have the advantage the additional catalyst can be added or removed to the reactor during the process [48]. However, high mechanical load of fluidisation results in attrition of both the catalyst and the reactor walls themselves [45,48]. Consequently, the catalyst becomes increasingly deactivated, especially as partial pressures of CO increase caused by incomplete CO\textsubscript{2} conversion due to bubbling [49]. This is due to formation of Ni(CO)\textsubscript{4} as large crystallites [47] and can even lead to loss of the nickel metal in extreme cases [49]. Superficial gas velocity is a controlling factor within a fluidised-bed reactor, with higher velocities increasing the heat transfer properties. However, high gas velocities also cause higher rates of gas bypassing though the bed as bubbles [50].

![Figure 2-2 Schematic of a generalised fluidised bed reactor.](image)
The three-phase reactors involve a slurry reactor filled with a high heat transfer liquid phase such as dibenzyltoluene [51]. Into this liquid phase, fine catalyst particles are dispersed and are suspended by gas flow. The high heat capacity of the liquid phase permits a high degree of thermal control of the reactor by removing the most of the heat of reaction completely from the system [51]. Thus, the reactor is able to operate under almost isothermal conditions. Additionally, the high heat capacity of the liquid reduces the impact of rapid temperature changes that can be a problem for two-phase reactors [51]. However, the presence of the extra phase adds an extra boundary to be overcome so gas liquid mass transfer resistance poses a significant problem to three-phase reactors [52]. Problems associated with evaporation and decomposition in the heat transfer liquid are further drawbacks associated with three-phase reactors [51].

Development of structured reactors (for example, monolith reactors) has been ongoing in order to counteract the drawbacks associated with adiabatic fixed-bed reactors as described above. Monolith reactor technology consists of the monolith itself, which contains a large number of channels running parallel to one another bounded by thin walls and the catalyst washcoat. This design increases the surface area as compared to one large channel. The monolith acts as a support on which the catalyst washcoat of choice is added. As compared to fixed-bed reactors, monolithic supported catalyst offer the advantages of greatly reduced pressure drop and improved radial heat transfer [53]. The latter may be further enhanced by use of a metal monolith support [53]. The interconnected channels form a solid matrix via which heat may be conducted away from the reaction zone [53]. One potential disadvantage for this technology type is that due to the catalyst being coated on the monolith support, it may prove susceptible to coke deposition [54]. A further advance in structured reactor technology is the microreactor. Key features of these reactors include their large surface-to-volume ratio and enhanced thermal control, aiding in the reduction of hot spots [55]. In turn this enhances the selectivity, which may be affected by hot spots, thus increasing the efficiency of the technology [44].
<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fixed bed</td>
<td>• Broad temperature range</td>
</tr>
<tr>
<td></td>
<td>• Difficulty with rapid temperature change/hot spots</td>
</tr>
<tr>
<td>Fluidised bed</td>
<td>• Effective heat removal</td>
</tr>
<tr>
<td></td>
<td>• Deactivation of catalyst</td>
</tr>
<tr>
<td>Three phase</td>
<td>• Accurate temperature control</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Microreactors</td>
<td>• Enhanced radial heat transport</td>
</tr>
<tr>
<td></td>
<td>• Small pressure drop</td>
</tr>
</tbody>
</table>

Due to their small size, they are suitable for both small-scale applications and by numbering up (increasing the number of reactors rather than size of the reactor) also the large scale. Accounting for the properties associated with each of the methanation technologies discussed allows for a comparison of their advantages and disadvantages. This is summarised in Table 2-1.

While it is clear that, each individual methanation technology has both advantages and disadvantages, microreactors have more in their favour on balance. Further improvements in microreactor technology could further increase this lead.

### 2.3 Why Microreactors

With the provision of low cost and commercial micro manufacturing techniques, micro process engineering facilities are becoming more popular in both academia and industry [56]. Amongst these, microreactors are one of the recently growing tools [57,58]. They have a broad range of applications from distributed fuel production [59] and methanol steam reforming [60] to process intensification [58] and nanoparticle generation [61]. Most of these processes involve multiple reactants and exothermic/endothemic stages. Therefore, microreactors should feature very efficient mixing and heat transfer characteristics. Furthermore, over the last two decades, there have been sustained attempts for developing micro-combustors for the purpose of micro power generation [62].
In comparison with traditional reactors, microreactors occupy smaller volumes (as shown in Figure 2-3) and feature other benefits such as performance enhancement, increased temperature control and operation under continuous flow mode [63,64]. As such, there exist major incentives for the development of micro-structured chemical reactors [55,65]. However, due to their smaller size, micro-structured reactors are relatively more sensitive to the variations in the surrounding temperature and thermal modifications of their external boundaries can affect their performance [58,59]. In general, microreactors are most suited to catalytic systems featuring highly exothermic and/or endothermic reactions [55,59]. This is essential because of the fact that transport phenomena are highly enhanced in microreactors and hence thermal energy can be readily added to or removed from these systems [66,67].

Microreactors typically consist of a bundle of microchannels [68]. By filling these microchannels with porous materials, the microreactor provides a more uniform temperature distribution compared with those lacking porous inserts [69,70]. Additionally, the porous medium can serve as a means of introducing catalysts [71]. Recent examples can be found in continuous flow hydrogenation systems [72,73]. As mentioned previously, porous microreactors can be an efficient tool for processes with large heat of reactions as they offer highly improved ability to transport heat by their massive surface to volume ratio [67]. This permits a high degree of control upon the thermal conditions within the microreactor in addition to a very efficient mixing of reactants, which enables a greater degree of selectivity as compared to traditional reactors [74,75].
2.4 Analytical modelling

There are still ground for improvement of microreactor technology, which is not yet a mature technology. To aid any design improvements an understanding of the heat and mass transfer processes taking place within the microreactors is a key factor. Most microreactors consist of microchannels and therefore share their heat transfer characteristics with them. This has led to a number of studies of microchannels to obtain a better understanding of the transport processes taking place. The fluid dynamics and mass transfer behaviours of microreactors have been already subject to significant investigations [76,77]. Although there has been some works on the exchanges of heat between the microreactors and surrounding [65], the internal heat transfer aspects of these devices remain largely unexplored. The existing heat transfer analyses in microreactors have already revealed that the internal heat transfer processes could significantly affect the chemical performance of the reactor [65,78]. Further, recent studies strongly emphasised the importance of microstructure, features within the microreactor including the enclosing structure, design in the optimal functioning of microreactors [58]. Indeed, any detailed design of microstructure calls for comprehensive thermal analyses of microreactors under varying configurations. Besides, microchannels may use porous materials for further enhancement of heat transfer [55,79]. In microreactors, porous inserts are also used to introduce catalysts and increase the rate of mass transfer [80,81]. Temperature fields and heat transfer in microreactors have been already examined experimentally, e.g. Refs. [82,83]. Nevertheless, the small size of microreactors makes them a challenging medium for experimental measurements and equally amenable to numerical and theoretical investigations [84].

To aid in the design process by virtue of increasing understanding of heat transfer processes, numerical and analytical modelling techniques have been employed. To analyse a single porous reactor there are two well-known volume average approaches to follow [70]. The first traditional approach is to consider the porous solid and the fluid phases as a single phase material and specify average thermo-physical properties to each point of the porous section of the reactor [85,86]. In this relatively new approach, the solid and fluid phases within the porous medium are analysed separately, and specific thermos-physical properties are assigned to each phase.

2.4.1 LTE and LTNE

Typically, the porous inserts are attached to the walls of the channel and may vary in thickness and structural characteristics. Many investigators have examined porous microchannels
and the treatment of the heat flux at the boundary between the walls and the porous materials has received different types of treatment. The simplest way to examine such a system is by treating the fluid phase and porous matrix as a homogeneous medium [87,88], assuming that both phases are at equal temperatures. This is known as the one-equation or local thermal equilibrium (LTE) model. A more detailed, and accurate, approach is taken by the local thermal non-equilibrium (LTNE) model, which treats the solid and fluid phases as separate entities with explicit thermal properties [89]. Thus, two energy equations are required, one for each phase of the porous medium. The transport of heat in solid and fluid phases of the porous medium are co-related through an internal heat exchange, and hence their differential equations are coupled. In general, the second approach is more computationally costly than the first one. However, due to its higher accuracy, LTNE approach is deemed more suitable in micro systems [90].

In the LTNE model, the heat flux is split on the basis of the thermal conductivities of the respective phases of the porous material and their corresponding temperature gradients. This technique may be applied in a number of ways. One method of accomplishing this is referred to as Model A [91–94] and has been widely used in literature (see for example [95–98]). At the interface between the porous medium and the channel wall, parts of the wall are in contact with the fluid phase of the porous medium and other parts are in contact with the porous solid phase. Model A determines the share of each phase from the interface heat flux based on the temperature gradient and the effective thermal conductivity of each phase [91,92], as shown in equation (2-8). The use of the effective thermal conductivity of each phase accounts for the differing area of contact between each phase and the interface.

\[
q_{\text{interface}} = k_{es} \frac{\partial T_s}{\partial y}\bigg|_{\text{interface}} + k_{ef} \frac{\partial T_f}{\partial y}\bigg|_{\text{interface}} \quad (2-8)
\]

Where \(q_{\text{interface}}\) is the heat flux at the interface between the wall and the porous medium, \(k_{es}\) and \(k_{ef}\) are the effective thermal conductivities of the solid and fluid phases of the porous medium respectively. Likewise, \(T_s\) and \(T_f\) are the respective temperatures of the solid and fluid phases of the porous medium and \(y\) is transverse coordinate.

It is essential to note that Model A assumes that the wall in contact with the porous medium is of zero thickness and is therefore unable to conduct heat. Other variations of this LTNE model have also been examined with a view to taking into account other effects such as variable porosity and thermal dispersion [91]. Extensive examination of these models revealed that, for many cases, Model A can represent the interface condition with the greatest accuracy [91]. Additionally, in many microreactors the transfer of mass and heat are coupled [85], so employing LTNE model can also provide a better prediction of the species concentration within the system. In general, low heat exchanges between the fluid and porous solid phase [99], internal heat generations [93] and short
lengths of flow conduits [100] can cause deviation from LTE and necessitate LTNE analysis. Importantly, almost all these effects are likely to exist in microreactors.

Early analyses of porous microchannels included LTE assumption e.g. [101] and LTNE investigation of microchannels have been only reported in recent years. Buonomo et al. [102] conducted an analytical LTNE study of forced convection in a porous microchannel with a rarefied gas flow. These authors [102] showed that heat transfer increases as Biot number increases and reaches asymptotic values.

A porous filled microchannel configuration has been investigated by Chein and co-workers in a series of numerical studies [103–105]. In these works, the equations governing the transport of momentum, heat and chemical species along with the key reactions for the reforming of methanol were solved simultaneously. The transport of heat in the porous region of the reactor was modelled on the basis of the local thermal equilibrium (LTE) model and the thermal effect of exothermic/endothermic catalytic reactions was represented by a volumetric energy source term [103]. The resultant temperature of the fluid phase and the rate of syngas production were then reported. The main purpose of these works was to understand the combined effects of heat, mass and momentum transfer in the microreactor upon the reforming process. It was concluded that the reactor performance is dominated by the configuration of the porous catalyst [103]. This numerical work was later extended to the analyses of the effects of thermal resistance upon steam reforming of methanol in microreactors [104,105]. Chein et al. [104,105] showed that to optimise the reactor it is essential to carefully minimise the thermal resistances within the system. In a separate work, Chein et al. investigated the influences of microstructure configuration and materials on the conversion rates of a micro-reformer and made a number of design suggestions [106]. These findings clearly demonstrate the significance of accurate prediction of heat transfer rates in the design of microreactors. Although the significance of the temperature fields was well demonstrated [104,106], no detailed heat transfer analysis and Nusselt number (\(Nu\)) evaluation were conducted in these investigations. The latter is of primary importance in microreactors as their proper operation is often subject to an efficient exchange of heat with an external heat sink or source [65,107]. Further, the recent advancements in the field of heat convection in partially filled porous conduits have revealed the strong effects of exothermicity on the temperature profiles and heat transfer rates within the system. Importantly, almost all existing studies on transport phenomena in porous microreactors assumed LTE in the porous region [103–106]. However, recent studies on porous channels with exothermic or endothermic processes assert that an accurate prediction of the thermal behaviour of such systems warrants a local thermal non-equilibrium (LTNE) analysis [93,97,98,108].

In their recent theoretical studies, Karimi et al. [109] and Torabi et al. [98,108] considered internal heat sources in partially-filled porous channels with varying configurations. They solved the problem under local thermal non-equilibrium (LTNE) and compared the results with those of the corresponding local thermal equilibrium analyses (LTE). This showed that the introduction of heat
sources in porous conduits could significantly undermine the assumption of local thermal equilibrium. Hence, the temperature profiles and $Nu$ calculations under LTE can be highly erroneous and conduction of LTNE analysis is an essential necessity in any accurate heat transfer study of these systems. Most recently, these conclusions were further extended to nanofluid-porous systems with internal heat generations [95,97].

In another recent development, it was shown that the inclusion of thick walls of the conduit in the heat transfer analysis of microchannels results in very pronounced modifications of their thermal behaviour. Ibanez et al. [110] considered the problem of heat and fluid flow in a microchannel with thick walls. Here, constant thermal conductivity for the solid walls was assumed, and analytical expressions for the velocity and temperature fields were derived [110]. Theoretical works of Torabi et al. [86,111] on forced convection in porous microchannels showed that the finite thickness of the channel walls could significantly influence the thermal and entropic behaviours of the system. Most recently, Elliott et al. [100] investigated the thermal behaviour of a porous channel with thick walls subject to asymmetric thermal boundary conditions and internal heat sources. This work considered LTNE condition and showed that the temperature fields and Nusselt number of the system are strongly affected by the thickness of the wall and asymmetry of the boundary conditions [100]. It follows from the works of Torabi et al. [86,111] and Elliott et al. [100] that ignoring the wall thickness in porous channels and microchannels could lead to the introduction of significant errors in the calculated temperature fields and Nusselt number. As stated earlier, such errors may introduce major problems in the design and operation of microreactors. Currently, the extent of wall influences upon the thermal behaviour of the partially filled porous microchannels is still unclear. In particular, there is little comprehension on the effects of exothermicity, local non-equilibrium and thick asymmetric channel walls, while coexistence of these effects is common in microreactors.

Through considering the viscous forces in porous microchannels, Ting et al. [112] conducted an LTNE analysis on a nanofluid filled porous microchannel. This study clearly revealed that neglecting viscous dissipations in porous microchannels could result in significant overestimation of the Nusselt number [112]. The effects of nanofluid viscous dissipations upon heat transfer were also investigated in clear microchannels [113,114] and porous microchannels with internal heat generation within the solid phase [115]. These investigations showed that the inclusion of viscous dissipations is a necessity for the precise prediction of thermal processes in microchannels with liquid and nanofluid flow. The studies of Buonomo et al. [102] and Ting et al. [112–115] neglected the finite thickness of the channel wall. Although such assumption is widely made in the analysis of macro-channels, the validity of neglecting wall thickness in microchannels is less obvious. This is due to the fact that, in microchannels the channel height or diameter is very comparable to the thickness of the wall. Existing analyses in clear microchannels [116] and recent studies on porous microchannels [100,111,117] have rigorously demonstrated the significant influences of thick walls upon the heat transfer in these systems. Nonetheless, inclusion of wall effects on porous microchannels with strong axial advection has, thus far, remained unexplored.
2.4.2 Second law analysis

Similar to that in macroreactors, entropy generation in microreactors is of high significance [66]. Entropy generation minimisation is now employed widely in the design and optimisation of various thermal and thermochemical systems [118,119]. These include porous systems under LTE [120,121] and LTNE [115,122] and have been also recently extended to solid systems [119]. Investigation of the local and total entropy production highlights the sources and locations of irreversibilities, and hence illustrates the necessary design modifications [119]. The second law analyses of forced convection of heat in porous media have shown that compared to hydrodynamic irreversibilities, thermal effects have a relatively larger share of the total irreversibility of the system [119,120,122]. This finding is more pronounced for the systems under LTNE [95,97,98,108]. Expectedly, thermal irreversibilities are very strong in exothermic porous systems and are dominated by the intensity of exothermicity [98,108]. However, the existing works on entropy generation in microreactors are almost entirely limited to micro-combustors (see for example Refs. [123–125]). Notably, currently there is nearly no work on the entropic behaviours of porous microreactors. Exceptions to this, are the most recent works of Elliot et al. [117] and Torabi et al. [85], who investigated heat and mass transfer and entropy generation in a catalytic microreactor. Nonetheless, these analyses were one-dimensional and hence had limited applications. Thus, the existence of a gap in the studies of entropy generation in microreactors is evident. It is now well-demonstrated that microreactors are sophisticated thermochemical systems, which can feature non-straightforward entropic behaviours [104,105,126]. Further, recent investigations on porous microchannels have clearly shown the richness of the problem of entropy generation in these systems. Second law analysis of microreactors detects areas for possible performance enhancement [127] by leading to the understanding of the destruction of exergy. Entropy generation minimisation is now employed widely in the design and optimisation of various thermal and thermochemical systems [118,119].

Ideally, entropic analysis of a microreactor should include the irreversibilities by the thermal and viscous effects, mass transfer and chemical reactions. Yet, investigations of entropy generation in highly exothermic reactive flows have indicated that the total irreversibility is dominated by the thermal effects [128]. Therefore, it is expected that in microreactors exothermicity of the reactions and heat transfer characteristics of the system govern the rate of the entropy generation.
Recent works have begun to pave the way for the entropy generation analysis of microchannels and thereby for microreactors [85,117]. The conventional one-dimensional approach to the problem of entropy generation in microchannels was extended to two-dimensional analysis by Ting et al. [115,129] in their investigations of a fully filled porous microchannel. The investigations assumed LTNE and took into account viscous dissipation effect and heat sources within the fluid. In addition, Ting et al. [115,129] theoretically examined entropy generation in microchannels with inserted nanofluid-filled porous media. They took an LTNE approach and conducted a two-dimensional, analytical solutions for the temperature fields and local entropy generation [115,129]. Their results mapped the influences of different mechanisms of entropy generation in a porous microchannel. In particular, they highlighted the significance of hydrodynamic irreversibilities in cases with viscous convection of nanofluids [115]. Other theoretical works on the convection of nanofluids in heat generating/consuming porous channels demonstrated the necessity of considering LTNE for the accurate prediction of irreversibilities [95,97]. Another important factor complicating the irreversibilities of microreactors is the influences of solid thick walls. Recent studies on chemically inert microchannels have revealed the strong effects of the thick walls upon the rate of entropy generation [111,130,131]. This is essentially due to the effects of the solid thick walls upon the thermal fields in the microchannel, which in turn influences the rates of entropy generation [130]. Yet, the entropic influences of the thick walls on thermo-diffusive systems have just started to receive attention [85] and remain far from being well understood. The authors separated the contributions of local entropy generation from different sources and compared the irreversibilities from each source. In keeping with other authors [95,97,100], Ting et al. emphasized the necessity to consider LTNE when there are heat source/sinks in the system.

### 2.5 Computational fluid dynamics

In addition to investigations using analytical techniques, numerical methods may also be brought to bear in the study of heat and mass transport in microreactors. Limitations imposed by operating on the micro scale, such as determination of heat and mass transfer characteristics inside microchannels, create problems for experiments. Such difficulties are not pertinent to numerical methods, which can then be used to reveal these details and the results obtained may aid in either understanding or design of microsystems [132].

The focus of the investigation to be undertaken using computational fluid dynamics (CFD) is the effect of the microstructure on the mass transfer properties of a catalytic
microchannel. To accomplish this requires the implementation of a chemical mechanism that has been robustly examined and tested against experimental results. Further, this reaction must fulfil the requirement that the reaction can be heterogeneously catalysed. One reaction mechanism that meets these criterion is that of Deutschmann et al. [133]. While this reaction permits the addition of a homogeneous reaction process, such an addition would only serve to mask precisely the effects that are the subject of the study. As such, the conditions under which the model microchannel operates are those that permit only the heterogeneous reaction to take place.

2.5.1 Heterogeneous catalytic microreactors

Micro-structured reactors, or microreactors, have attracted a considerable interest for use in a wide range of technologies from distributed fuel production [59] and methanol steam reforming [60] to process intensification [58] and nanoparticle generation [61]. In addition, development of micro-combustors for the purpose of micro power generation has been examined [62]. Small characteristic lengths in microreactors, as compared to those of macroreactors, permit significant enhancement of heat and mass transfer [66]. Of particular interest for the purposes of applying heterogeneous catalysts, is the large area to volume ratio which ensures high efficiency of transport processes [134]. Further, the resulting improved controllability of the thermal field within the microreactor allows for increased selectivity as compared to traditional reactors [74,75]. Consequently, microreactors are of interest for chemical synthesis [66,79,135] and are especially suited to highly exothermic and endothermic reactions [55,59,136]. This has led to significant inquiry into the development of micro-combustors for micro power generation. This has led to significant efforts for development of micro-combustion and micro fuel processing processes that involve exothermic/endothermic catalytic reactions and micro-reformers for hydrogen and syngas production [62].

Micro-combustion devices fuelled by hydrocarbons are being investigated as the successors to conventional lithium-ion battery used in micro-propulsion [137,138]. This is primarily due to the much higher energy densities attained by hydrocarbon fuels, and indeed hydrogen, as compared to typical rechargeable batteries [137]. Catalytic combustion in such microreactors has several advantages in comparison with its larger scale counterparts. These include low temperature performance and therefore low NOX production [139,140]. The lower temperature of operation is of significant benefit as it removes some of the restrictions on the material used in manufacturing of micro-combustor [141]. Furthermore, there are
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clearly safety advantages in having combustion without flames. This flameless combustion is made possible by two main quenching mechanisms, first being radical (or chemical) and the second being thermal (or physical) quenching [62]. Radical quenching, where radical species, which allow the gas phase reaction to progress, are absorbed at the walls of the reactor where they react to form stable molecules [62,141,142]. Thermal quenching occurs due to heat loss from both the gas phase and the burner walls, due to convection and radiation for example [62,141,142]. Microreactors are susceptible to both of these leading to a marked decrease in gas phase chemistry, contributing to the lack of flames.

In addition to their potentials as portable energy sources, catalytic combustion microreactors show promise in the area of chemical synthesis. One such example, which has received considerable attention, is the catalytic partial oxidation (CPO) of methane to syngas (CO and H₂) [78,143]. This is of great interest as it provides the first step in both conversion to methanol and the Fischer-Tropsch process to produce longer chain alkanes. Often steam reforming methods are employed to produce syngas, however, it has been found that high selectivity for H₂ and CO is obtained via CPO over a Pt (or Rh) catalyst [144]. The cost of these materials is an important contributor to the reactor construction and operation costs [62]. Also, catalyst replacement is a known issue in microreactors [57], which further highlights the importance of improving catalytic activities in this type of reactor. The general relation between catalytic reactions and mass transfer process is well-established [145,146].

A great number of studies, both numerical and experimental, have been carried out investigating oxidation of methane over noble metal catalysts. It is for this reason that the combustion of methane over a platinum catalyst is the reaction of choice for this study. Experimental studies on stagnation point flow has been a key technique for elucidation of reaction kinetic parameters and has been used to determine mechanisms for numerical works [147–150]. The chemical mechanism used in this work is that proposed by Deutschmann et al. [133] which has been extensively studied and validated against experimental results. Experimental results from chemical reactions in microreactors have been obtained and favourable comparisons have been made with the numerical analyses [62,82,83]. Of these studies, the typical geometry has been cylindrical in order to represent a single channel within a catalytic monolith [141,151–153]. Other geometries frequently examined are coated foams [154], sintered spheres [155], wire gauzes [156]. The focus of these studies has not chiefly been concerned with the geometric effects.
A porous material in the form of a ceramic foam was ground to a powder and the loaded with a LaMnO$_3$ perovskite catalyst for the purpose of investigating methane combustion [154]. Tests were performed on a 30 kW pilot plant comparing different burners and catalyst deposition techniques. This technique demonstrated excellent NO$_X$ production of less than 10 parts per million volume [154].

Studies on Al$_2$O$_3$ supported nickel catalyst for steam reforming of methane were conducted on 5mm spheres. The effect of addition of hydrogen on the sintering of these spheres was examined experimentally and concluded that sintering was absent in a H$_2$/N$_2$ atmosphere [155].

An interesting geometry was examined by de Smet et al. [157,158] who investigated a catalytic platinum gauze to determine the kinetics of carbon monoxide formation in the partial oxidation of methane and oxygen to syngas. In conjunction with experimental techniques, a two-dimensional flat plate reactor model was implemented to obtain the kinetic data. The intrinsic kinetic data of interest to de Smet et al. was that of the heterogeneous catalytic reaction and as such homogeneous gas phase reactions were not included. Quiceno et al. [156] undertook a study of surface chemistries on a three-dimensional flow field round a section of catalytic gauze incorporating the gas phase reaction in addition to the surface catalysis. It was concluded, however, that under the conditions examined the heterogeneous reactions dominated [156].

Not all microreactors are composed of straight cylindrical channels, however. Many feature bends, corners [159–163], porous inserts to improve heat transfer [164], or a myriad of forms of baffle to enhance mixing or prevent jetting [55,62,65,165]. Bluff bodies, baffles and gauzes have been examined with a view to understanding some of the effects that these geometric features have upon reacting flows [156,165]. While the study by Quiceno et al. [156] applied both the heterogeneous and homogeneous reaction schemes to their CFD simulations, only the homogeneous reaction mechanism was considered by Fan et al. in their work on bluff bodies [165]. In their work on homogeneous hydrogen combustion with bluff bodies, Yan et al. [166] observed and measured the reflux area behind the bluff body. This served to entrap more of the premixed gas fuel, thus increasing the residence time in the low velocity reflux region.

The importance of the boundary layer hydrodynamic mass transport on catalytic reactions is known to be significant [167]. This has led to advances in the area of in situ
measurements of catalytic boundary layer gas phase species concentrations [168]. By combining both numerical and non-invasive measurements such as Raman and laser induced fluorescence (LIF) measurements of OH concentration, interactions between homogeneous and heterogeneous processes can be determined [168]. In the area of interaction between thermofluids and catalyst walls four main areas of interaction between catalytic and gas phase reactions have been identified [167]. Firstly, the high heat of reaction of the catalytic process can promote the onset of homogeneous ignition. Secondly, this same ignition may become inhibited by the depletion of reactive species in the boundary layer next to the wall. Thirdly, production of major species can affect the homogeneous ignition, by either inhibiting or promoting it depending on the reaction scheme and species involved. Finally, the reactor walls can act as a sink of radical species, thus inhibiting the homogeneous reaction pathway.

### 2.6 Objectives

The work presented in this thesis is composed of two parts. The first part being analytical in nature and seeking to address the issues raised by the application of LTNE conditions in microreactors. This will, in short, be composed a parametric study of heat and mass transfer analysis leading into a second law investigation all performed analytically. The second part of this work involves numerical investigation into the effects of microchannel hydrodynamics on catalytic performance. These are outlined as follows.

The preceding review of literature shows that analytical modelling of transport and thermodynamic irreversibilities in porous microchannels have been now extended to LTNE and two-dimensional analyses [115,129]. The studies in reactive systems can be expanded to include homogeneous and heterogeneous reactions and investigation of combined transport of heat and mass and entropy generation. However, exothermic catalytic reactions have, thus far, been excluded from these investigations. This is, in part, due to the mathematical difficulties associated with consideration of heat release on the internal surfaces of a microchannel. More importantly, the lack of an LTNE interface model capable of considering the wall, fluid and porous solid collectively has rendered the thermal analyses of such systems impossible. The aim of this current work is to tackle these challenges through developing an analytical model of heat and mass transfer in a porous, thick-wall microreactor with exothermic catalytic reactions occurring on the internal surfaces of the walls.
The initial analytical investigative step involves first developing a one-dimensional model of a microchannel to examine the effects introduced by asymmetry of geometry in addition to asymmetry of thermal conditions. The effects of this configuration upon the thermal field and entropy generation will be studied. Once this has been completed, the problem configuration will be extended into two dimensions and include mass transfer analysis representative of production via heterogeneous catalysis. Thus, both heat and mass transfer including the Soret effect will be considered. A second law analysis will conclude the investigation of this system. To cover reactive systems in which homogeneous reactions take place, a two-dimensional analytical model featuring heat and mass transfer and including radiation effects will be developed. This will permit the examination of thermal and concentration fields within a reactive microchannel in addition to an exergy analysis. Finally, an existing phenomenological model of porous interface is extended to include the wall effects. This will permit the analytical modelling of an exothermic catalytic reaction upon the wall of the microchannel, whereby heat may flow both into the channel and into the enclosing structure itself.

In the CFD study, the hydrodynamic effects upon catalytic oxidation of methane over bluff bodies and waved surfaces are examined to determine if similar reflux zones to those encountered by Yan et al. [166] can affect heterogeneous catalysis. These geometries are analysed numerically assuming a three-dimensional flow such that any effects due to secondary flow characteristics can be captured. A detailed surface reaction scheme, after Deutschman et al. [153], is used. Gas phase reactions are ignored for the purposes of this study since the reactant mixture is highly diluted ($\phi = 0.35$) and the focus is on the heterogeneous catalytic activity. This is justified by ensuring that the dimensions of the system of interest allow for the quenching conditions mentioned previously to be met.
Chapter 3  Methodology

3.1  Analytical Methodology

At pore level, there are complicated transport phenomena that play vital roles in the macroscopic increase of heat transfer and pressure loss. Typically, heat and momentum analyses are based upon the respective transport equations that result from balance laws, the solutions to which give the required information about velocity and temperature fields. These solutions are obtained through application of the appropriate boundary conditions. In the case of porous media the complexity of the geometry involved precludes general solutions of the velocity and temperature fields from being obtained [169]. This makes analysis at the pore level very complicated and so a representative elementary volume is chosen which includes both the solid and fluid phases of the porous medium and the transport equations are integrated over this region [92]. While this invariably leads to a loss of information at the pore level, in terms of microscopic transport phenomena, the integrated quantities and associated equations do allow for an effective analysis of the porous medium concerned. The use of the technique of volume averaging provides a rigorous tool for investigation of transport phenomena in porous media. This leads to two possible avenues by which the method of volume averaging may be applied. The first, the one-equation model is averaged over a representative volume encompassing both the solid and fluid phases. While the second or two-equation model is averaged over each phase separately which leads to a specific equation for each of the solid and fluid phases [169,170].

These two main approaches are local thermal equilibrium (LTE) and local thermal non-equilibrium (LTNE) for modelling energy transport in porous media [88] and were discussed in Chapter 2. The LTE approach assumes that the solid matrix and the fluid form a homogeneous medium and so they each have identical temperatures [87]. Clearly, however, when a significant temperature difference between the solid phase and the fluid phase is present the LTE assumption breaks down [92,171]. Such conditions may arise which there are large differences in the thermo-physical properties of the fluid and solid phases leading to a significant thermal resistance between the two phases.

The assumptions that the fluid flow is steady, laminar, viscous and incompressible are in place for the studies presented in this work. Processes featuring abrupt reaction zones, separating hot and cold flows, such as those in micro-combustors [123,124] are not considered here. In addition, the porous media concerned in any of the sections is
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homogenous, isotropic and fluid saturated. The porous medium is considered to be under LTNE conditions, requiring two coupled energy equations, one for each phase. Further, physical properties such as porosity, specific heat, density and thermal conductivities are invariants and thermal dispersion effects are ignored. Likewise, since the microchannels presented here are horizontal [55], gravitational effects are ignored due to the very small channel height.

Additional assumptions are made depending on the specifics of the configuration under examination in any given chapter. These are stated in the chapter concerned.

3.1.1 Transport of momentum

Under steady state and for a fully hydrodynamically developed flow in a porous medium, Darcy-Brinkman momentum equation governs the hydrodynamics of the system. That is:

\[- \frac{\partial p}{\partial x} + \mu_{\text{eff}} \frac{\partial^2 u}{\partial y^2} - \frac{\mu_f}{\kappa} u = 0 \quad (3-9)\]

Since one-dimensional flow in the axial direction (x) is assumed, with velocity, u the first term represents the pressure gradient in the flow direction. The following two terms are viscous terms, the first of which is analogous to the Laplacian term in the Navier-Stokes equation, using the effective viscosity, \(\mu_{\text{eff}}\) as a coefficient. This represents to what extent the vorticity generated at the walls enclosing the matrix penetrates into the flow [87]. The second is known as the Darcy term, this latter term features the fluid viscosity, \(\mu_f\) divided by the permeability, \(\kappa\) and represents the bulk viscous resistance [87,88]. The permeability is just a scalar in this case due to the porous medium concerned being isotropic [87]. For this case involving flow of a clear fluid (designated with the subscript \(f2\)) the governing equation for momentum within the clear fluid is required in addition to equation (3-9) is defined as:

\[- \frac{\partial p}{\partial x} + \mu_f \frac{\partial^2 u_{f2}}{\partial y^2} = 0 \quad (3-10)\]

Once again, the first term represents the pressure gradient in the direction of flow. Here the second term is the diffusive term and together with the first term is the divergence of stress.
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3.1.2 Transport of thermal energy

The transport of energy in Chapters 4-6 is modelled based on the assumptions stated above and differences in configurations may require adaptation of the base model. These are described in the following sections.

3.1.2.1 One-dimensional model

![Schematic of the model microreactor with thick walls and porous insert](image)

**Figure 3-1** Schematic of the model microreactor with thick walls and porous insert

Transport of thermal energy for the components of the system including to the lower wall (1), the fluid (f2) and solid (S) phases in the porous region, the clear fluid (f2) above the porous region and the upper wall (2), respectively (see Figure 3-1). It should be noted that the clear fluid (f2) and the fluid (f2) are the same fluid and the nomenclature difference exists only purposes of delineating the regions in which the individual equations (below) are valid. These are expressed by the following equations:

\[ k_1 \frac{\partial}{\partial y} \left[ \frac{\partial T_1}{\partial y} \right] + q_1 = 0 \]  
(3-11)

\[ k_{ef} \frac{\partial^2 T_{f1}}{\partial y^2} + h_s a_s f \left( T_s - T_{f1} \right) + s_f = \rho C_p u_{f1} \frac{\partial T_{f1}}{\partial x} \]  
(3-12)

\[ k_{es} \frac{\partial^2 T_s}{\partial y^2} + h_s a_s f \left( T_s - T_{f1} \right) + s_s = 0 \]  
(3-13)
Transport of thermal energy in the lower and upper walls is via conduction only and this is represented by the first term in equations (3-11) and (3-15), respectively. The second terms in these equations represents a volumetric heat source. The axial conduction of heat within the walls is not essential and is ignored throughout the analysis. This is justified by noting that experimental investigations [62,77,172] revealed that the axial temperature gradient within the enclosing structure diminishes in thick wall microreactors.

Examination of equation (3-12) reveals that in addition to the conductive term, the first term in this equation, a second term representing the flow of thermal energy between the fluid and solid phases of the porous medium is required [87,91]. Here the specific surface area, $a_{sf}$ and the fluid-to-solid heat transfer coefficient, $h_{sf}$ are taken into account [87,91]. The fluid phase features uniform and steady internal heat generation/consumption, $s_f$ which represents exothermicity/endothermicity of the chemical reactions [103].

It is clear that both the schematic shown in Figure 3-1 and the governing equations utilise both axial and transverse coordinates. In the study presented in Chapter 4, the profile of thermal energy is not dependent upon the axial coordinate. This reduces the aforementioned equations to a one-dimensional form as follows. On the right-hand side of the equation is the advective term, however this becomes vanishingly small when compared to the conduction and internal convection terms. Due to very low fluid velocity, the thermal Peclet number is expected to be quite low ($Pe_{th} \ll 1$). Under this condition, the axial advection of heat becomes negligible in comparison with the transversal heat transfer by internal heat convection in the porous medium and conduction in the fluid and solid components of the system. This assumption was first introduced and rigorously justified by Mahmud and Fraser [173] and more recently was employed by a large number of authors [86,100,174–176]. Only very low velocities are examined and hence, the advection terms are ignored in the current analysis and the right-hand side of both fluid transport of heat equations is considered zero.
The solid phase also includes internal heat generation, \( s_s \) representing absorption of microwave and infrared waves [126,177] for example. Transport of heat in the solid phase is governed by equation (3-13) which also has conductive and interstitial heat transfer terms as the first and second terms.

Finally, the equation for heat transfer in the clear fluid region is defined by equation (3-14) which features only a conductive first term, for the reasons stated above, and a volumetric heat generation/sink term.

### 3.1.2.2 Two-dimensional model

For the solid walls enclosing the porous microchannel, the governing equations for heat transfer are the same as those above, but without the volumetric heat source terms. That is, equation (3-15) for the upper wall and (3-11) for the lower wall.

The transport of thermal energy within the solid and fluid phases of the microreactor are governed by the followings [115]:

\[
\frac{k_{ef}}{\partial y^2} + \frac{h_{sf} a_{sf} (T_s - T_f)}{\kappa} + \frac{\mu_f}{\kappa} u^2 + \mu_{eff} \left( \frac{\partial u}{\partial y} \right)^2 = \rho_f C_p u \frac{\partial T_f}{\partial x}
\]  

(3-16)

\[
\frac{k_{es}}{\partial y^2} - h_{sf} a_{sf} (T_s - T_f) = 0
\]  

(3-17)

The previous discussion justifying that the right-hand side of the energy equations for the fluid flow reducing to zero is based on very low velocity flows. For cases where a greater velocity is present, these terms become significant and so must be considered. These models only feature fully filled porous channels and as such the porous fluid phase is denoted with the subscript, \( f \). Additionally, it has been demonstrated what the omission of viscous dissipation in microchannels can significantly overestimate the thermal performance of the system [112]. To rectify this, equation (3-16) contains terms to account for viscous dissipation in the form of the third and fourth terms. The third term accounts for internal heat generation due to the mechanical power required to push the fluid through the porous medium [112]. Whereas the fourth term arises from frictional heating in the fluid itself [112].
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3.1.2.3 Radiation heat transfer

For purposes of investigating the effects of radiation heat transfer, equation (3-13) is modified to include an extra term. Volumetric heat source/sink terms are not included in either the fluid or solid phases in any of the two-dimensional analytic investigations presented in this work.

\[
k_{es} \frac{\partial^2 T_s}{\partial y^2} - h_{sf} a_{sf} (T_s - T_f) - \frac{\partial q_r}{\partial y} = 0
\]  

(3-18)

The radiation parameter, \( q_r \) in equation (3-18) takes the following form:

\[
q_r = -\frac{4 \sigma^* \partial T_s^4}{3 \kappa^* \partial y}
\]  

(3-19)

Using the Rosseland approximation [178] the last term of the energy equation for the solid phase of the porous section of the microchannel, equation (3-18), is transformed to:

\[
\frac{\partial q_r}{\partial y} = -\frac{16 \sigma^* T_0^3 \partial^2 T_s}{3 \kappa^* \partial y^2}
\]  

(3-20)

where \( \sigma^* \) is the Stefan-Boltzmann constant and \( \kappa^* \) is the Rosseland mean extinction coefficient.

3.1.2.4 Thermo-physical properties of nanofluids

The effective viscosity for a nanofluid is modelled as a dilute suspension of small rigid spheres in a base fluid is defined by Brinkman [179] as

\[
\mu_{nf} = \frac{\mu_f}{(1 - \phi)^{2.5}}
\]  

(3-21)

Here \( \phi \) is the volume fraction of the nanoparticles. This equation is an extension of Einstein’s equation (valid for concentrations of up to 5%) to incorporate concentrated suspensions [180]. In this study, a nanoparticle concentration of 2% is used. The ratio of the effective thermal conductivity of the nanofluid to the thermal conductivity of the base fluid allows the former to be approximated using the Maxwell-Garnetts model [181]. That is
Here the thermal conductivities of the nanofluid particles and the base fluid are represented by \( k_p \) and \( k_f \) respectively. Whereas the thermal conductivity of the nanofluid taken is \( k_{nf} \), which is dependent on the nanofluid particle volume fraction, \( \phi \). In addition, the effective density and specific heat are as defined in equations (3-23) and (3-24) respectively [181] in which the same subscripts are used:

\[
\rho_{nf} = \rho_f (1 - \phi) + \rho_p \phi
\]  

\[
(\rho C_p)_{nf} = (\rho C_p)_f (1 - \phi) + (\rho C_p)_p \phi
\]

### 3.1.3 Transport of mass

Mass transfer of chemical species is governed by the following advective-diffusive model, which takes into account contributions from the Soret effect in addition to the Fickian diffusion of species [146]. The second term on the right-hand side of equation (3-25) represents the flow of species along a temperature gradient, or Soret effect. Whereas the first term on the right-hand side represents the diffusion of species according to Fick’s law. Diffusion coefficients for Fickian diffusion and thermal diffusion of species represented by \( D \) and \( D_T \) respectively. These represent the effective values of Fickian and thermal diffusion noting that diffusion coefficients are affected by porous media properties such as porosity and tortuosity rendering the diffusion of species less efficient and thus the effective values tend to be lower than the values in a clear fluid. Taking this into account a value of \( D = 10^{-5} \text{cm}^2\text{s}^{-1} \) was chosen as representative [182]. The left-hand side represents the advection of species due to the one-dimensional velocity field within the channel.

\[
u \frac{\partial C}{\partial x} = D \frac{\partial^2 C}{\partial y^2} - D_T \frac{\partial^2 T_f}{\partial y^2}
\]  

The negative sign on the right hand side of equation (3-25) arises from the fact that depending upon the relative size of the diffusive molecules and the base fluid, Soret number can be either positive or negative [146]. Here a negative sign in front of a positive \( D_T \) presents negative Soret number. It should be noted that the mass diffusion coefficient
presented above is the effective mass diffusion coefficient due to the effect of the porous medium in which it operates.

When homogeneous reactions are considered a mass generation term for the species of interest concentration, is required. Such a term modifies equation (3-25) into the following, where $k_r$ is the generation term.

$$u \frac{\partial C}{\partial x} = D \frac{\partial^2 C}{\partial y^2} - D_T \frac{\partial^2 T}{\partial y^2} + k_r$$

(3-26)

### 3.1.4 Nusselt number

The Nusselt number, $Nu$ provides a ratio of the convective to conductive heat transfer taking place across the interface between the walls and the porous fluid phase and is defined in equation (3-27) [145].

$$Nu = \frac{H_w L}{k}$$

(3-27)

Here, $L$ is the characteristic length scale which in this study is taken to be the channel height. The thermal conductivity, $k$ is that of the fluid phase of the porous medium and as such is the effective thermal conductivity. The heat transfer coefficient, $H_w$ is defined as [145]:

$$H_w = \frac{q}{\Delta T}$$

(3-28)

The temperature difference in the denominator of equation (3-28) is the difference between the temperature on the interface and that of the bulk fluid, here taken to be the mean temperature over a cross-section of the channel.

### 3.1.5 Sherwood number

In a manner analogous to Nusselt number, Sherwood number provides a measure of the mass transfer taking place at the surface [145]. It is, again, a ratio of the convective mass transport to the diffusive mass transport. Since the reaction taking place on the catalyst surface is of zeroth order, the reaction rate is not dependent upon the concentration of either reactants or products (provided that enough reactant exists to allow for the reaction to
proceed). This permits the mass transfer coefficient, $H_m$ to be calculated according to the relation [145]:

$$H_m = \frac{k_R}{C_0 - \bar{C}}$$  \hfill (3-29)

Similarly, to the temperature difference in equation (3-28), the concentration difference is explicitly defined as the difference between the concentration of species on the wall and the average over the channel. With the mass transfer coefficient thus defined, and using the microchannel height ($h_1 + h_2$) as the characteristic length scale, the Sherwood number, $Sh$ may now be expressed in the following form [145]:

$$Sh = \frac{(h_1 + h_2)H_m}{D}$$  \hfill (3-30)

### 3.1.6 Second law analysis

The exergy analysis in this study can be split into two areas of interest. Firstly, there is the volumetric entropy generation rate which reveals the entropy that is produced in any one region of the system. This permits examination of how the entropy in any one component of the system under investigation compares to the other components. Secondly, there is the total entropy of the system. As the name suggests, this is the entropy generated integrated over the whole system. This technique displays how the entire system responds entropically to any change in one of the parameters describing the system. In both local and total entropy equations, there will be variations defined by the system under investigation. For one-dimensional studies, there will be only the appropriate terms for that case, similarly for the cases involving nanofluids.

#### 3.1.6.1 Local entropy generation

In order to examine the entropy generation of the system, contributions from different sources are considered separately and then as a whole, to yield an understanding as to how each component contributes to the whole. Following the literature [114,129,183], the system has been split into contributions from the walls, the solid porous matrix heat transfer, the fluid heat transfer, the fluid friction component and that of the mass transfer. The volumetric entropy generations for the system are expressed by the equations listed below [85,115,184].
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The term, $\dot{S}_{1,2}''''$ accounts for the entropy generation in the walls, with the subscript 1 or 2 defining which wall is being described.

$$\dot{S}_{1,2}'''' = \frac{k_{1,2}}{T_{1,2}^2} \left[ \frac{(\partial T_{1,2})^2}{\partial x} + \frac{(\partial T_{1,2})^2}{\partial y} \right]$$

(3-31)

Entropy generation in the solid phase of the porous medium due to heat transfer may be calculated using $\dot{S}_S''''$.

$$\dot{S}_S'''' = \frac{k_\text{es}}{T_S} \left[ \frac{(\partial T_S)^2}{\partial x} + \frac{(\partial T_S)^2}{\partial y} \right] - \frac{h_{sf} a_{sf} (T_S - T_f)}{T_S}$$

(3-32)

Similarly, $\dot{S}_f''''$ is defined to find the entropy generation rate in the fluid phase.

$$\dot{S}_f'''' = \frac{k_\text{ef}}{T_f} \left[ \frac{(\partial T_f)^2}{\partial x} + \frac{(\partial T_f)^2}{\partial y} \right] + \frac{h_{sf} a_{sf} (T_S - T_f)}{T_f}$$

(3-33)

The first term on the right-hand side of equations (3-31), (3-32), and (3-33) defines the contribution to the volumetric entropy generation due to the heat transfer from the thermal gradients [115]. Additionally, the contribution due to the interstitial heat transfer is represented by the second term on the right-hand side of equations (3-32) and (3-33) [115]. It is noted that the thermal energy source terms do not explicitly appear in equations. Yet, they indirectly affect the entropy generation through altering the temperature fields [119].

In the porous fluid phase and the clear fluid phase where applicable, the fluid friction irreversibility is accounted for by $\dot{S}_{ff}''''$ [115].

$$\dot{S}_{ff}'''' = \frac{\mu_f}{\kappa T_f} u^2 + \frac{\mu_{eff} f}{T_f} \left( \frac{du}{dy} \right)^2$$

(3-34)

Examination of equation (3-16) reveals that the terms on the right-hand side of equation (3-34) represent the entropy contribution due to viscous dissipation of heat. These terms represent the contributions from their counterparts in equation (3-16).

Irreversibility sources due to the combination of concentration gradients are represented by the first term on the right-hand side of equation (3-35). Whereas those due to
mixed thermal and concentration gradients are found in the second term on the right-hand side of the equation for the diffusive entropy generation, $\dot{S}_{DI}'''$ [184].

$$\dot{S}_{DI}''' = \frac{R D}{C} \left[ \left( \frac{\partial C}{\partial x} \right)^2 + \left( \frac{\partial C}{\partial y} \right)^2 \right] + \frac{R D}{T_f} \left[ \left( \frac{\partial C}{\partial x} \frac{\partial T_f}{\partial x} + \frac{\partial C}{\partial y} \frac{\partial T_f}{\partial y} \right) + \left( \frac{\partial C}{\partial y} \frac{\partial T_f}{\partial x} + \frac{\partial C}{\partial x} \frac{\partial T_f}{\partial y} \right) \right]$$  \hspace{1cm} (3-35)

Here $R$ is the specific gas constant.

### 3.1.6.2 Total entropy

For the total entropy generation in the microreactor, $S_{Tot}$, the sum of the parts of volumetric entropy generation in the ranges in which they are valid is integrated over the volume of the channel. The contributions from the walls are then added. The limits of integration in equation (3-36) will be dependent on the configuration under investigation to include the entire region in both the axial and transverse directions. This gives a numerical value for the total entropy for any given configuration, and is obtained using the following equation:

$$S_{Tot} = \int_{-1}^{1} \int_{0}^{1} \sum S_i \, dx \, dy, \hspace{1cm} i = 1, s, f, FF, DI, 2.$$  \hspace{1cm} (3-36)

### 3.2 Numerical methodology

Chemical micro-reactors often use microchannels with the diameters of several hundred micrometres [55,62]. Since this characteristic length scale is significantly longer than the molecular mean free path [62], the Knudsen number (the ratio of the mean free path to the characteristic length) is sufficiently small such that continuum theory is still applicable. Having established this important criterion, governing equations need to be determined. The three-dimensional models used in this investigation were developed using the computational fluid dynamics (CFD) software STAR CCM+ (version 12.04.010). A finite-volume method was applied to the governing equations detailed below to develop their numerical solutions. Detailed surface reaction chemistry (see section 3.2.2) mechanisms interface with the CFD aspect of the software to allow study of the interaction between fluid hydrodynamics and surface catalytic activity.
3.2.1 Multi-component gas flow

The governing equations used in the CFD analysis commence with the following. Continuity of mass:

\[
\frac{\partial \rho u}{\partial x} + \frac{\partial \rho v}{\partial y} + \frac{\partial \rho w}{\partial z} = 0, \tag{3-37}
\]

in which \( \rho \) is the mass density and \( x, y, z \) are the Cartesian coordinates with respective velocity components, \( u, v, w \). Similarly, the conservation of momentum for a Newtonian fluid is written in the following form wherein the dynamic viscosity \( \mu \) refers to that of the gaseous mixture.

\[
\frac{\partial \rho uu}{\partial x} + \frac{\partial \rho uv}{\partial y} + \frac{\partial \rho uw}{\partial z} + \frac{\partial p}{\partial x} - \frac{\partial}{\partial y} \left[ 2\mu \frac{\partial u}{\partial x} - \frac{2}{3} \mu \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right) \right] \\
- \frac{\partial}{\partial y} \left[ \mu \left( \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} \right) \right] - \frac{\partial}{\partial z} \left[ \mu \left( \frac{\partial u}{\partial z} + \frac{\partial w}{\partial x} \right) \right] = 0, \tag{3-38}
\]

\[
\frac{\partial \rho vu}{\partial x} + \frac{\partial \rho vv}{\partial y} + \frac{\partial \rho vw}{\partial z} + \frac{\partial p}{\partial y} - \frac{\partial}{\partial z} \left[ 2\mu \frac{\partial v}{\partial y} - \frac{2}{3} \mu \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right) \right] \\
- \frac{\partial}{\partial x} \left[ \mu \left( \frac{\partial v}{\partial x} + \frac{\partial w}{\partial z} \right) \right] - \frac{\partial}{\partial y} \left[ \mu \left( \frac{\partial v}{\partial y} + \frac{\partial w}{\partial y} \right) \right] = 0, \tag{3-39}
\]

\[
\frac{\partial \rho wu}{\partial x} + \frac{\partial \rho vw}{\partial y} + \frac{\partial \rho ww}{\partial z} + \frac{\partial p}{\partial z} - \frac{\partial}{\partial x} \left[ 2\mu \frac{\partial w}{\partial z} - \frac{2}{3} \mu \left( \frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} \right) \right] \\
- \frac{\partial}{\partial y} \left[ \mu \left( \frac{\partial w}{\partial y} + \frac{\partial w}{\partial y} \right) \right] - \frac{\partial}{\partial z} \left[ \mu \left( \frac{\partial w}{\partial z} + \frac{\partial w}{\partial y} \right) \right] = 0. \tag{3-40}
\]

Conservation of species is expressed through a set of partial differential equations using the species mass fraction, \( Y_i \) of species, \( i \) in the multicomponent mixture and that of species molar production rate, \( \dot{R}_i \) (see section 3.2.2).

\[
\frac{\partial \rho u Y_i}{\partial x} + \frac{\partial \rho v Y_i}{\partial y} + \frac{\partial \rho w Y_i}{\partial z} = \frac{\partial f_i}{\partial x} + \frac{\partial f_i}{\partial y} + \frac{\partial f_i}{\partial z} + \dot{R}_i. \tag{3-41}
\]

Here, \( \dot{R}_i \) is the net rate of production of species, \( i \) due to surface chemical reactions (see section 3.2.2) and \( f_i \), is the diffusive flux in the direction \( j \) determined by Fick’s law as follows:
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\[ J_{i,j} = \rho D_{i,m} \Psi_{Y_i} \]  

(3-42)

where \( D_{i,m} \) is the molecular diffusivity of species, \( i \).

Energy balance within the model is described using the enthalpy, \( h \), of the multi-component mixture and \( h_i \), is the enthalpy of each species, \( i \).

\[
\frac{\partial \rho u h}{\partial x} + \frac{\partial \rho v h}{\partial y} + \frac{\partial \rho w h}{\partial z} = \frac{\partial}{\partial x} \left( \lambda \frac{\partial T}{\partial x} - \sum_{i}^{N_g} \nu_i J_{i,x} \right) + \frac{\partial}{\partial y} \left( \lambda \frac{\partial T}{\partial y} - \sum_{i}^{N_g} \nu_i J_{i,y} \right) \\
+ \frac{\partial}{\partial z} \left( \lambda \frac{\partial T}{\partial z} - \sum_{i}^{N_g} \nu_i J_{i,z} \right) + u \frac{\partial p}{\partial x} + v \frac{\partial p}{\partial y} + w \frac{\partial p}{\partial z} + \sum_{i}^{N_g} h_i \dot{R}_i
\]  

(3-43)

The gas density, \( \rho \) is calculated using the ideal gas law and the molecular diffusivity, \( D_{i,m} \) is determined using kinetic theory. The gas enthalpy is defined as follows.

\[ h = \sum_{i}^{N_g} h_i Y_i, \]  

(3-44)

In which:

\[ h_i = h_{i,REF} + \int_{T_{REF}}^{T} C_{p,i} \, dT, \]  

(3-45)

where \( C_{p,i} \) is the specific heat capacity at constant pressure, and \( T_{REF} \) is the standard state temperature of species, \( i \).

3.2.2 Surface chemical reactions

The surface chemistry of oxidation of an ultra-lean methane and air mixture is described using a series of elementary chemical reactions using the mean-field approximation [185].
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Table 3-1 Surface reaction mechanism after Deutschmann et al [133]. The units of $A_r$ are in mol, cm and s, whereas $E_a$ and $\varepsilon$ are given in kJmol$^{-1}$. Sticking coefficients are indicated with an *.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>$A_r$</th>
<th>$\beta$</th>
<th>$E_a$ (kJmol$^{-1}$)</th>
<th>$\varepsilon_i, \mu_i$ (kJmol$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) $\text{H}_2 + 2\text{Pt}(s) \Rightarrow 2\text{H}(s)$</td>
<td>$4.60 \times 10^{-2}$</td>
<td>-</td>
<td></td>
<td>$\mu_{\text{Pt}(s)} = -1$</td>
</tr>
<tr>
<td>2) $2\text{H}(s) \Rightarrow 2\text{Pt}(s) + \text{H}_2$</td>
<td>$3.70 \times 10^{21}$</td>
<td>0.0</td>
<td>67.4</td>
<td>$\varepsilon_{\text{H}(s)} = 6$</td>
</tr>
<tr>
<td>3) $\text{H} + \text{Pt}(s) \Rightarrow \text{H}(s)$</td>
<td>1.00*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4) $\text{O}_2 + 2\text{Pt}(s) \Rightarrow 2\text{O}(s)$</td>
<td>$1.80 \times 10^{21}$</td>
<td>-0.5</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>5) $\text{O}_2 + 2\text{Pt}(s) \Rightarrow 2\text{O}(s)$</td>
<td>$2.30 \times 10^{-2}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6) $2\text{O}(s) \Rightarrow 2\text{Pt}(s) + \text{O}_2$</td>
<td>$3.70 \times 10^{21}$</td>
<td>0.0</td>
<td>213.2</td>
<td>$\varepsilon_{\text{O}(s)} = 60$</td>
</tr>
<tr>
<td>7) $\text{O} + \text{Pt}(s) \Rightarrow \text{O}(s)$</td>
<td>1.00*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8) $\text{H}_2\text{O} + \text{Pt}(s) \Rightarrow \text{H}_2\text{O}(s)$</td>
<td>0.75*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9) $\text{H}_2\text{O}(s) \Rightarrow \text{H}_2\text{O} + \text{Pt}(s)$</td>
<td>$1.00 \times 10^{13}$</td>
<td>0.0</td>
<td>40.3</td>
<td></td>
</tr>
<tr>
<td>10) $\text{OH} + \text{Pt}(s) \Rightarrow \text{OH}(s)$</td>
<td>1.00*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11) $\text{OH}(s) \Rightarrow \text{OH} + \text{Pt}(s)$</td>
<td>$1.00 \times 10^{13}$</td>
<td>0.0</td>
<td>192.8</td>
<td></td>
</tr>
<tr>
<td>12) $\text{O}(s) + \text{H}(s) \Leftrightarrow \text{OH}(s) + \text{Pt}(s)$</td>
<td>$3.70 \times 10^{21}$</td>
<td>0.0</td>
<td>11.5</td>
<td></td>
</tr>
<tr>
<td>13) $\text{H}(s) + \text{OH}(s) \Leftrightarrow \text{H}_2\text{O}(s) + \text{Pt}(s)$</td>
<td>$3.70 \times 10^{21}$</td>
<td>0.0</td>
<td>17.4</td>
<td></td>
</tr>
<tr>
<td>14) $\text{OH}(s) + \text{OH}(s) \Leftrightarrow \text{H}_2\text{O}(s) + \text{O}(s)$</td>
<td>$3.70 \times 10^{21}$</td>
<td>0.0</td>
<td>48.2</td>
<td></td>
</tr>
<tr>
<td>15) $\text{CO} + \text{Pt}(s) \Rightarrow \text{CO}(s)$</td>
<td>$8.40 \times 10^{13}$</td>
<td></td>
<td></td>
<td>$\mu_{\text{Pt}(s)} = 1$</td>
</tr>
<tr>
<td>16) $\text{CO}(s) \Rightarrow \text{CO} + \text{Pt}(s)$</td>
<td>$1.00 \times 10^{13}$</td>
<td>0.0</td>
<td>125.5</td>
<td></td>
</tr>
<tr>
<td>17) $\text{CO}_2(s) \Rightarrow \text{CO}_2 + \text{Pt}(s)$</td>
<td>$1.00 \times 10^{13}$</td>
<td>0.0</td>
<td>20.5</td>
<td></td>
</tr>
<tr>
<td>18) $\text{CO}(s) + \text{O}(s) \Rightarrow \text{CO}_2(s) + \text{Pt}(s)$</td>
<td>$3.70 \times 10^{21}$</td>
<td>0.0</td>
<td>105.0</td>
<td></td>
</tr>
<tr>
<td>19) $\text{CH}_4 + 2\text{Pt}(s) \Rightarrow \text{CH}_3(s) + \text{Pt}(s)$</td>
<td>$1.00 \times 10^{-2}$</td>
<td></td>
<td></td>
<td>$\mu_{\text{Pt}(s)} = 0.3$</td>
</tr>
<tr>
<td>20) $\text{CH}_3(s) + \text{Pt}(s) \Rightarrow \text{CH}_2(s) + \text{H}(s)$</td>
<td>$3.70 \times 10^{21}$</td>
<td>0.0</td>
<td>20.0</td>
<td></td>
</tr>
<tr>
<td>21) $\text{CH}_2(s) + \text{Pt}(s) \Rightarrow \text{CH}(s) + \text{H}(s)$</td>
<td>$3.70 \times 10^{21}$</td>
<td>0.0</td>
<td>20.0</td>
<td></td>
</tr>
<tr>
<td>22) $\text{CH}(s) + \text{Pt}(s) \Rightarrow \text{C}(s) + \text{H}(s)$</td>
<td>$3.70 \times 10^{21}$</td>
<td>0.0</td>
<td>20.0</td>
<td></td>
</tr>
<tr>
<td>23) $\text{C}(s) + \text{O}(s) \Rightarrow \text{CO}(s) + \text{Pt}(s)$</td>
<td>$3.70 \times 10^{21}$</td>
<td>0.0</td>
<td>62.8</td>
<td></td>
</tr>
<tr>
<td>24) $\text{CO}(s) + \text{Pt}(s) \Rightarrow \text{C}(s) + \text{O}(s)$</td>
<td>$1.00 \times 10^{18}$</td>
<td>0.0</td>
<td>184.0</td>
<td></td>
</tr>
</tbody>
</table>

This mechanism is based on that proposed by Deutschmann et al. [133] (see also http://www.detchem.com/mechanisms) and is used here without modification (see Table 3-1) using surface CHEMKIN [186]. The units of $A_r$ are the same as those of the rate constant, thus it is specific to each individual reaction. The concentration is in moles per
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cm$^3$, and the timescale is in seconds thus $A_r$ has units of powers of mol, s, and cm. In the
current investigation, the catalytic surface is that of the noble metal, platinum with a surface
site density, $\Gamma$ of $2.72 \times 10^{-8}$ kmol m$^{-2}$ consistent with Ref. [153].

In this surface chemistry model, the gas species mass fractions at the surface are
assumed to be the same as their mass fractions at the centre of the cell volume. The ratio of
the catalytic area to that of the geometry area is given by the washcoat factor, $\gamma_w$. This serves
as a measure of surface roughness and in this study is defined as unity, indicating a smooth
surface. The gas phase and surface species molar production rates for species, $i$ with surface
concentration $[X_i]$ are given by;

$$\hat{R}_i = \sum_{r=1}^{N_{\text{reac}}} g_{i,r} k_r \prod_{i=1}^{N_s+N_g+N_b} [X_i]^{u_{(i,r)}}$$

(3-46)

where $N_{\text{reac}}$ represents the number of surface reactions, this includes both adsorption and
desorption (see Table 3-1 for further details). The stoichiometric coefficients of the products
minus that of the reactants for the reaction is denoted by $g_{i,r}$ with the stoichiometric
coefficient of the species acting at the rate exponent, $u_{(i,r)}$. The total number of gas phase
species, surface species and bulk species are represented by $N_g$, $N_s$ and $N_b$, respectively.
The site species concentration $[X_i]$ is defined as:

$$[X_i] = \Theta_i \Gamma.$$  

(3-47)

Reaction rate coefficient, $k_r$ for any given surface reaction, $r$ may be dependent on
surface site coverage, $\Theta_i$ of species, $i$ in addition to temperature and is given by the modified
Arrhenius reaction expression:

$$k_r = A_r T^{\beta_r} \exp \left( - \frac{E_a}{RT} \right) \prod_{i=1}^{N_g} 10^\eta_{ir} \Theta_i^{\mu_{ir}} \exp \left( - \frac{\epsilon_{ir} \Theta_i}{RT} \right),$$

(3-48)

in which the universal gas constant, $R$, the temperature exponent, $\beta$, the activation energy,
$E_a$, and the pre-exponential factor of the reaction, $A_r$ of reaction, $r$ are empirical factors
defined by the chemical mechanism. The surface coverage dependence for species, $i$ and
reaction, $r$ is considered by the terms, $\eta_{ir}$, $\mu_{ir}$, and $\epsilon_{ir}$, [186] values for which are given in
Table 3-1 for specific reactions to which they apply. The adsorption rate constant for species \( i \) is modelled using the Motz-Wise correction rate expression [187].

The surface coverage represents the portion of possible surface sites that are covered by species, \( i \), at any given time. This can be calculated using the surface reaction rates via the relation:

\[
\frac{\partial \theta_i}{\partial t} = \frac{\hat{R}_i}{\Gamma} \quad (i = N_g + 1, \ldots, N_g + N_s).
\] (3-49)

Clearly, under steady state condition, the variation of surface coverage with time for species, \( i \) will be zero. Thus, the system of equations can be solved to generate the values for both the surface coverage and surface mass flux.

### 3.2.3 Numerical techniques

The conservation equations in the preceding sections were solved using a finite volume method. A second-order upwind discretisation scheme is used on the transport equations. The resulting equations are solved using the SIMPLE algorithm.

The complex chemistry model deals with the chemical reaction scheme and employs a stiff ordinary differential equation solver, Sundials CVODE for the equations dealing with the chemical composition. The CVODE solver evaluates reaction rates and their analytical Jacobian, which are then integrated. An operator splitting algorithm is used to separate the species transport equation from these stiff chemical reaction equations. Since the steady state is used in the numerical simulations presented, an artificial time step is introduced based on convection and diffusion fluxes in a given cell.
Chapter 4 One-dimensional model of heat transfer in microreactors

4.1 Introduction

Microreactors build upon the technological progress in the general fields of microchannels and micro-fluids to accommodate homogenous or heterogenous chemical reactions [65,79]. These devices offer massively increased surface to volume ratio and highly improved transport of heat and mass, which make them attractive for the processes with large heat of reaction [67]. The volume of fluid inside the microreactor is usually very small. However, the fluid velocity in the channel may vary from few centimetres to tens of centimetres per second [76]. This together with the variations in the fluid type renders a wide range of operational parameters (e.g. Reynolds and Peclet numbers) in microreactors [76].

The fluid dynamics and mass transfer behaviours of microreactors have been already subject to significant investigations, see for example [76,77] for reviews of literature. Although there has been some works on the exchanges of heat between the microreactors and surrounding [65], the internal heat transfer aspects of these devices remain largely unexplored. This is surprising as the few existing heat transfer analyses in microreactors have already revealed that the internal heat transfer processes could significantly affect the chemical performance of the reactor [65,78]. Further, recent studies strongly emphasised the importance of microstructure design in the optimal functioning of microreactors [58]. Indeed, any detailed design of microstructure calls for comprehensive thermal analyses of microreactors under varying configuration.

Microreactors often include a collection of microchannels, in which the chemical reactions take place [55,79]. An inherent characteristic of a microchannel is the non-negligible influence of the channel walls on the thermal behaviour of the system [111,188]. Hence, a complete heat transfer analysis of any microchannel system should include heat conduction within the microchannel walls. Besides, microchannels may use porous materials for further enhancement of heat transfer [55,79]. In microreactors, porous inserts are also used to introduce catalysts and increase the rate of mass transfer [80,81]. Typically, these porous inserts are attached to the walls of the channel and may vary in thickness and structural characteristics.
Given these points, the current study aims to provide an analytical view of the first and second law behaviours of a simple, yet representative, model of a microreactor with highly exothermic or endothermic reactions. The focus of the study is on the thermal aspects and hence mass transfer and reactions are ignored, while the effects of the latter are represented by an energy source term. Further, the influences of the absorption of microwaves or infrared waves [177] are represented by another energy source term within the solid phase of the microstructure. The composite system, including a partial porous insert and thick asymmetric walls, is then analysed theoretically through a local non-equilibrium approach.

4.2 Analytical solution

4.2.1 Configuration and assumptions

Figure 4-1 shows a schematic view of the problem under investigation. The fluid (reactants) enters a two-dimensional microchannel confined between parallel slabs of solid walls with different thicknesses and subject to constant but unequal temperatures on the external surfaces. The channel is partially filled by a porous insert attached to the lower wall. The thickness of this insert varies and so does the thickness of the thick walls. The configuration under investigation is therefore geometrically and thermally asymmetric. The existence of porous insert significantly increases the thermal diffusivity of the microchannel.

Figure 4-1 Schematic of the model microreactor with thick walls and porous insert

The following assumptions are made throughout the current study.
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- The thermal model of microreactor, shown in Figure 4-1, excludes mass transfer and chemical reactions and is exclusively concerned with the hydrodynamic, thermal and entropic behaviours of the system.

- The porous medium is homogenous, isotropic and fluid saturated. The fluid phase features uniform and steady internal heat generation/consumption, which represents exothermicity/endothermicity of the chemical reactions [103]. The solid phase also includes internal heat generation representing absorption of microwave and infrared waves [126,177].

- The fluid flow is steady, laminar, viscous and incompressible, satisfying the no-slip boundary conditions on the wall. Further, thermally and hydrodynamically fully developed conditions hold in both open and porous regions. Furthermore, physical properties such as porosity, specific heat, density and thermal conductivities are invariants and thermal dispersion effects are ignored [189,190].

- Due to the submillimeter transverse dimension of the system, the Rayleigh number and therefore natural convection effects are negligibly small. Further, thermal emissivity is assumed small and radiative heat transfer is ignored.

- Due to very low velocity flow considered in this study, the effects due to fluid friction are assumed sufficiently small that the effects of viscous dissipation are negligible and are therefore ignored.

The current analysis is concerned with those processes, which feature volumetrically almost uniform reactions [103–105]. Processes with abrupt reaction zones, separating hot and cold flows, such as those encountered in micro-combustion [165] are not considered. As a result, the axial conduction of heat within the walls is not essential and is ignored throughout the analysis. This is further justified by noting that experimental investigations [62,77,172] revealed that the axial temperature gradient within the microstructure diminishes in thick wall microreactors. Hence, the axial heat conduction in the configuration shown in Figure 4-1 is insignificant.

4.2.2 Boundary conditions

The separate phases of the system are indicated for their various properties by the subscripts where appropriate. The convention employed herein is that the lower wall uses
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subscript (1), the porous solid (S), the porous fluid (f1), the clear fluid (f2), and the upper wall (2). Where a term is the effective thermal conductivity of the solid porous phase has subscript of (es). Likewise, the term is the effective thermal conductivity of the porous fluid phase has subscript of (ef). Employing Darcy-Brinkman model, the equations for the transport of momentum in the porous and clear regions, respectively, are given by equations (3-9) and (3-10).

Since the flow is one dimensional, the velocity only varies in the axial direction and is independent of the transverse direction in accordance with the previously stated assumptions. As such, the partial derivatives of the velocity field are equivalent to the full derivatives and the partial differential equations become ordinary differential equations. With two second-order ordinary differential equations, four boundary conditions are required for solution. These are:

\[ y = h_1: \quad u_{f1} = 0 \quad (4-50) \]
\[ y = h_2: \quad \mu_{eff} \frac{\partial u_{f1}}{\partial y} = \mu_f \frac{\partial u_{f2}}{\partial y}, \quad u_{f1} = u_{f2} \quad (4-51) \]
\[ y = h_3: \quad u_{f2} = 0 \quad (4-52) \]

As discussed in Chapter 3, the advection terms on the right hand side of equations thermal energy equations for the fluid flows become vanishingly small when compared to the conduction and internal convection terms. Hence, the advection terms are ignored in the current analysis. This results in the transformation of the governing equations (3-12) and (3-14) into the following:

\[ k_{ef} \frac{d^2 T_{f1}}{dy^2} + h_{sf}a_{sf}(T_s - T_{f1}) + s_f = 0 \quad h_1 \leq y < h_2 \quad (4-53) \]
\[ k_f \frac{d^2 T_{f2}}{dy^2} + s_f = 0 \quad h_2 \leq y < h_3 \quad (4-54) \]

The boundary conditions at the outside limits of the walls are:

\[ y = h_4 \quad T_2 = T_c \quad (4-55) \]
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\[ y = 0 \quad T_1 = T_H \]  \hspace{1cm} (4-56)

In addition to these, the following conditions representing the interface conditions are required for closure of the system [98,100,108].

\[ y = h_1: \quad T_1 = T_s = T_{f1}, \quad k_1 \left. \frac{dT_1}{dy} \right|_{y=h_1} = k_{ef} \left. \frac{dT_{f1}}{dy} \right|_{y=h_1} + k_{es} \left. \frac{dT_s}{dy} \right|_{y=h_1} \]  \hspace{1cm} (4-57)

\[ y = h_2: \quad T_{f2} = T_s = T_{f1}, \quad k_f \left. \frac{dT_{f2}}{dy} \right|_{y=h_2} = k_{ef} \left. \frac{dT_{f1}}{dy} \right|_{y=h_2} + k_{es} \left. \frac{dT_s}{dy} \right|_{y=h_2} \]  \hspace{1cm} (4-58)

\[ y = h_3: \quad T_2 = T_{f2}, \quad k_2 \left. \frac{dT_2}{dy} \right|_{y=h_3} = k_{ef} \left. \frac{dT_{f1}}{dy} \right|_{y=h_3} \]  \hspace{1cm} (4-59)

### 4.2.3 Nusselt number

In accordance with the discussion in Chapter 3, the Nusselt number, \( Nu \) can be written in the following form [98,108] using the channel width as the characteristic length scale:

\[ Nu = \frac{2(h_3 - h_1)q_w}{k_f(T_{f1,w} - T_{f,m})} \]  \hspace{1cm} (4-60)

Where:

\[ T_{f,m} = \frac{1}{(h_3 - h_1)u_m} \left( \int_{h_1}^{h_2} u_{f1}T_{f1} \, dy + \int_{h_2}^{h_3} u_{f2}T_{f2} \, dy \right) \]  \hspace{1cm} (4-61)

\[ u_m = \frac{1}{(h_3 - h_1)} \left( \int_{h_1}^{h_2} u_{f1} \, dy + \int_{h_2}^{h_3} u_{f2} \, dy \right) \]  \hspace{1cm} (4-62)

\[ q_w = k_1 \left. \frac{dT_1}{dy} \right|_{y=h_1} \]  \hspace{1cm} (4-63)
4.2.4 Entropy equations

To complete a second law analysis, the general entropy equations described in Chapter 3 need to be adapted to encompass the specifics of this configuration. The resultant equations for the local entropy rate across all components of the system can be written as follows [98,108,119].

\[
\dot{S}_{1}''' = \frac{k_1}{T_1^2} \left( \frac{dT_1}{dy} \right)^2 \quad 0 < y < h_1 \quad (4-64)
\]

\[
\dot{S}_{f1}''' = \frac{k_{ef}}{T_{f1}^2} \left( \frac{dT_{f1}}{dy} \right)^2 + \frac{h_{sf} a_{sf} (T_S - T_{f1})}{T_S T_{f1}} + \frac{\mu_f}{k T_{f1}} u_{f1}^2 \quad h_1 < y < h_2 \quad (4-65)
\]

\[
\dot{S}_s''' = \frac{k_{es}}{T_S^2} \left( \frac{dT_S}{dy} \right)^2 - \frac{h_{sf} a_{sf} (T_S - T_{f1})}{T_S T_{f1}} \quad h_1 < y < h_2 \quad (4-66)
\]

\[
\dot{S}_{f2}''' = \frac{k_f}{T_{f2}^2} \left( \frac{dT_{f2}}{dy} \right)^2 + \frac{\mu_f}{T_{f2}} \left( \frac{\partial u_{f2}}{\partial y} \right)^2 \quad h_2 < y < h_3 \quad (4-67)
\]

\[
\dot{S}_2''' = \frac{k_2}{T_2^2} \left( \frac{dT_2}{dy} \right)^2 \quad h_3 < y < h_4 \quad (4-68)
\]

4.2.5 Dimensionless equations

The following dimensionless parameters are introduced to enable further physical analysis.

\[
\theta_1 = \frac{T_1}{T_C}, \quad \theta_s = \frac{T_S}{T_C}, \quad \theta_{f1} = \frac{T_{f1}}{T_C}, \quad \theta_{f2} = \frac{T_{f2}}{T_C}, \quad \theta_2 = \frac{T_2}{T_C}, \quad \theta_H = \frac{T_H}{T_C}, \quad (4-69)
\]

\[
Y = \frac{y}{h_4}, \quad Y_1 = \frac{h_1}{h_4}, \quad Y_2 = \frac{h_2}{h_4}, \quad Y_3 = \frac{h_3}{h_4}, \quad Q_1 = \frac{\dot{q}_1 h_4^2}{k_1 T_C}, \quad Q_2 = \frac{\dot{q}_2 h_4^2}{k_2 T_C},
\]
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\[
\omega_s = \frac{s_s h_4^2}{k_{es} T_c}, \quad \omega_f = \frac{s_f h_4^2}{k_{es} T_c}, \quad U_f = \frac{u_{f1}}{u_r}, \quad U_f = \frac{u_{f2}}{u_r}, \quad u_r = -\frac{h_4^2}{\mu_f} \frac{\partial p}{\partial x},
\]

\[
k = \frac{k_{es}}{k_{ef}} = \frac{(1-\varepsilon)k_s}{\varepsilon k_f}, \quad Bi = \frac{h_{sf} a_{sf} h_4^2}{k_{es}}, \quad Br = \frac{\mu_f u_r^2}{T_c k_{es}}, \quad k_{e1} = \frac{k_{ef}}{k_1},
\]

\[
k_{e2} = \frac{k_{ef}}{k_2}, \quad D\alpha = \frac{\kappa}{h_4^2}
\]

Substituting the above parameters into the governing equations (3-9) to (3-11), (3-13), (3-15), (4-53), and (4-54) results in the non-dimensional equations for the transport of momentum and thermal energy. Explicitly, applying parameters from equation (4-69) to the momentum equations (3-9) and (3-10) results in the following dimensionless forms.

\[
1 + \frac{1}{\varepsilon} \frac{d^2 U_{f1}}{dY^2} - \frac{U_{f1}}{D\alpha} = 0 \quad Y_1 < Y \leq Y_2 \quad (4-70)
\]

\[
1 + \frac{d^2 U_{f2}}{dY^2} = 0 \quad Y_2 < Y \leq Y_3 \quad (4-71)
\]

The associated boundary conditions, equations (4-50) to (4-52) are likewise transposed to yield the following:

\[
Y = Y_1: \quad U = 0 \quad (4-72)
\]

\[
Y = Y_2: \quad \frac{1}{\varepsilon} \frac{\partial U_{f1}}{\partial Y} = \frac{\partial U_{f2}}{\partial Y} \quad U_{f1} = U_{f2} \quad (4-73)
\]

\[
Y = Y_3: \quad U = 0 \quad (4-74)
\]

Similarly, the equations for the transport of heat (equations (3-11), (3-13), (3-15), (4-53), and (4-54)) reduce to the following:

\[
\frac{d}{dY} \left[ \frac{d\theta_1}{dY} \right] + Q_1 = 0 \quad 0 < Y \leq Y_1 \quad (4-75)
\]
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\[ \frac{1}{k} \frac{d^2 \theta_{f1}}{dY^2} + Bi(\theta_s - \theta_{f1}) + \omega_f = 0 \quad Y_1 < Y \leq Y_2 \] (4-76)

\[ \frac{d^2 \theta_s}{dY^2} - Bi(\theta_s - \theta_{f1}) + \omega_s = 0 \quad Y_1 < Y \leq Y_2 \] (4-77)

\[ \frac{1}{\epsilon k} \frac{d^2 \theta_{f2}}{dY^2} + \omega_f = 0 \quad Y_2 < Y \leq Y_3 \] (4-78)

\[ \frac{d}{dY} \left[ \frac{d\theta_2}{dY} \right] + Q_2 = 0 \quad Y_3 < Y \leq 1 \] (4-79)

Furthermore, the thermal boundary conditions on the outer edges of the walls, equations (4-55) and (4-56) become:

\[ Y = 0: \quad \theta_1 = \theta_H \] (4-80)

\[ Y = 1: \quad \theta_2 = 1 \] (4-81)

The thermal interface conditions, equations (4-57) to (4-59) reduce to:

\[ Y = Y_1: \quad \theta_1 = \theta_s = \theta_{f1} \quad \left. \frac{d\theta_1}{dY} \right|_{Y=Y_1} = k e_1 \left. \frac{d\theta_{f1}}{dY} \right|_{Y=Y_1} + k k e_1 \left. \frac{d\theta_s}{dY} \right|_{Y=Y_1} \] (4-82)

\[ Y = Y_2: \quad \theta_{f1} = \theta_s = \theta_{f2} \quad \left. \frac{d\theta_{f2}}{dY} \right|_{Y=Y_2} = \epsilon \left. \frac{d\theta_{f1}}{dY} \right|_{Y=Y_2} + k \epsilon \left. \frac{d\theta_s}{dY} \right|_{Y=Y_2} \] (4-83)

\[ Y = Y_3: \quad \theta_2 = \theta_{f2} \quad \left. \frac{d\theta_2}{dY} \right|_{Y=Y_3} = \frac{k e_2}{\epsilon} \left. \frac{d\theta_{f2}}{dY} \right|_{Y=Y_3} \] (4-84)

Utilising the dimensionless parameters in equations (4-69), the dimensionless Nusselt number is given by the following relations.

\[ Nu = \frac{2 \epsilon (Y_3 - Y_1)}{k e_1 (\theta_{f1}(Y_1) - \theta_{f2, m})} \left. \frac{d\theta_1}{dY} \right|_{Y=Y_1} \] (4-85)

Where,
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\[
\theta_{f,m} = \frac{1}{(Y_3 - Y_1)U_m} \left( \int_{Y_1}^{Y_2} U_{f1} \theta_{f1} dY + \int_{Y_2}^{Y_3} U_{f2} \theta_{f2} dY \right) 
\]

\[
U_m = \frac{1}{(Y_3 - Y_1)} \left( \int_{Y_1}^{Y_2} U_{f1} dY + \int_{Y_2}^{Y_3} U_{f2} dY \right) 
\]

\[
Q_w = \frac{d\theta_1}{dY} \bigg|_{Y=Y_1}
\]

Upon normalisation using the dimensionless variables given in equation (4-69) the dimensionless local volumetric entropy generation rate, \(N_{si}\) (for \(i = 1, f1, f2, s\)) is given by for each individual phase:

\[
N_{s1} = \frac{1}{\theta_1^2} \left( \frac{d\theta_1}{dY} \right)^2 \quad 0 < Y \leq Y_1 \quad (4-89)
\]

\[
N_{sf1} = \frac{k_{e1}}{\theta_{f1}^2} \left( \frac{d\theta_{f1}}{dY} \right)^2 + \frac{kk_{e1}Br(\theta_s - \theta_{f1})^2}{\theta_s \theta_{f1}} + \frac{kk_{e1}BrU_{f1}^2}{Da \theta_{f1}} \quad Y_1 < Y \leq Y_2 \quad (4-90)
\]

\[
N_{ss} = \frac{kk_{e1}}{\theta_s^2} \left( \frac{d\theta_s}{dY} \right)^2 + \frac{kk_{e1}Bi(\theta_s - \theta_{f1})^2}{\theta_s \theta_{f1}} \quad Y_1 < Y \leq Y_2 \quad (4-91)
\]

\[
N_{sf2} = \frac{k_{e1}}{\epsilon \theta_{f2}^2} \left( \frac{d\theta_{f2}}{dY} \right)^2 + \frac{kk_{e1}Br(\theta_s - \theta_{f2})^2}{\theta_f \theta_{f2}} \quad Y_2 < Y \leq Y_3 \quad (4-92)
\]

\[
N_{s2} = \frac{kk_{e2}}{\theta_{f2}^2} \left( \frac{d\theta_{f2}}{dY} \right)^2 \quad Y_3 < Y \leq 1 \quad (4-93)
\]

Finally, the dimensionless volumetric averaged entropy generation rate, \(N_t\) is defined as

\[
N_t = \int_0^1 N_{si} dY. \quad (4-94)
\]
4.2.6 Velocity profiles

The normalised velocity equation for the clear fluid region equation (4-71) is readily solved to reveal the following velocity profile,

\[ U_{f2} = \frac{-Y^2}{2} + A_1Y + A_2. \]  

(4-95)

Nevertheless, equation (4-70) is more complicated, though may be solved using standard techniques for the solution of a second order differential equation. Application of boundary conditions (4-72) to (4-74) allow the determination of the constants. Its analytical solution results in the following velocity profile for the fluid in the porous region:

\[ U_{f1} = \frac{-2(2A_2 - 2Da + 2A_1Y_2 - Y_2^2) \cosh\left(\frac{z}{2}(Y - Y_1)\right)}{\cosh(2zY_1) - \cosh(2zY_2) + \sinh(2zY_1) - \sinh(2zY_2)} \]

\[ + \frac{\cosh\left(\frac{z}{2}(Y + Y_1 - 2Y_2)\right) \sinh\left(\frac{z}{2}(Y - Y_1)\right)}{\cosh(2zY_1) - \cosh(2zY_2) + \sinh(2zY_1) - \sinh(2zY_2)} [(\cosh(z(Y_1 + Y_2)) + \sinh(z(Y_1 + Y_2))] \]

Where \( A_1 \) and \( A_2 \) are constants and \( z = \sqrt{\frac{\varepsilon}{Da}} \).

4.2.7 Temperature profiles

Equations (4-76) and (4-77) may be decoupled by increasing the order of derivatives to form a new set of differential equations in a manner that each equation contains only one dependent variable, either \( \theta_s \) or \( \theta_{f1} \). This gives rise to the following decoupled equations for the solid and fluid phases, respectively.

\[ \theta_s''''(Y) - Bi(k + 1)\theta_s''(Y) - Bik(\omega_f + \omega_s) = 0 \]  

(4-97)

\[ \theta_{f1''''}(Y) - Bi(k + 1)\theta_{f1''}(Y) - Bik(\omega_f + \omega_s) = 0 \]  

(4-98)
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Since these equations are fourth order in \( \theta_s \) and \( \theta_{f1} \), two more boundary conditions for each of \( \theta_s \) and \( \theta_{f1} \) are required for the closure of the system. The first of each of these is obtained by evaluating the second order derivative terms of equations (4-76) and (4-77) at \( Y = Y_2 \) and applying the conditions of equation (4-83) to yield:

\[
\theta_{f1}''(Y_2) = -k \omega_f, \quad \theta_s''(Y_2) = -\omega_s. \quad (4-99)
\]

Obtaining the remaining conditions requires taking the derivative of equations (4-76) and (4-77) with respect to \( Y \) and evaluating them at \( Y = Y_2 \). After some algebraic manipulations, the following equations result to complete the closure of the system:

\[
\theta_{f1}'''(Y_2) = -Bi \left( \theta_{f1}'(Y_2)(1 + k) - \frac{1}{\varepsilon} \theta_{f2}'(Y_2) \right) \quad (4-100)
\]

\[
\theta_s'''(Y_2) = Bi \left( \theta_s'(Y_2)(1 + k) - \frac{1}{\varepsilon} \theta_{f2}'(Y_2) \right) \quad (4-101)
\]

The system of equations (4-75), (4-78), (4-79), (4-97) and (4-98) can now be solved analytically. The resulting general solutions for the temperature distributions in the lower solid wall, the porous solid phase, the fluid inside porous phase, the clear fluid and the upper solid wall are, respectively, governed by:

\[
\theta_1(Y) = \frac{1}{2} (-Q_1 Y^2 + 2\theta_H + 2B_1 Y) \quad (4-102)
\]

\[
\theta_s(Y) = -\frac{k(\omega_f + \omega_s)Y^2}{2(1 + k)} + \frac{e^{\alpha Y} B_2}{\alpha^2} + \frac{e^{-\alpha Y} B_3}{\alpha^2} + B_4 + B_5 Y \quad (4-103)
\]

\[
\theta_{f1}(Y) = -\frac{k(\omega_f + \omega_s)Y^2}{2(1 + k)} + \frac{e^{\alpha Y} B_6}{\alpha^2} + \frac{e^{-\alpha Y} B_7}{\alpha^2} + B_8 + B_9 Y \quad (4-104)
\]

\[
\theta_{f2}(Y) = -\frac{1}{2} k \omega_f \varepsilon Y^2 + B_{10} + 2B_{11} Y \quad (4-105)
\]

\[
\theta_2(Y) = \frac{1}{2} (-Q_2 Y^2 + Y (2 + Q_2 - 2B_{12}) + 2B_{12}) \quad (4-106)
\]

where \( B_1 \) to \( B_{12} \) are constants and \( \alpha = \sqrt{Bi(k + 1)} \).
In order to find the particular solutions to the above equations, the boundary and interface conditions (equations (4-80) to (4-84), (4-99) to (4-101)) need to be used. The algebraic manipulations required to elucidate the coefficients for equations (4-102) to (4-106) are rather substantial. To handle this, Wolfram Mathematica was employed to solve the expressions analytically and deliver the constants listed above. These constants are particularly involved and very lengthy whilst simultaneously not particularly enlightening and therefore are not shown here.

4.2.8 LTE Temperature solution

In order to obtain the LTE equations governing the temperature distribution of the system in the porous region, it is first necessary to add equations (4-76) and (4-77). This results in:

\[ \frac{1}{k} \theta_{f1}'' + \theta_{s}'' + \omega_f + \omega_s = 0. \]  
\[ (4-107) \]

Local thermal equilibrium condition implies the temperature of the solid and fluid phases of the porous medium are equal. Thus, \( \theta_s = \theta_{f1} = \theta_p \), where \( \theta_p \) is the temperature function of the porous medium under LTE condition. This permits expressing the one-equation model as

\[ \left( \frac{1}{k} + 1 \right) \theta_p'' + \omega_f + \omega_s = 0. \]  
\[ (4-108) \]

Equation (4-108) is subject to the following boundary conditions

\[ \theta_1(Y_1) = \theta_p(Y_1), \quad \theta_{f2}(Y_2) = \theta_p(Y_2), \]  
\[ (4-109) \]

\[ \theta_{f2}'(Y_2) = (\varepsilon + \varepsilon k) \theta_p'(Y_2), \quad \theta_1'(Y_1) = (k_{e1} + k k_{e1}) \theta_p'(Y_1). \]  
\[ (4-110) \]

Rearranging and integrating equation (4-108) and the system of equations (4-75), (4-78), (4-79) and applying boundary conditions (4-109) and (4-110) yields the LTE temperature distribution, which reads
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\[ \theta_p(Y) = \frac{-k(\omega_f + \omega_s)Y^2}{2(1 + k)} + C_{1p}Y + C_{2p}, \]  

(4-111)

where \( C_{1p} \) and \( C_{2p} \) are constants. They are not shown here in expanded form as they are substantial and the included details do not serve to further illuminate.

4.3 Validation

It is well established that by increasing the internal heat exchanges within the porous insert the temperature difference between the solid and fluid phases diminishes [89,109]. Thus, under this condition, the system is brought towards local thermal equilibrium. The Biot number (\( Bi \)) is a measure of internal heat exchanges in the porous medium and therefore at high Biot numbers the LTE and LTNE solutions presented in Sections 4.2.7 and 4.2.8 should approach each other. This validation method has been employed previously in the analyses of similar problems, e.g. [100], and can be also used in the current theoretical work. Figure 4-2a shows the solid phase temperature profile across the system derived through LTNE calculations at \( Bi = 100 \) and compare those with their corresponding values calculated under LTE assumption. A similar comparison is made in Figure 4-2b for the LTE and LTNE models to calculate the Nusselt number. Different values of the surface temperature ratio have been considered in these figures. The excellent agreements between the two approaches observed in Figure 4-23a and b confirm the validity of the mathematical solutions of Section 4.2.
Figure 4-2  a) - Temperature distribution showing LTNE solution as solid black line and LTE solution as red dots for various values of the lower wall temperature, $\theta_H$ and b) - Variation in Nusselt number versus varying lower wall thickness, with the LTNE solution as the solid black line and the LTE solution as the red dots for various values of the lower wall temperature, $\theta_H$. 

\begin{align*}
Y_1 &= 0.2, \ Y_2 = 0.6, \ Y_3 = 0.9, \\
\omega_z &= 2, \ \omega_f = 2, \ k = 0.5, \\
Q_1 &= 1, \ Q_2 = 1, \ Bi = 100, \\
k_{\varepsilon 1} &= 0.5, \ k_{\varepsilon 2} = 0.5, \ \epsilon = 0.9 \\
\theta_H &= 3, 4, 5, 6
\end{align*}
4.4 Temperature distributions

The problem under investigation is applied to four main test cases on the basis of the exothermicity source terms. Table 4-1 summarises these cases. Case 1 includes a source term in the solid phase of the porous medium and no exothermicity in the fluid. This case is a representation of the processes enhanced by external radiation of microwaves or other sources of electromagnetic waves [126,177]. Examining the definition of $\omega_s$ it can be seen that with $T_C = 30^\circ C$, $h_4 = 1\text{mm}$, and a $k_{es}$ of order of magnitude 1-10 then a solid phase heat source term, $s_S$ would be of order of magnitude approximately $100 \text{kW/m}^3$.

This is easily accomplished with either the aforementioned mechanisms or a radioactive source. In Case 2, heat is generated within the fluid phase, which represents a large group of exothermic or endothermic chemical reactions [2]. The definition of $\omega_f$ is identical to that of $\omega_s$ with the exception that a fluid phase source term is involved instead of a solid phase one. As such any chemical reaction with an enthalpy of reaction of the order of 10-100 kJmol$^{-1}$ would be sufficient. Consider, for example, a one molar aqueous solution would contain about 1000 moles of solute in one cubic metre. In Case 3, both solid and fluid phases include thermal energy source terms. Case 4, however, is a model of a microchannel flow without any thermochemical activity. This provides a basic test case for comparison with the other three cases. In all of the temperature and local entropy generation plots provided in this investigation, the solid line is the specification of the system for the solid phase in that point, and the dashed line is the specification of the system for the fluid phase. In the porous medium of the microchannel, as LTNE model has been used, both solid and dashed lines are seen.

<table>
<thead>
<tr>
<th>Case</th>
<th>$\omega_s$</th>
<th>$\omega_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Case 2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Case 3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Case 4</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Further, throughout the proceeding discussions the thickness of different components of the system are specified indirectly through determining the values of the three parameters \( h_1, h_2 \) and \( h_3 \) (see Figure 4-1). The default values for the parameters within this study are detailed in Table 4-2. These values will be used for all figures unless otherwise stated. The hydrodynamics of configuration shown in Figure 4-1 has been previously analysed by Torabi et al. [191]. In short, the velocity distribution includes zero velocity on the walls and smooth transition from channel flow to that in the porous insert. Further discussion about the hydrodynamics of the problem can be found in Refs. [191,192] and is not repeated here.

**Table 4-2 Dimensionless parameters and the associated default values**

<table>
<thead>
<tr>
<th>Dimensionless Parameter</th>
<th>Default Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Bi ) Biot Number</td>
<td>0.5</td>
</tr>
<tr>
<td>( Br ) Brinkman number</td>
<td>10</td>
</tr>
<tr>
<td>( Da ) Darcy Number</td>
<td>( 10^{-3} )</td>
</tr>
<tr>
<td>( k ) Porous thermal conductivity ratio</td>
<td>2</td>
</tr>
<tr>
<td>( k_{e1} ) Lower wall thermal conductivity ratio</td>
<td>0.1</td>
</tr>
<tr>
<td>( k_{e2} ) Upper wall thermal conductivity ratio</td>
<td>0.1</td>
</tr>
<tr>
<td>( Q_1 ) Volumetric heat source in lower wall</td>
<td>1</td>
</tr>
<tr>
<td>( Q_2 ) Volumetric heat source in upper wall</td>
<td>1</td>
</tr>
<tr>
<td>( Y_1 ) Lower wall thickness</td>
<td>0.2</td>
</tr>
<tr>
<td>( Y_2 ) Porous insert thickness</td>
<td>0.5</td>
</tr>
<tr>
<td>( Y_3 ) Upper wall thickness</td>
<td>0.8</td>
</tr>
<tr>
<td>( \epsilon ) Porosity</td>
<td>0.9</td>
</tr>
<tr>
<td>( \theta_H ) Lower wall temperature</td>
<td>3</td>
</tr>
</tbody>
</table>

Geometrical configuration of the microchannel is expected to strongly affect the temperature distributions within the system. Figure 4-3 to Figure 4-8 investigate the extent of these effects through varying the thicknesses of the lower wall (Figure 4-3 and Figure 4-4), the porous insert (Figure 4-5 and Figure 4-6) and the upper wall (Figure 4-7 and Figure 4-8).
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Figure 4-3 Temperature distribution with various values of the lower wall thickness number, $Y_1$ for a) Case 1, b) Case 2, c) Case 3, and d) Case 4. Dashed line represent fluid phase, solid lines represent solid phase.

These figures show the profile of the non-dimensional solid and fluid temperatures across the system under the four test cases specified in Table 4-1 and a similar set of other parameters. The temperature profiles of the entire system have been shown in Figure 4-3, Figure 4-5, and Figure 4-7. For clarity Figure 4-4, Figure 4-6, and Figure 4-8 are focused on the porous region.

Figure 4-3 d to Figure 4-8 d clearly show that for Case 4 with no exothermicity, the temperature profile features a simple behaviour under all investigated configurational variations. This includes a linear temperature distribution in all components of the system, which is a manifestation of classical conductive systems. Further, the fluid and solid temperature difference always remains negligible implying the domination of LTE in this particular case. Due to the fluid flow being extremely slow, and only conductive heat transfer occurring as described in Chapter 3, the linear conductive thermal field is observed.
Figure 4-4 Temperature distribution with various values of the lower wall thickness number, $Y_1$ focus on the porous region for a) Case 1, b) Case 2, c) Case 3, and d) Case 4. Dashed line represent fluid phase, solid lines represent solid phase.

However, the situation is significantly altered by the introduction of exothermicity in test Cases 1-3. Addition of internal heat generation to the solid phase of the porous insert, in Case 1, makes this phase hotter than the adjacent fluid phase.

This behaviour can be equally seen in part a) of Figure 4-3 to Figure 4-8. Increasing the lower wall thickness in Figure 4-3 a and Figure 4-4 a reduces the temperature difference between the solid and fluid phases and therefore the system approaches local equilibrium state. As the lower wall thickness increases, the thickness of the porous insert decreases and so the quantity of heat generated by the volumetric source in the solid phase likewise decreases. This leads to the observed effect in Figure 4-5 a and Figure 4-6 a whereby the temperature difference between the solid and fluid phases decreases with increasing lower wall thickness.
Figure 4-5 Temperature distribution with various values of the Porous insert thickness number, $Y_2$, for a) Case 1, b) Case 2, c) Case 3, and d) Case 4. Dashed line represent fluid phase, solid lines represent solid phase.

Similarly decreasing the thickness of porous insert in Figure 4-5 a and Figure 4-6 a has the same effect, the corresponding reduction of volumetric heat source reduces the degree to which the temperature is augmented in the solid phase as compared to the fluid phase.
Figure 4-6 Temperature distribution with various values of the porous insert thickness number, $Y_2$ focussing on the porous insert for a) Case 1, b) Case 2, c) Case 3, and d) Case 4. Dashed line represent fluid phase, solid lines represent solid phase.

The same applies to Figure 4-5 a and Figure 4-6 a, in which as the thickness of the porous insert increases and the total volume of the microchannel is occupied by the porous material LTNE becomes more dominant.
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Figure 4-7 Temperature distribution with various values of the upper wall thickness number, $Y_3$ for a) Case 1, b) Case 2, c) Case 3, and d) Case 4. Dashed line represent fluid phase, solid lines represent solid phase.

However, although still existing, this trend is less pronounced in Figure 4-7 a and Figure 4-8 a, corresponding to the changes in the thickness of the upper wall. Here the difference between solid and fluid temperatures remains roughly constant as does the porous insert thickness. The increase in the upper wall thickness has the effect of significantly reducing the temperature at the interface between the porous insert and the clear fluid. This is likely due to the significantly larger thermal conductivity of the upper wall as compared that of the clear fluid. Thus the boundary between the clear fluid and the upper wall is at a decreases temperature for a thicker upper wall. So there is a corresponding decrease in temperature at the interface between the clear fluid and the porous medium since for a thick walled system, there is very little on the way of clear fluid available to mitigate this reduced temperature.
Figure 4-8 Temperature distribution with various values of the upper wall thickness number, $Y_5$, focus on the porous insert for a) Case 1, b) Case 2, c) Case 3, and d) Case 4. Dashed line represent fluid phase, solid lines represent solid phase.

Moving to Case 2, investigated in part b of Figure 4-3 to Figure 4-8, results in a substantial temperature difference in the porous region, which persists under all configurational variations. Compared with Case 1, temperature difference between the two phases in the porous medium of the system in case 2, has greatly increased (see Figure 4-4 b, Figure 4-6 b and Figure 4-8 b). In all of the investigated cases, having nine-fold more fluid phase within the porous insert compared to that of the solid phase, i.e. $\epsilon = 0.9$, may be an important reason for the major quantitative differences between the temperature fields within the porous medium of cases 1 and 2. Additionally, the heat source term also increases the temperature in the clear fluid region in Case 2. In Case 1 when the source term is only in the solid phase, the added heating (as compared to Case 4) is only in the porous insert. This effect serves to increase the temperature of the boundary layer between the porous insert and
the clear fluid. However, as intuitively can be perceived, the inclusion of the source term in the solid phase of the porous media, i.e. Case 1, increases the temperature of the solid phase compared to that of the fluid phase. Similarly, the fluid phase temperature of the porous medium in case 2 is higher than the temperature of the solid phase. In a qualitative agreement with that discussed for Case 1, increasing the thicknesses of the lower wall and the porous insert tends to reduce the temperature difference between the two phases in the porous part of the system. This behaviour is almost repeated in Figure 4-3 c to Figure 4-8 c, in which equal exothermicity applies to the solid and fluid phases (Case 3). Once again, it must be considered that due to the default porosity value, there is considerably less heat source in the solid phase and as such it is at a lower temperature. This is compounded by the fluid phase having a lower thermal conductivity (than the solid or walls). There is some degree of interstitial heat transfer, but this is limited by the Biot number value chosen, preventing there from being homogeneous temperature distribution. Additionally, the heat produced within the clear fluid section of the channel again increases the temperature on the boundary between the clear fluid and the porous insert. Coupled with the presence of heat sources throughout the channel, this leads to temperatures within the porous insert exceeding that of the hot wall. The local equilibrium trend observed here is generally in keeping with that discussed in partially-filled porous channels with exothermicity [98,108]. Nevertheless, inclusion of the thick walls in the present problem makes the thermal behaviour of system more complicated. For instance, Figure 4-3 and Figure 4-4 imply that variations in the thickness of the lower walls do not affect the temperature of the upper wall. Yet, modifying the thickness of the porous layer (Figure 4-5 and Figure 4-6) and that of the upper wall (Figure 4-7 and Figure 4-8) can change the temperature of the entire system noticeably.

The preceding analysis indicates that the strength of internal heat generations is an important parameter influencing the thermal characteristics of the system. This is further investigated in Figure 4-9 a to Figure 4-9 d through varying the thermal energy source terms within the fluid and solid phases for two different values of porosity. The range of this variation includes negative values of the source terms, which refers to endothermic chemical reactions (such as those encountered in reforming processes [103]). Figure 4-9 a and Figure 4-9 b show that variation in the internal heat sources within the fluid phase can majorly modify the temperature profiles across the system. Further, the temperature difference between the fluid and solid phases in the porous region is strongly affected by this parameter [98,108]. Larger values of internal heat generation in the fluid temperature signify the temperature difference and push the system towards LTNE.
Figure 4-9 Temperature distribution with different values of exothermicity and endothermicity a) in the porous fluid phase, $\omega_f$ for porosity, $\varepsilon = 0.9$, b) in the porous fluid phase, $\omega_f$ for porosity, $\varepsilon = 0.5$, c) in the porous solid phase, $\omega_s$ for porosity, $\varepsilon = 0.9$, and d) in the porous solid phase, $\omega_s$ for porosity, $\varepsilon = 0.5$. Dashed line represent fluid phase, solid lines represent solid phase.

These arguments equally apply to Figure 4-9 c and Figure 4-9 d, in which internal heat generation is limited to the solid phase of the porous medium. As an important difference, however, heat generation in the solid phase appears to be less capable of disturbing the local thermal equilibrium of the system. The cause of this for the case where porosity, $\varepsilon = 0.9$ is again chiefly down to the fact that a volumetric heat source in the solid phase will be considerably lower in heat output than that in the fluid phase due to the significant difference in volume of each material. However, when the porosity, $\varepsilon = 0.5$ then there are equal amounts in the solid and fluid phases and yet with the source term in the fluid phase, the system tends to depart further from the LTE condition and towards LTNE. This may be due to the difference in thermal conductivity between the solid and fluid phases since in Figure 4-9 a value of $k = 2$ is used. To clarify the effect that thermal conductivity has,
Figure 4-10 shows how the temperature field varies with thermal conductivity ratio (with porosity, \( \varepsilon = 0.5 \)) for Case 3. As can be seen, for \( k = 0.5 \) (where the fluid phase has greater thermal conductivity), the temperature difference between the phases is similar to that observed for \( k = 2 \). Additionally, when the effective thermal conductivities are equal, LTE conditions are observed. This helps explain why the solid phase appears less able to cause deviation from LTE conditions in Figure 4-9 b compared to Figure 4-9 d.

![Temperature distribution](image)

**Figure 4-10** Temperature distribution for Case 3 with \( \varepsilon = 0.5 \) for various values of \( k \).

Dashed line represent fluid phase, solid lines represent solid phase.

### 4.5 Nusselt number

Section 4.4 showed that the geometrical configuration of the microreactor can significantly affect the temperature distributions. This implies that the rates of heat transfer and therefore the Nusselt number would change by varying the system configuration. Figure 4-11 to Figure 4-13 illustrate such modifications of Nusselt number. Figure 4-11 depicts the values of Nusselt number, for the four cases of Table 4-1. In this figure, the Nusselt number has been calculated for a few different values of porosity. A comparison of Figure 4-11 a-d reveals that variation in the exothermicity in Cases 1-4 causes significant qualitative and quantitative changes in the behaviour of the Nusselt number. In the basic case with no exothermicity (Case 4 shown in Figure 4-11 d and Figure 4-12 d), the behaviour of the
Nusselt number is monotonic with respect to increase in the thickness of the lower wall and increasing porosity of the porous insert. In Figure 4-11 d, the Nusselt number has a value between 4 and 5 for the thin wall system and its magnitude decreases sharply by thickening the lower wall. Introduction of exothermicity in Figure 4-11 a-c results in a general decrease in the numerical value of the Nusselt number. This observation is consistent with the fact that for Cases 1 to 3 the average temperature across the channel, shown in Figure 4-3 and Figure 4-4, is higher than that of Case 4.

![Graphs showing variation in Nusselt number](image)

**Figure 4-11** Variation in Nusselt number versus the lower wall thickness, $Y_1$, for different values of porosity for a) Case 1, b) Case 2, c) Case 3, and d) Case 4.

Lower heat transfer coefficients in the internally heat generating cases leads to higher temperatures in the system and therefore larger heat transfer potentials. Comparison to the thermal fields shown in Figure 4-4 c shows that for thin lower walls (and thereby thicker porous inserts) yields higher temperatures, which fall as $Y_1$ increases. As such there is an observed increase in Nusselt number in Figure 4-11 c until a $Y_1$ value between 3 and 4 is
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obtained, it is in this transitional zone that there ceases to be a significant temperature increase in Figure 4-4 c. At this point there is a larger temperature difference between the bulk flow and the lower wall surface leading to lower heat transfer coefficients and a corresponding decrease in Nusselt number. Further, Figure 4-11 b and c show that in Cases 2 and 3 there exist optimal values of the lower wall thickness, which render the maximum Nusselt number. Figure 4-11 c indicates that the optimal thickness increases with increasing the porosity. It follows that in microreactors with exothermic fluids the thickness of the wall can play a significant role in heat transfer characteristics of the system. For example, as it can be clearly seen from Figure 4-11 b, for $\varepsilon = 0.9$, the Nusselt number is maximised when the lower wall thickness is close to $Y_1 = 0.15$. This is particularly important as the current analysis shows that introduction of exothermicity in the fluid can generally bring down the Nusselt number in comparison with the corresponding system with no exothermicity. Hence, selecting the right wall thickness becomes an essential task in the thermal design of microreactors with highly exothermic reactions.

It is, generally, known that the thickness of the porous insert in the partially-filled conduits is an essential parameter dominating the rate of heat transfer [86,100]. Figure 4-12 shows that thick wall microchannels with exothermic chemical reactions can further substantiate the role of porous insert thickness. In Figure 4-12 a (Case 1), starting from a relatively thin porous insert ($Y_2 = 0.2$) and increasing the thickness of the porous layer can strongly influence the value of the Nusselt number. This is more pronounced at higher values of porosity. Figure 4-12 a shows that for small thicknesses of the porous insert, first there is a Nusselt number decreasing trend, which continues till a minimum value is reached. For very thin porous inserts there is fluid that is at extremely low velocity adjacent to the channel wall which inhibits the heat transfer from the wall. It acts in a manner which is not unlike that of a thickened laminar boundary layer which inhibits forced convection. As the porous insert thickens, so this layer thickens and further reduces the Nusselt number. However, once the layer reaches approximately $Y_2 = 0.5$ the flow within the porous layer begins to increase until the channel becomes fully filled and slug flow is achieved [193]. Slug flow is known to enhance the Nusselt number significantly and as such there is a rapid increase in Nusselt number as the channel approaches a fully filled porous state [193].

The exact value of this minimum Nusselt number depends upon the configurational parameters such as porosity. Nonetheless, Figure 4-12 a indicates that while making the insert more porous can generally increase the Nusselt number, the location of the minimum point remains more and less insensitive to this parameter. Figure 4-12 b shows that addition
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of exothermicity to the fluid (Case 2) alters the situation noticeably. Here, for the small thicknesses of the porous insert Nusselt number is almost independent of the porosity. The Nusselt number is sensitive to the bulk temperature of the flow and addition of porous solid (which for Case 2 does not release heat) causes the bulk flow to exhibit comparatively lower temperatures since it replaces fluid containing exothermicity. Clearly for greater thickness and lower porosity a greater volume of heat sources are being replaced by this solid and so for thick inserts lower porosity decrease bulk temperature and thus enhances the heat transfer coefficient leading to higher Nusselt numbers. For very thin porous inserts, there is very little in the way of heated fluid being replaced and so porosity has only a limited effect on the bulk flow temperature. This leads to the Nusselt number being almost constant for very thin porous inserts as shown in Figure 4-12 b.

Figure 4-12 Variation in Nusselt number versus the porous insert thickness, $Y_2$, for different values of porosity for a) Case 1, b) Case 2, c) Case 3, and d) Case 4.
Further increase in the thickness of the porous insert results in increasing the value of Nusselt number, while the rate of increase appears to be greater at higher porosities. Considering exothermicity in both solid and fluid (Case 3 shown in Figure 4-12 c) complicates the behaviour of the Nusselt number. Similar to that discussed for Case 1 (Figure 4-12 a) increasing the thickness of the porous insert in Case 3 first results in the reduction of the Nusselt number and development of minima in Figure 4-12 c. This is particularly noticeable for the highest value of porosity. Once again, the locations of these minima are not strongly affected by the changes in porosity. Further thickening the porous insert significantly increases the value of Nusselt number. Nonetheless, comparing to Figure 4-12 a and b for a given thickness of the porous insert the numerical value of the Nusselt number in Figure 4-12 c is considerably lower. Removing all sources of exothermicity in Figure 4-12 d (Case 4) greatly simplifies the problem. Here, for all investigated porosities, the Nusselt number increases monotonically with increases in the thickness of the porous insert. Importantly, the numerical values of the Nusselt number in Figure 4-12 d are always higher than all other cases, revealing the interfering role of exothermicity in the heat convection process. These significant modifications through addition of exothermicity clearly reflect the importance of considering the exothermic terms under an LTNE framework.

Figure 4-13 illustrates the effects of changes in the thickness of the upper wall of Figure 4-1 on the Nusselt number. The general trend observed in this figure reflects that of Figure 4-11, in which the value of the Nusselt number is often correlated with the porosity and wall thickness. However, unlike the lower wall effects shown in Figure 4-11, thickening of the upper wall results in a monotonic increase of the Nusselt number. An exception to this is case 3 (Figure 4-13 c), in which, at the highest investigated porosity, the Nusselt number variation versus the wall thickness features a maximum point.
Figure 4-13 Variation in Nusselt number versus the upper wall thickness, $Y_3$, for different values of porosity for a) Case 1, b) Case 2, c) Case 3, and d) Case 4.

Figure 4-11 to Figure 4-13 clearly show that in the absence of internal heat generation the heat transfer behaviour of the microchannel shown in Figure 4-1 is fairly simple. However, inclusion of exothermicity in the system can introduce major complexities. As such, the changes of the Nusselt number with respect to change in the thickness of the system components is not monotonic anymore and can feature extremum points. Further, the existence of exothermic sources in the microchannel can signify the sensitivity of the heat transfer processes to the porosity of the porous insert and cause a general reduction in the value of the Nusselt number. Clearly, these findings have direct consequences upon the design and operation of microreactors.
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**Figure 4-14** Variation in Nusselt number versus thermal generation in the lower wall, $Q_1$, for different values of porosity for a) Case 1, b) Case 2, c) Case 3, and d) Case 4.

The microchannel configuration under investigation (Figure 4-1) can include internal heat generations within the thick walls of the system. As discussed earlier, this is a manifestation of the absorption of microwaves or infrared waves by the solid structure of the microreactor. Figure 4-14 demonstrates the variations of the Nusselt number due to the changes in the internal heat generation within the lower wall. The existence of a general positive correlation between the Nusselt number and wall internal heat generation is clear in this figure. In keeping with the results shown in other figures, high values of porosity in Figure 4-14 produce larger Nusselt numbers.
Figure 4-15 Variation in Nusselt number versus a) porosity, $\varepsilon$, for different values of heat generation in the lower wall, $Q_1$ for Case 3, b) heat source/sink in the porous solid phase, $\omega_s$, for different values of porosity, and c) heat source/sink in the fluid phase, $\omega_f$, for varying values of porosity.
The relation between the Nusselt number and the porosity of the porous layer is further investigated in Figure 4-15 a. This figure shows changes of the Nusselt number against porosity for varying values of the lower wall internal heat generation. Evidently, Figure 4-15 a features an extremum behaviour and reflects initial increase of the Nusselt number with increasing the porosity followed by a sudden drop. Interestingly, variation of the intensity of heat generation in the wall appears to have a relatively small effect on the optimal porosity and the maximum Nusselt number. The reason for this may be connected to the effect of porous insert thickness upon Nusselt number. Consider that the increase in porosity increases the volume of fluid present in the porous insert; this fluid has very low velocity, but nonetheless has some velocity. Obviously, the solid does not. This causes an increase in Nusselt number initially by virtue of the effect the velocity field has upon the mean temperature. This is expressed mathematically in equation (4-86). However, the increase in porosity would also lead to a continued increase of low thermal conductivity fluid creating a similar effect to the thickened laminar fluid boundary layer previously discussed. These effects counteract one another until a maximum is reached at the point where they balance out. This point would not be expected to change significantly with \( Q_1 \) value since it related predominantly to the amount of fluid phase present and as such, the maximum position does not vary greatly in Figure 4-15 a. Eventually the still fluid effect take precedence and the Nusselt number begins to drop. It is further worthy of note at this point that the graph has a base \( Y_2 \) value of 0.5 and thus is of relatively low thickness.

This brings about the explanation for the feature seen in Figure 4-14c, whereby the porosity changes from 0.5 to 0.9 and yet the value of the Nusselt number is not significantly different for \( Q_1 = 10 \). As the proposed explanation above describes, once the porosity passes the maximum value at about a porosity of 0.65, the associated Nusselt number decreases. It was suggested that this is due to the thin porous layer creating a still fluid region (as compared to the free fluid zone) and thus inhibiting the Nusselt number. The reason for the similarity in Nusselt Number for the these porosity values at \( Q_1 = 10 \) may simply be due to the still fluid effect drops the Nusselt number from its maximum to a lesser extent as \( Q_1 \) increases. This can be seen in Figure 4-15a where the difference between Nusselt number values at porosity of 0.5 and porosity 0.9 is less for \( Q_1 = 4 \) than for \( Q_1 = 1 \). The reason behind this would likely be due to the increased wall temperature associated with the increase in heat source within the wall. This would serve to mitigate the effect of the Nusselt number drop associated with the still fluid effect described previously.
The effects of exothermicity and endothermicity within the fluid and porous solid phase upon the Nusselt number are investigated in Figure 4-15 b and c. It is clear from these figures that reduction of the endothermicity and increases in the exothermicity in either of the fluid and porous solid phase results in decreasing the Nusselt number. For a similar range of internal heat generation in Figure 4-15 b and c, the Nusselt number drop in Figure 4-15 b is more significant. This implies that compared to that of porous solid, the fluid exothermicity/endothermicity has a stronger effect upon the Nusselt number. Further, Figure 4-15 b and c both show that as the magnitude of exothermicity increases the influences of porosity on the value of Nusselt number decreases. This trend is particularly clear in Figure 4-15 c. A comparison between Figure 4-15 b and c further reveals that the numerical value of Nusselt number varies significantly by shifting the internal heat source from the fluid to the solid phase. This is yet another factor emphasising the importance of considering LTNE approach in the thermal analysis of microreactors.
4.6 Entropy generation

4.6.1 Local entropy generation

The effects of configurational variations on the local generation of entropy across the microchannel has been analysed in Figure 4-16 to Figure 4-18. Figure 4-16 shows the modification of local entropy generation caused by the changes in the thickness of the porous layer. The four cases of Table 4-1 have been investigated in this figure. As a general trend in Figure 4-16, it is observed that for all cases the generation of entropy increases by thickening the porous layer. This increase can be seen in all components of the system (the solid walls, solid and fluid phase within the porous region and the fluid phase in the clear region).

In the upper wall, it can be seen from the temperature field show in Figure 4-5 that in all cases the temperature is greater for greater thicknesses of porous insert. This increased temperature is the cause of the increased entropy generation in the upper wall. This is also the case for the clear fluid, however, the entropy values in this zone are considerably greater than those in the upper wall. This implies that there is an additional mechanism at work. This comes from the contribution due to the velocity, which exhibits a sharp increase from the wall at zero velocity to the mid-point of the clear fluid region. This velocity gradient generates a significant quantity of entropy to the system. For greater porous insert thickness, there is a narrower clear fluid region and so a corresponding increase in fluid velocity and gradient. This gives rise to the observed increase in local entropy generation in the clear fluid region. Within the porous region (both solid and fluid) the increase in porous thickness means there is simply more porous material and so any contribution to entropy generation is increased. Additionally, for both the porous insert (both solid and fluid) and the lower wall, the temperature gradient \( \frac{d\theta}{dt} \) is greater for thicker porous inserts and as such the entropy generation is correspondingly greater.
Figure 4-16 Local entropy generation distribution with various values of the porous insert thickness, $Y_2$. Full graphs on left and graphs focusing on porous region on the right for a, b) - Case 1, c, d) - Case 2, e, f) - Case 3, g & h - Case 4. Dashed line represents fluid phase, solid lines represent solid phase.
Figure 4-17 Local entropy generation distribution with various values of the upper wall thickness, $Y_3$. Full graphs on left and graphs focusing on porous region on the right for a, b) - Case 1, c, d) - Case 2, e, f) - Case 3, g & h - Case 4. Dashed line represent fluid phase, solid lines represent solid phase.
Nonetheless, it appears that the fluid in the clear region and the solid upper wall are most affected by the variations in the thickness of the porous layer. Comparing to Case 1, the extent of these changes seem to be slightly larger in Cases 2 and 3, while Case 1 features the lowest local entropy generation. This is consistent with the observations made in similar configurations with zero wall thickness [98,108] and hence, is not further discussed. As stated earlier, the finite thickness of the microchannel walls is a distinctive feature in the thermal analysis of microreactors. The effects of variations in this parameter upon the local entropy generation have been depicted in Figure 4-17. This figure shows that, for all cases under investigation, altering the thickness of the upper wall of the microchannel, which is directly related to that of the clear section of the microchannel, noticeably affects the local entropy generation. It is clear from this figure that increasing the thickness of the upper wall of the channel signifies the local generation of entropy. This may be partially due to the fact that the thermal conductivity of the wall is much higher than that of the fluid material, and therefore increasing the thickness of the upper wall increases the rate of heat transfer, and consequently the local entropy generation rate is enhanced. Similar to that discussed in Figure 4-16, the extent of this increase is minimal in Case 1 (Figure 4-17g) and maximum in Case 3 (Figure 4-17e). However, the situation is different in the porous region, in which Case 2 shows the minimum local entropy generation (Figure 4-17d) and Cases 1 and 4 (Figure 4-17b and h) are the most irreversible Cases.

The thermal asymmetry due to the exposure of the system to two different temperatures at the outer most boundaries is expected to be a strong source of irreversibility. This thermal asymmetry is very common in microreactors and particularly can be found in reforming applications, in which sustaining the process is often subject to asymmetric transfer of heat [62,194]. Figure 4-18 shows how changes in the ratio of the outer surface temperatures, $\theta_H$, affects the local generation of entropy. According to this figure, entropy generation can be intensified by an order of magnitude with a modest change in $\theta_H$ between 1.5 and 5. Importantly, Figure 4-18 indicates that variations in $\theta_H$ can strongly affect the generation of entropy within the clear region of the microchannel and the upper wall. The existence of exothermic sources in the system (Cases 1-3 shown in Figure 4-18a,c and e) appear to magnify this irreversibility.
Figure 4-18 Local entropy generation distribution with various values of the lower wall temperature, $\theta_H$. Full graphs on left and graphs focusing on porous region on the right for a, b) - Case 1, c, d) - Case 2, e, f) - Case 3, g & h - Case 4. Dashed line represent fluid phase, solid lines represent solid phase.
Figure 4-19 a & b - Local entropy generation distribution for different values of $\omega_f$ and no heat source/sink in the solid porous phase. c & d - Local entropy distribution for different values of $\omega_s$ and no heat source/sink in the fluid phase. e & f - Local entropy distribution for different values of $\omega_f$ and $\omega_s$. Full graphs on left and graphs focusing on porous region on the right. Dashed line represent fluid phase, solid lines represent solid phase.
Given that in reality microreactors used for reforming can be exposed to catalytic combustion on one side and room temperature on other side, the value of $\theta_H$ is expected to be between 3 and 4 [62]. Figure 4-18 shows that at these values of $\theta_H$ the irreversibility caused by the thermal asymmetry of the system is quite significant and should be certainly included in any second law analysis of the microreactor.

Intuitively, the exothermicity of microreactor, represented by the internal heat generations within the solid and fluid phases, could be a major source of entropy production. Figure 4-19 implies that although the general notion of generation of entropy by exothermicity/endothermicity is correct, this factor is not as significant as other investigated parameters. Figure 4-19 e shows that, compared to a case with no internal heat generation, addition of relatively strong thermal energy source terms ($\omega_f = \omega_s = 2, -2$) alters the local entropy generation by less than 40%. A similar behaviour is observed in Figure 4-19 a and c, in which internal heat generation is respectively limited to the fluid and porous solid phase. This figure, further, shows that variation in the internal energy generation within the fluid and solid phases leads to a common intersection of entropy generation curves in the clear fluid region. This bifurcation behaviour is a characteristic of fluid conduits with internal heat generations and has been recently studied in Refs. [98,108]. The common intersections are also present inside the porous region, (Figure 4-19 b, d and f). They occur in the fluid phase for cases with internal heat generations in the fluid only (Figure 4-19 b) and equal thermal energy source term in the solid and fluid (Figure 4-19 f), and within the solid region when heat is exclusively generated inside the porous solid (Figure 4-19 d).

### 4.6.2 Total entropy generation

Integration of the local entropy generation over the entire volume of the system (as in equation (4-94)) results in the calculation of the total entropy generation. Although not shown here, a parametric study of the total entropy generation revealed that for all investigated cases in Table 4-1 increasing the porosity of the porous insert results in a considerable reduction of the total entropy. This appears to be true for all variations in the system geometrical configurations and also changes in the thermal asymmetry of the system. This may be due to the increase in solid phase which has higher thermal conductivity than the fluid phase it is replacing. This could serve to permit more efficient heat transfer between the hot and cold walls, thus reducing the thermal gradients and thereby the total entropy. The results discussed in sections 4.3 and 4.4 showed that the thickness of the upper wall is an important parameter influencing the temperature profiles and Nusselt number.
Figure 4-20 Total entropy versus porous insert thickness, $Y_2$ for various values of the upper wall thickness, $Y_3$.

Figure 4-21 Total entropy versus porous insert thickness, $Y_2$ for various values of the lower wall thickness, $Y_1$. 
It was, further, shown in section 4.5.1 that the wall thickness strongly affects the local generation of entropy. In Figure 4-20 the total entropy production, $N_t$, has been plotted against the thickness of the porous layer, $Y_2$ (for constant value of $Y_1$). In this figure the variations of $N_t$ versus $Y_2$ has been demonstrated for different values of the upper wall thickness ($Y_3$). This figure indicates that for a relatively thick upper wall ($Y_3 = 0.9$) there are two extremum points for the variations of the total entropy generation with the porous layer thickness. The first extremum point is a local maximum and occurs at thin porous thicknesses. As the porous layer grows in thickness a second extremum point appears in the form of a local minimum. Further increase in the thickness of the porous insert results in a monotonic growth in the total entropy generation. Alteration of the system configuration towards very thick upper walls ($Y_3 = 0.95$) shifts the location of the minimum point towards higher thicknesses of the porous insert. A qualitatively similar behaviour is observed in Figure 4-21, in which $N_t$ has been plotted versus $Y_2$ for different values of the lower wall thickness. Interestingly, however, smaller values of the lower wall thickness in Figure 4-21 have similar effects as high thicknesses of the upper wall in Figure 4-20.

![Figure 4-22 Total entropy versus the porous insert thickness, Y2, for different values of the lower wall temperature, $\theta_H$.](image-url)
It was observed in Sections 4.4 and 4.5.1 that the thermal asymmetry of the system has very strong effect upon the temperature fields, heat transfer and local entropy generation of the microreactor. Figure 4-22 shows that the pronounced influences of this parameter are readily extended to the total entropy generation. This figure depicts the variation of the total entropy versus thickness of the porous layer for three different values of the outer surfaces temperature ratio, $\theta_H$. The existence of a minimum entropy point is evident in Figure 4-22, in which for larger values of $\theta_H$ the minimum entropy occurs at smaller thicknesses of the porous insert. This behaviour can have direct consequences on the exergetic design of the microreactor. It implies that for any value of $\theta_H$ there is an optimal thickness of the porous insert, which results in the minimisation of the total entropy generation in the system.

**Figure 4-23** Total entropy versus heat source/sink in the upper wall, $Q_2$ for different values of porosity under conditions of a heat sink in the fluid phase and walls of thickness 0.1.
Figure 4-24 a) Total entropy versus heat source/sink in the fluid regions, $\omega_f$, for varying values of porosity and b) Total entropy versus heat source/sink in the porous solid medium, $\omega_s$, for varying values of porosity.

Figure 4-23 illustrates the effects of internal heat generation inside the wall on the total entropy generation. In this figure, the total entropy has been plotted for different values of porosity. Although changes of the total entropy generation with the increases in the wall
internal heat generation are relatively small, there exist a minimum point in each graph of Figure 4-23. Further, the numerical value of entropy production appears to be strongly dependent on the porosity and takes a higher value at lower porosities. However, the optimal non-dimensional heat generation in the wall is almost insensitive to the porosity. This is such that for all investigated porosities the optimal internal heat generation in the upper wall is around $Q_2 = 1.2$. Finally, Figure 4-24 shows the existence of a monotonic relation between the total entropy generation and rates of exothermicity and endothermicity within the fluid and porous solid. Heat consumption (endothermicity) results in lowering the total entropy production. A comparison between Figure 4-24 a and b indicates that internal heat generation/consumption in the fluid is a stronger irreversible agent. In keeping with the previous discussions, these figures show that the increases in porosity decrease the total entropy production.

4.7 Conclusions

A thermal model was established for microreactors accommodating highly exothermic/endothermic reactions. This includes a thick wall, asymmetric microchannel partially filled with a porous material subject to constant but unequal temperatures at the outermost surfaces. The heat of reactions and absorption of microwaves and infrared waves were represented by volumetrically uniform, energy source terms. The porous region was assumed under local thermal non-equilibrium. It was argued that in such system the irreversibility is dominated by the thermal effects and hence mass transfer and chemical irreversibilities were ignored. In the limit of low thermal Peclet number, analytical solutions were developed for the conjugate heat transfer problem as well as the local and total entropy generations. A comprehensive parametric study was subsequently conducted.

Introduction of the heat of reaction and internal heat generations can significantly perturb the system from LTE condition. The extent of this deviation depends on the configuration of the microreactor. In particular, the thickness of the porous insert was found to be a dominating factor. This finding substantiates the necessity of applying LTNE in the thermal analysis of microreactors.

It was shown that the variations in the thicknesses of the walls and porous insert in the microreactor can majorly modify the Nusselt number. This is such by varying these parameters extremum points appear in the Nusselt number graphs, indicating the existence of optimum configurations. Nusselt number appeared to be inversely correlated with the
internal heat generations, whilst demonstrating a positive correlation with the porosity of the insert.

Changes in the wall and porous layer thickness led to the formation of minimum total entropy generation points. Thermal asymmetry of the system appeared to be an important source of irreversibility and its variation could minimise the total entropy production.

These points clearly reflect the significant role of the microstructure in shaping the thermal and entropic behaviour of microreactors. It further shows that to achieve an optimal design, thermal characteristics of the system such as thermal boundary conditions and internal heat generation should be considered in conjunction of the configurational specification of the system.
Chapter 5 Two-dimensional model of heat and mass transfer in porous microreactors

5.1 Introduction

The analysis of mass transfer in microreactors usually involves solution of a diffusion-advection equations on the basis of a simple Fickian mass diffusion [126,195,196]. Microreactors have been identified as suitable for coupled heat and mass transfer processes due to Soret effect [66], which is of importance in catalytic reactions [197]. However, so far, Soret effect has received very limited attention in microreactor and microchannel investigations. Habib-Matin and Pop investigated heat and mass transfer in a porous microchannel with catalytic internal surfaces [198]. These authors considered a simple one-dimensional diffusion of mass through a concentration diffusion mechanism as well as a thermodiffusion (Soret) effect. They derived analytical solutions for the LTE temperature and concentration fields in an axisymmetric configuration with zero wall thickness [198]. The general problem of thermodiffusion in porous media has been analysed in a relatively small number of investigations, e.g. [199–201]. However, analysis of thermodiffusion effects under LTNE and for more realistic thick wall microreactors is yet to be conducted.

Similar to that in macro-reactors, entropy generation in microreactors is of high significance [66]. Surprisingly, however, the existing works on entropy generation in microreactors are almost entirely limited to micro-combustors [123–125]. Notably, currently there is nearly no work on the entropic behaviours of porous micro-reactors. Exceptions to this, are the most recent works of Elliot et al. [117] and Torabi et al. [85], who investigated heat and mass transfer and entropy generation in a catalytic microreactor. Nonetheless, these analyses were one-dimensional and hence had limited applications. Thus, the existence of a gap in the studies of entropy generation in microreactors is evident. This shortcoming requires immediate attention as it is now well-demonstrated that microreactors are sophisticated thermochemical systems, which can feature non-straightforward entropic behaviours [104,105,126]. Further, recent investigations on porous microchannels have clearly shown the richness of the problem of entropy generation in these systems. As such, Ting et al. [115,129] theoretically examined entropy generation in microchannels with inserted nanofluid-filled porous media. They took an LTNE approach and conducted a two-dimensional, analytical solutions for the temperature fields and local entropy generation [115,129]. Their results mapped the influences of different mechanisms of entropy generation in a porous microchannel. In particular, they highlighted the significance of
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hydrodynamic irreversibilities in cases with viscous convection of nanofluids [115]. Other theoretical works on the convection of nanofluids in heat generating/consuming porous channels demonstrated the necessity of considering LTNE for the accurate prediction of irreversibilities [95,97]. Another important factor complicating the irreversibilities of microreactors is the influences of solid thick walls. Recent studies on chemically inert microchannels have revealed the strong effects of the thick walls upon the rate of entropy generation [111,130,131]. This is essentially due to the effects of the solid thick walls upon the thermal fields in the microchannel, which in turn influences the rates of entropy generation [130]. Yet, the entropic influences of the thick walls on thermo-diffusive systems have just started to receive attention [85] and remain far from being well understood.

This reveals a number of important points about the current state of transport and entropy generation analyses in microreactors. First, porous microreactors have not been sufficiently analysed from an LTNE view even though the importance of such analysis is now well-demonstrated [93,97,98,100,108]. Second, there exists a major shortage of studies on the details of internal heat transfer in microreactors. In particular, the three-way interactions amongst the fluid phase, porous solid phase and microstructure of the reactor require further investigations. Third, the subject of thermo-diffusion in microreactors has received very limited attention. This topic is of high relevance to catalytic reactions and hence its inclusion in microreactor analysis is a crucial necessity. Finally, so far, the research on irreversibilities of microreactors has been exclusively focused on non-porous micro-combustors, e.g. [124,125]. Extension of these investigations to porous and particularly porous-catalytic microreactors is yet to be accomplished. Given these, the current study aims to establish a deeper understanding of the transport phenomena and irreversibilities, and their interactions with the microstructure in catalytic microreactors. Such understanding will be vital for the design and optimisation of practical microreactors.

To further these aims two cases are examined. Firstly, Case 1 investigates a heterogeneously catalysed reaction, with the catalyst on the walls of the enclosing structure (see Figure 5-1). Secondly, Case 2 explores the situation where the reaction within the microreactor channel is homogeneous in nature (see Figure 5-15).
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5.2 Case 1-Catalytic reactor

5.2.1 Configuration and assumptions

Figure 5-1 illustrates the schematics of the problem under investigation. The microreactor consists of a single microchannel fully filled by porous materials. The system includes a microstructure consisting of two thick walls subject to unequal thermal fluxes and a catalytic coating covers the internal surface of the microchannel. A nanofluid flow enters the reactor from the left side.

![Figure 5-1 Schematics of the microreactor under investigation.](image)

The following assumptions are made through the current analysis.

- The chemical reactions in the model microreactors shown in Figure 5-1 are limited to a zeroth-order reversible, catalytic reaction. Also, in keeping with the previous theoretical analysis of catalytic reactions in microchannels [103,104,198], the catalyst is assumed to be located on the internal surfaces of the channel.

- The effects of temperature variations on the catalytic reaction are ignored [198].
The porous medium is homogenous, isotropic and fluid saturated and is under LTNE. Further, gravitational effects and radiative heat transfer are ignored.

The nanofluid flow is steady and laminar satisfying the no-slip boundary conditions on the wall. Further, thermally and hydrodynamically fully developed conditions hold in the entire channel and there exist a no-slip boundary condition on the internal surface of the channel.

Though nanofluids are known to exhibit shear-thinning behaviour, the nanofluid presented herein is assumed to behave as a Newtonian fluid. This is justified by the use of a 2% nanoparticle concentration, which is considerably below the limit of 13% up to which nanofluids may behave in a Newtonian manner[202].

Physical properties such as porosity, specific heat, density, coefficient of thermal diffusion of mass and thermal conductivities are invariants. Following the literature dispersion of scalars (Temperature and Concentration) is ignored [183,184,198,203].

The nanoparticles are uniformly distributed throughout the fluid forming a homogenous phase.

Processes featuring abrupt reaction zones, separating hot and cold flows, such as those in micro-combustors [123,124] are not considered here. As a result, the axial conduction of heat within the walls is insignificant and is neglected throughout the analysis. This is further justified by noting that experimental studies [77] have already shown that the axial temperature gradient within the microstructure diminishes in thick wall microreactors.

It should be noted that the existence of nanofluid is not central to the current analysis. Nanofluids are considered for the sake of completeness of the study and their practical relevance to the subject of nanoparticle generation in microreactors [204].

**5.2.2 Analytical solution**

For the convenience of the reader, the governing equations described in Chapter 3 are presented again here. The separate phases of the system are indicated for their various properties by the subscripts where appropriate. The convention employed herein is that the lower wall uses subscript (1), the porous solid (S), the nanofluid (nf), and the upper wall
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Where a term is the effective thermal conductivity of the solid porous phase has subscript of (es). Likewise, the term is the effective thermal conductivity of the nanofluid phase has subscript of (enf).

5.2.2.1 Boundary conditions

The Darcy-Brinkman model of transport of momentum governs the hydrodynamics of the system, equation (3-9). It is important to emphasise that the value of Reynolds number used in this study (default value of $Re = 150$) permits the use of the Darcy-Brinkman equations since this Reynolds number is calculated using a characteristic length scale of the channel height. That is to say, this is not a pore scale analysis, but uses volume-averaged parameters. Consider a channel of height 800 micrometres, with pores of diameter of 4 micrometres. For the Darcy-Brinkman equation to be valid, the pore scale Reynolds number should be less than one. This would yield a Reynolds number of less than 200. Thus the use of the default value of $Re = 150$ would be consistent with the use of the Darcy-Brinkman equation in this case.

The transport of thermal energy within the solid and fluid phases of the microreactor are governed by the followings [115,205].

$$k_2 \frac{\partial}{\partial y} \left[ \frac{\partial T_2}{\partial y} \right] = 0 \quad h_1 < y \leq h_2 \quad (5-112)$$

$$k_{enf} \frac{\partial^2 T_{nf}}{\partial y^2} + h_{sf}a_{sf}(T_s - T_{nf}) + \frac{\mu_{nf}}{\kappa} u^2 + \mu_{eff} \left( \frac{\partial u}{\partial y} \right)^2 \quad -h_1 \leq y < h_1 \quad (5-113)$$

$$= \rho_{nf}C_{p,nf}u \frac{\partial T_{nf}}{\partial x}$$

$$k_{es} \frac{\partial^2 T_s}{\partial y^2} - h_{sf}a_{sf}(T_s - T_{nf}) = 0 \quad -h_1 \leq y < h_1 \quad (5-114)$$

$$k_1 \frac{\partial}{\partial y} \left[ \frac{\partial T_1}{\partial y} \right] = 0 \quad -h_2 \leq y < -h_1 \quad (5-115)$$

Chapter 3 (Section 3.1.2.4) discussed how the thermophysical properties of nanofluid are calculated from those of the base fluid and nanoparticles. It is emphasised that heat generation by viscous dissipation has been included in equation (5-113) [115].
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Mass transfer of chemical species is governed by the following advective-diffusive model, which takes into account contributions from the Soret effect in addition to the Fickian diffusion of species [146]. Since no specific reaction is modelled by this study, in order to prevent loss of generality, a value of \( D = 10^{-5}\) cm\(^2\)s\(^{-1}\) was chosen as representative [182]. This value could be varied to give rise to different values of Soret number in the parametric study.

\[
\frac{u}{\partial C}{\partial x} = D \frac{\partial^2 C}{\partial y^2} - D_T \frac{\partial^2 T_{nf}}{\partial y^2} \quad -h_1 \leq y < h_1 \quad (5-116)
\]

The momentum transport equations are subject to the no slip and symmetry boundary conditions:

\[
y = h_1:\quad u_{nf} = 0 \quad (5-117)
\]

\[
y = 0:\quad \frac{du_{nf}}{dy} = 0 \quad (5-118)
\]

The heat transport equations are subject to the following boundary conditions [115,205]:

\[
y = h_2:\quad k_2 \frac{\partial T_2}{\partial y} \bigg|_{y=h_2} = q''_2 \quad (5-119)
\]

\[
y = h_1:\quad q''_2 = k_{enf} \frac{\partial T_{nf}}{\partial y} \bigg|_{y=h_1} + k_{es} \frac{\partial T_s}{\partial y} \bigg|_{y=h_1} \quad T_2 = T_{nf} = T_s = T_{w2} \quad (5-120)
\]

\[
y = -h_1:\quad q''_1 = -k_{enf} \frac{\partial T_{nf}}{\partial y} \bigg|_{y=-h_1} - k_{es} \frac{\partial T_s}{\partial y} \bigg|_{y=-h_1} \quad T_1 = T_{nf} = T_s = T_{w1} \quad (5-121)
\]

\[
y = -h_2:\quad k_1 \frac{\partial T_1}{\partial y} \bigg|_{y=-h_2} = -q''_1 \quad (5-122)
\]

Here \( T_{w1} \) and \( T_{w2} \) are the temperatures on the interface between the porous medium and wall1 and wall2 respectively. The reference point, by which the temperatures within the system are compared, is the inlet on the lower wall, which is \( T_{w1} \) at \( x = 0 \) which will be considered as zero. To obtain meaningful results, a reference concentration value at a specific point should also be defined. Since the reference for the temperature field was
defined at the inlet on the lower wall, the reference concentration at this point is set to \( C_0 \) and the following concentration boundary conditions are written.

\[
\begin{align*}
y = -h_1: & & C &= C_0 \quad (5-123) \\
y = 0: & & D \frac{\partial C}{\partial y} &= D_T \frac{\partial T_{nf}}{\partial y} \quad (5-124)
\end{align*}
\]

The boundary condition shown in equation (5-24) denotes the concentration flux across the centreline of the channel. Under equal heat flux conditions, the symmetry condition is applicable with no net flow of mass across the centreline. Applying an asymmetric heat flux would have no effect on a channel in which there was no Soret (or Dufour) effect and the symmetry condition would still hold. However, once the Soret effect is taken into account, then a mass flux due to the flow of mass along the thermal gradient exists. Since under asymmetric thermal conditions such a temperature gradient would exist across the centreline of the channel, then there would be a mass flux due to the thermal diffusion of mass. This is the physical interpretation of equation (5-24). This boundary condition may also be derived mathematically, as shown in Section 5.2.2.7.

### 5.2.2.2 Nusselt number

The heat transfer coefficients at the bottom and top walls of the channel are defined as:

\[
\begin{align*}
H_{w1} &= \frac{q_1'}{T_{w1} - \bar{T}_{nf}}, \\
H_{w2} &= \frac{q_2'}{T_{w2} - \bar{T}_{nf}}.
\end{align*}
\]

Where,

\[
\bar{T}_{nf} = \frac{1}{2u h_1} \int_{-h_1}^{h_1} u T_{nf} \, dy. 
\]

Thus, Nusselt number based on the channel height \( h_1 \) is expressed as follows,
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\[ Nu_{w1} = \frac{2Hw_1 h_1}{k_{enf}} \]  

\[ Nu_{w2} = \frac{2Hw_2 h_1}{k_{enf}} \]  

5.2.2.3 Entropy equations

The volumetric entropy generation for the system are expressed by equations (3-31) to (3-35) as shown in Chapter 3 [85,115,205]. Note that the fluid subscript, \( f \) are now replaced with nanofluid subscript, \( nf \) for consistency of this Chapter.

In equations (3-31) to (3-35), entropy generation terms have been split into contributions from different sources of irreversibility. The terms \( \hat{S}_1^{\prime\prime\prime} \) and \( \hat{S}_2^{\prime\prime\prime} \) account for the entropy generation in the lower and upper thick walls respectively. Entropy generation in the solid phase of the porous medium due to heat transfer is accounted by \( \dot{S}_{s}^{\prime\prime\prime} \), similarly \( \dot{S}_{nf}^{\prime\prime\prime} \) accounts for the entropy generation rate in the nanofluid phase. The contribution made by the irreversibility due to flow friction is calculated as \( \dot{S}_{ff}^{\prime\prime\prime} \). The term \( \dot{S}_{Di}^{\prime\prime\prime} \) is the entropy generation caused by the combination of concentration gradients and also that by mixed thermal and concentration gradients.

5.2.2.4 Dimensionless equations

Next, the following dimensionless parameters are introduced to enable further physical analysis.

\[ \theta_i = \frac{2(T_i - T_{wi,n})k_{es}}{(q''_1 + q''_2)h_2}, \quad \gamma = \frac{k_fh_1}{D}, \quad Da = \frac{\kappa}{h_2^2}, \]

\[ u_r = -\frac{\mu_f}{h_2} \frac{\partial p_{nf}}{\partial x}, \quad Y = \frac{y}{h_2}, X = \frac{x}{L}, \quad Y_1 = \frac{h_1}{h_2}, \]

\[ Bi = \frac{h_{sf} a_{sf} h_2^2}{k_{es}}, \quad M = \frac{\mu_{eff}}{\mu_{nf}}, \quad k_{e1} = \frac{k_1}{k_{es}}, \]

\[ Br' = \frac{2\mu_{eff} \bar{u}^2}{(q''_1 + q''_2)h_2'}, \quad Q = \frac{q''_2}{(q''_1 + q''_2)}, \quad k_{e2} = \frac{k_2}{k_{es}}, \]

\[ Sr = \frac{(q''_1 + q''_2)h_1 D_T}{2C_0 k_{nf} D}, \quad S = \frac{1}{\sqrt{MDa}}, \quad Pe = \frac{\bar{u}h_1}{D}, \]
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\[
k = \frac{k_{enf}}{k_{es}} = \frac{\varepsilon k_{nf}}{(1 - \varepsilon)k_s}, \quad \xi = \frac{h_2}{L}, \quad \Phi = \frac{C}{C_0},
\]

\[
Re = \frac{2h_2 \rho_{nf} \bar{u}}{\mu_{eff}}, \quad Pr = \frac{C_{p,nf} \mu_{eff}}{k_{enf}}, \quad U = \frac{u}{u_r}.
\]

\[
\omega = \frac{(q_1'' + q_2'')h_2}{2k_{es}T_{w,in}} \quad N_i = \frac{\dot{\Omega}_{m} h_2^2}{k_{es}} \quad \varphi = \frac{RDC_0}{k_{es}}
\]

Where the dimensionless temperature follows the labelling convention; \(i = 1, s, nf, 2\). Similarly the dimensionless entropy generation, \(N_i\) follows the labelling convention \(i = 1, s, nf, FF, DI, 2\).

### 5.2.2.5 Velocity profiles

Equation (3-9) can be non-dimensionalised using the parameters defined in equations (5-130), resulting in

\[
M \frac{d^2U}{dY^2} - \frac{U}{Da} + 1 = 0 \quad -Y_1 \leq Y < Y_1 \quad (5-131)
\]

Similarly, the no slip boundary condition and the condition due to the axial symmetry at \(Y = 0\), can also be expressed in non-dimensional form as

\[
U(\pm Y_1) = 0, \quad U'(0) = 0. \quad (5-132)
\]

The solution of equation (5-131) then may be expressed by

\[
U = Da \left(1 - \frac{\cosh(SY)}{\cosh(SY_1)}\right) \quad -Y_1 \leq Y < Y_1 \quad (5-133)
\]

From this equation, and the boundary conditions given in equation (5-132) the dimensionless average velocity across the channel can be calculated as

\[
\bar{U} = Da \left(1 - \frac{\tanh(SY_1)}{SY_1}\right) \quad (5-134)
\]

By combining equations (5-133) and (5-134) the following ratios are defined
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\[
\frac{u}{\bar{u}} = \frac{U}{\bar{U}} = \frac{SY_1 (\cosh(SY_1) - \cosh(SY))}{SY_1 \cosh(SY_1) - \sinh(SY_1)}. \tag{5-135}
\]

5.2.2.6 Temperature profiles

Due to the assumption of fully developed flow and by incorporating the assumptions summarised in Section 5.2.1, the following conditions hold [115],

\[
\frac{\partial T_{nf}}{\partial x} = \frac{dT_{nf}}{dx} = \frac{dT_s}{dx} = \frac{dT_{w1}}{dx} = \frac{dT_{w2}}{dx} = \Omega = \text{constant}. \tag{5-136}
\]

Thus, the following form of solution is sought for the temperature equations:

\[
T_i(x,y) = f_i(y) + \Omega x \quad i = 1, 2, s, nf, \tag{5-137}
\]

where \( f_i(y) \) is a function to be determined by solving equations (5-112) to (5-115) in association with the given boundary conditions. In order to solve the transports of thermal energy in the porous medium, first it is necessary to add equation (5-113) to (5-114) and then integrate the resultant equation over the cross-section of the channel. Substituting in the heat flux boundary conditions from equations (5-121 to 5-120) and (5-121) yields

\[
q_1'' + q_2'' + \frac{\mu_{nf}}{\kappa} \int_{-h_1}^{h_1} u^2 \, dy + \mu_{\text{eff}} \int_{-h_1}^{h_1} \left( \frac{\partial u}{\partial y} \right)^2 \, dy = \rho_{nf} C_{p,nf} \int_{-h_1}^{h_1} u \frac{d\bar{T}_{nf}}{dx} \, dy. \tag{5-138}
\]

Rearranging equation (5-135) allows substitution for \( u \) in equation (5-138). Applying the non-dimensional parameters, defined in equations (5-130), facilitates the integration process to obtain

\[
\frac{d\bar{T}_{nf}}{dx} = \frac{1}{2 \rho_{nf} C_{p,nf} \bar{u} h_1 h_2} \left[ h_2 q_1'' + h_2 q_2'' + \frac{2 \mu_{\text{eff}} S^3 \bar{u}^2 Y_1^2 \cosh(SY_1)}{SY_1 \cosh(SY_1) - \sinh(SY_1)} \right] = \Omega \tag{5-139}
\]

Where the mean bulk temperature is given by equation (5-127). Utilising the non-dimensional parameters of equations (5-130) and the rearranged form of equation (5-135) together with equation (5-139) lead to the non-dimensional forms of equations (5-112) to (5-115). The constant coefficients are defined explicitly in Appendix A, section 1.

\[
k_{e2} \theta_2'' = 0 \quad \text{for} \quad Y_1 < Y \leq 1 \tag{5-140}
\]
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\[ k\theta''_{nf} + Bi(\theta_s - \theta_{nf}) + D_2 \cosh(2SY) + D_3 \cosh(SY) + D_4 = 0 \]  
\[ \theta''_s - Bi(\theta_s - \theta_{nf}) = 0 \]  
\[ k_{e1}\theta''_1 = 0 \]

Algebraic manipulation of equations (5-141) and (5-142), yields

\[ k\theta''''_{nf} - Bi(1 + k)\theta''_{nf} + (4S^2 - Bi)D_2 \cosh(2SY) \]
\[ + (S^2 - Bi)D_3 \cosh(SY) - BiD_4 = 0 \]
\[ k\theta''''_s - Bi(1 + k)\theta''_s - Bi(D_2 \cosh(2SY) + D_3 \cosh(SY) + D_4) = 0 \]

Equations (5-120) and (5-121) along with equations (5-141) and (5-142) allow for the calculation of the 8 boundary conditions of the two fourth order differential equations, (5-144) and (5-145). These equations are, however, linked to equations (5-140) and (5-143), which then require further four boundary conditions in order for a solution to be obtained. Equations (5-119) to (5-122) provide the necessary extra boundary conditions. These give the following 12 boundary conditions required for the closure of the system:

<table>
<thead>
<tr>
<th>Table 5-1 Boundary conditions for temperature equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_{nf}(-Y_1) = \theta_{s}(-Y_1) = 0$,</td>
</tr>
<tr>
<td>$\theta''<em>{s}(-Y_1) = \theta''</em>{s}(Y_1) = 0$,</td>
</tr>
<tr>
<td>$\theta_1(-Y_1) = 0$,</td>
</tr>
<tr>
<td>$\theta_2(Y_1) = \theta_{w2}$,</td>
</tr>
<tr>
<td>$\theta''<em>{nf}(-Y_1) = \theta''</em>{nf}(Y_1) = -\frac{1}{k}(D_2 \cosh(2SY) + D_3 \cosh(SY) + D_4)$,</td>
</tr>
</tbody>
</table>

Applying the boundary conditions given in Table 5-1 allows the analytical solutions of the system of equations (5-140), (5-143), (5-144) and (5-145) to be found. The resultant closed-form dimensionless temperature profiles in the transversal direction are:

\[ \theta_2(Y) = E_1 + E_2Y \]  
\[ Y_1 < Y \leq 1 \]  
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\[
\theta_{nf}(Y) = E_3 \cosh(2SY) + E_4 \cosh(SY) + E_5 \cosh(\alpha Y) + E_6 Y^2 + E_7 Y + E_8
\]

\( -Y_1 \leq Y < Y_1 \) (5-147)

\[
\theta_{s}(Y) = E_9 \cosh(2SY) + E_{10} \cosh(SY) + E_{11} \cosh(\alpha Y) + E_6 Y^2 + E_7 Y + E_{12}
\]

\( -Y_1 \leq Y < Y_1 \) (5-148)

\[
\theta_1(Y) = E_{13} + E_{14} Y
\]

\( -1 \leq Y < -Y_1 \) (5-149)

in which

\[
\alpha = \sqrt{Bi(1 + k^{-1})}.
\]

(5-150)

Through substitution of the dimensionless axial and transverse temperature profiles into equation (5-137) the final two-dimensional temperature profiles become

\[
\theta_2(X,Y) = \frac{2 X \left[ 1 + Br'D_1 S^2 Y_1 \cosh(SY_1) \right]}{Re Pr k Y_1 \xi} + E_1 + E_2 Y \quad Y_1 < Y \leq 1
\]

(5-151)

\[
\theta_{nf}(X,Y) = \frac{2 X \left[ 1 + Br'D_1 S^2 Y_1 \cosh(SY_1) \right]}{Re Pr k Y_1 \xi} + \frac{2 X \left[ 1 + Br'D_1 S^2 Y_1 \cosh(SY_1) \right]}{Re Pr k Y_1 \xi} + E_3 \cosh(2SY) + E_4 \cosh(SY) + E_5 \cosh(\alpha Y) + E_6 Y^2 + E_7 Y + E_8
\]

\( -Y_1 \leq Y < Y_1 \) (5-152)

\[
\theta_5(X,Y) = \frac{2 X \left[ 1 + Br'D_1 S^2 Y_1 \cosh(SY_1) \right]}{Re Pr k Y_1 \xi} + E_9 \cosh(2SY) + E_{10} \cosh(SY) + E_{11} \cosh(\alpha Y) + E_6 Y^2 + E_7 Y + E_{12}
\]

\( -Y_1 \leq Y < Y_1 \) (5-153)

\[
\theta_1(X,Y) = \frac{2 X \left[ 1 + Br'D_1 S^2 Y_1 \cosh(SY_1) \right]}{Re Pr k Y_1 \xi} + E_{13} + E_{14} Y \quad -1 \leq Y < Y_1
\]

(5-154)

where the expressions for coefficients \( E_1 - E_{14} \) are provided in Appendix A section 1.
Two-dimensional model of heat and mass transfer in porous microreactors

To further the analysis of the thermal conditions within the microchannel, the Nusselt number for the upper and lower walls must also be rendered dimensionless. This yields:

\[ Nu_{w1} = \frac{4(Q - 1)Y_1}{k\bar{\theta}_{nf}} \]  \hspace{1cm} (5-155)

\[ Nu_{w2} = \frac{4QY_1}{k(\theta_{w2} - \bar{\theta}_{nf})} \]  \hspace{1cm} (5-156)

The dimensionless bulk mean temperature of the nanofluid, \( \theta_{nf} \) may be found by determining a dimensionless form of equation (5-127) and then integrating over the channel.

\[ \theta_{nf} = \frac{D_1}{2Y_1} \int_{-Y_1}^{Y_1} \theta_{nf}[cosh(SY_1) - cosh(SY)] dY. \]  \hspace{1cm} (5-157)

Since the top wall temperature is not known in advance, it is necessary to find the equation by which it is defined. This may be accomplished by using the dimensionless form of the boundary condition in equation (5-120), which defines \( q_2'' \):

\[ \theta'_s(Y_1) + k\theta'_{nf}(Y_1) = 2Q. \]  \hspace{1cm} (5-158)

Substituting from equations (5-144) and (5-145) and some algebraic manipulations lead to

\[ \theta_{w2} = \frac{Y_1[4QS + 2D_4SY_1 + 2D_3 sinh(SY_1) + D_2 sinh(2SY_1)]}{S(k + 1)} \]  \hspace{1cm} (5-159)

5.2.2.7 Concentration profiles

Seeking a solution to the governing equation of mass transfer of the form:

\[ C(x, y) = g(y) + h(x). \]  \hspace{1cm} (5-160)

A control volume over a section of the channel with the length \( dx \) is considered and the thickness in the \( z \) direction is chosen to be 1. Application of the Taylor series expansion on a species balance written for this control volume leads to the following equation,
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\[
\left[ \int_0^{h_1} u \cdot C \, dy \right] + K_R \, dx - \left[ \int_0^{h_1} u \cdot C \, dy + \frac{\partial}{\partial x} \left( \int_0^{h_1} u \cdot C \, dy \right) \right] = 0. \tag{5-161}
\]

Gathering terms and applying Leibniz rule leads to:

\[
\int_0^{h_1} u \frac{\partial C}{\partial x} \, dy = k_R. \tag{5-162}
\]

The velocity profile is symmetric over the channel and so the half channel may be used, thus the mean velocity across the half channel is given by:

\[
\bar{u} = \frac{1}{h_1} \int_0^{h_1} u \, dy. \tag{5-163}
\]

Noting that the desired form of the solution means that \( \frac{\partial C}{\partial x} \) does not rely on \( y \) and utilising equation (5-163) results in:

\[
\frac{\partial C}{\partial x} = \frac{k_R}{h_1 \bar{u}}. \tag{5-164}
\]

Assigning \( C_0 \) as the initial concentration, the solution of equation (5-164) takes the form of

\[
C(x) = \frac{k_R x}{h_1 \bar{u}}. \tag{5-165}
\]

Using the dimensionless parameters defined in equations (5-130), the equation (5-165) can be non-dimensionalised in the following form,

\[
\Phi(X) = \frac{\gamma X}{Pe \, Y_1 \, \xi}. \tag{5-166}
\]

Substitution of equation (5-164) into equation (5-116) gives

\[
\frac{u \, k_R}{h_1 \bar{u}} = D \frac{\partial^2 C}{\partial y^2} - D_T \frac{\partial^2 T_{nf}}{\partial y^2}. \tag{5-167}
\]

The mathematical derivation of the boundary condition equation (5-124) is best demonstrated at this point. Substitution of equation (5-135) into the above equation give:
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\[
\frac{\left(\cosh\left(SY_1\right) - \cosh\left(SY\right)\right) SY_1 k_R}{h_1} \frac{\partial^2 C}{\partial y^2} = D \frac{\partial^2 T_{nf}}{\partial y^2} - D_T \frac{\partial T_{nf}}{\partial y} - D_T \frac{\partial^2 T_{nf}}{\partial y^2} \tag{5-168}
\]

Integrating the above equation with respect to \( y \) gives (noting that \( Y = \frac{y}{h_2} \)):

\[
\frac{\left(\cosh\left(SY_1\right)Y - \left(\frac{h_2}{S}\right)\sinh\left(SY\right)\right) SY_1 k_R}{h_1} = D \frac{\partial C}{\partial y} - D_T \frac{\partial T_{nf}}{\partial y} + f_n(x) \tag{5-169}
\]

Where \( f_n(x) \) is an arbitrary function of \( x \). The desired boundary condition is at \( y = 0 \) so this becomes:

\[
D \frac{\partial C}{\partial y} = D_T \frac{\partial T_{nf}}{\partial y} + f_n(x) \tag{5-170}
\]

This is the boundary condition, but clearly \( f_n(x) \) needs to be defined. Consider, this boundary condition must be able to permit the model to function under both asymmetric and symmetric thermal boundary conditions. Under symmetric boundary conditions, where the temperature gradient is zero, this equation must reduce to:

\[
D \frac{\partial C}{\partial y} = 0 \tag{5-171}
\]

This may only be achieved if \( f_n(x) \) is the zero function. Armed with this knowledge, the resulting boundary condition is that stated in equation (5-124).

By employing the dimensionless parameters of equation (5-164) and the velocity ratio of equation (5-135) allows equation (5-167) to be non-dimensionalised and rearranged in the form of

\[
\phi''(Y) = \frac{Sr k}{Y_1 \epsilon} \theta''_{nf}(Y) + \frac{\gamma D_1 (\cosh(SY_1) - \cosh(SY))}{Y_1^2} \frac{\partial^2 T_{nf}}{\partial y^2} \tag{5-172}
\]

Since \( \theta''_{nf}(Y) \) may be determined from equation (5-152) only the boundary conditions equations (5-123) and (5-124) require to be non-dimensionalised. These are expressed by,
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\[ \Phi(-Y_1) = 1 \]

(5-173)

\[ \Phi'(0) = \frac{Sr k}{Y_1 \varepsilon} \theta_{nf}(0). \]

(5-174)

Through applying equations (5-173) and (5-174), equation (5-172) can be solved analytically to obtain the dimensionless concentration profile in the transverse direction. This reads

\[ \Phi(Y) = F_1 + F_2 Y + F_3 Y^2 + F_4 \cosh(2SY) + F_5 \cosh(SY) + F_6 \cosh(\alpha Y). \]

(5-175)

Finally, substituting (5-175) and (5-166) into (5-160) gives the dimensionless concentration profiles in the axial and transverse directions,

\[ \Phi(X,Y) = e^{\frac{\gamma X}{Pe Y_1 \xi}} + F_1 + F_2 Y + F_3 Y^2 + F_4 \cosh(2SY) + F_5 \cosh(SY) + F_6 \cosh(\alpha Y). \]

(5-176)

Analytical expressions for \( F_1 - F_6 \) are lengthy and rather cumbersome and thus are not provided explicitly.

5.2.2.8 Entropy profiles

The resultant non-dimensionalised versions of by equations (3-31) to (3-35) are:

\[ N_1 = \frac{k_{e_1} \omega^2}{(\omega \theta_1 + 1)^2} \left[ \xi^2 \left( \frac{\partial \theta_1}{\partial X} \right)^2 + \left( \frac{\partial \theta_1}{\partial Y} \right)^2 \right] \]

(5-177)

\[ N_s = \frac{\omega^2}{(\omega \theta_s + 1)^2} \left[ \xi^2 \left( \frac{\partial \theta_s}{\partial X} \right)^2 + \left( \frac{\partial \theta_s}{\partial Y} \right)^2 \right] - \frac{Bi \omega(\theta_s - \theta_{nf})}{(\omega \theta_s + 1)} \]

(5-178)

\[ N_{nf} = \frac{k \omega^2}{(\omega \theta_{nf} + 1)^2} \left[ \xi^2 \left( \frac{\partial \theta_{nf}}{\partial X} \right)^2 + \left( \frac{\partial \theta_{nf}}{\partial Y} \right)^2 \right] + \frac{Bi \omega(\theta_s - \theta_{nf})}{(\omega \theta_{nf} + 1)} \]

(5-179)

\[ N_{FF} = \frac{D_2 \omega}{(\omega \theta_{nf} + 1)} \left[ \cosh^2(SY_1) - 2 \cosh(SY) \cosh(SY_1) + \cosh(2SY) \right] \]

(5-180)
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\[ N_{DI} = \frac{\phi}{\Phi} \left[ \xi^2 \left( \frac{\partial \Phi}{\partial X} \right)^2 + \left( \frac{\partial \Phi}{\partial Y} \right)^2 \right] \]

\[ + \frac{\phi \omega}{(\omega \theta_{nf} + 1)} \left[ \xi^2 \left( \frac{\partial \Phi}{\partial X} \right) \left( \frac{\partial \theta_{nf}}{\partial X} \right) + \left( \frac{\partial \Phi}{\partial Y} \right) \left( \frac{\partial \theta_{nf}}{\partial Y} \right) \right] \]

\[ N_2 = \frac{k_e \omega^2}{(\omega \theta + 1)^2} \left[ \left( \frac{\partial \theta_2}{\partial X} \right)^2 + \left( \frac{\partial \theta_2}{\partial Y} \right)^2 \right] \]

To facilitate the study of entropy generation and compare the contributions from different sources of irreversibility, the equations for the nanofluid and the solid phases of the porous medium are broken down. This provides the following equations for the irreversibility of heat transfer in the system.

\[ N_{s,ht} = \frac{\omega^2}{(\omega \theta_s + 1)^2} \left[ \xi^2 \left( \frac{\partial \theta_s}{\partial X} \right)^2 + \left( \frac{\partial \theta_s}{\partial Y} \right)^2 \right]. \]

\[ N_{nf,ht} = \frac{k \omega^2}{(\omega \theta_{nf} + 1)^2} \left[ \xi^2 \left( \frac{\partial \theta_{nf}}{\partial X} \right)^2 + \left( \frac{\partial \theta_{nf}}{\partial Y} \right)^2 \right]. \]

By adding the remaining components of equations (5-178) and (5-179) the interstitial volumetric entropy generation term can be expressed by,

\[ N_{int} = \frac{B \iota \omega^2 (\theta_{nf} - \theta_s)^2}{(\omega \theta_s + 1)(\omega \theta_{nf} + 1)}. \]

The volumetric entropy generations for the porous insert, \( N_{pm} \) is simply the sum of the equations that are applicable to the porous medium. This is a function defining the entropy generation for the combined processes of heat transfer, viscous dissipation, and concentration gradients for any given points (X, Y).

\[ N_{pm} = N_{s,ht} + N_{nf,ht} + N_{int} + N_{FF} + N_{DI}. \]

For the total entropy generation in the microreactor, \( N_{Tot} \), the sum of the parts of volumetric entropy generation in the ranges in which they are valid is integrated over the volume of the channel. The contributions from the walls are then added. This gives a
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numerical value for the total entropy for any given configuration, and is obtained using the following equation

\[ N_{Tot} = \int_{-1}^{1} \int_{0}^{1} \sum_{i} N_i \, dX \, dY, \quad i = 1, s, nf, FF, DI, 2. \]  

(5-187)

5.2.3 Validation

To validate the mathematical model developed in Section 5.2.2, it is demonstrated here that when the wall thickness tends to zero, the temperature fields reduce to that presented by Ting et al. [115] with no internal heat generation term. For details, see Appendix B section 1.1.
5.2.4 Discussion

The problem solved in Section 5.2.2 features a large number of dimensionless parameters. To conduct quantitative analyses default values are assigned to them in Table 5-2.

**Table 5-2** Default values of dimensionless parameters used in figures.

<table>
<thead>
<tr>
<th>Dimensionless parameter</th>
<th>Dimensionless parameter name</th>
<th>Default value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi$</td>
<td>Nanoparticle concentration</td>
<td>2%</td>
</tr>
<tr>
<td>$Bi$</td>
<td>Biot Number</td>
<td>1</td>
</tr>
<tr>
<td>$Br'$</td>
<td>Modified Brinkman number</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.00001 (Entropy analysis)</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Damköhler number</td>
<td>1</td>
</tr>
<tr>
<td>$Da$</td>
<td>Darcy number</td>
<td>0.1</td>
</tr>
<tr>
<td>$Pe$</td>
<td>Peclet number</td>
<td>10</td>
</tr>
<tr>
<td>$Pr$</td>
<td>Prandtl number</td>
<td>5</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
<td>150</td>
</tr>
<tr>
<td>$Sr$</td>
<td>Soret number</td>
<td>0.7</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Porosity</td>
<td>0.95</td>
</tr>
<tr>
<td>$k$</td>
<td>Thermal conductivity ratio</td>
<td>0.05</td>
</tr>
<tr>
<td>$k_{e1}$</td>
<td>Dimensionless Wall1 thermal conductivity</td>
<td>0.5</td>
</tr>
<tr>
<td>$k_{e2}$</td>
<td>Dimensionless Wall1 thermal conductivity</td>
<td>0.5</td>
</tr>
<tr>
<td>$Q$</td>
<td>Heat flux ratio</td>
<td>0.75</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Dimensionless heat flux</td>
<td>0.001</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>Irreversibility distribution ratio</td>
<td>0.01</td>
</tr>
<tr>
<td>$Y_1$</td>
<td>Channel thickness</td>
<td>0.8</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Aspect ratio of channel</td>
<td>0.05</td>
</tr>
</tbody>
</table>
5.2.4.1 Temperature fields

Figure 5-2 to 5 show contours of the dimensionless temperatures plotted for the entire duct. The non-dimensional temperature fields of the nanofluid and porous solid phases are shown and the figures do not include the temperature distributions inside the solid walls. It should be noted that the dimensionless temperature defined in equations (5-130) is based on the reference of the wall temperature at the inlet of the duct. Hence, both negative and positive dimensionless temperatures may exist throughout the duct. Figure 5-2 depicts the variation of the solid and nanofluid temperature fields for different values of thermal conductivity of the lower wall. Other parameters are provided in Table 5-1. The asymmetric behaviour of the dimensionless temperature fields is evident in this figure. This is primarily due to the imbalance in the thermal loads applied to the top and bottom external surfaces of the system.

It is also due to the variations in the thermal conductivity of the lower wall, which changes the thermal resistance of this wall and hence can contribute with the asymmetry of the temperature profiles. Figure 5-2a and Figure 5-2b show that there exists a considerable temperature difference between the wall and the nanofluid at the inlet of the duct. This is depicted by a relatively large negative dimensionless temperature at the entrance of the microchannel. Continuous heating results in increase of the solid and nanofluid temperatures, which in turn pushes the dimensionless temperatures towards zero and positive values. When the values of thermal conductivity of the lower wall increase, the sign change in the dimensionless temperatures occurs earlier along the duct.
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Figure 5-2 Temperature contours for varying lower wall thermal conductivity, $k_{e1}$.

Figure 5-2c and Figure 5-2d show that as the thermal conductivities of the wall increases, a larger fraction of the duct volume features small values of dimensionless temperatures. This behaviour implies that the temperature differences between the solid and fluid phases at the inlet of the duct are lower at higher thermal conductivities of the wall. This is explained by the enhancing of the thermal conductivity of the wall reducing its thermal resistance and this results in lowering the required temperature differences for the transfer of the imposed thermal load to the nanofluid. Figure 5-2 also reflects the significant difference between the temperature fields in the nanofluid and porous solid phase. Such difference highlights the importance of the undertaken LTNE approach.
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Figure 5-3 shows the contours of the dimensionless temperatures for different values of the porous solid conductivity. It is clear in this figure that for low conductivity values of the porous solid (Figure 5-3a and Figure 5-3b) the change of dimensionless temperature through the pipe is minimal. By increasing the thermal conductivity of the porous solid, the nanofluid and solid phases both experience more extensive variations in their non-dimensional temperatures. In the case of the porous solid this is due to the increase in its thermal conductivity permitting more efficient heat transfer in both axial and transverse directions. The fluid phase is affected by the increase in temperature of the solid phase via interstitial heat transfer and as a result also experiences increased temperature variations.
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Figure 5-4 illustrates the influences of the wall thickness upon the dimensionless temperature fields. It is evident from this figure that by thickening the wall (decreasing the value of $Y_1$) the variations in the dimensionless temperatures are intensified. This could be readily verified by comparing Figure 5-4a and Figure 5-4c or Figure 5-4b and Figure 5-4d. In particular, for the thicker walls the solid and nanofluid phases experience greater temperature differences. This result is consistent with the physical intuition, which requires larger temperature differences for thicker and more resistive walls. It is also in keeping with the recent results in Refs. [85,117,205], which reported one-dimensional analyses of heat transfer in microreactors. Here there is the same thermal load entering a narrower channel, as such, there is less material to absorb the heat and higher temperatures are achieved.
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Additionally, the Reynolds number remains constant for both configurations and since the channel height has decreased, there must be a corresponding increase in velocity. This is why the temperatures entering the channel at the centre are lower for the thicker walled channel. Most importantly, the behaviour observed in Figure 5-4 is of practical significance in the design of microreactors as it clearly shows the major effects of wall thicknesses on the temperature fields inside the reactor. Such effects are often negligible in macro-reactors.

Nonetheless, the similarity of channel diameter and wall thickness in microsystems imparts a pronounced effect on the thermal behaviour of these systems. The effects of strengthening the imbalance in the exposed thermal fluxes are investigated in Figure 5-5.
This figure shows that, magnifying the heat flux ($q_2''$) on the upper wall increases the asymmetry of the temperature fields. It also shows that the temperature gradients near the upper wall have increased to enable transversal transfer of stronger heat loads to the nanofluid and solid phases. Of interest is that there is a general increase in overall temperature as the heat flux conditions in the channel become increasingly asymmetric. This may be due to the disparity between the asymmetric thermal conditions and the symmetric flow field. This leading to a lower quantity of cold fluid entering at the centre of the channel, which in turn will affect the overall temperature of the channel.

It should be recalled that in practice, temperature is amongst the most essential characteristics of any chemical system. The results presented in this subsection showed that the configuration of the microstructure, as well as the thermophysical properties of the porous solid can majorly affect the thermal behaviour of the microreactor.

### 5.2.4.2 Nusselt number

Figure 5-6 shows the variations of Nusselt number on the upper and lower internal walls of the channel against the changes in the lower wall thickness. As a general trend, this figure shows that the numerical value of Nusselt number increases significantly by reducing the thickness of the lower wall. This is a clear manifestation of the significant role of the microstructure in the thermal behaviour of microsystems and has been also emphasised in other recent studies [205]. Figure 5-6a depicts the sensitivity of Nusselt number to the thermal conductivity of the porous solid. Increases in the value of thermal conductivity of the solid phase of the porous medium results in enhancement of the Nusselt number. The effects of thermal load imbalance ($Q$ defined in equation (5-130)) on the Nusselt number have been investigated in Figure 5-6b. According to this figure as the value of $Q$ approaches unity, the Nusselt number increases. The effects of permeability of the porous medium on the rate of heat transfer have been shown in Figure 5-6c. In keeping with the findings of other investigations [108], this figure shows that the Nusselt number increases at lower values of Darcy number. As permeability decreases, the magnitude of the mean temperature also decreases as it is intrinsically connected to the associated reduction in velocity (see equation 5-127). This lower magnitude of mean temperature in turn causes an increase in Nusselt number (see equation 5-155) through its enhancement of the heat transfer coefficient. Figure 5-6d shows the response of Nusselt number to changes in the volumetric concentration of nanoparticles. A modest improvement is observed in Nusselt number by
increases in the volumetric concentration of nanoparticles. This is in total agreements with the findings of the recent studies of forced convection of nanofluids in porous media [95,97].

5.2.4.3 Concentration fields

Figure 5-7 and Figure 5-8 show the concentration contours throughout the entire channel (part a) and also for a selected segment (parts b, c and d). These figures clearly demonstrate the axial increase of the concentration due to catalytic activities and the subsequent advection of species by the flow. Figure 5-7 illustrates the effects of increase in Damköhler number on the concentration field. Parts b, c and d of this figure indicate that the axial gradient of the concentration field is enhanced as the numerical value of Damköhler number increases. This is to be expected, as Damköhler number correlates with the reaction rate on the surface of catalyst and hence it is a measure of chemical activity of the system.
Figure 5-7 Concentration contours for varying Damköhler number, $\gamma$, a) the full channel for $\gamma = 0.8$, b) mid-section of the channel, for $\gamma = 0.8$, c) mid-section for $\gamma = 1.0$, and d) mid-section for $\gamma = 1.2$.

Figure 5-7 also shows that by increasing Damköhler number the transversal gradient of concentration increases. This can be verified by comparing the variations of concentration from the lower or upper wall to the central axis of the channel in Figure 5-7b, Figure 5-7c and Figure 5-7d. Similar behaviours are observed in Figure 5-8, which depicts the response of the concentration field to the changes in Soret number. A notable feature of Figure 5-7 and Figure 5-8 is the symmetricity of the concentration contours. The transport of mass is coupled to that of heat through Soret effect (see equation (5-116)) and Figure 5-2 to Figure 5-5 showed the highly asymmetric character of the temperature contours. It may be expected, then, that the distribution of concentration contours should be also asymmetric. However, it is important to note that only the second derivative of temperature appears in equation (5-116). This tends to smear out the asymmetry of the temperature and results in mostly symmetric concentration contours shown in Figure 5-7 and Figure 5-8.
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Figure 5-8 Concentration contours for varying Soret number, $Sr$, a) the full channel for $Sr = 0.5$, b) mid-section of channel, for $Sr = 0.5$, c) mid-section for $Sr = 0.7$, and d) mid-section for $Sr = 0.9$.

5.2.4.4 Local entropy generation

A detailed study of local entropy generation is presented in Figure 5-9 to Figure 5-12. Each figure includes 6 sub-figures demonstrating different terms in equation (5-186). This division is on the basis of the work of Ting et al. [115] and extends that to mass transferring flows by including $N_{DI}$ term. It should be stated that in these figures, only the microchannel has been considered and the irreversibilities of the two solid walls have been excluded.

Figure 5-9 shows the contours of local entropy generation for the default conditions set in Table 5-2. In this figure, the asymmetric behaviour of entropy generation by intra-phase heat transfer in solid and nanofluid phase is in keeping with those observed in temperature contours presented in Figure 5-2 to Figure 5-5. Interestingly, however, the irreversibility associated with the interphase heat transfer between the porous solid and nanofluid is more symmetric, which indicates that the interphase heat transfer is largely unaffected by the asymmetry of the problem.
Figure 5-9 Entropy contours for the base configuration (Table 5-2) a) $N_{S,ht}$, b) $N_{nf,ht}$, c) $N_{int}$, d) $N_{FF}$, e) $N_{DI}$ and f) $N_{pm}$.

Figure 5-9d shows the local entropy generation by the hydrodynamic irreversibilities. The highly irreversible regions in the vicinity of the walls and around the centreline of the channel are quite noticeable in this figure. The former is because of the enhanced viscous effects in the near wall region, while the latter is due to the higher velocity of the fluid around the centreline of the microchannel. It is noted that a very similar behaviour of hydrodynamic irreversibility was reported by Ting et al. [115] with the same order of magnitude as that shown in Figure 5-9d. It should be emphasised here that the inclusion of viscous dissipation terms in heat transport equation has a major influence on the magnitude of this source of irreversibility. Exclusion of this effect often renders the entropy generation by fluid flow rather negligible in comparison with the irreversibility of heat transfer [130]. However, Figure 5-9 shows that hydrodynamic and heat transfer irreversibilities in nanofluid phase are of the same order of magnitude and therefore of comparable significance. This conclusion
Two-dimensional model of heat and mass transfer in porous microreactors was also made by Ting et al. [115]. Figure 5-9e shows the contours of local entropy generation by mass transfer. There are two distinctive features in this figure. First, the general configurations of the contours are different to those of other sub-figures and are correlated with the diffusive-advective nature of mass transfer from the catalytic surfaces. Second, the magnitude of mass transfer irreversibility appears to be much larger than other sources of irreversibility. As a result, the overall local irreversibility is entirely dominated by entropy generation through mass transfer.

Figure 5-10 Contours of local entropy generation by mass transfer, $\mathcal{N}_{Dl}$. a) $Da = 0.05$, b) $\gamma = 1.2$, c) $k = 0.2$, d) $Y_1 = 0.4$, e) $Q = 0.2$, f) $Sr = 0.9$.

Although not shown in here, an extensive parametric study revealed that the dominance of mass transfer irreversibility prevails for a large part of the parametric space. For this reason, Figure 5-10 only includes the contours of local entropy generation by mass transfer. Figure 5-10a depicts the effects of decreasing the permeability of the medium.
compared to the default value of Darcy number in Table 5-2. A comparison between this figure and Figure 5-9e indicates that the resultant flow modification has affected the distribution of local entropy generation. This is to be anticipated as mass transfer is highly influenced by advection and therefore changes in the flow affect the irreversibility of mass transfer. Specifically of interest is an increase in the range of the fluid friction component (not shown here), the decrease in permeability caused the minimum volumetric entropy contribution to be equivalent to that of the entropy in the centre-line of the base case (Figure 5-9d). For the lower permeability, the centreline entropy was greater than the maximum entropy achieved due to fluid friction in the base case. By way of comparison, the maximum fluid friction contribution of the $Da = 0.05$ case exceeded that of the base case by some 50%. The decrease in permeability would require a greater force to extrude the fluid through the pores and as such cause a significant increase in fluid friction and via this mechanism and increase in temperature. This could account for the increase in entropy contribution observed for the fluid friction component. In terms of the $NDI$ contribution displayed in Figure 5-10a, however, the contribution is so small as to make very little difference as compared to that of the concentration field.

The effect of increasing Damköhler number has been considered in Figure 5-10b. In agreement with the arguments made about Figure 5-7 and Figure 5-8, magnifying Damköhler number intensifies the mass transfer rate and hence increases the associated irreversibility. Increasing the thermal conductivity ratio in Figure 5-10c leads to an interesting effect. Here the transversal gradient of the local entropy generation has increased in comparison to that in Figure 5-9e. However, the axial gradient of the local entropy generation shows a considerable decline with respect to the base case. This is particularly the case for areas between the walls and the centreline of the microchannel. An important behaviour is observed in Figure 5-10d, wherein the thickness of the wall has been doubled in comparison with the default value in Table 5-2. It is noted that the local entropy generation in this sub-figure is one order of magnitude larger than any other sub-figure in Figure 5-10. Once again, this reflects the significance of the wall thickness or microstructure configuration in the thermal and entropic responses of the microreactors. Figure 5-10e and Figure 5-10f show the influences of imbalance in the imposed heat flux ($Q$) and Soret number, respectively. It appears that both $Q$ and Soret number have minimal effects on the local entropy generation.

The preceding discussion may imply that in the current problem the mass transfer irreversibilities are always the most significant source of entropy generation. However, this
will be an incorrect generalisation and there exist situations in which entropy generation by mass transfer is very much comparable with other sources of irreversibility. Figure 5-11 and Figure 5-12 illustrate two examples of such situations. In Figure 5-11, the microchannel has been exposed to a high thermal load represented by a significant increase in $\omega$ compared to the default values. This has led to a major boost in the heat transfer irreversibility, shown in Figure 5-11a, Figure 5-11b and Figure 5-11c, which has subsequently intensified the entropy generation by fluid flow, shown in Figure 5-11d. Yet, entropy generation by mass transfer remains within the same order of magnitude as the default case (Figure 5-9).

Figure 5-11 Entropy contours for heat flux, $\omega = 0.05$, a) $N_{s,ht}$, b) $N_{nf,ht}$, c) $N_{int}$, d) $N_{FF}$, e) $N_{DI}$ and f) $N_{pm}$.

Consequently, the overall local entropy generation, shown in Figure 5-11f, is no longer dominated by the irreversibility of mass transfer. In fact, in this case the additive
effect of entropy generations by heat transfer is the most significant source of entropy generation. Figure 5-12 illustrate a particular case with zero Soret number. Part e of this figure shows that by excluding the thermal diffusion of mass the numerical value of entropy generation by mass transfer declines by about three orders of magnitude. As a result, in Figure 5-12 entropy generation by heat and mass transfer are of the same order of magnitude. This clearly shows the essential role of coupled heat and mass transfer in entropy generation and identifies the Soret effect as a major contributor to the total irreversibility encountered in the microreactor.

Figure 5-12 Entropy contours for Damköhler number, γ = 0.1 with Sr = 0 for; a) \(N_{s,ht}\), b) \(N_{nf,ht}\), c) \(N_{int}\), d) \(N_{FF}\), e) \(N_{DI}\) and f) \(N_{pm}\).
Total entropy generation

The total entropy generation within the system is the sum of the five different sources of irreversibility within the microchannel plus entropy generation in the solid walls, see equation (5-187). The total entropy generation is a measure of irreversibility of the whole system and is therefore of obvious practical significance. Figure 5-13 and Figure 5-14 depict the variations of the total entropy generation within the system against a number of parameters. Figure 5-13 illustrates the effects of Soret number on the total generation of entropy. In Figure 5-13a, the total entropy generation has been plotted against the dimensionless heat flux and for different values of Soret number. This figure shows a positive correlation between the total entropy generation and the non-dimensional heat flux. It also indicates that for all values of non-dimensional heat flux, magnification of Soret number intensifies the total generation of entropy. A similar trend is observed in Figure 5-13b in which total entropy increases with increasing the thermal conductivity ratio and Soret number.

![Graphs showing total entropy generation](image)

**Figure 5-13** Total Entropy generation for different values of Soret number, $Sr$ against varying a) dimensionless heat flux, $\omega$ b) thermal conductivity ratio, $k$ c) Damköhler number, $\gamma$ and d) dimensionless thickness of the lower wall, $Y$. 
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Figure 5-13c reveals the interactions between the irreversibilities of the two mechanisms of mass transfer. This figure shows the total entropy generation in a range of Damköhler number and for a few discrete values of Soret number. For Soret number of zero, and thus no thermal diffusion of mass, the total entropy generation increases monotonically with Damköhler number. Introducing a finite Soret number results in increasing the total generation of entropy. Nonetheless, the monotonic trend in increasing the total entropy through increasing Damköhler number remain unchanged. Figure 5-13d indicates that the total entropy generation within the system is significantly affected by the variations in the thickness of the microchannel walls. It should be clarified here that based upon the definitions provided in equation (5-130), increasing \( Y_1 \) implies a decrease in the thickness of the microchannel. Thus, Figure 5-13d indicates that through increasing the thickness of the wall the total irreversibility of the system is intensified quite significantly. Once again, Soret number acts in favour of magnifying the total entropy generation.

![Graphs showing entropy generation vs dimensionless heat flux and Reynolds number.](image)

**Figure 5-14** Total Entropy vs a) dimensionless heat flux, \( \omega \) and b) Reynolds number, \( Re \).

Figure 5-14 shows the variations of total entropy generation with non-dimensional heat flux groups of \( \omega \) and \( Re \). Figure 5-14a demonstrates the strong correlation between the total entropy generation and the dimensionless heat flux. This figure also indicates that for any fixed value of \( \omega \), the total entropy increases significantly by magnifying the value of Damköhler number. Figure 5-14b shows that the changes of total entropy generation with the Reynolds number (defined in equation (5-130)) can include an extremum point. This figure clearly shows the dual effects of Reynolds number upon the total irreversibility of the system. For very small values of Reynolds number, the entropy generation is large. This is because of the fact that under small flow rates the forced convection mechanism is highly suppressed and therefore the system in Figure 5-1 builds up in temperature and becomes highly irreversible. Increasing the flow rate permits the convection of heat to occur and so brings down temperature and hence the total irreversibility falls sharply and leads to the
formation of a local minimum point. Any increase of Reynolds number beyond this point slightly increases the total irreversibility as the hydrodynamic irreversibilities start to become noticeable. With the heat now being advected away, large temperature gradients between the walls and the channel centre-line can develop which affect the concentration gradients via the Soret effect and thus there is a corresponding increase in total entropy. The minimum observed in Figure 5-14b represents the point at which these two mechanisms balance each other out.

The sensitivity of the results to certain parameters are listed qualitatively in Table 5-3. Overall, the parameter to which the results were most sensitive was the thermal conductivity ratio, $k$. This parameter had a large effect on every study conducted. Similarly, the thermal conductivity ratio for the walls and also the porous solid thermal conductivity were found to have strong effects on the temperature field. The Damköhler number and Soret numbers had a lesser, but significant effect on the concentration field and thereby on the local and total entropy generation. Entropy generation was found to be susceptible to the dimensionless heat flux value, especially when this value was raised such that the concentration field was no longer the dominant factor in entropy generation. All other parameters had only minor effect on these fields.
Table 5-3 Dimensionless Parameter sensitivity.

<table>
<thead>
<tr>
<th>Dimensionless parameter</th>
<th>Dimensionless parameter name</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\phi$</td>
<td>Nanoparticle concentration</td>
<td>Small</td>
</tr>
<tr>
<td>$Bi$</td>
<td>Biot Number</td>
<td>Moderate</td>
</tr>
<tr>
<td>$Br'$</td>
<td>Modified Brinkman number</td>
<td>Small</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Damköhler number</td>
<td>Highly sensitive</td>
</tr>
<tr>
<td>$Da$</td>
<td>Darcy number</td>
<td>Moderate</td>
</tr>
<tr>
<td>$Pe$</td>
<td>Peclet number</td>
<td>Moderate</td>
</tr>
<tr>
<td>$Pr$</td>
<td>Prandtl number</td>
<td>Moderate</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
<td>Moderate (except at very low values)</td>
</tr>
<tr>
<td>$Sr$</td>
<td>Soret number</td>
<td>Highly sensitive</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Porosity</td>
<td>Moderate</td>
</tr>
<tr>
<td>$k$</td>
<td>Thermal conductivity ratio</td>
<td>Very highly sensitive</td>
</tr>
<tr>
<td>$k_{e1}$</td>
<td>Dimensionless Wall1 thermal conductivity</td>
<td>Moderate</td>
</tr>
<tr>
<td>$k_{e2}$</td>
<td>Dimensionless Wall1 thermal conductivity</td>
<td>Moderate</td>
</tr>
<tr>
<td>$Q$</td>
<td>Heat flux ratio</td>
<td>Sensitive</td>
</tr>
<tr>
<td>$\omega$</td>
<td>Dimensionless heat flux</td>
<td>Highly sensitive</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>Irreversibility distribution ratio</td>
<td>Sensitive</td>
</tr>
<tr>
<td>$Y_1$</td>
<td>Channel thickness</td>
<td>Sensitive</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Aspect ratio of channel</td>
<td>Small</td>
</tr>
</tbody>
</table>
5.3 Case 2-Homogeneous reactor

For the homogeneous microreactor, a zeroth order reaction was chosen. Zeroth order kinetic behaviour is prevalent in biological systems such as enzyme-catalysed reactions [206]. A catalytic surface may also cause reactions to exhibit zero order kinetics [206] due to limited availability of active sites. This is not, however, only a feature of large catalytic surfaces (such as channel wall catalysts) but is also the case when the catalyst is a small particle (as is the case in a slurry) [207]. With such systems in mind, the kinetics chosen for this study are zeroth order.

There is now significant evidence showing that the solid body of micro-structured reactors should be included in the thermal analyses of these systems. Further, accurate performance prediction of microreactors with highly exothermic reactions is subject to conduction of comprehensive thermal analyses which take into account thermal radiation. However, theoretical examinations of radiative effects in porous microreactors are scarce. To fill these gaps, the present work puts forward a two-dimensional investigation on the influences of thermal radiation upon heat and mass transfer, and entropic behaviour of porous microreactors with thick walls.

5.3.1 Configuration and assumptions

Figure 5-15 shows the porous microreactor under investigation with thick walls and symmetric heat flux thermal boundary condition. It is assumed that the process in the microreactor can include high temperature reactions. Thus, the internal radiation plays an important role in the overall heat transfer process. For the purposes of the following analysis, Rosseland approximation has been used to model the thermal radiation. As LTNE model is adopted in this investigation, internal convective heat exchanges between the fluid and solid phases of the porous medium have been also considered in the mathematical model. The thicknesses of the solid walls of the reactor are incorporated in the model and the mass diffusion has been coupled with temperature field of the fluid through assuming a finite Soret number [85]. The other assumptions include steady, laminar, fully developed and incompressible fluid flow. Homogeneity of the properties of the materials, existence of no sharp reaction zones, absence of gravitational effects [205] [117], and reversibility of the homogenous chemical reaction are also assumed. In the current investigation, the heat of reaction may appear as a constant source term in the energy equation of the fluid phase.
Nonetheless, this has been extensively studied in a number of previous investigations [205][117][93][100][97] and hence it is not further considered in the current work. Thus for the purposes of this study heat of reaction has not been included. Further, in the followings the fluid phase is assumed to be a nanofluid. This is not an essential element of the analysis and can be readily removed by setting the volume fraction of nanoparticles to zero. Though nanofluids are known to exhibit shear-thinning behaviour, the nanofluid presented herein is assumed to behave as a Newtonian fluid. This is justified by the use of a 2% nanoparticle concentration, which is considerably below the limit of 13% up to which nanofluids may behave in a Newtonian manner[202]. Nonetheless, it has been added to the analysis to make it applicable to the microreactors that involve nanoparticles [61][208].

### 5.3.2 Analytical solution

The naming convention described in Section 5.2.2 is adopted in the following analysis with the one minor change. Due to the symmetric nature of the system, only the top half of the system is modelled. The lower half simply being the mirror image. Many of the governing equations and boundary conditions from Section 5.2 are unchanged and so are not repeated in this section.
5.3.2.1 Boundary conditions

The Darcy-Brinkman model of transport of momentum describes the hydrodynamics of the flow in microreactor, equation (3-9), remains unchanged. The velocity boundary conditions shown in equations (5-117) and (5-118) remain relevant to this study.

The differential energy equations for the solid walls of the microreactor and the fluid phases of the porous section of the system are expressed by equations (5-115) and (5-113) respectively. The porous solid phase is governed by the energy equation:

\[ k_{es} \frac{\partial^2 T_s}{\partial y^2} - h_{sf} a_{sf} (T_s - T_{nf}) - \frac{\partial q_r}{\partial y} = 0 \quad 0 \leq y < h_1 \quad (5-188) \]

As described in chapter 3, the Rosseland approximation is used for the radiative term. The radiative heat flux from the solid phase of the porous medium is caused by the solid phase having the ability to lose (or absorb) heat through radiation. In the current model, the fluid is assumed to be transparent to radiation, which is readily justifiable by considering the fact that most fluids are optically highly transparent [178]. Of course, that is not to say that the fluid phase is unaffected by the radiative heat loss from the solid phase, merely that the effect is indirect. The radiation parameter in equation (5-188) takes the form:

\[ q_r = \frac{-4 \sigma^* \partial T_s^4}{3 \kappa^* \partial y} \quad (5-189) \]

Where under the Rosseland approximation, the radiation term in equation (5-188) becomes

\[ \frac{\partial q_r}{\partial y} = \frac{-16\sigma^* T_0^3 \partial^2 T_s}{3 \kappa^* \partial y^2}. \quad (5-190) \]

The following advection-diffusion-reaction model for a zeroth order, homogenous, temperature indifferent chemical reaction governs the production and transport of chemical species in the reactor. The model takes into account the contributions from the Soret effect in addition to the Fickian diffusion of species [146]. It is recalled that in the current problem the terms in energy transport equation are generally much larger than those in mass transport equation. As a result, the relatively small contribution of Dufour effect with the energy balance has been ignored. However, the influence of Soret effect upon mass transport equation remains noticeable and therefore it has been taken into account. This argument has
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been already made in a number of previous investigations, see for example [209][200][210][198].

\[
\frac{u \partial C}{\partial x} = D \frac{\partial^2 C}{\partial y^2} - D_r \frac{\partial^2 T_{nf}}{\partial y^2} + k_r
\]

0 \leq y < h_1 \quad (5-191)

The equal temperature boundary conditions of equation (5-121) and remain in force in this study, recalling that the system is symmetric. The heat flux boundary conditions to be adopted are as follows:

\[
y = h_2: \quad k_1 \frac{\partial T_1}{\partial y} \bigg|_{y=h_2} = q''_1
\]

(5-192)

\[
y = h_1: \quad q''_1 = k_{enf} \frac{\partial T_{nf}}{\partial y} \bigg|_{y=h_1} + (k_{es} + \frac{16\sigma^*}{3k^*}) \frac{\partial T_s}{\partial y} \bigg|_{y=h_1}
\]

(5-193)

\[
y = 0: \quad \frac{\partial T_{nf}}{\partial y} \bigg|_{y=0} = \frac{\partial T_s}{\partial y} \bigg|_{y=0} = 0
\]

(5-194)

For a zeroth order chemical reaction, the imposed conditions for the concentration of chemical species are the following.

\[
y = h_1: \quad C = C_0
\]

(5-195)

\[
y = 0: \quad D \frac{\partial C}{\partial y} = D_r \frac{\partial T_{nf}}{\partial y}
\]

(5-196)

5.3.2.2 Nusselt number

To calculate the Nusselt number on the microchannel wall, the heat transfer coefficient should firstly be evaluated. The heat transfer coefficient at the top wall of the microchannel is defined as:

\[
H_w = \frac{q''_1}{T_w - T_{nf}}
\]

(5-197)

Where the bulk mean temperature is again defined by equation (5-127). Thus, Nusselt number using length scale of the channel height $2h_1$ is expressed by
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\[
Nu_w = \frac{2H_w h_1}{k_{enf}} \quad (5-198)
\]

### 5.3.2.3 Entropy equations

Entropy generation is still covered in this investigation by the volumetric entropy generation equations (3-31) to (3-35) as shown in Chapter 3 [85,115,205]. Note that the fluid subscript, \(f\) are now replaced with nanofluid subscript, \(nf\) for consistency of this Chapter.

### 5.3.2.4 Dimensionless equations

In addition to the dimensionless parameters presented in equations (5-130), several further parameters are required or altered. These are as follows:

\[
Br' = \frac{\mu_{eff} \bar{u}^2}{q''_1 h_2}, \quad Sr = \frac{q''_1 h_1 D_T}{C_0 k_{nf} D'}, \quad \gamma = \frac{k_R h_1^2}{D C_0}, \quad Rd = \frac{16 \sigma^*}{3 \kappa^* k_{es}} \quad (5-199)
\]

### 5.3.2.5 Velocity profiles

Both the governing equation and the boundary conditions for the momentum equation remains the same as that provided in Section 5.2.2.1. The velocity profile is defined by equation (5-133), the mean velocity by equation (5-134) and the velocity ratio by equation (5-135).

### 5.3.2.6 Temperature profiles

Due to the assumption of fully developed the following conditions hold [115],

\[
\frac{\partial T_{nf}}{\partial x} = \frac{d T_{nf}}{dx} = \frac{\partial T_s}{\partial x} = \frac{d T_{sw}}{dx} = \frac{d T_1}{dx} = \Omega_R = \text{constant}. \quad (5-200)
\]

This allows for the following form of the solution to be sought for the temperature field,

\[
T_i(x,y) = f_i(y) + \Omega_R x \quad i = 1, s, nf \quad (5-201)
\]
where $f_i(y)$ is a function to be determined by solving equations (5-112), (5-113), and (5-188) in association with the given boundary conditions. In order to solve the transports of thermal energy in the porous medium, first it is necessary to add equations (5-113) and (5-188) and then integrate the resultant equation over the cross-section of the microchannel. Substituting in the heat flux boundary condition from equations (5-193) and (5-194) yields,

$$q''_1 + \frac{\mu_{nf}}{\kappa} \int_0^{h_1} u^2 \, dy + \mu_{eff} \int_0^{h_1} \left(\frac{du}{dy}\right)^2 \, dy = \rho_{nf} C_{p,nf} \int_0^{h_1} u \frac{\partial T_{nf}}{\partial x} \, dy$$

(5-202)

Rearranging equation (5-135) allows for the substitution for $u$ into equation (5-202). Applying the non-dimensional parameters, as defined in equations (5-130) and (5-199), facilitates the integration process and reveals:

$$\frac{dT_{nf}}{dx} = \frac{1}{\rho_{nf} C_{p,nf} \tilde{u} h_1 h_2} \left[ h_2 q''_1 + \frac{\mu_{eff} S^3 \tilde{u} Y_1^2 \cosh(SY_1)}{S Y_1 \cosh(SY_1) - \sinh(SY_1)} \right] = \Omega_R$$

(5-203)

Utilising the non-dimensional parameters of equations (5-130) and (5-199), the rearranged form of equation (5-135) together with equation (5-203) lead to the non-dimensional forms of equations (5-112), (5-113) and (5-188). The constant coefficients are defined explicitly in Section 5.2.4.

$$k_{e1} \theta''_1 = 0 \quad Y_1 < Y \leq 1$$

(5-204)

$$k \theta''_{nf} + Bi(\theta_s - \theta_{nf}) + D_2 \cosh(2SY) + D_3 \cosh(SY) + D_4 = 0 \quad 0 \leq Y < Y_1$$

(5-205)

$$ (1 + Rd) \theta''_s - Bi(\theta_s - \theta_{nf}) = 0 \quad 0 \leq Y < Y_1$$

(5-206)

Through an algebraic manipulation of equations (5-205) and (5-206), the following relations are developed.

$$k(1 + Rd) \theta''_{nf} - Bi(1 + k + Rd) \theta''_{nf} + (4S^2(1 + Rd) - Bi)D_2 \cosh(2SY) + (S^2(1 + Rd) - Bi)D_3 \cosh(SY) - BiD_4 = 0,$$

(5-207)

$$k(1 + Rd) \theta''_s - Bi(1 + k + Rd) \theta''_s - Bi(D_2 \cosh(2SY) + D_3 \cosh(SY) + D_4) = 0.$$  

(5-208)
These provide decoupled solid and fluid energy equations in the porous medium. Particular solutions of equations (5-204), (5-207) and (5-208) require 10 boundary conditions as given in Table 5-4.

### Table 5-4 Dimensionless temperature boundary condition

<table>
<thead>
<tr>
<th>Condition</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_{nf}(Y_1) = \theta_s(Y_1) = 0$</td>
<td>$\theta_1(Y_1) = 0$</td>
</tr>
<tr>
<td>$\theta_1''(Y_1) = 0$</td>
<td>$\theta_{nf}''(Y_1) = -\frac{1}{k} (D_2 \cosh (2SY) + D_3 \cosh(SY) + D_4)$</td>
</tr>
<tr>
<td>$\theta_{nf}'(0) = 0$</td>
<td>$k_e \theta_1'(1) = 1$</td>
</tr>
<tr>
<td>$\theta_2'(0) = 0$</td>
<td>$\theta_{nf}'''(0) = \theta_2'''(0) = 0$</td>
</tr>
</tbody>
</table>

Applying the boundary conditions given in Table 5-1 allows the analytical solutions of the system of equations (5-204), (5-207) and (5-208) to be found. The resulting closed-form dimensionless temperature profiles in the transverse direction are:

\[
\theta_1(Y) = E_1 + E_2 Y \\
0 < Y < Y_1 \quad (5-209)
\]

\[
\theta_{nf}(Y) = E_3 \cosh(2SY) + E_4 \cosh(SY) + E_5 \cosh(\alpha Y) + E_6 Y^2 + E_7 Y + E_8 \\
0 \leq Y < Y_1 \quad (5-210)
\]

\[
\theta_s(Y) = E_9 \cosh(2SY) + E_{10} \cosh(SY) + E_{11} \cosh(\alpha Y) + E_6 Y^2 + E_7 Y + E_{12} \\
0 \leq Y < Y_1 \quad (5-211)
\]

in which $\alpha = \sqrt{\frac{B_i (1+k+Rd)}{k (1+Rd)}}$.

The explicit form of the constant parameters are given in Appendix A, section 1.2, the choice of using the letter, $E$ for the coefficients was to permit ease of comparison for validation purposes (Appendix B section 1.2). Through substitution of the dimensionless axial and transverse temperature profiles into equation (5-201), and incorporating equation (5-203) the two-dimensional temperature fields can be obtained. These are given by the following expressions.
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\[ \theta_1(X, Y) = \frac{2X \left[ 1 + Br'D_1S^2 \cosh(SY_1) \right]}{Re \ Pr \ k \ Y_1 \xi} + E_1 + E_2Y \quad Y_1 < Y \leq 1 \quad (5-212) \]

\[ \theta_{nf}(X, Y) = \frac{2X \left[ 1 + Br'D_1S^2 \cosh(SY_1) \right]}{Re \ Pr \ k \ Y_1 \xi} + E_3 \cosh(2SY) \\
+ E_4 \cosh(SY) + E_5 \cosh(\alpha Y) + E_6Y^2 + E_7Y + E_8 \
0 \leq Y < Y_1 \quad (5-213) \]

\[ \theta_2(X, Y) = \frac{2X \left[ 1 + Br'D_1S^2 \cosh(SY_1) \right]}{Re \ Pr \ k \ Y_1 \xi} + E_9 \cosh(2SY) \\
+ E_{10} \cosh(SY) \\
+ E_{11} \cosh(\alpha Y) + E_6Y^2 + E_7Y + E_{12} \
0 \leq Y < Y_1 \quad (5-214) \]

The Nusselt number for the walls must also be rendered dimensionless, which results in:

\[ Nu_w = -\frac{2Y_1}{k\theta_{nf}}. \quad (5-215) \]

5.3.2.7 Concentration profiles

Seeking a solution to the governing equation of mass transfer of the form:

\[ C(x, y) = g(y) + h(x) \quad (5-216) \]

To evaluate the concentration profile first a control volume over a section of the microchannel should be considered. By doing so and applying a mass balance to this and using the steps outlined in Section 5.2.2.7 the following equation is obtained,

\[ \bar{u} \frac{\partial C}{\partial x} = k_r. \quad (5-217) \]

Assigning \( C_0 \) as the initial concentration, the solution of this equation takes the form of

\[ C(x) = \frac{k_r x}{\bar{u}}. \quad (5-218) \]

Using the dimensionless parameters defined in equations (5-130) and (5-199), equation (5-219) can be non-dimensionalised in the following form.
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\[ \Phi(X) = \frac{\gamma X}{Pe Y_1 \xi} \]  

(5-219)

Substituting equation (5-217) into equation (5-191) gives:

\[ u \frac{k_r}{\bar{u}} = D \frac{\partial^2 C}{\partial y^2} - D_T \frac{\partial^2 T_{nf}}{\partial y^2} + k_r. \]  

(5-220)

By employing the dimensionless parameters from equations (5-130) and (5-199), permits equation (5-220) is first non-dimensionalised and then rearranged in the form of,

\[ \Phi''(Y) - \left( \frac{u}{\bar{u}} - 1 \right) \frac{\gamma}{Y_1^2} = \frac{Sr k}{Y_1 \varepsilon} \theta''_{nf}(Y). \]  

(5-221)

Since \( \theta''_{nf}(Y) \) is determined from equation (5-213) only the boundary conditions given by equations (5-195) and (5-196) need non-dimensionalisation. These are expressed by,

\[ \Phi'(0) = 0 \quad \Phi(Y_1) = 1. \]  

(5-222)

Through applying these boundary conditions, equation (5-221) can be solved analytically to obtain the dimensionless concentration profile in the transverse direction. This reads

\[ \Phi(Y) = F_1 \cosh(2SY) + F_2 \cosh(SY) + F_3 \cosh(\alpha Y) + F_4 Y^2 + F_5. \]  

(5-223)

Finally, substituting equations (5-219) and (5-223) into equation (5-216) gives the dimensionless, two-dimensional concentration field:

\[ \Phi(X,Y) = \frac{\gamma X}{Pe Y_1 \xi} + F_1 \cosh(2SY) + F_2 \cosh(SY) + F_3 \cosh(\alpha Y) + F_4 Y^2 \]  

\[ + F_5. \]  

(5-224)

Appendix A section 1.2 provides analytical expressions for the constants appearing in the above equations.
5.3.2.8 Entropy profiles

The entropy equations (5-177) to (5-186) defined in section 5.2.2.8 are still the relevant non-dimensional forms of the local entropy generation equations and their use is continued in this study.

To calculate the total entropy generation, the sum of the parts of volumetric entropy generation is integrated over the volume of the microchannel with the inclusion of contributions from the walls. This yields a numerical value for the total entropy and is obtained by the following equation:

\[ N_{Tot} = 2 \int_0^1 \int_0^1 \sum N_i \, dX \, dY, \quad i = 1, s, nf, FF, DI. \]  

(5-225)

5.3.3 Validation

To validate the mathematical model developed in Sections 5.3, it is demonstrated that when the wall thickness and thermal radiation tend to zero, the analytical form of the temperature fields reduce to those presented by Ting et al. [115] with no internal heat generation term. For details, see Appendix B, Section 1.2.
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5.3.4 Discussion

The problem solved in Section 5.3.2 features a large number of dimensionless parameters. To conduct quantitative analyses default values are assigned to them in Table 5-5.

Table 5-5 List of base parameters values used in the production of all graphs except where otherwise stated.

<table>
<thead>
<tr>
<th>Dimensionless Parameter</th>
<th>Dimensionless parameter name</th>
<th>Default Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi</td>
<td>Biot number</td>
<td>1</td>
</tr>
<tr>
<td>Br'</td>
<td>Modified Brinkman number</td>
<td>0.01</td>
</tr>
<tr>
<td>γ</td>
<td>Damköhler number</td>
<td>1</td>
</tr>
<tr>
<td>Da</td>
<td>Darcy number</td>
<td>0.1</td>
</tr>
<tr>
<td>Pe</td>
<td>Peclet number</td>
<td>10</td>
</tr>
<tr>
<td>Pr</td>
<td>Prandtl number</td>
<td>5</td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number</td>
<td>150</td>
</tr>
<tr>
<td>Sr</td>
<td>Soret number</td>
<td>0.7</td>
</tr>
<tr>
<td>ε</td>
<td>Porosity</td>
<td>0.95</td>
</tr>
<tr>
<td>k</td>
<td>Thermal conductivity ratio</td>
<td>0.05</td>
</tr>
<tr>
<td>k_{e1}</td>
<td>Dimensionless Wall1 thermal conductivity</td>
<td>0.5</td>
</tr>
<tr>
<td>ω</td>
<td>Dimensionless heat flux</td>
<td>0.001</td>
</tr>
<tr>
<td>φ</td>
<td>Irreversibility distribution ratio</td>
<td>0.01</td>
</tr>
<tr>
<td>Y_1</td>
<td>Channel thickness</td>
<td>0.8</td>
</tr>
<tr>
<td>ξ</td>
<td>Aspect ratio of channel</td>
<td>0.05</td>
</tr>
<tr>
<td>Rd</td>
<td>Radiation parameter</td>
<td>2</td>
</tr>
</tbody>
</table>
5.3.4.1 Temperature distributions

Figure 5-16 Dimensionless temperature contours for varying wall thickness, $Y_1$, for nanofluid and porous solid phases.

Figure 5-16 shows the effects of widening the porous microchannel on the dimensionless temperature contours of the nanofluid (left column) and porous solid (right column) phases. It should be noted that in this figure, and also in other figures of this section, the walls have been excluded and only the interior part of the microchannel is depicted. As Figure 5-15 indicates, increasing the non-dimensional parameter $Y_1 = \frac{h_1}{h_2}$ leads to decreasing the wall thickness and hence widening the microchannel. It is also recalled that here the dimensionless temperature has been defined on the basis of the inlet wall temperature (see equation (5-199)). Therefore, the numerical value of the temperature can vary from a
negative quantity to a positive value. The internal heat generation due to nanofluid friction
and the heat flux boundary condition imposed on the walls are the reasons for increasing the
temperature to a positive value. Figure 5-16 shows that variations in the width of the
microchannel impart significant effects upon the temperature fields. For instance, a
comparison between Figure 5-16a and Figure 5-16c shows that for a fixed point inside the
microchannel increasing \( Y_1 \) results in decreasing the absolute value of the dimensionless
temperature of nanofluid. The same trend is observed in the non-dimensional temperature of
the porous solid shown in Figure 5-16b, Figure 5-16d and Figure 5-16f. This behaviour can
be explained physically. The wall acts as a thermal resistance against the transfer of heat
from the external surface of the reactor. It follows that in the current isoflux system,
decreasing the wall thickness reduces the required temperature difference for the transfer of
a fixed heat flux. By comparing the left and right columns in Figure 5-16, it is also seen that
decreasing the wall thickness of the microchannel reduces the temperature difference
between the solid and nanofluid phases. This is an important observation and implies that
utilisation of LTNE model is an essential necessity in thick wall microchannels. It is further
in keeping with the earlier one dimensional findings of Chapter 4 and extends those to the
current two-dimensional configuration. Furthermore, it is clear in Figure 5-16 that the solid
and nanofluid temperatures increase along the microchannel due to the internal heat
generation resulting from nanofluid friction and absorption of external heat flux.

Figure 5-17 demonstrates the impact of thermal conductivity ratio, \( k \), on the
temperature of nanofluid and porous solid phases when the values of other thermophysical
parameters are kept constant. This figure shows that as the thermal conductivity ratio
increases, the magnitude of the dimensionless temperature contours in both porous solid and
nanofluid phases decreases. This behaviour has been also reported in the previous
investigations of forced convection of nanofluids in porous media [95,97]. It can be
attributed to the fact that increasing the thermal conductivity of nanofluid enables the
nanofluid phase of the system to absorb more heat from the solid component of the porous
medium. Nevertheless, Figure 5-17 does not imply that increasing the thermal conductivity
ratio can majorly affect the temperature difference between the solid and fluid phases
temperature.
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Figure 5-17 Dimensionless temperature contours for varying thermal conductivity, $k$, for nanofluid and porous solid phases.

The effects of radiation parameter on the temperature contours in the solid and nanofluid phases have been shown in Figure 5-18. Figure 5-18a and Figure 5-18b correspond to the microchannel without radiation effect and Figure 5-18e and Figure 5-18f represent a case with $Rd = 2$. It is seen that augmenting the radiation parameter, increases the heat absorption by the solid phase of the porous medium from the walls. Hence, the temperature of the solid phase increases, while the temperature of the nanofluid phase decreases.
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5.3.4.2 Nusselt number

Figure 5-19 illustrates the effects of radiation parameter and wall thickness of the microchannel on the Nusselt number. As shown in Figure 5-18, increasing the radiation parameter reduces the temperature of the nanofluid, and hence increases the ability of the nanofluid to convect the heat from the surface of the wall. Therefore increasing the radiation parameter magnifies the Nusselt number as depicted in Figure 5-19a. However, Figure 5-19b indicates that when the dimensionless wall thickness of the microchannel is more than 0.5, increasing the radiation parameter has only a marginal effect on the value of Nusselt number. Both Figure 5-19a and Figure 5-19b show that decreasing the wall thickness increases the
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Nusselt number. As already shown in Figure 5-16, this is due to the fact that through reducing the wall thickness the nanofluid dimensionless temperature within the microchannel decreases.

![Variation of Nusselt number with wall thickness and radiation parameter.](image)

**Figure 5-19** Variation of Nusselt number with a) the wall thickness and b) radiation parameter.

### 5.3.4.3 Concentration field

Figure 5-20 and Figure 5-21 illustrate the effects of Damköhler number and wall thickness on the concentration field within the porous section of the microchannel. Figure 5-20 shows the dimensionless concentration contours for the entire length of the microchannel (Figure 5-20a) and for the second half of the microchannel with different values of Damköhler numbers (Figure 5-20b, c, d). A comparison between Figure 5-20b and Figure 5-20d reveals that decreasing the value of Damköhler number smoothens the concentration field and makes it more uniform. This is to be expected and is because of the fact that Damköhler number is directly related to the chemical reaction rate. Hence, decreasing Damköhler number represents weakening of the homogenous reaction and production of the species.
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Figure 5-20 Dimensionless concentration contours for varying Damköhler number, $\gamma$, a) showing the full microchannel for $\gamma = 1.1$, b) mid-section of microchannel for $\gamma = 1.1$, c) mid-section for $\gamma = 0.9$, and d) mid-section for $\gamma = 0.7$.

Figure 5-21 shows the effects of wall thickness on the concentration distribution. Examination of Figure 5-21b to Figure 5-21d confirms that decreasing the wall thickness of the microreactor reduces the numerical values of the dimensionless concentration contours. As already discussed, reducing the wall thickness of the microchannel decreases the temperature of the nanofluid phase and subsequently affects the concentration field through thermal diffusion effect. Although not shown here the impact of radiation parameter on the concentration field is quite marginal. Radiation affects the temperature field to some extent but only the second derivative of temperature appears in the mass transfer equation (equation (5-221)). This supresses out the effects of thermal radiation and renders the concentration field rather indifferent to variation in radiation parameter.

Figure 5-20 and Figure 5-21 further show that due to the axial advection and production, the species are washed away from the entrance of the channel. Thus, in moving from the entrance of the microreactor towards the exit plane, the dimensionless concentration is constantly increasing. Further, the concentration of species appears to be higher in the vicinity of the walls of microreactor compared to that on the centreline. As the nanofluid temperature near the wall is always higher than the temperature around the centre of the microchannel, the thermo-diffusion effects generate the observed transversal gradient in the species field.
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5.3.4.4 Local entropy generation

In all of the local entropy generation illustrations in this section, the contributions from different sources of irreversibility are shown in subfigure a) to e), and the overall local entropy generation is plotted in sub-figure f). Figure 5-22 shows the local entropy generation for the porous section of the microreactor calculated for the default values given in Table 5-5. This provides a basis to compare the effects of different parameters. Through a simple comparison between the different sources of irreversibility, it is clear that the diffusive irreversibility is the main source of entropy generation and is followed by that of nanofluid friction. It is also observed that the solid and nanofluid entropy generation rates are smaller around the centre of the microreactor. However, the inter-phase volumetric entropy generation rate is larger at the centreline. Figure 5-22d further indicates that by moving transversally from the walls of the reactor towards the centreline, the local entropy generation by nanofluid friction first decreases. It then reaches a minimum value and again hits a high value at the centre of the microreactor, for reasons discussed in Section 5.2.3.4.
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Figure 5-22 Local entropy generation contours for the base configuration showing a) $N_{S,ht}$, b) $N_{f,ht}$, c) $N_{int}$, d) $N_{ff}$, e) $N_{DI}$ and f) $N_{pm}$.

The entropic effects of Soret and Damköhler numbers are further analysed in Figure 5-23. In this figure, the values of Soret and Damköhler number were reduced to 0.01 and 0.3 respectively, which represent a significant reduction in comparison to their default values shown in Table 5-5 and used in Figure 5-22. A comparison between Figure 5-22e and Figure 5-23a reveals that by decreasing the numerical value of Soret number from 0.7 to 0.01 the mass transfer irreversibility decreases by about 40%. Yet, reduction of Damköhler number from 1 (in Figure 5-22e) to 0.3 (in Figure 5-23c) results in 75% reduction in the mass transfer irreversibility. A very similar reduction in overall entropy generation can be seen in Figure 5-23b and Figure 5-23d in comparison with Figure 5-22f. As already discussed this is due to the fact that irreversibility of the process is dominated by the entropy generation through mass transfer. Figure 5-23 clearly shows that while both Soret and Damköhler number are rather influential in determining the irreversibility of the process, Damköhler number seems to be of higher significance.
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Figure 5-23 The effects of Soret and Damköhler numbers on the local entropy generation, top row: $Sr = 0.01$, a) $N_{DI}$ and b) $N_{pm}$, bottom row: $\gamma = 0.3$, c) $N_{DI}$ and d) $N_{pm}$.

Figure 5-24 Local entropy generation contours for the wall thickness of $Y_1 = 0.6$, showing a) $N_{s,ht}$, b) $N_{f,ht}$, c) $N_{int}$, d) $N_{FF}$, e) $N_{DI}$ and f) $N_{pm}$.
Figure 5-24 depicts the effects of varying the wall thickness on the local entropy generation rates. This figure shows that increasing the thickness of the wall through changing the value of $Y_1$ from 0.8 to 0.6 has a marginal effect on the nanofluid friction part of the entropy generation. However, it drastically increases the entropy generation by mass transfer. Comparing the values of overall entropy generation rates in Figure 5-22 and Figure 5-24 shows that increasing the thickness of the microchannel wall by two times, has increased the entropy generation rate by almost tenfold. This is a very important result and clearly demonstrates the significance of wall thickness in the level of irreversibility encountered within the microreactor.

5.3.4.5 Total entropy generation

![Figure 5-25 Total Entropy generation graphs for varying radiation parameter, $Rd$, with various values of a) Soret number, $Sr$ and b) Damköhler number, $\gamma$.](image)

Figure 5-25 illustrates variations of the total entropy generation rate versus radiation parameter, and Soret and Damköhler numbers. This figure shows that, as expected, increasing either of Soret or Damköhler number would increase the total entropy generation within the microreactor. It also shows that increasing the radiation parameter leads to the reduction of the total entropy generated in the system. Strengthening the thermal radiation intensifies the internal heat exchanges between the components of the reactor and hence leads to smaller temperature gradients. This tends to suppress the thermal and mass transfer irreversibilities and therefore reduces the total entropy generation of the reactor. Figure 5-25 further shows an interesting relation between the radiation parameter and total entropy in which initial increases of radiation parameter from zero result in noticeable reduction in the total entropy. However, further increase in the radiation parameter causes only minor
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decreases of the total entropy. From the local entropy study presented in the previous section, it can be seen that the entropy contribution from concentration dominates the system. As mentioned above this reduces the heat transfer and to a lesser extent the mass transfer gradients. This is a limited effect however since once the temperature gradient is sufficiently low, there will be insignificant mass flow due to the Soret effect and further increase in radiation parameter will not greatly decrease the gradient. This result is a lessening effect of increased radiation parameter past a certain value. Additionally, an increase in Soret number would imply a greater levelling of thermal gradient to counteract and this would lead to an associated increase in the range over which the total entropy is affected by thermal radiation. In fact, this is indeed what is observed in Figure 5-25a.

Figure 5-26 Total Entropy graphs for varying wall thickness, $Y_1$, with different values of a) Damköhler number, $\gamma$ and b) Soret number, $Sr$.

The combined effects of wall thickness and Soret and Damköhler numbers upon the total entropy generation are illustrated by Figure 5-26. This figure clearly shows that regardless of the values of Soret and Damköhler numbers reducing the wall thickness (i.e., increasing $Y_1$) causes substantial decreases in the total irreversibility of the system. Figure 5-26 further shows that such reduction features a highly nonlinear relation with $Y_1$. It is also clear that total entropy generation in thick wall microreactor is majorly dependent upon the Damköhler number and is affected by Soret number to a lesser extent. For instance, at $Y_1 = 0.5$ by increasing the value of Damköhler number from 0.8 to 1.2, the value of the total entropy generation grows for nearly 80%. However, this influence decreases sharply as the wall becomes thinner.
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5.4 Conclusions

Two porous microreactors were modelled featuring two-dimensional convection of heat together with the conjugate heat transfer in the walls were tackled analytically. This included the internal generation of heat through viscous dissipation of flow kinetic energy. Further, a two-dimensional advection-diffusion-reaction model with zeroth order chemical reaction was employed to represent the production and transfer of the chemical species. This was coupled to the transport of heat through thermal diffusion of mass. The resultant coupled heat and mass transfer problem was solved analytically. The analysis of the porous medium was under LTNE conditions and also considered the thermal diffusion of mass and viscous dissipation of momentum. The calculated temperature and concentration fields were then used to predict the local entropy generation within the microreactor. Further, the Nusselt number on the internal surfaces of the microchannel and the total entropy generation within the entire system were calculated. The results were presented in the form of contour plots of temperature, concentration and local entropy generation fields. These visualised the transversal diffusion of heat and mass and the simultaneous advection of them in the investigated microsystem.

In the first, (Case 1) porous material filled the microreactor and the solid thick walls were taken into account to represent the microstructure of the reactor. Catalytic surfaces and exposed to uneven thermal fluxes was representative of heterogeneous reaction processes.

A second porous microreactor (Case 2) accommodating a homogeneous chemical reaction and again featuring thick walls was investigated. The axisymmetric system was subject to thermal load in the form of constant heat flux incorporating radiative heat transfer. While there is a long list of parameters that can affect the temperature fields, the wall thicknesses of the microstructure were found most influential in altering the temperatures of the nanofluid and porous solid phases. The Nusselt number on the upper and lower internal walls were shown to be strongly dependent upon the thickness of the walls. In general, increasing the wall thickness results in significant reduction of Nusselt number. This finding was consistent in both Case 1 and Case 2, indicating that irrespective of whether a reaction is catalysed homogeneously or heterogeneous, the thickness of the enclosing structure has an important role to play in thermal management.

In Case 2, increasing the radiation parameter, increases the solid phase temperature and decreases the nanofluid phase temperature. This causes a decrease in the total entropy generation of the microreactor. Additionally, as the dimensionless temperature of the
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nanofluid decreases by increasing the radiation parameter, the nanofluid gains more power to wash away heat from the surface of the walls and hence the Nusselt number increases.

In both Case 1 and Case 2, for most combination of parameters, the irreversibility of mass transfer and in particular that of Soret effect is the dominant sources of entropy generation within the microreactor. However, this is not the case for elevated values of imposed heat flux, which result in magnification of thermal irreversibility. Although, depending on the numerical values of other parameters, the nanofluid friction part of the entropy generation can be of comparable significance. Additionally, increasing the Damköhler and Soret numbers intensifies the concentration of species, and magnifies the mass transfer component of the entropy generation rate.

The total entropy appears to be strongly dependent upon the wall thickness and is also affected by the moderate values of radiation parameter in Case 2. Whereas in Case 1, total entropy generation within the system was found to be monotonically increasing with the thermal conductivity ratio and the wall thickness. Minimisation of the total entropy generation may be sought by varying the value of Reynolds number for Case 1. Similarly in Case 1 and Case 2, Soret and Damköhler numbers were shown to be very influential in increasing the total entropy generation inside the microreactor.

These points are of clear relevance to the design of more efficient microreactors. Further, the analytical models presented in this work can be used for validation of the future numerical simulations of microreactors.
Chapter 6 Influences of exothermic catalytic reactions upon transport in porous microreactors - A novel porous-solid interface model

6.1 Introduction

Chapter 2 detailed the concept of LTNE conditions and discussed the interface condition known in the literature as Model A. It is essential to note that Model A assumes that the wall in contact with the porous medium is of zero thickness and is therefore unable to conduct heat. Other variations of this LTNE model have also been examined with a view to taking into account other effects such as variable porosity and thermal dispersion [91]. Extensive examination of these models revealed that, for many cases, Model A can represent the interface condition with the greatest accuracy [91]. Additionally, in many microreactors the transfer of mass and heat are coupled [85], so employing LTNE model can also provide a better prediction of the species concentration within the system.

Analytical modelling of transport and thermodynamic irreversibilities in porous microchannels have been now extended to LTNE and two-dimensional analyses (see Chapter 5). The studies in reactive systems have included homogeneous and heterogeneous reactions and investigated combined transport of heat and mass and entropy generation. However, exothermic catalytic reactions have been excluded from these investigations. This is, in part, due to the mathematical difficulties associated with consideration of heat release on the internal surfaces of microreactors. More importantly, the lack of an LTNE interface model capable of considering the wall, fluid and porous solid collectively has rendered the thermal analyses of such systems impossible. The current work tackles these challenges through developing an analytical model of heat and mass transfer in a porous, thick-wall microreactor with exothermic catalytic reactions occurring on the internal surfaces of the walls. Towards this aim, an existing phenomenological model of porous interface is extended to include the wall effects.
6.2 Configuration and assumptions

Figure 6-1 Schematic view of the microreactor under investigation.

Figure 6-1 shows schematically the system under investigation including two dissimilar thick walls, the internal surface of which coated with catalysts enhancing exothermic reactions. The heat generated by this reaction imposes a constant heat flux, which is applied to the wall (to which the catalyst is adhered), also to the porous medium. The following assumptions are made:

- The chemical reactions are limited to a zeroth-order reversible, catalytic reaction. Also, in keeping with the previous theoretical analysis of catalytic reactions in microchannels [103,104,198], the catalyst is assumed to be located on the internal surfaces of the microchannel.

- The effects of temperature variations on the catalytic reaction are ignored [198].

- The problem is generally asymmetric and thus the microchannel wall thicknesses and the heat releases on the catalytic surfaces can be uneven.

- The porous medium is homogenous, isotropic and fluid saturated and is under LTNE. Further, gravitational effects and radiative heat transfer are ignored.
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- The fluid flow is steady and laminar satisfying the no-slip boundary conditions on the wall. Also, thermally and hydrodynamically fully developed conditions hold over the entire microchannel.

- Physical properties such as porosity, specific heat, density and thermal conductivities are invariants and thermal dispersion effects are ignored.

- The reaction is not diffusion controlled such that diffusive flux of species produced on the surface of the catalyst is at least equal to the rate of species production.

Processes featuring abrupt reaction zones, separating hot and cold flows, such as those in micro-combustors [123,124] are not considered here. As a result, the axial conduction of heat within the walls is insignificant and is neglected throughout the analysis [77]. This is further justified by noting that experimental studies [77] have already shown that the axial temperature gradient within the microstructure diminishes in thick wall microreactors.

6.3 Analytical solution

For the convenience of the reader, the governing equations described in Chapter 3 are presented again here. The separate phases of the system are indicated for their various properties by the subscripts where appropriate. The convention employed herein is that the lower wall uses subscript (1), the porous solid (S), the fluid (f), and the upper wall (2). Where a term is the effective thermal conductivity of the solid porous phase has subscript of (es). Likewise, the term is the effective thermal conductivity of the nanofluid phase has subscript of (ef).

6.3.1 Boundary conditions

Under steady state and for a fully hydrodynamically developed flow, Darcy-Brinkman momentum equation governs the hydrodynamics of the system. That is

\[
\frac{-\partial p}{\partial x} + \mu_{\text{eff}} \frac{d^2 u}{dy^2} - \frac{\mu_f}{\kappa} u = 0 \quad -h_1 \leq y < h_2 \quad (6-226)
\]

The local thermal non-equilibrium condition assumed for energy equation within the solid and fluid phases of the porous media are expressed by the followings [115,205], while viscous dissipation effects are included.
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\[ k_2 \frac{\partial}{\partial y} \left[ \frac{\partial T_2}{\partial y} \right] = 0 \quad h_2 < y \leq h_3 \quad (6-227) \]

\[ k_{ef} \frac{\partial^2 T_f}{\partial y^2} + h_{sf} a_{sf} (T_s - T_f) + \frac{\mu_f}{\kappa} u^2 + \mu_{ef} \left( \frac{du}{dy} \right)^2 = \rho_f C_{p,f} \frac{\partial T_f}{\partial x} \quad -h_1 \leq y < h_2 \quad (6-228) \]

\[ k_{es} \frac{\partial^2 T_s}{\partial y^2} - h_{sf} a_{sf} (T_s - T_f) = 0 \quad -h_1 \leq y < h_2 \quad (6-229) \]

\[ k_1 \frac{\partial}{\partial y} \left[ \frac{\partial T_1}{\partial y} \right] = 0 \quad -h_3 \leq y < -h_1 \quad (6-230) \]

Using the following advective-diffusive model, transfer of chemical species by taking into account transport due to the Soret effect as well as diffusion of species due to Fick’s Law [146] can be described.

\[ u \frac{\partial C}{\partial x} = D \frac{\partial^2 C}{\partial y^2} - Dr \frac{\partial^2 T_f}{\partial y^2} \quad (6-231) \]

The no-slip boundary conditions on the microchannel walls are:

\[ y = h_2: \quad u = 0 \quad (6-232) \]

\[ y = -h_1: \quad u = 0 \quad (6-233) \]

The equations of heat transfer throughout the microchannel are subject to the following boundary conditions [115,205]:

\[ y = h_3: \quad k_2 \frac{\partial T_2}{\partial y} \bigg|_{y=h_3} = -q''_{w_2} \quad (6-234) \]

\[ y = h_2: \quad q''_c = k_{ef} \frac{\partial T_f}{\partial y} \bigg|_{y=h_2} + k_{es} \frac{\partial T_s}{\partial y} \bigg|_{y=h_2} - k_2 \frac{\partial T_2}{\partial y} \bigg|_{y=h_2} \quad (6-235) \]
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\[
y = -h_1: \quad q_c'' = -k_{ef} \frac{\partial T_f}{\partial y} \bigg|_{y=-h_1} - k_{es} \frac{\partial T_s}{\partial y} \bigg|_{y=-h_1} + k_1 \frac{\partial T_1}{\partial y} \bigg|_{y=-h_1} \quad (6-236)
\]

\[
y = -h_3: \quad k_1 \frac{\partial T_1}{\partial y} \bigg|_{y=-h_3} = q_{w1}'' \quad (6-237)
\]

Equations (6-235) and (6-236) are extensions of the well-known Model A of Vafai and his co-workers [91, 94]. Model A assumes that the split of heat flux on the interface of the porous insert occurs on the basis of the thermal conductivity and transversal temperature gradients of the solid and fluid phases. Thus, a logical extension of this model, for the configuration shown in Figure 6-1, is to add the product of wall thermal conductivity and vertical temperature gradient to those of fluid and porous solid. This permits the total heat flux output of the catalyst, \( q_c'' \), to be split into its respective heat fluxes into the wall and porous medium. The validity of this extension will be demonstrated later. In addition to the above heat flux boundary conditions, the equality of temperature at the interfaces between the porous medium and the enclosing structure applies the following boundary conditions to the energy equations:

\[
y = h_2: \quad T_2 = T_f = T_s \quad (6-238)
\]

\[
y = -h_1: \quad T_1 = T_f = T_s \quad (6-239)
\]

The boundary conditions associated with the mass transfer equation (6-231) are given in the following expressions. The reference value, \( C_0 \), is the concentration on the lower wall at the entrance to the considered section of the microchannel. This leads to the second imposed condition:

\[
y = \frac{y_2 - y_1}{2}: \quad D \frac{\partial C}{\partial y} = D_T \frac{\partial T_f}{\partial y} \quad (6-240)
\]

\[
C(0, -h_1): \quad C = C_0 \quad (6-241)
\]

6.3.2 Nusselt number

The heat transfer coefficients at the bottom and top walls of the microchannel are defined as [145]:
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\[ H_{w1} = \frac{q''_1}{T_{w1} - T_f} \]  
(6-242)

\[ H_{w2} = \frac{q''_2}{T_{w2} - T_f} \]  
(6-243)

Where the bulk mean temperature of the fluid is given by:

\[ T_f = \frac{1}{\bar{u}(h_1 + h_2)} \int_{-h_1}^{h_2} uT_f \, dy. \]  
(6-244)

Thus, Nusselt number utilising the microchannel height \((h_1 + h_2)\) as the characteristic height may be expressed as follows:

\[ Nu_{w1} = \frac{H_{w1}(h_1 + h_2)}{k_{ef}} \]  
(6-245)

\[ Nu_{w2} = \frac{H_{w2}(h_1 + h_2)}{k_{ef}}. \]  
(6-246)

### 6.3.3 Sherwood Number

Since the reaction taking place at the catalyst surface is of zeroth order, the reaction rate is not dependent upon the concentration of either reactants or products (provided that sufficient reactant exists to allow for the reaction to proceed). This permits the mass transfer coefficient, \(H_m\) to be calculated according to the relation [145];

\[ H_m = \frac{k_R}{C_0 - \bar{C}} \]  
(6-247)

With the mass transfer coefficient thus defined, and using the microchannel height \((h_1 + h_2)\) as the characteristic length scale, the Sherwood number may now be expressed in the following form:

\[ Sh = \frac{(h_1 + h_2)H_m}{D} \]  
(6-248)
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Where the mean bulk concentration, $\overline{C}$ is calculated in an analogous manner to equation (6-244).

6.3.4 Entropy Equations

The volumetric entropy generation for the system are expressed by equations (3-31) to (3-35) as shown in Chapter 3 [85,115,205]. In equations (3-31) to (3-35), entropy generation terms represent contributions from different sources of irreversibility. The terms $\dot{S}_1'''$ and $\dot{S}_2'''$ account for the entropy generation in the lower and upper thick walls, respectively. Entropy generation in the solid phase of the porous medium due to heat transfer may be calculated using $\dot{S}_s'''$. Similarly, $\dot{S}_f'''$ is used to find the entropy generation rate in the fluid phase. Fluid friction irreversibility is accounted for by $\dot{S}_FF'''$. Irreversibility sources due to the combination of concentration gradients and also those due to mixed thermal and concentration gradients are found using the equation for $\dot{S}_DI'''$.

6.3.5 Dimensionless equations

In order to solve the governing equations, it is necessary to render them dimensionless. This is accomplished by defining a series of dimensionless parameters.

The parameters listed in Table 6-1 are introduced to enable further physical analysis. In Table 6-1 the temperature follows the labelling convention $i = 1,2,s,f$. Similarly, the dimensionless entropy generation, $N_i$ follows the labelling convention $i = 1, s, nf, FF, DI, 2$. 
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Table 6-1 Definition of Dimensionless parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_i )</td>
<td>( \frac{(T_i - T_{w, in})k_{es}}{(q_1'' + q_2'')h_3} )</td>
</tr>
<tr>
<td>( u_r )</td>
<td>( -\frac{h_3^2 \partial p_f}{\mu_f \partial x'} )</td>
</tr>
<tr>
<td>( Bi )</td>
<td>( \frac{h_{sf} \alpha_f h_3^2}{k_{es}} )</td>
</tr>
<tr>
<td>( Y )</td>
<td>( \frac{Y}{h_3} )</td>
</tr>
<tr>
<td>( Da )</td>
<td>( \frac{k}{h_3^2} )</td>
</tr>
<tr>
<td>( Br' )</td>
<td>( \frac{\mu_{eff} \bar{u}^2}{(q_1'' + q_2'')h_3} )</td>
</tr>
<tr>
<td>( Y_1 )</td>
<td>( \frac{h_1}{h_3} )</td>
</tr>
<tr>
<td>( M )</td>
<td>( \frac{\mu_{eff}}{\mu_f} )</td>
</tr>
<tr>
<td>( k_{e1} )</td>
<td>( \frac{k_1}{k_{es}} )</td>
</tr>
<tr>
<td>( Y_2 )</td>
<td>( \frac{h_2}{h_3} )</td>
</tr>
<tr>
<td>( S )</td>
<td>( \frac{1}{\sqrt{MDa}} )</td>
</tr>
<tr>
<td>( k_{e2} )</td>
<td>( \frac{k_2}{k_{es}} )</td>
</tr>
<tr>
<td>( \xi )</td>
<td>( \frac{h_3}{L} )</td>
</tr>
<tr>
<td>( Pr )</td>
<td>( \frac{C_{p,f} \mu_{eff}}{k_{ef}} )</td>
</tr>
<tr>
<td>( \phi )</td>
<td>( \frac{C}{C_0} )</td>
</tr>
<tr>
<td>( U )</td>
<td>( \frac{u}{u_r} )</td>
</tr>
<tr>
<td>( Pe )</td>
<td>( \frac{\bar{u}(h_1 + h_2)}{D} )</td>
</tr>
<tr>
<td>( Q_{w1} )</td>
<td>( \frac{q_{w1}}{(q_1'' + q_2'')} )</td>
</tr>
<tr>
<td>( X )</td>
<td>( \frac{x}{L} )</td>
</tr>
<tr>
<td>( q_1'' )</td>
<td>( q''_c - q''_w )</td>
</tr>
<tr>
<td>( q_2'' )</td>
<td>( q''_c - q''_w )</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>( \frac{k_R (h_1 + h_2)}{DC_0} )</td>
</tr>
<tr>
<td>( Q )</td>
<td>( \frac{q_2''}{(q_1'' + q_2'')} )</td>
</tr>
<tr>
<td>( Sr )</td>
<td>( \frac{(q_1'' + q_2'')(h_1 + h_2)D_r}{C_0 k_f D} )</td>
</tr>
<tr>
<td>( Re )</td>
<td>( \frac{h_3 \mu_f \bar{u}}{\mu_{eff}} )</td>
</tr>
<tr>
<td>( Q_{w2} )</td>
<td>( \frac{q_{w2}}{(q_1'' + q_2'')} )</td>
</tr>
<tr>
<td>( k )</td>
<td>( \frac{k_{ef}}{k_{es}} = \frac{\varepsilon k_f}{(1 - \varepsilon)k_s} )</td>
</tr>
<tr>
<td>( N_i )</td>
<td>( \frac{\dot{\Psi}<em>i h_3^2}{k</em>{es}} )</td>
</tr>
<tr>
<td>( \varphi )</td>
<td>( \frac{RDc_0}{k_{es}} )</td>
</tr>
<tr>
<td>( \omega )</td>
<td>( \frac{(q_1'' + q_2'')h_3}{2k_{es} T_{w, in}} )</td>
</tr>
</tbody>
</table>

### 6.3.6 Velocity profiles

Equation (3-9) can be non-dimensionalised using the parameters defined in Table 6-1, resulting in

\[
M \frac{d^2 U}{dY^2} \frac{U}{Da} + 1 = 0. \tag{6-249}
\]

It is common practice to assume that \( \mu_{eff} = \mu_f \) as this has been shown to yield acceptable results [211]. This leads to \( M = 1 \) and thus shape factor of the porous medium, \( S = \frac{1}{\sqrt{Da}} \).

Similarly, the no-slip boundary condition expressed in non-dimensional form is:

\[
U(Y_2) = U(-Y_1) = 0, \tag{6-250}
\]
The solution of equation (6-249) yields:

\[ U(Y) = A_1 \cosh(SY) + A_2 \sinh(SY) + Da \quad -Y_1 \leq Y < Y_2 \]  

(6-251)

Using equation (6-251) and integration over the channel, the average dimensionless velocity across the microchannel is found to be:

\[ \bar{U} = \frac{DaS(Y_1 + Y_2) + A_1(\sinh(SY_1) + \sinh(SY_2)) + A_2(\cosh(SY_2) - \cosh(SY_1))}{S(Y_1 + Y_2)} \]  

(6-252)

By combining equations (6-251) and (6-252) the following ratios are defined:

\[ \frac{u}{\bar{u}} = \frac{U}{\bar{U}} = \frac{SY_1(\cosh(SY_1) - \cosh(SY))}{SY_1 \cosh(SY_1) - \sinh(SY_1)} \]  

(6-253)

The constants \( A_1 \) to \( A_3 \) along with all other constants used henceforth are defined explicitly in Appendix A, Section 2.

6.3.7 Temperature profiles

Due to the assumption of fully developed flow and by considering the assumptions summarised in Section 6.2, the following conditions hold [115],

\[ \frac{\partial T_f}{\partial x} = \frac{dT_f}{dx} = \frac{\partial T_s}{\partial x} = \frac{dT_s}{dx} = \frac{dT_{w1}}{dx} = \frac{dT_{w2}}{dx} = \Omega = \text{constant}. \]  

(6-254)

This permits seeking a solution for the temperature equations of the form:

\[ T_i(x,y) = f_i(y) + \Omega x \quad i = 1, 2, s, f, \]  

(6-255)

where \( f_i(y) \) is a function to be determined by solving equations (6-227) to (6-230) and applying the boundary conditions detailed in equations (6-234) to (6-237). Determination of solutions to the transports of thermal energy equations within the porous microchannel requires the addition of equations (6-228) to (6-229) in the first instance. The resulting equation is then integrated over the cross-section of the asymmetric microchannel. Substituting into the heat flux boundary conditions from equations (6-235) and (6-236) and utilising the heat flux relationships stated in Table 6-1 gives rise to;
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\[ q''_1 + q''_2 + \frac{\mu_{nf}}{\kappa} \int_{-h_1}^{h_2} u^2 \, dy + \mu_{eff} \int_{-h_1}^{h_2} \left( \frac{du}{dy} \right)^2 \, dy = \rho_f C_{p,f} \int_{-h_1}^{h_2} u \frac{\partial T_f}{\partial x} \, dy. \]  \tag{6-256}

Rearranging equation (6-253) allows substitution for \( u \) in equation (6-256). Conversion to non-dimensional parameters as defined in Table 6-1 simplifies integration, which yields:

\[ \frac{d\bar{T}_f}{dx} = \frac{2h_3(q''_1 + q''_2) + \mu_{eff} \bar{u}^2 A_4}{(\rho_f C_{p,f})\bar{u}(h_1 + h_2)h_3} = \Omega, \]  \tag{6-257}

Where the bulk mean temperature of the fluid is given by equation (6-244). The axial temperature distribution may now be determined by applying equation (6-254) to equation (5-139) followed by non-dimensionalising the resulting differential equation. Solving the resultant equation such that the solution satisfies equation (6-255) yields:

\[ \theta_i(X) = \frac{X [1 + Br' A_4]}{Re \, Pr \, k \, (Y_1 + Y_2)\xi} \quad i = 1, 2, s, f \]  \tag{6-258}

Non-dimensional forms of equations (6-227) to (6-230) are obtained through algebraic manipulation and by substitution of the parameters listed in Table 6-1 and application of equations (5-139) and (6-254) to give:

\[ k_{e2} \theta''_2 = 0 \quad Y_2 < Y \leq 1 \]  \tag{6-259}

\[ k \theta''_f + Bi(\theta_s - \theta_f) + B_1 \cosh(2SY) + B_2 \sinh(2SY) - Y_1 \leq Y < Y_2 \]  \tag{6-260}

\[ + B_3 \cosh(SY) + B_4 \sinh(SY) + B_5 = 0 \]

\[ \theta''_s - Bi(\theta_s - \theta_f) = 0 \quad -Y_1 \leq Y < Y_2 \]  \tag{6-261}

\[ k_{e1} \theta''_1 = 0 \quad -1 \leq Y < -Y_1 \]  \tag{6-262}

Differentiation of equations (6-260) and (6-261), allows for the decoupling of these equations resulting in:
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\[ k\theta'_f'' - \alpha^2\theta_f' + (4S^2 - Bi)B_1 \cosh(2SY) + (4S^2 - Bi)B_2 \sinh(2SY) \]
\[ + (S^2 - Bi)B_3 \cosh(SY) + (S^2 - Bi)B_4 \sinh(SY) - BiB_5 \]
\[ = 0, \]

\[ k\theta_s'''' - \alpha^2\theta_s'' - Bi[B_1 \cosh(2SY) + B_2 \sinh(2SY) + B_3 \cosh(SY) \]
\[ + B_4 \sinh(SY) + B_5] = 0, \]

where \( \alpha = \sqrt{Bi(1 + k^{-1})}. \)

Once equations \( (6-234) \) to \( (6-239) \) have been rendered dimensionless, then along with equations \( (6-260) \) and \( (6-261) \), the eight boundary conditions of the two fourth order differential equations \( (6-263) \) and \( (6-264) \) can be defined.

<table>
<thead>
<tr>
<th>Table 6-2 Boundary conditions for temperature equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \theta_f(-Y_1) = \theta_s(-Y_1) = 0 )</td>
</tr>
<tr>
<td>( \theta_f''(-Y_1) = -\frac{1}{k}[B_1 \cosh(2SY_1) - B_2 \sinh(2SY_1) + B_3 \cosh(SY_1) - B_4 \sinh(SY_1) + B_5] )</td>
</tr>
<tr>
<td>( \theta_s''(-Y_1) = 0 )</td>
</tr>
<tr>
<td>( \theta_2(Y_2) = \theta_w2 )</td>
</tr>
<tr>
<td>( \theta_1(-Y_1) = 0 )</td>
</tr>
<tr>
<td>( \theta_f''(Y_2) = -\frac{1}{k}[B_1 \cosh(2SY_2) + B_2 \sinh(2SY_2) + B_3 \cosh(SY_2) + B_4 \sinh(SY_2) + B_5] )</td>
</tr>
</tbody>
</table>

Four boundary conditions are further required in order to solve \( (6-259) \) and \( (6-262) \), which are themselves linked to equations \( (6-263) \) and \( (6-264) \) by the virtue of thermal relationships in the system under investigation. Equations \( (6-234) \) to \( (6-239) \) provide the necessary extra boundary conditions. This concludes the twelve boundary conditions required for the closure of the system, which are presented in Table 6-2.
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Applying the boundary conditions given by Table 6-2 allows the analytical solutions of the system of equations (6-259), (6-262), (6-263), and (6-264) to be found. The resulting closed-form dimensionless temperature formulations in the axial direction are:

\[
\theta_2(Y) = C_1 + C_2 Y \quad Y_2 < Y \leq 1 \quad (6-265)
\]

\[
\theta_3(Y) = C_3 \cosh(2SY) + C_4 \cosh(SY) + C_5 \cosh(aY) + C_6 \sinh(2SY) + C_7 \sinh(SY) + C_8 \sinh(aY) + C_9 Y^2 + C_{10} Y + C_{11} \quad Y_1 \leq Y < Y_2 \quad (6-266)
\]

\[
\theta_f(Y) = C_{12} \cosh(2SY) + C_{13} \cosh(SY) + C_{14} \cosh(aY) + C_{15} \sinh(2SY) + C_{16} \sinh(SY) + C_{17} \sinh(aY) + C_{18} Y^2 + C_{19} Y + C_{20} \quad Y_1 \leq Y < Y_2 \quad (6-267)
\]

\[
\theta_1(Y) = C_{21} + C_{22} Y \quad -1 \leq Y < -Y_1 \quad (6-268)
\]

Substitution of equations (6-258) and (6-265) to (6-268) into equation (6-255) reveals the final temperature profiles as:

\[
\theta_2(X,Y) = \frac{X [1 + Br' A_4]}{Re \Pr k (Y_1 + Y_2) \xi} + C_1 + C_2 Y \quad Y_2 < Y \leq 1 \quad (6-269)
\]

\[
\theta_3(X,Y) = \frac{X [1 + Br' A_4]}{Re \Pr k (Y_1 + Y_2) \xi} + C_3 \cosh(2SY) + C_4 \cosh(SY) + C_5 \cosh(aY) + C_6 \sinh(2SY) + C_7 \sinh(SY) + C_8 \sinh(aY) + C_9 Y^2 + C_{10} Y + C_{11} \quad Y_1 \leq Y < Y_2 \quad (6-270)
\]

\[
\theta_f(X,Y) = \frac{X [1 + Br' A_4]}{Re \Pr k (Y_1 + Y_2) \xi} + C_{12} \cosh(2SY) + C_{13} \cosh(SY) + C_{14} \cosh(aY) + C_{15} \sinh(2SY) + C_{16} \sinh(SY) + C_{17} \sinh(aY) + C_{18} Y^2 + C_{19} Y + C_{20} \quad Y_1 \leq Y < Y_2 \quad (6-271)
\]
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\[ \theta_1(X,Y) = \frac{X [1 + Br' A_4]}{Re Pr k (Y_1 + Y_2) \xi} + C_{21} + C_{22} Y \quad -1 \leq Y < -Y_1 \] (6-272)

To continue the analysis of the thermal conditions within the microchannel, the Nusselt number for the upper and lower walls be couched in non-dimensional terms. This leads to;

\[ Nu_{w1} = \frac{(Q - 1)(Y_1 + Y_2)}{k \theta_f} \] (6-273)

\[ Nu_{w2} = \frac{Q(Y_1 + Y_2)}{k(\theta_{w2} - \theta_f)} \] (6-274)

The dimensionless bulk mean temperature of the fluid, \( \bar{\theta}_f \) may be found by first rendering dimensionless, equation (6-244) and then integrating over the microchannel. This yields;

\[ \bar{\theta}_f = \frac{A_3}{(Y_1 + Y_2)} \int_{-Y_1}^{Y_2} \theta_f [A_1 \cosh(SY) + A_2 \sinh(SY) + Da] dY. \] (6-275)

### 6.3.8 Concentration profiles

Next, the governing equation for mass transfer, equation (6-231), is non-dimensionalised and analytically solved using the boundary conditions given in equations (6-240) and (6-241). Considering a control volume over a section of the microchannel with the length \( dx \) is and thickness in the z direction of one and applying a Taylor series expansion to a mass balance to this leads to the following equation,

\[ \bar{u} \frac{\partial C}{\partial x} = \frac{2k_R}{(h_1 + h_2)} \] (6-276)

Assigning \( C_0 \) as the initial concentration upon the lower wall at the entrance of the microchannel as an arbitrary initial starting point in the axial direction, the solution of equation (6-276) is
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\[ C(x) = C_0 \frac{2k_R x}{(h_1 + h_2)\bar{u}}. \] (6-277)

Thus, the concentration profile in the axial direction is independent of the profile in the transverse direction and hence, the form of solution for the mass transfer profile is similar to that of the temperature profile:

\[ C(x, y) = g(y) + h(x). \] (6-278)

Using the dimensionless parameters defined in Table 6-1, equation (5-165) can be rendered dimensionless to give the following:

\[ \Phi(X) = \frac{2yX}{\bar{X}(Y_1 + Y_2)Pe}. \] (6-279)

Substitution of equation (6-276) into equation (6-231) gives

\[ \frac{2k_R u}{(h_1 + h_2)\bar{u}} = D \frac{\partial^2 C}{\partial y^2} - D_T \frac{\partial^2 T_f}{\partial y^2}. \] (6-280)

Equation (6-280) can now be non-dimensionalised and rearranged into a form that may be readily solved as detailed below,

\[ \Phi''(Y) = \frac{2yA_3(A_1 \cosh(SY) + A_2 \sinh(SY) + Da)}{(Y_1 + Y_2)^2} + \frac{Sr k}{\varepsilon(Y_1 + Y_2)} \theta_f''(Y). \] (6-281)

Since \( \theta_f''(Y) \) may be determined from equation (6-267) only the boundary conditions (6-240) and (6-241) require expressing in dimensionless form. The results are as follows;

\[ \Phi(-Y_1) = 1 \] (6-282)

\[ \Phi' \left( \frac{Y_2 - Y_1}{2} \right) = \frac{Sr k}{\varepsilon(Y_1 + Y_2)} \theta' \left( \frac{Y_2 - Y_1}{2} \right) \] (6-283)

Utilisation of the boundary conditions defined by equations (6-282) and (6-283) facilitate the particular solution to equation (6-281) to be found analytically. This results in
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\[ \Phi(Y) = D_1 \cosh(2SY) + D_2 \cosh(SY) + D_3 \cosh(\alpha Y) + D_4 \sinh(2SY) \]
\[ + D_5 \sinh(SY) + D_6 \sinh(\alpha Y) + D_7 Y^2 + D_8 Y + D_9. \]  

(6-284)

Finally, substituting equations (5-166) and (5-175) and into equation (6-278) gives the dimensionless concentration profiles in the axial and transverse directions,

\[ \Phi(X, Y) = \frac{2\gamma X}{\xi(Y_1 + Y_2)Pe} + D_1 \cosh(2SY) + D_2 \cosh(SY) + D_3 \cosh(\alpha Y) \]
\[ + D_4 \sinh(2SY) + D_5 \sinh(SY) + D_6 \sinh(\alpha Y) + D_7 Y^2 \]
\[ + D_8 Y + D_9. \]  

(6-285)

All that remains with regards to development of concentration related analytical solutions is to non-dimensionalise the equation for the Sherwood number. This results in:

\[ Sh = \frac{Y}{D(1 - \Phi)}. \]  

(6-286)

The dimensionless bulk concentration, \( \Phi \) is found in an analogous manner to that of equation (5-157),

\[ \Phi = \frac{A_3}{(Y_1 + Y_2)} \int_{-Y_1}^{Y_2} \Phi[A_1 \cosh(SY) + A_2 \sinh(SY) + Da] dY. \]  

(6-287)

6.3.9 Entropy profiles

The non-dimensionalised versions of equations (3-31) to (3-35) are presented as

\[ N_2 = \frac{k_e \omega^2}{(\omega \theta_2 + 1)^2} \left[ \xi^2 \left( \frac{\partial \theta_2}{\partial X} \right)^2 + \left( \frac{\partial \theta_2}{\partial Y} \right)^2 \right] \]  

(6-288)

\[ N_s = \frac{\omega^2}{(\omega \theta_s + 1)^2} \left[ \xi^2 \left( \frac{\partial \theta_s}{\partial X} \right)^2 + \left( \frac{\partial \theta_s}{\partial Y} \right)^2 \right] - \frac{Bi \omega (\theta_s - \theta_f)}{(\omega \theta_s + 1)} \]  

(6-289)

\[ N_f = \frac{k \omega^2}{(\omega \theta_f + 1)^2} \left[ \xi^2 \left( \frac{\partial \theta_f}{\partial X} \right)^2 + \left( \frac{\partial \theta_f}{\partial Y} \right)^2 \right] + \frac{Bi \omega (\theta_s - \theta_f)}{(\omega \theta_f + 1)} \]  

(6-290)
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\[ N_{FF} = \frac{A_6 \omega}{(\theta_f \omega + 1)} \left[ D a^2 + 2A_1 Da \cosh(SY) + 2A_2 Da \sinh(SY) \right. \]
\[ \left. + (A_1^2 + A_2^2) \cosh(2SY) + 2A_1 A_2 \sinh(2SY) \right] \quad (6-291) \]

\[ N_{DI} = \frac{\varphi}{\Phi} \left[ \xi^2 \left( \frac{\partial \Phi}{\partial X} \right)^2 + \left( \frac{\partial \Phi}{\partial Y} \right)^2 \right] \]
\[ + \frac{\varphi \omega}{(\omega \theta_f + 1)} \left[ \xi^2 \left( \frac{\partial \Phi}{\partial X} \right) \left( \frac{\partial \theta_f}{\partial X} \right) + \left( \frac{\partial \Phi}{\partial Y} \right) \left( \frac{\partial \theta_f}{\partial Y} \right) \right] \quad (6-292) \]

\[ N_1 = \frac{k_{e1} \omega^2}{(\omega \theta_1 + 1)^2} \left[ \xi^2 \left( \frac{\partial \theta_1}{\partial X} \right)^2 + \left( \frac{\partial \theta_1}{\partial Y} \right)^2 \right] \quad (6-293) \]

To assist the investigation of entropy generation, the equations for the fluid and the solid phases of the porous medium are broken down. Each being the sum of a heat transfer and an interstitial contribution. This permits a comparison between the contributions from different sources of irreversibility. The following equations for the irreversibility of heat transfer in the system result.

\[ N_{s,ht} = \frac{\omega^2}{(\omega \theta_s + 1)^2} \left[ \xi^2 \left( \frac{\partial \theta_s}{\partial X} \right)^2 + \left( \frac{\partial \theta_s}{\partial Y} \right)^2 \right] \quad (6-294) \]

\[ N_{f,ht} = \frac{k \omega^2}{(\omega \theta_f + 1)^2} \left[ \xi^2 \left( \frac{\partial \theta_f}{\partial X} \right)^2 + \left( \frac{\partial \theta_f}{\partial Y} \right)^2 \right] \quad (6-295) \]

The interstitial volumetric entropy generation term can be found by addition of the remaining components of equations to return the following;

\[ N_{int} = \frac{Bi \omega^2 (\theta_f - \theta_s)^2}{(\omega \theta_s + 1)(\omega \theta_f + 1)}. \quad (6-296) \]

The volumetric entropy generations for the porous insert as a whole, \( N_{pm} \) is the sum of the equations that describe the various irreversibility sources with the porous medium only. As such, \( N_{pm} \) contains terms for the combined processes of heat transfer, viscous dissipation, and concentration gradients,
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\[ N_{pm} = N_{s,ht} + N_{f,ht} + N_{int} + N_{FF} + N_{DI}. \]  

(6-297)

The total entropy generation in the microreactor, \( N_{Tot} \), is generated from the sum of the parts of volumetric entropy generation, in the ranges in which they are valid. Which is then integrated over the volume of the microchannel with the inclusion of contributions from the walls to yield a numerical value for the system as a whole. That is

\[ N_{Tot} = \int_{-1}^{1} \int_{0}^{1} \sum N_i \, dX \, dY, \quad i = 1, s, f, FF, DI, 2. \]  

(6-298)

6.4 Validation

To validate the mathematical model developed in Sections 5.3, it is demonstrated that when the wall thickness and thermal radiation tend to zero, the analytical form of the temperature fields reduce to those presented by Ting et al. [115] with no internal heat generation term. For details, see Appendix B, Section 2.

Additionally, a numerical calculation was performed using Starccm+ and Nusselt numbers calculated using this numerical simulation and the analytical model described in this chapter were found to be in excellent agreement. For further details, see Appendix B, Section 2.
Influences of exothermic catalytic reactions upon transport in porous microreactors - A novel porous-solid interface model

6.5 Discussion

The problem solved in Section 5.2.2 features a large number of dimensionless parameters. To conduct quantitative analyses default values are assigned to them in Table 6-3.

Table 6-3 Default values of dimensionless parameters used in figures

<table>
<thead>
<tr>
<th>Dimensionless parameter</th>
<th>Dimensionless parameter Name</th>
<th>Default value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ε</td>
<td>Porosity</td>
<td>0.95</td>
</tr>
<tr>
<td>Bi</td>
<td>Biot Number</td>
<td>1</td>
</tr>
<tr>
<td>Br'</td>
<td>Modified Brinkman number</td>
<td>0.00001</td>
</tr>
<tr>
<td>γ</td>
<td>Damköhler number</td>
<td>0.5</td>
</tr>
<tr>
<td>Da</td>
<td>Darcy number</td>
<td>0.1</td>
</tr>
<tr>
<td>Pe</td>
<td>Peclet number</td>
<td>10</td>
</tr>
<tr>
<td>Pr</td>
<td>Prandtl number</td>
<td>5</td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number</td>
<td>75</td>
</tr>
<tr>
<td>Sr</td>
<td>Soret number</td>
<td>0.7</td>
</tr>
<tr>
<td>ξ</td>
<td>Aspect ratio of channel</td>
<td>0.05</td>
</tr>
<tr>
<td>k</td>
<td>Thermal conductivity ratio</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2 (Total Entropy)</td>
</tr>
<tr>
<td>ke1</td>
<td>Dimensionless Wall1 thermal conductivity</td>
<td>0.5</td>
</tr>
<tr>
<td>ke2</td>
<td>Dimensionless Wall1 thermal conductivity</td>
<td>0.2</td>
</tr>
<tr>
<td>Q</td>
<td>Heat flux ratio</td>
<td>0.75</td>
</tr>
<tr>
<td>Qw1</td>
<td>Wall1 heat flux ratio</td>
<td>0.5</td>
</tr>
<tr>
<td>Qw2</td>
<td>Wall2 heat flux ratio</td>
<td>0.2</td>
</tr>
<tr>
<td>ω</td>
<td>Dimensionless heat flux</td>
<td>0.001</td>
</tr>
<tr>
<td>φ</td>
<td>Irreversibility distribution ratio</td>
<td>0.01</td>
</tr>
<tr>
<td>Y1</td>
<td>Lower channel thickness from centre-line</td>
<td>0.9</td>
</tr>
<tr>
<td>Y2</td>
<td>Upper channel thickness from centre-line</td>
<td>0.8</td>
</tr>
</tbody>
</table>
6.5.1 Temperature distribution

Figure 6-2 to Figure 6-4 show contour plots of the dimensionless temperature field in the microreactor including the upper and lower walls. It is important to note that the non-dimensionalisation described by Table 6-1 allows some parts of the system to have negative non-dimensional temperatures. Figure 6-2 to Figure 6-4 show the temperature fields of the fluid and solid phases, and all subfigures include the temperature field of the solid walls. A general feature of these figures is the clear distinction between the temperature fields of the fluid and porous solid phases, rendering a strong deviation from LTE. This is consistent with the previous investigations of internally heat generating porous channels [93,98,108] and highlights the significance of LTNE approach in the current analysis. The effects of variation in the thermal conductivity ratio, $k$ are shown in Figure 6-2.
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Figure 6-2 Dimensionless temperature contours for varying thermal conductivity ratio, $k$ for the fluid and porous solid phase. Fluid phase is shown in a), c), and e) and solid phase is shown in b), d), and f) with $k = 0.02, 0.01, 0.005$, respectively.

A decrease in $k$ can be accomplished by increasing the thermal conductivity of the porous solid, decreasing that of the fluid or a combination of both. The effect is more heat transmitted to the centre of the microchannel by the solid and less conducted or convected
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away by the fluid. Figure 6-2 bears this out, showing an increased temperature range for decreasing $k$. This result is of practical significance, demonstrating that the respective thermal conductivities of the fluid and porous solid can have a major impact on the temperatures encountered in the microreactor.

**Figure 6-3** Dimensionless temperature contours for varying Reynolds number, Re. Fluid phase is shown in a), c), and e) and solid phase is shown in b), d), and f) with Re = 50, 75, 100, respectively.
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Increasing Reynolds number represents an increase in the velocity field of the fluid in the microreactor. Figure 6-3 shows the effects of flow velocity upon the dimensionless temperature field of the microreactor. At lower Reynolds numbers, the implied lower velocity allows for longer residence times of the fluid element and hence greater quantities of thermal energy is imparted to the fluid. Further, expectedly, the rate of heat removal from the system by convection is lower at reduced flow velocities. The combination of these effects leads to a significantly larger axial temperature gradient and higher dimensionless temperatures at lower Reynolds numbers. Again, from a practical point of view, control of the fluid velocity within the microreactor allows for variation in the temperature fields within the system.

Consistent with the one-dimensional analyses in microreactors [85,117,205], and also with those in both axial and transverse directions [212], Figure 6-4 shows that increasing the thickness of the upper wall extends the dimensionless temperature range within the microreactor. Although not shown here, a similar result was obtained by varying the lower wall thickness. The corresponding decrease in microchannel thickness gives rise to an increase in velocity field in the channel and a decrease in the volume of fluid. Thus the same total heat flux is being applied to a smaller volume of porous medium, which is hence less able to advect the heat away, leading to higher temperatures. The greater disparity between the temperatures of the two phases towards the centreline is indicative of deviation from local thermal equilibrium, which clearly reflects the necessity of taking an LTNE approach in the current problem. This, in turn, highlights the importance of the extended interface model developed in Section 6.3.
Figure 6-4 Dimensionless temperature contours for varying upper wall thickness, $Y_2$. Fluid phase is shown in a), c), and e) and solid phase is shown in b), d), and f) with $Y_2 = 0.8, 0.6, 0.4$, respectively.
6.5.2 Nusselt number

Variation of Nusselt number on the wall versus the upper wall thickness is shown in Figure 6-5c and Figure 6-5d as calculated on the lower and upper walls, respectively. Similar examination for the Nusselt number against the lower wall thickness is shown in Figure 6-5a and Figure 6-5b. In all cases, the general trend is towards a significant increase in Nusselt number as the wall thickness decreases. This is in keeping with the findings of the recent works [205,212] and reinforces the emerging notion that the microstructure plays a vital role in determining the thermal characteristics of the microreactor. Variation of the thermal conductivity ratio is monotonically increasing for Nusselt number on the upper wall under the given conditions. However, as the wall thickness increases the Nusselt number on the lower wall behaves in a more complex manner.

Figure 6-5 Variation of \( Nu \) versus the lower and upper wall thicknesses, \( Y_1 \& Y_2 \), for different values of thermal conductivity ratio, \( k \), at a) & c) the lower wall and b) & d) the upper wall.
For thick walled systems, the behaviour of the system changes with higher thermal conductivity ratios as can be seen in Figure 6-5a and Figure 6-5c, where the curves for $k = 0.2$ and $k = 0.5$ reach first an intersection, then cross over one another. This behaviour indicates the presence of minima in the variation of Nusselt number against thermal conductivity ratio for a given wall thickness above the threshold value. Clearly, existence of such minima enables thermal optimisation of the system.

**Figure 6-6** Variation of $Nu$ versus the lower and upper wall thicknesses, $Y_1$ & $Y_2$, ($k = 0.5$) for different values of heat flux ratio, $Q$ at a & c) the lower wall and b & d) the upper wall.

Examination of the effects upon the Nusselt number induced by changes in the thermal load are the subject of Figure 6-6. Utilising the findings of Figure 6-5, a value of $k$ was set to 0.5 in Figure 6-6. While maintaining the magnitude of the total thermal load constant, the individual fluxes from the catalyst into the porous microchannel are varied through a measure of their proportionality, $Q$ defined in Table 6-1. The trend in the graphs shows a monotonic increase in Nusselt number as wall thickness decreases for all cases. This holds regardless of whether there is an imbalance of heat flux from the upper or the lower
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wall or if the Nusselt number is measured on the upper (Figure 6-6b and Figure 6-6d) or lower wall (Figure 6-6a and Figure 6-6c). Nonetheless, variations in \( Q \) appear to have considerable influences upon the numerical value of Nusselt number. Importantly, a feature of all graphs is the point of intersection at which the lines cross regardless of the thermal load balance. Further values of \( Q \) were tested for completeness, these demonstrated that the point of intersection holds for all values of \( Q \). This indicates the existence of a critical value of the wall thickness for which the Nusselt number becomes independent of the magnitude of the dimensionless surface heat flux, \( Q \) ratio.

6.5.3 Concentration field

![Figure 6-7](image.png)

**Figure 6-7** Dimensionless concentration contours for varying Damköhler number, \( \gamma \) a) showing the full microchannel for \( \gamma = 0.3 \), b) mid-section of channel, for \( \gamma = 0.3 \), c) mid-section for \( \gamma = 0.5 \), and d) mid-section for \( \gamma = 0.7 \).

The concentration contours along the full length of the microchannel are shown in Figure 6-7a and Figure 6-8a. Due to the high aspect ratio of the microchannel, a more representative visualisation of the concentration contours can be achieved by examining a segment of the microchannel (parts b, c, and d of Figure 6-7 and Figure 6-8). These figures show the advection of species along the length of the microchannel in the flow direction and the axial increase in the concentration due to reaction on the catalyst surfaces. Parts b, c, and d of Figure 6-7 show the effect of increasing Damköhler number on the concentration field.
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Clearly, there is an increase in the magnitude and range of the concentration contours, which is indicative of an increase of concentration in the axial direction. This is an anticipated consequence of increasing Damköhler number, since it is directly related to the reaction rate on the catalyst surface. Close examination further reveals an increase in the magnitude and range of the concentration in the transverse direction. It is likely that this is also a result of the enhanced production of species on the catalytic surface coupled with the velocity of the flow causing a greater differential between the centre of the porous microchannel and the channel walls.

Figure 6-8 Dimensionless concentration contours for varying upper wall thickness, \( Y_2 \) a) showing the full microchannel for \( Y_2 = 0.8 \), b) mid-section of channel, for \( Y_2 = 0.8 \), c) mid-section for \( Y_2 = 0.6 \), and d) mid-section for \( Y_2 = 0.4 \). The upper wall is coloured in grey to maintain the position of the central axis.

Investigating the effect of thickening of either the upper or the lower wall demonstrates the strong influences of the wall thickness upon the concentration field. Figures 8b to 8d show that increasing thickness of the upper wall can cause a significant increase in the magnitude of the concentration in the microchannel. The associated decrease in volume coupled with the same surface area of catalyst contribute to the observed increased concentration. Additionally, the increased temperatures under these conditions (Figure 6-4) augment mass transfer due to the Soret effect. For microreactor design, this is an important point to note. In the use of microreactors for chemical synthesis, the drive towards increased
yield is a key consideration. Thus, the methods by which the magnitude of the species concentration can be increased are desirable.

6.5.4 Sherwood number

The response of Sherwood number to variation in the microchannel thickness is shown in Figure 6-9a. Here it can be seen that as the microchannel height increases with respect to the wall thickness, there is a corresponding increase in Sherwood number. Increase of heat transfer at thinner walls strengthens the thermal diffusion of mass and enhances the mass transfer process. The graph is nearly a straight line and indicates a linear relationship. It is important to observe the fact that the Sherwood number is constant for a given microchannel thickness. This is best demonstrated by examining the Sherwood number for \( Y_1 = 0.5 \) and the line for \( Y_2 = 0.8 \) (which leads to a dimensionless microchannel thickness
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of 1.3) and comparing with the Sherwood number for $Y_1 = 0.9$ and the line for $Y_2 = 0.4$ (which also has a dimensional microchannel thickness of 1.3). Clearly, these both have an equal Sherwood number. Evidenced by this is that the symmetry, or lack thereof, for any set of wall thicknesses is not as important as the microchannel thickness.

Thermal conductivity ratio, $k$ also caused a linear increase of Sherwood number with the lower wall thickness, $Y_1$ as shown in Figure 6-9b. However, the increase in the value of thermal conductivity ratio renders a non-linear response, shown in Figure 6-9d. This behaviour is related to that observed in Figure 6-5, where Nusselt number was found to be much higher at low values of $k$. Higher rates of heat transfer enhances the Soret effect and magnifies the value of Sherwood number. The corresponding decrease in Sherwood number with increasing $k$ is not monotonic, however. The initial rapid decrease between $k = 0.01$ to say, $k = 0.1$ is related to the definition of the thermal conductivity ratio. While this may seem the same as the difference between $k = 2.01$ and $k = 2.1$ it represents something different. At $k = 0.01$ the effective thermal conductivity of the fluid is 100 times smaller than that of the solid, whereas at $k = 0.1$ it is only ten times smaller, so there is a factor of ten difference in the effective thermal conductivity value of the fluid between $k = 0.01$ and $k = 0.1$. This is not the case for $k = 2.01$ and $k = 2.1$, in both cases the effective thermal conductivity of the fluid is about twice that of the solid. This is why there is a sudden drop then a comparatively slower increase. The reason for the turning point in the curve may be due to a balance point at which the value of $k$ leads to a minimal thermal gradient and so the contributions from the Soret effect reach a minimum. This in turn would lead to a minimum in the Sherwood number.

Although not shown here, the relationship between the Damköhler number and the Sherwood number is essentially linear. Further, the Biot number (Figure 6-9c) generally has little effects upon the Sherwood number, except at very low Biot number, where the flow of thermal energy between the solid and fluid phases of the porous medium is greatly inhibited. The observed reduction of Sherwood number at low Biot number demonstrates that consideration should be given to LTNE effects in thermochemical, porous microreactors. It should be clarified that although the qualitative trends discussed here remain almost unchanged, altering the value of Soret number widens the range of changes in Sherwood number.
6.5.5 Local entropy generation

Figure 6-10 and Figure 6-11 represent an investigation of the local entropy generation. They contain six contour plots pertaining to the various terms of equations (6-288) to (6-296), enabling examination of the effects of changing one parameter on separate aspects of the microchannel. Since the entropy contribution from the solid walls is only dependent upon temperature within that particular wall, the entropy generation within the walls is not that enlightening and is therefore omitted. Both Figure 6-10a and Figure 6-10b show asymmetry consistent with the heat flux ratio of the system in which there is a greater heat flux at the upper wall than at the lower wall.

![Local entropy generation contours](image)

**Figure 6-10** Local entropy generation contours for the base configuration showing a) $N_{sht}$, b) $N_{fht}$, c) $N_{int}$, d) $N_{FF}$, e) $N_{DI}$ and f) $N_{PM}$.
The contours of the entropy generation due to interstitial heat transfer suggest a greater generation of entropy from this source at the centre of the microchannel. This is entirely consistent with Figure 6-2 to Figure 6-5 where the temperature difference between the solid and fluid phases of the porous medium are larger towards the centre of the microchannel and decrease towards the walls. Entropy generation due to hydrodynamic effects, Figure 6-10d, shows that maximum values are encountered at the interface between the fluid and the walls due to the dominance of viscous effects in this vicinity. The irreversibility then decreases rapidly moving away from the wall before building to a moderate level in the centre of the microchannel where the velocity is maximum and thus increases the irreversibility. Entropy generation due to mass transfer is shown in Figure 6-10e, and as expected, the greater levels of irreversibility are to be found on the walls next to the catalytic surfaces. It is worthy of note that the magnitude of the mass transfer contribution is significantly greater than that of other sources. This leads to Figure 6-10f, which shows the combined local entropy generation by the porous insert is dominated by the mass transfer contribution. However, the dominance of mass transfer irreversibility can be overcome by increasing the heat flux or reducing Damköhler number [212].
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Figure 6-11 Local entropy generation contours for the upper wall thickness, $Y_2 = 0.4$ showing a) $N_{s,ht}$, b) $N_{f,ht}$, c) $N_{int}$, d) $N_{FF}$, e) $N_{DI}$ and f) $N_{PM}$. The upper wall is coloured in grey to maintain the position of the central axis.

As shown in Figure 6-11, setting the wall thicknesses to be increasingly asymmetric increases the magnitude of the sources of irreversibility. The least affected by this is the solid phase of the porous medium. Other contributions show increases in magnitude of over 50%. The entropy generation due to fluid friction shows an increase in the thickness of the highly irreversible zone along the centreline of the porous insert. Narrowing of the microchannel thickness leading to enhanced velocities at the centre of the insert are the root cause of this effect. An increase in magnitude of the mass transfer irreversibility contribution is to be expected. This can be confirmed by examination of Figure 6-4 and Figure 6-8, which show the effects of increasing the asymmetry of the thick walls upon the temperature and concentration fields, respectively.
6.5.6 Total entropy generation

Figure 6-12 Total entropy generation for a) varying thermal conductivity ratio, $k$ with different values of Soret number, $Sr$ and b) varying Damköhler number, $\gamma$ with different values of Soret number, $Sr$, and varying heat flux, $\omega$ with different values of c) Damköhler number, $\gamma$ and d) for various values of $Y_1$.

Calculation of the total entropy generation of the system includes adding all the sources examined above as well as those of the upper and lower walls as defined by equation (5-187). Varying the thermal conductivity ratio appears to have a strong influence upon the total entropy of the system. From Figure 6-12a, it is readily observed that this progression is non-linear in nature and has a more pronounced effect at lower thermal conductivity ratios. As already discussed, low values of thermal conductivity ratio can significantly enhance the rates of heat transfer and thus smoothen the temperature gradients in the system, which reduces the thermal irreversibility of the system. Magnifying the value of Soret number on this graph also result in an increase in the total entropy generation, the magnitude of this increase is most pronounced for higher values of thermal conductivity ratio. The low value of thermal conductivity ratio used as the default value for the previous sections of this study show very small differences and therefore an increased base value for the thermal conductivity was chosen for the purposes of clarity (see Table 6-3).
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Figure 6-12b depicts the total rate of entropy generation against Damköhler number for several values of Soret number, illustrating the strong influence of Damköhler number upon the total irreversibility of the system. Higher rates of catalytic reaction at enhanced values of Damköhler number intensify the mass transfer rate and thus magnifies the associated irreversibility. This figure shows that for a given Damköhler number increasing the value of Soret number leads to an increase in the total entropy generation. Nonetheless, regardless of the value of Soret number the total irreversibility always increases monotonically against Damköhler number. Figure 6-12c and Figure 6-12d show variations of the total entropy generation with the dimensionless heat flux, $\omega$. Clearly, increasing the exothermicity of the catalytic reaction, implied by the higher values of $\omega$, strongly intensifies the total rate of entropy generation due to strengthening of the thermal irreversibilities. Increasing the value of Damköhler number (Figure 6-12c) and narrowing the microchannel (Figure 6-12d) further increase the total irreversibility, by promoting the mass transfer and thermal irreversibilities, respectively.

### 6.6 Conclusion

A two-dimensional, analytical local thermal non-equilibrium model of transport of heat and mass was developed for an asymmetric microreactor, accommodating an exothermic catalytic reaction. The thermal diffusion of mass was taken into account and thus mass transfer was coupled to the thermal fields. The catalyst was placed on the internal surface of the walls and therefore heat of reaction was released on a surface in contact with the solid wall, fluid phase and porous solid phase. Such situation is distinctively different to that of volumetric heat release investigated in the earlier studies, as it provides three different routes for heat diffusion, whilst currently there is no model to describe the heat transfer split amongst these. The issue was resolved by extending an existing phenomenological model of porous interfaces (Model A of Vafai and co-workers [91]). The validity of the extended model was demonstrated by comparing the analytically calculated temperature fields and Nusselt number with those predicted numerically in the limit of very large porosity (See Appendix B, Section 2).

Further, it was shown that the analytical solution could be systematically reduced to the theoretical works on simpler configurations. The extended interface model can be used in future theoretical and numerical studies of microreactors. Additionally, the developed close-form analytical solutions can serve as a means of validation for the relevant theoretical analyses. It was shown that asymmetry in heat transfer in the upper and lower parts of the
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system (arising from the thermal and structural asymmetry of the microreactor) had a pronounced effect upon the temperature and concentration fields and that the system can significantly deviates from the local thermal equilibrium. In agreement with previous chapters, wall thickness was shown to be highly influential in the thermal and concentration field. Further, the thermal conductivity ratio also had a strong effect upon the temperature field and rate of heat transfer. The Nusselt number was found to have a singular point for a given wall thickness where any change in heat flux ratio would yield the same Nusselt number. This effect was found to exist on both the upper and lower walls. This singular point could be exploited to allow for greater thermal control of a microreactor.

Exothermicity of the reaction was found to promote the total irreversibility of the system in a monotonic manner. In addition, increasing Damköhler number appeared to have a strong intensifying effect on the total generation of entropy, while the effects of Soret number were less pronounced.
Chapter 7 The Interactions between hydrodynamics and catalytic activities

7.1 Introduction

The preceding chapters dealt with the heat and mass transfer properties of microreactors analytically. Having examined the effect that catalytic surface can have upon the microreactor channel properties, attention is turned to the effect that the microreactor geometry can have upon catalytic activity. The analytical models presented in Chapters 4-6 were limited to a one-way interaction between transport phenomena and catalytic activity. The following numerical studies will permit a two-way coupling between heat and mass processes and catalytic activity. Analytic solutions obtained were necessarily constrained by the assumptions inherent in their formulation. Numerical studies permit the relaxation of some of those assumptions and permit the study of flow fields in more complex geometrical configurations of microreactors. The small size of microreactors often complicates conduction of precise measurements and visualisation of fluid processes. Such difficulties are not pertinent to numerical methods, which can then be used to reveal the details of transport processes and the results obtained can aid understanding and design of microsystems [132]. To this end, the multi-cylinder model of Figure 7-1a) was examined followed by the simpler configurations of Figure 7-1b) and c). Comparisons were made to that of the straight channel shown in Figure 7-1d) with and it was ensured that the total catalytic surface remains constant with respect to that in Figure 7-1c) and d) respectively.

To gain understanding of the interplays between thermal and hydrodynamic effects, the wavy channel geometries presented in Figure 7-3 were investigated. These geometries retained some of the hydrodynamic features of the multi- and single cylinder systems while not being encumbered with stagnation zones inherent to the cylinder-based systems. Examinations were made of flow structure in the form of streamlines to investigate the hydrodynamics. Once, again, the total catalytic surface in the wave microchannels shown in Figure 7-1(a-d) were maintained constant. In all figures, flow direction is from the left-hand side. Clearly, flow velocity is important to this investigation and in keeping with the assumption of laminar flow, low Reynolds number flows are applied. The Reynolds number, \( Re \) for this study is defined as:

\[
Re = \frac{v D_H \rho}{\mu}
\]

(7-299)

The hydraulic diameter, \( D_H \) defined as follows:
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\[ D_H = \frac{4A_X}{P_R} \]  

(7-300)

where \( A_X \) is the cross-sectional area and \( P_R \) is the wetted perimeter. Here, \( v \) is the velocity at the inlet (normal to the plane of the inlet and uniform). Lean fuel mixtures have less in the way of homogeneous reaction, so any combustion of such lean fuel-air mixtures is most likely to be surface catalytic. In keeping with this a fuel lean air mixture with an equivalence ratio, \( \phi = 3.5 \) was chosen. For this reason, the density, \( \rho \) of the gaseous mixture is, to close approximation, that of air. The available sites on the platinum catalyst are predominantly taken up by oxygen at low temperatures [153] and so the inlet gas temperature was taken to be 600K to reduce temperature gradients. Above a critical temperature of 800K, oxygen desorbs in sufficient quantity so as to allow a significant amount of methane to adsorb onto the surface, permitting the reaction to proceed apace [153]. Thus, the constant wall temperature of 1000K is applied. Due to the highly fuel lean nature of the gas mixture, the dynamic viscosity, \( \mu \) of air at 600K is a reasonable approximation.

Figure 7-1 Geometry of cylinder models used with representative streamlines showing flow; a) multi-cylinder model, b) Two-cylinder model, c) Single-cylinder model and d) Clear-channel model showing catalyst area.
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The number of cells in the computational regime varied with the configuration. For the OoP (Figure 7-3b) case 4 grid densities were examined, 86438 cells, 113955 cells, 163324 cells, and 311417 cells. These are presented in the form of the graph shown in Figure 7-2. To determine the effect of the mesh upon the results the metric of CO2 mass fraction at the catalyst end plane was chosen as this is of key interest in this study. The coarsest of these grids demonstrated reasonable results, but short of the desired accuracy. Both the 113955 and the 163324 grids demonstrated excellent results. The 311417-cell grid only revealed a 0.2% variance to that of the 163324 grid in terms of the chosen metric. As such, the 163324 grid was chosen as a good balance in terms of computational demands while retaining excellent accuracy for the measurements required.

To address possible concerns regarding the use of a laminar model for these configurations, all tests were additionally conducted using a low Reynolds number turbulent model [168]. Since the standard k-ε model is gives good results for high wall cell y* values of 30 and above, it does not resolve the viscous sublayer sufficiently accurately. To this end the Standard Two-Layer k-ε and Standard Low-Reynolds number models were developed. Both of these models benefit for an all-y* treatment, with the Low Reynolds number also having a low y* treatment available. These models have been successfully employed specifically for catalytic surface reaction modelling purposes [151,213] and have been used for this comparison. The results were replicated to within 1% of the values for mass fraction of species and all behaviours observed were reproduced.

![Grid independence graph](image)

**Figure 7-2 Grid independence graph**

In order to avoid added complexities due to interactions between the surface reaction and homogeneous reaction mechanisms that might result in obscuring features of interest,
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the heterogeneous catalytic mechanism only was examined. This mechanism was originally developed to predict the ignition and steady state combustion of methane over a platinum catalyst [133] and is highly regarded which makes it a very good fit for this investigation. Another possible area, which may obscure the effects of interest in this study, stems from temperature variations and their effects on both gaseous properties and catalytic activity. Such issues are avoided simply by applying a constant temperature boundary condition at the walls. This serves to ensure that any variation in catalytic activity is not due to temperature changes at the surface, thus removing this possible source of error. Similarly, the effect of this is to retain only very small variations in temperature within the channel and so minimise variation of the gaseous physical properties. Geometric complexities are systematically removed from the models in a coherent manner to reveal the hydrodynamic interactions of interest without obfuscating them with other effects. Initially a model containing multiple cylindrical bluff bodies is examined (see Figure 7-1a). The cylinders themselves interact with each other through their impact on the flow field. To minimise this and gain access to information regarding the extent of this interaction, single and two-cylinder models are studied (see Figure 7-1b and c). This includes an investigation into the properties of the catalytic output concerning upstream and downstream facing catalytic surfaces. Following on from this the bluff bodies are removed entirely from the channel such that effects due to wall/cylinder interaction such as stagnation zones are likewise removed. The final phase of the study focused on channels with corrugated surfaces and the variation in the phase of the waves between upper and lower surfaces. This leads to the three models shown in Figure 7-3 in which the upper and lower walls are either in phase, IP (Figure 7-3a), fully out of phase, OoP (Figure 7-3b) or partially out of phase, P1 (Figure 7-3c). It is worth noting that a further partially out of phase geometry can be created by a phase shift in the opposite direction; however this simply leads to the same geometry with the upper and lower walls inverted. Since that makes both of these partially out of phase geometries functionally identical, only one is shown here and considerations for the other are simply the mirror image of that shown. Each model (IP, OoP, and P1) consist of six wavelengths, the first five of which are catalytically active.
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Figure 7.3 Geometry of wavy channels featuring representative streamlines; a) In phase channel, b) Out of phase channel, c) Phase 1 channel, d) clear channel, and illustration of amplitude, A and inlet height, H.

Each wavelength of the configuration will henceforth be described as a ‘unit’ for descriptive simplicity. These are shown by the dashed lines in Figure 7-3. The purpose of the sixth unit is to maintain hydrodynamic conditions and permit the measurement of product mass fractions at the end of the catalytically active zone, reducing errors from recirculation effects.

7.2 Validation

Due to the complexity of the geometries under examination in this study, the use of OH-LIF or Raman spectroscopy to investigate the boundary layer next to the catalyst an available option. The cylinders themselves in all the cylindrical configurations used prevent use of such techniques and the waved surface models lack have surfaces that do not lie in-plane and so similarly preclude use of these techniques. As such, validation must be achieved against studies that have already been validated against experimental results. In this study, but heat and mass transfer play important roles and so must be separately verified.
7.2.1 Thermal field validation

The validation of the thermal field is made against the work of Bahaidarah et al. [214]. These authors investigated both heat and momentum transfer in waved channels. Two models were used, one an arc-shaped model and the other a sinusoidal model. Of interest for validation purposes is the sinusoidal channel and the thermal properties.

To this end the geometry chosen was that with $H_{\text{min}}/H_{\text{max}}=0.3$ and $L/a=8$, since this is the closest match to the geometry used herein. Where $H_{\text{min}}$ is the minimum height of the channel, $H_{\text{max}}$ is the maximum height of the channel, and $L/a$ is the ratio of the wavelength to the amplitude of the sinusoidal waveform of the channel walls. When comparing Figure 7-4a) and b) to figure 8c and 8e respectively of Bahaidarah et al. [214], it is clear that an excellent match is obtained. The normalised isotherms for both the $Re =100$ and $Re =400$
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### 7.2.2 Surface chemistry validation

Validation of the surface chemical model used in this study is achieved by comparison to the work of Deutschmann et al. [153]. The choice of the investigation by Deutschmann et al. for validation purposes is due to its concentration on the surface chemistry and deliberate omission of gas phase reactions in a manner similar to the study presented here. The comparison for validation is made against the steady state single channel simulations performed by these authors using a two dimensional axisymmetric model. Following the authors, a single cylinder of channel length 5 cm and diameter 0.18 cm at initial temperature 300 K and 1 bar pressure was created. Into this was fed a lean mixture of 4% volume methane, 6% volume hydrogen in air at 0.8 ms\(^{-1}\) also at 300 K. This permitted the reproduction of the temperature, methane, carbon dioxide and carbon monoxide profiles presented in figure 8 of paper by Deutschmann et al. [153]. The results of this validation are presented in Figure 7-5. In keeping with the work of Deutschmann et al., the radial coordinate has also been enlarged and only the inlet region shown. The aspect ratio has been adjusted so as to match that used in figure 8 of Deutschmann et al. for comparative purposes. Clearly, the results are in excellent agreement with that of Deutschmann et al.
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Figure 7-5 Calculated profiles using 4 vol.% CH$_4$ and 6 vol.% H$_2$ in air for a) Temperature, b) mass fraction CH$_4$, c) mass fraction CO$_2$, and d) mass fraction CO. For comparison, the radial coordinate, $r$, has been enlarged and only the entrance region is shown.
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7.3 Multi-cylinder Model

The first model examined is that of the multi-cylinder model (see Figure 7-1a). This model uses a series of cylindrical bluff bodies to examine flow through a porous medium constructed of such cylinders between two parallel plates. For this configuration, a mesh of 443761 cells was used with an fuel lean inlet equivalence ratio, $\phi = 3.5$. The overall geometry was construct of 10 units, each with a cylindrical pore at the centre, and a quarter of a cylinder at each corner. Each unit is 2mm long, giving an overall length of 2cm for the model. The height of the channel defining the separation of the parallel plates is 1mm and the diameter of the cylinders is 0.5mm. Solid walls made up the upper and lower boundaries, whereas the front and back vertical boundaries used a symmetry condition to represent a continuous series of such cylinders ad infinitum.

<table>
<thead>
<tr>
<th></th>
<th>$Re = 50$</th>
<th>$Re = 150$</th>
<th>$Re = 250$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walls</td>
<td>7.7765</td>
<td>6.9194</td>
<td>6.1510</td>
</tr>
<tr>
<td>Cylinders</td>
<td>7.4370</td>
<td>6.6792</td>
<td>6.2846</td>
</tr>
<tr>
<td>All</td>
<td>7.5663</td>
<td>6.8351</td>
<td>6.5825</td>
</tr>
</tbody>
</table>

During the examination of this configuration a series of Reynolds numbers were studied in conjunction with various catalytic coating options. The outlet mass fraction of carbon dioxide as a major product was used as a measure of overall catalytic activity. The results of this are summarised in Table 7-1. The three catalytic coatings cases were Walls: upper and lower walls only coated with catalyst, Cylinders: cylinder surfaces only coated in catalyst and All: both upper and lower walls, and cylinder surfaces coated in catalyst. It is worthy of note at this juncture that the surface area of the combined upper and lower walls is only 2.32% greater than that of the cylinders combined. In keeping with previous results [141], the general trend of decreasing conversion with higher velocities is observed. At low Reynolds number, the relationship between the Walls and Cylinder cases is consistent with their respective surface areas. However, as the high inlet velocities, the Cylinders case outperformed that of the Walls. This suggests that at higher velocities the mass diffusion
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effects may be inhibiting the catalytic activity at the surfaces for the Walls case to a greater extent than that of the Cylinders case. The most notable observation from this series of results is that, even though the catalytic surface area for the All case is almost double that of either of the other two cases, the conversion in no way reflects that. In fact, at Reynolds numbers of 50 and 150, the All case showed lower conversion than that of the Walls alone. Only in the higher velocity case did the All case exceed both other cases in terms of carbon dioxide mass fraction and even then, only by a small percentage. The implication of this is that there is more than just surface area influencing the conversion, suggesting that hydrodynamic and thermal effects may be involved. Since this configuration is inherently complex with regards to hydrodynamic and thermal effects, simpler configurations were conceived with a view to gaining a better picture.

7.4 Single and two cylinder models

In order to simplify the system and get a clearer picture of the hydrodynamics, the number of cylinders in the model was reduced to two or fewer (see Figure 7-1b and c). By way of comparison, another configuration was created, the No Cylinder model, where a portion is the upper and lower walls in an otherwise clear parallel plate channel was catalytically active (see Figure 7-1d). The surface area of this active zone was controlled to be equal to the two and one cylinder models as necessary and was placed the same distance from the inlet as the cylinders. Furthermore, the cylinder surfaces created such that the option was available to have only the front (inlet facing) or rear (outlet facing) half catalytically active.

Table 7-2 Outlet mass fractions of carbon dioxide (x 10^-4)

<table>
<thead>
<tr>
<th></th>
<th>Re = 5</th>
<th>Re = 15</th>
<th>Re = 50</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Cylinder</td>
<td>79.029</td>
<td>28.271</td>
<td>8.7522</td>
</tr>
<tr>
<td>Single Cylinder</td>
<td>80.649</td>
<td>28.863</td>
<td>9.0600</td>
</tr>
<tr>
<td>Two Cylinders</td>
<td>150.53</td>
<td>56.218</td>
<td>17.726</td>
</tr>
<tr>
<td>Half Cylinder</td>
<td>42.173</td>
<td>14.770</td>
<td>4.7000</td>
</tr>
<tr>
<td>Two Half Cylinders</td>
<td>81.260</td>
<td>28.899</td>
<td>9.0516</td>
</tr>
</tbody>
</table>
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Again examining mass fractions of carbon dioxide at the outlet (see Table 7-2) it can be seen that when compared to the No Cylinder model, the Single Cylinder model outperforms at all Reynolds numbers tested. The increase varied with Reynolds number such that at Reynolds number of 5 a 2.1% increase was observed. As the Reynolds number rose to 50, the increase became more notable at 3.5%. Addition of a second cylinder, though doubling the surface area of catalyst in the system does not double the mass fraction of carbon dioxide at outlet at any of the Reynolds numbers examined (Table 7-2). However, as the Reynolds number increases the carbon dioxide mass fraction approaches double the value of the Single Cylinder model. So, the activity of one (or both) of the cylinders in the Two Cylinder model is being decreased. This raises the question as to if certain portions of the cylindrical surface are more active than others. To examine this, the Half Cylinder model was created to examine the effect of having only the rear (outlet) facing side of the cylinder catalytically active. Curiously, by halving the catalytic surface area in this manner, the outlet mass fraction is not halved. It is in fact 5% greater than the expected value at $Re = 5$ and $Re = 50$, though only 3% at $Re = 15$. Similarly by adding a second half-coated cylinder, an increase of 8% over the half value for the Two Cylinder model is obtained at $Re = 5$, for example. In terms of surface area, this model has the same as the Single Cylinder model. However, at low Reynolds number, it shows a small increase in outlet mass fraction against the Single Cylinder model. Thus, it behoves examination of the variance of activity between the front and rear of the catalytic cylinders.

To this end, Figure 7-6 shows the mass fraction of carbon dioxide on a surface region defined at $10^{-5} m$ out from the Single Cylinders catalytic surface. This permits a view of how the mass fraction of carbon dioxide varies close to the catalytic surface of the cylinder. The most striking feature is the marked difference between front and rear of the cylinder in both cases. It is also worthy of note that the variance in mass fraction of methane is the inverse of that of carbon dioxide as shown in Figure 7-6. The distribution in mass fraction on the cylindrical region is that in the front facing section there is little in the way of carbon dioxide and hence more methane (see Figure 7-7). This is to be expected as the front section is facing the inlet from which the methane is arriving at the catalyst. Examination of Figure 7-6b) and d) show that the area of lowest carbon dioxide concentration vary in both size and magnitude with respect to Reynolds number. This demonstrates that a proportionally larger region of the front face has very low carbon dioxide mass fraction in the $Re = 50$ case as compared to the $Re = 15$ case. As mentioned, this implies that there is proportionally more methane in this region and as such the $Re = 50$ is more catalytically active. Turning attention to Figure 7-6a) and b), it can be seen that at the rear of the cylindrical region, significantly
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more of the surface has high concentrations of carbon dioxide in the $Re = 15$ case. Again, this leads to there being less methane able to be converted and thus decreases the catalytic activity in that zone. Further, in the $Re = 15$ case, the high carbon dioxide (low methane) zone at the rear extends from the base of the cylinder to the top of the cylinder, with marginally more concentrated zones where the cylinder meets the walls (Figure 7-6a). However, in the higher Reynolds number case, the high carbon dioxide concentration zones at the rear are limited to those parts of the cylinder that are close to the walls (Figure 7-6c).

![Figure 7-6](image)

**Figure 7-6** Cylindrical region surrounding the single cylinder for showing the mass fraction of CO$_2$ at: a) $Re = 15$ rear of cylinder, b) $Re = 15$ front of cylinder, c) $Re = 50$ rear of cylinder, and d) $Re = 50$ front of cylinder.

The hydrodynamics that bring this situation about are the subject of Figure 7-8. Here, 10 streamlines are seeded within a radius of $10^{-4}$m of a point towards the base of the front (inlet side) of the cylinder in the Single Cylinder model. Figure 7-8a) shows the velocity streamlines for the case where $Re = 5$ and as might be expected the flow is very simple with low velocity zones near the walls and cylinder surface. In Figure 7-8b), the velocity
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streamlines are shown for the case corresponding to the concentration surface shown in Figure 7-6a) and b), ie. $Re = 15$. In this diagram, the low velocity streamlines arriving close to the wall at the front of the cylinder curve round the cylinder and almost immediately double back and up the cylinder surface at the rear. An analogous series of streamlines are produced if the streamlines are seeded near the upper wall instead of the lower. This leads to a low velocity zone spanning the full height of the cylinder. Since the velocity here is all very low, the fluid remains in contact with the cylinder for longer time and the proportion of carbon dioxide to methane increases as more methane is converted. This methane then stays in the vicinity of the cylinder for a greater time due again to low velocities in the region and so the concentration of methane available to the catalytic surface of the cylinder in this zone is lessened.

![Diagram showing mass fraction of CH4](image)

**Figure 7-7** Cylindrical region surrounding the single cylinder for showing the mass fraction of CH4 at; a) $Re = 15$ rear of cylinder, b) $Re = 15$ front of cylinder, c) $Re = 50$ rear of cylinder, and d) $Re = 50$ front of cylinder.
Figure 7-8 Streamlines showing the velocity magnitude for the Single Cylinder model at; 

a) $Re = 5$, b) $Re = 15$, and c) $Re = 50$.

This gives rise effect described above whereby the high carbon dioxide region shown in Figure 7-6a) runs from wall to wall along the cylinders full height. The streamlines for the $Re = 50$ system are considerably more complex. However, it can be seen that within the rotation of the flow that the velocities moving away from the wall and up towards the centre of the channel are significantly higher than for the $Re = 15$ case. This leads to more mixing.
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and transport of the products away from the cylinder surface, permitting the active sites access to more methane and thus increasing activity. Furthermore, the only low velocity zones are seen low down the cylinder and near to the wall at the rear. Here the effect described for the $Re = 15$ case again takes effect, but in a much smaller zone. This is borne out by the small zones of high carbon dioxide concentration near the walls in Figure 7-6c) as described previously.

It can be seen by comparison between Figure 7-7a, and Figure 7-8b that the low CH$_4$ concentration zone in the $Re = 15$ case extends the full length of the cylinder, in keeping with the streamline for that case. For the $Re = 50$ case (Figure 7-7c) a different picture emerges, the low CH$_4$ zone does not extend to the upper and lower walls. Correspondingly, there is a significant flow feature recirculating the flow visible in the streamlines of Figure 7-8c. Here the reaction process is undergoing a reflux like effect whereby unreacted reactants are being returned to the surface to undergo reaction again. This leads to the increased reactant concentration shown in the $Re = 50$ case along the channel centreline of the rear of the cylinder as compared to that closer to the walls. Correspondingly, the recycled reactant is able to increase the amount of product generated in this zone, which is further confirmed by looking at the increased product mass fraction shown in this same zone in Figure 7-6c.

At the front of the cylinder, the velocity is greatest at the centre of the channel and as such the reactants have a lower residence time in the vicinity of the catalyst. Nearer the walls, however, the velocity slows considerably, this leads to an increase in residence time and as such an increase in generation of product. This is seen for all Reynolds numbers shown. So nearer the walls, there is less reactant and more product near the cylinder since the reactants are being consumed and thereby generating the products.
7.5 Wavy channel models

By creating channels with conditions that replicate zones with flow conditions, but without the added complication created by bluff-body/wall interaction, as described in section 7.3 similar effects can be observed. To this end the configurations shown in Figure 7-3 were created with the amplitude, $A$ as shown in Figure 7-3e) set to 35% of the channel height, $H$. Streamlines seeded in the low velocity zone of the OP model at $Re = 100$ in the 5th unit show the velocity variance in the flow, as shown in Figure 7-9b).

![Normalised Velocity Image]

**Figure 7-9** Normalised velocity in out of phase model for $Re = 100$ showing catalytic surface in grey; a) Normalised velocity field in a vertical section along the centre of the channel and b) normalised velocity profile in streamlines in the fifth trough of the channel.

This clearly varies in the z direction as well as the x and y, and would not have been picked up had a two-dimensional simulation been conducted. It also demonstrates the rotation within the flow field that recirculates the product rich (and thereby reactant lean) fluid into the main flow zone and resupply the catalyst with fuel. By examining both parts of Figure 7-9, it is clear that there are two distinct regions to the recirculating flow. Firstly, that on the inlet side, which is very low velocity close to the catalytic surface and very high velocity
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towards the centre of the channel. Secondly, as the catalyst surface in the unit rises from the
trough, the velocity close to the catalyst surface rises considerably. It is the first of these
zones which correspond very closely to the high CO\textsubscript{2} mass fraction zones in Figure 7-10b.
Similar flows can be seen in the upper waved surface of units 2 to 4 and correspond to the
regions of low velocity flow in Figure 7-9a). Though not shown here to remain concise,
smaller features of this kind are observed in the P1 model also, the positions of which are in
the low velocity zones shown in Figure 7-13b) which correspond to the high CO\textsubscript{2} mass
fraction zones shown in Figure 7-10c). The feature is most prominent in flows of \textit{Re} = 100
and \textit{Re} = 150 for both the OoP and P1 models, it is clearly not observed in the \textit{Re} = 50
models for either case.

\textbf{Figure 7-10} Mass fraction of CO\textsubscript{2} along a vertical section in the centre of the channel for
at \textit{Re} =150; a) IP model, b) OoP model, c) P1 model, and d) Clear channel model.

Corresponding to these zones of rotation are high carbon dioxide mass fractions
which are clearly visible in Figure 7-10b) and c). Though not completely absent, considerably
smaller pockets of higher carbon dioxide concentration can be found in the troughs of the IP
model as shown in Figure 7-10a). The steady and constant build-up of carbon dioxide along
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the length of the clear channel is seen in Figure 7-10d). For the purposes of outlet mass fraction of carbon dioxide in the manner of the multi-, single-, and two-pore models, such measurements were taken instead at a vertical plane at the end of the catalytically active surface. The reason for this can plainly be seen in Figure 7-10b) and c) where, due to the rotational flow, there is some reversed flow at the outlet itself. As such, the risk of this feature polluting the results must be avoided, hence the choice of a plane sufficiently far from the outlet was chosen for comparison purposes.

![Surface site fraction of CO2 vs Axial Distance](image)

**Figure 7-11** Surface site fraction of CO₂ as a function of axial distance for the OoP model with the clear channel values for comparison at $Re = 150$.

By way of comparison, Figure 7-11 shows the surface site fraction of carbon dioxide along the OoP model, with the clear channel values added for reference. Due to the nature of the geometry of the models, all the wavy channels are of the same length in the axial direction, but the clear channel is longer. This is due to the fact that the clear channel catalytic surface is compose entirely in the axial direction whereas the wavy channels also vary in the transverse direction. To allow for comparisons to be made between all the channels, the clear channel was scaled to the channel length of the wavy channels. Several features of interest present themselves in Figure 7-11, first is the constant decrease in surface fraction of carbon dioxide observed in the clear channel values. It should also be noted that for the clear channel there is no difference between the upper and lower catalytic surface values. Though the upper and lower catalytic surfaces (Upper and Lower Cat respectively) vary along the length of the channel, there is a consistent downward trend. The second point of interest in Figure 7-11 is the way that, after the values begin to diverge from one another, the Upper Cat features three large troughs then one small one, and the Lower Cat has three small troughs then one larger one. These features correspond to the high carbon dioxide regions in Figure 7-10b). Which
The Interactions between hydrodynamics and catalytic activities in turn correspond to the rotational low velocity zone features shown in Figure 7-12b). The surface site fractions of all the other species showed similar wavelike patterns corresponding to the positions of the aforementioned features. The CO$_2$ site fractions were chosen for illustrative purposes only and any of the other species site fractions would have been equally representative and demonstrated the same trends.

![Graph of Normalised surface site CO2 vs Axial Distance](image)

**Figure 7-12** Graph of Normalised surface site CO$_2$ vs Axial Distance of OoP channel, with vertical section of channel for comparison.

To further the study, the values for the site surface fraction of carbon dioxide were normalised with respect to the clear channel values, which constituted a baseline. Due to the different node positions between the clear channel and the channel of interest for a particular figure, the clear channel values were replaced with values calculated using a line of best fit. As can be seen in Figure 7-11, the clear channel values are essentially linear. The best-fit line was produced between 0.0018m and 0.0198m, to avoid inlet and catalyst end effects, has an $R^2$ value of 0.9998 (including all data the $R^2$ value is 0.996). For the OP case, two waveforms with distinct amplitudes, one small, $A_S$ and another large, $A_L$ of surface site fraction of CO$_2$ can be identified in Figure 7-12a). For the purposes of this investigation, the catalytic zone of the channels only is examined. When compared to the velocity profile in Figure 7-12b) it
The Interactions between hydrodynamics and catalytic activities is clear that the larger amplitude waveform corresponds to the larger low velocity zones in the upper portion of the channel for the first 3 wavelengths, then the lower in the final wavelength. Waveform A_S, on the other hand coincides with the smaller low velocity zones and is predominantly representative of areas where the site surface fraction is greater than that of the clear channel case. On the other hand, A_L exhibits site surface CO_2 values considerably lower in comparison to the clear channel case. It becomes especially clear when comparing Figure 7-12(a) to Figure 7-10(b) that the troughs of A_L correspond to the high CO_2 mass fraction areas.

![Graph of Normalised surface site CO2 vs Axial Distance](image)

**Figure 7-13** Graph of Normalised surface site CO2 vs Axial Distance of P1 channel, with vertical section of channel for comparison.

A similar picture is formed when the P1 case is considered, Figure 7-13. Here, again, the low velocity zones area formed in two sizes, one larger and the other smaller. The smaller of the zones is of comparable size to that of the smaller zones in the OoP case and results in a variance with the clear channel values of 3% consistently. The larger zones are slightly smaller than those of the OoP case and are associated with a drop of about 9% with respect to the clear channel. This is as compared to a drop of about 11% for the larger zones in the
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OoP case. Comparison with Figure 7-10c) show again that these sections of low CO\textsubscript{2} surface site fraction correspond to the areas of high CO\textsubscript{2} mass fraction.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7-14.png}
\caption{Graph of Normalised surface site CO\textsubscript{2} vs Axial Distance of IP channel, with vertical section of channel for comparison.}
\end{figure}

The symmetric nature of the waveforms in Figure 7-14a) are somewhat unsurprising given the velocity field shown in Figure 7-14b). The low velocity zones shown in Figure 7-14b) again correspond to the areas where the site surface fraction of CO\textsubscript{2} drops below that of the clear channel. This time, however, all such zones are of the same magnitude and as such the resultant graph shows that the upper and lower catalyst have the same waveform with a phase shift. These zones are also very much smaller than that of both the OoP or the IP models and the resulting variance from the clear channel values is correspondingly smaller whether it is a relative increase or decrease. Unsurprisingly at this point, these zones again correspond to the zones in Figure 7-10a) where there is elevated mass fraction of CO\textsubscript{2}. 
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**Table 7-3** Outlet mass fractions of carbon dioxide (x 10\(^{-2}\))

<table>
<thead>
<tr>
<th></th>
<th>(Re = 50)</th>
<th>(Re = 100)</th>
<th>(Re = 150)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clear Channel</td>
<td>3.2739</td>
<td>1.9656</td>
<td>1.3946</td>
</tr>
<tr>
<td>OoP</td>
<td>3.2392</td>
<td>1.9494</td>
<td>1.3924</td>
</tr>
<tr>
<td>IP</td>
<td>3.2715</td>
<td>1.9629</td>
<td>1.3921</td>
</tr>
<tr>
<td>P1</td>
<td>3.2519</td>
<td>1.9466</td>
<td>1.3846</td>
</tr>
</tbody>
</table>

Measurements for mass fraction of CO\(_2\) taken at the catalyst end show the effect the rotational flow has on the catalytic activity in Table 7-3. For \(Re = 50\) the main hydrodynamic effect observed is jetting which reduces the amount of CO\(_2\) product obtained by 1.2%. In the OoP and P1 case, this is especially prevalent, whereas in the IP case, the flow is almost identical to that of the clear channel. This drop is partially mitigated when the flow feature shown in Figure 7-9b) develops at \(Re = 100\) dropping the deficit to about 0.9% in the OoP case and about 1% in the P1 case. Further increase in the inlet velocity to \(Re = 150\) closes the gap for the OoP case to being on a par with the IP case. For the P1 case, the deficit is also further reduced. The larger magnitude of the feature in the OoP case makes for greater reduction in the deficit than in the P1 case.
7.6 Conclusion

The effect of hydrodynamics on catalytic activity was examined using several geometric configurations. The multi-cylinder model demonstrated that through changing whether the catalytic surface was chosen to be the walls or the cylinders themselves impacted on the mass fraction of product at the channel outlet. Decreasing the complexity of the system permitted closer examination of the catalytic activity of individual cylinders in the single- and two-cylinder models. The results were compared to that of a clear channel with portions of the wall of equal area catalytically active. As the Reynolds number was increase from 5 to 50 a recirculation flow developed, leading to an increase in mass fraction of product at the outlet. Further simplification of the configuration led to the removal of the bluff body entirely, replacing it with a wavy catalyst surface. Through use of streamlines and velocity flow field, a picture of a recirculating flow was built up in the OoP and P1 models. The magnitude of this recirculating flow increase as the Reynolds number rose from 100 to 150. It was virtually absent at low flow rates. No such flow was observed in the IP model at any of the Reynolds numbers examined.

The values of the end catalyst mass fractions of CO$_2$ were less than that of the clear channel for all wavy channel configurations at all inlet mass flow rates. Jetting effects were observed in the OoP and P1 models for all the Reynolds numbers tested. This reduces the amount of reactant that is available to the catalyst and hence there is a corresponding reduction in catalytic activity and product mass fraction. However, this is steadily mitigated as the Reynolds number increased until it almost completely accounted for in the OoP case at $Re = 150$ by the recirculating flow. The clear channel shows linear reduction in CO$_2$ surface site fraction in the axial direction. The wavy channels show waveform variation in this value both above and below that of the baseline set by the clear fluid channel. This indicates a variance in catalytic activity dependent on position on the wavy channel catalyst surface, which is influenced by the hydrodynamics of the flow. The overall values for mass fraction of CO$_2$ at the catalyst end plane were lower than those seen in the clear channel for all waved channel configurations. Had the site surface fraction indicated a consistently lower catalytic activity than that of the clear channel then it could simply be put down to jetting effects. However, the surface site fraction of CO$_2$ was on occasion larger and sometimes smaller than its equivalent position on the clear channel. The coincidence of these phases of increased and decreased site surface fraction of product with the reflux features like the one shown in Figure 7-1 indicates the influence of hydrodynamics on the catalyst activity.
Chapter 8 Conclusion

The work presented in this thesis has investigated heat and mass transfer in a model microreactor analytically in two dimensions. The analytical treatment was under LTNE conditions and accounts for viscous dissipation (in the two-dimensional studies), local entropy generation and total entropy of the system. A numerical investigation was carried out upon configurations involving multiple cylinders, two cylinders and a single cylinder in a parallel plate channel. Followed by a further investigation into the coupling of hydrodynamic effects with catalytic activity in a channel with wavy walls. The findings of these studies are presented in section 8.1 and a recommendation for future work in section 8.2.

8.1. Conclusion

Initially a one-dimensional model of a single channel microreactor was examined analytically in chapter 4. In this model, asymmetric thick walls subjected to unequal fixed temperature conditions enclosed a microchannel partially filled with a porous material. Volumetrically uniform energy source terms were present in both solid and fluid phases. It was observed that the presence of such sources of heat generation caused significant deviation from the LTE condition, especially with variance of the thickness of the porous medium. Additionally, the thickness of both the porous insert and the enclosing walls were found to impact the Nusselt number, resulting in extremum in the values of the Nusselt number. Heat source terms had an inverse correlation with Nusselt number, whereas the porosity had a positive correlation. Varying either wall or porous insert thickness facilitated the production of minima in the total entropy of the system.

Chapter 5 features two-dimensional analytical studies of heat and mass transfer processes within porous microchannels. Examinations were carried out for Case 1, a heterogeneous catalytic process and Case 2, a homogeneously reactive system. Each featured a double-diffusive model for a zeroth order reaction with attention paid to the Soret effect. Analytical solutions were obtained to the linked thermal and mass transfer equations, which permitted a further investigation into the second law response of the system to parametric variation.

Homogeneous and heterogeneous reaction systems were found to both conform to the relationship between wall thickness and Nusselt number whereby increasing wall
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thickness served to lower the Nusselt number. This finding serves to indicate the important role played by the thickness of the enclosing structure with regards to management of thermal conditions within microreactors.

The commonality between the heterogeneous and homogeneous reactions did not end there, however. It was additionally found by virtue of a second law analysis that both cases saw a dominance in irreversibility by that of mass transfer processes over thermal processes. Further, the entropy contribution due to mass transfer could be magnified by increasing either the Damköhler number or the Soret number. This situation could be overcome through ramping up the imposed heat flux or reducing the Damköhler number. Under certain conditions, the entropy contribution from the fluid friction component could be similarly great in magnitude.

A knock-on effect of this is the increase in total entropy generation in both cases associated with increased Damköhler and Soret numbers. Similarly, the thickness of the enclosing structure was found to influence the total entropy of the system in both cases. In Case 1, thermal conductivity ratio was found to have a strong influence on the total entropy generation. While in Case 2 the radiation parameter had an analogous effect on the total entropy of the system.

An existing LTNE model is extended to permit the analysis of a catalytic surface interfacing between a fluid filled porous medium and a solid enclosing structure is presented in chapter 6. This novel model allows the study of heat emitted by an exothermic reaction, taking place on the surface, to be split between not only the porous solid and fluid phases, but additionally the thick walled enclosing structure. In agreement with the results of chapter 5, the thickness of the enclosing structure was found to be a vital parameter with regards to both heat and mass transfer, and by extension entropy generation. The Nusselt number was found to have a singular point by which any variation in heat flux yielded the same value for the Nusselt number for a given wall thickness. Even though the system is geometrically asymmetric, such a point was found to exist for both the upper and lower walls. The Sherwood number demonstrated a response that indicated that the microchannel thickness is of greater importance than the asymmetry of the system, yielding the same value for the same channel thickness regardless of the geometric symmetry of the system.

A numerical model of channel incorporating cylindrical structure, and later waved surfaces, is the focus of chapter 7. A study of the effect of the cylinders on the mass fraction
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of the product of the lean combustion of methane in air is undertaken. Increasing Reynolds number from 5 to 50 saw the development of a recirculating flow and an accompanying increase in mass fraction of carbon dioxide at the outlet. Removing the complexity of these bluff bodies, to reduce obscuring of hydrodynamic effect resulted in the development of channels with wavy walls. The wavy upper and lower walls with either in phase (IP), out of phase (OoP) or partially out of phase (P1). These were compared with a baseline of a channel with straight walls, but equal catalytic surface. For the OoP and P1 models, jetting effects were observed in the velocity field, reducing the contact with the catalytic surfaces and thus reducing the carbon dioxide mass fraction at the catalyst-end measuring plane. This effect steadily reduced as the Reynolds number increased to 150 and a reflux zone developed in the trough regions of the wavy surfaces. Comparison of surface site fraction of carbon dioxide for the channels as compared to the clear channel revealed regions where the fraction was greater than the corresponding value for the clear channel. These regions coincided with the reflux features observed. It also showed regions where lower values were recorded. Such variance being indicative of the hydrodynamics of the flow influencing the catalytic activity at the surface.

8.2. Recommendations for future work

Use of LTNE conditions in the analytical study of microreactor performance is still a very open area of research interest. Future investigations in this area, utilising the extended model presented in chapter 6 would find ideal application in systems of multiple microreactors. In such systems, microreactors featuring exothermic reactions are place above and below those featuring endothermic reaction processes. Simple modification of the model would allow it to be applicable to endothermic reactions. Thus the optimisation of such multi-microreactor systems could be performed.

Relaxation of certain limitations imposed by the underlying assumptions could yield interesting results and increase the accuracy of the model. One such assumption would be the use of a constant effective diffusion coefficient. By relating the diffusion coefficient to the tortuosity and porosity, for example, of the porous medium a model that closer represented a working microreactor could be achieved. Another addition could be that of consideration of dispersion upon both the thermal and concentration fields. This would entail examining the effects of dispersion on the effective thermal conductivity of the fluid. How this interacts with the heat transfer properties of the porous medium could then be
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investigated. With such consideration in place when coupled with the thermophoresis, the impact on the mass transport within the microchannel could also be pursued.

It would be a worthwhile endeavour to examine the situation for increased reaction orders. One dimensional analytical models for first order reactions in a one-dimensional analysis have already been conducted [198]. Extension to two-dimensional models would certainly be an advantageous step to be undertaken. Further reaction orders could also be considered, allowing the analysis to be used for a wider range of reactions that might be of interest for chemical synthesis using microreactors.

A further assumption that is made within the models presented has been that the catalytic activity is not susceptible to temperature change. Many catalysts are subject to changes in activity with temperature and the relaxing of this assumption would permit the more accurate modelling of such catalysts. This would entail some serious reconsideration of the mass balance as the input to the channel would no longer be constant. As such another relationship leading to the generation of species within the channel would have to be explored. Perhaps starting with a simple linear model of increased catalytic activity with temperature, further relationships between temperature and catalytic activity could then be examined.

In order to further advance the models presented and any further models created, it would be advantageous to be able to conduct experimental studies of microreactors. This would serve both as an experimental validation technique for the models and also be able to highlight areas in which improvement may be made.

Using the information provided by the study into hydrodynamic influence on catalytic activity, further studies of waved surfaces could be performed involving changes of wavelength of corrugation between upper and lower walls. Further, these walls could be modelled as thick walls and a conjugate heat transfer study could be performed. This would entail the removal of the fixed wall temperature condition imposed in the study presented in this work. That would permit temperature effects on the catalytic activity to also be taken into account. The combination of the effects of temperature sensitivity of catalyst and the hydrodynamic influence observed could yield further information on the how the interplay between the two phenomena function within working microreactors.
Conclusion

Moving beyond the steady state condition into the examination of transient phenomena could also provide interesting information on the development of the flow structures observed in the numerical simulations presented in Chapter 7.
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Closed-form constants for Chapter 5

Provided here is a list of the closed form constants $D_1 - D_4$ pertinent to Equations (5-141), (5-144), (5-145).

\[
D_1 = \frac{SY_1}{SY_1 \cosh(SY_1) - \sinh(SY_1)}
\]

\[
D_2 = Br'D_1^2S^2
\]

\[
D_3 = \frac{D_1}{Y_1} - D_2 \cosh(SY_1)
\]

\[
D_4 = -\frac{D_1}{Y_1} \cosh(SY_1).
\]

Table A-1 Closed-form constants for velocity equations chapter 5
Similarly, \( E_1 - E_{14} \), pertinent to equations (5-151), (5-152), (5-153), and (5-154) can be defined as follows.

\[
\begin{align*}
E_1 &= \frac{2QY_1 - k_{e2} \theta_{w2}}{k_{e2}}, \\
E_2 &= \frac{2Q}{k_{e2}}, \\
E_3 &= \frac{BiD_2 - 4D_2 S^2}{16kS^4 - 4kS^2 \alpha^2}, \\
E_4 &= \frac{BiD_3 - 3S^2}{kS^4 - kS^2 \alpha^2}, \\
E_5 &= \frac{-[D_4 + 2E_6 k + (D_3 + E_4 kS^2) \cosh(SY_1) + (D_2 + 4E_3 kS^2) \cosh(2SY_1)] \sech(\alpha Y_1)}{k \alpha^2}, \\
E_6 &= \frac{-BiD_4}{2k \alpha^2}, \\
E_7 &= \frac{\theta_{w2}}{2Y_1}, \\
E_8 &= \frac{1}{2k \alpha^2} \left[ 2D_4 + 2E_6 k(2 - Y_1^2 \alpha^2) + k \alpha^2 \theta_{w2} \right. \\
&\left. \quad + 2(D_3 + E_4 k(S^2 - \alpha^2)) \cosh(SY_1) \\
&\quad + 2(D_2 + 4E_3 k(S^2 - \alpha^2)) \cosh(2SY_1) \right], \\
E_9 &= \frac{BiD_2}{16kS^4 - 4kS^2 \alpha^2}, \\
E_{10} &= \frac{BiD_3}{kS^4 - kS^2 \alpha^2}, \\
E_{11} &= \frac{-[2E_6 + E_{10} S^2 \cosh(SY_1) + 4E_9 S^2 \cosh(2SY_1)] \sech(\alpha Y_1)}{\alpha^2}, \\
E_{12} &= \frac{1}{2 \alpha^2} \left[ 4E_6 - 2E_6 Y_1^2 \alpha^2 + \alpha^2 \theta_{w2} \right. \\
&\left. \quad + 2E_{10} (S^2 - \alpha^2) \cosh(SY_1) + 2E_9 (4S^2 - \alpha^2) \cosh(2SY_1) \right], \\
E_{13} &= \frac{2(Q - 1)Y_1}{k_{e1}}, \\
E_{14} &= \frac{2(Q - 1)}{k_{e1}}.
\end{align*}
\]

**Table A-2** Closed-form constants for temperature equations for the heterogeneous case
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Homogeneous case

The closed form constants $D_1 - D_4$, are identical to those for the heterogeneous case. Provided here is a list of the closed form temperature coefficients $E_1 - E_{12}$.

$$E_1 = -\frac{Y_1}{k_e}, \quad E_2 = \frac{1}{k_e},$$

$$E_3 = \frac{BiD_2 - 4D_2S^2 - 4BiD_2S^2Rd}{16k(1 + Rd)S^4 - 4k(1 + Rd)S^2\alpha^2}, \quad E_4 = \frac{BiD_3 - D_3S^2}{k(1 + Rd)S^4 - k(1 + Rd)S^2\alpha^2},$$

$$E_5 = \frac{-[D_4 + 2E_6 k + (D_3 + E_4 kS^2) \cosh(SY_1) + (D_2 + 4E_3 kS^2) \cosh(2SY_1)] \text{sech}(\alpha Y_1)}{k\alpha^2},$$

$$E_6 = -\frac{-BD_4}{2k(1 + Rd)\alpha^2}, \quad E_7 = 0,$$

$$E_8 = \frac{1}{2k(1 + Rd)\alpha^2} \left[ 2D_4 + 2E_6 k(1 + Rd)(2 - Y_1^2 \alpha^2) \right. + 2(D_3 + E_4 k(1 + Rd)(S^2 - \alpha^2)) \cosh(SY_1) + 2(D_4 + E_3 k(1 + Rd)(4S^2 - \alpha^2)) \cosh(2SY_1) \right],$$

$$E_9 = \frac{BiD_2}{16k(1 + Rd)S^4 - 4k(1 + Rd)S^2\alpha^2}, \quad E_{10} = \frac{BiD_3}{k(1 + Rd)S^4 - k(1 + Rd)S^2\alpha^2},$$

$$E_{11} = \frac{-[2E_6 + E_{10} S^2 \cosh(SY_1) + 4E_9 S^2 \cosh(2SY_1)] \text{sech}(\alpha Y_1)}{\alpha^2},$$

$$E_{12} = \frac{1}{2\alpha^2} \left[ 4E_6 - 2E_6 Y_1^2 \alpha^2 + 2E_{10} (S^2 - \alpha^2) \cosh(SY_1) + 2E_9 (4S^2 - \alpha^2) \cosh(2SY_1) \right],$$

Table A- 3 Closed-form constants for the temperature equations for the homogeneous case

Provided below is a list of the closed form concentration equation coefficients $F_1 - F_5$. 
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Table A-4 Closed-form coefficients for the concentration equations for the homogeneous case
## Appendix A

### Closed-form constants for Chapter 6

Provided here is a table of the closed-form constants, used in Chapter 6.

<table>
<thead>
<tr>
<th>Constant</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>$\frac{Da[\sinh(SY_1) + \sinh(SY_2)]}{\cosh(SY_2) \sinh(SY_1) + \cosh(SY_1) \sinh(SY_2)'}$</td>
</tr>
<tr>
<td>$A_2$</td>
<td>$\frac{Da[\cosh(SY_2) - \cosh(SY_1)]}{\cosh(SY_2) \sinh(SY_1) + \cosh(SY_1) \sinh(SY_2)'}$</td>
</tr>
<tr>
<td>$A_3$</td>
<td>$\frac{S(Y_1 + Y_2)}{DaS(Y_1 + Y_2) + A_1(\sinh(SY_1) + \sinh(SY_2)) + A_2(\cosh(SY_2) - \cosh(SY_1))'}$</td>
</tr>
<tr>
<td>$A_4$</td>
<td>$\frac{SA_4}{2}[2Da^2S(Y_1 + Y_2) + 4A_2Da(\cosh(SY_2) - \cosh(SY_1)) + 2A_1A_2(\cosh(2SY_2) - \cosh(2SY_1)) + 4A_1Da(\sinh(SY_1) + \sinh(SY_2)) + (A_1^2 + A_2^2)(\sinh(2SY_1) + \sinh(2SY_2))]$</td>
</tr>
<tr>
<td>$A_5$</td>
<td>$\frac{A_3(1 + Br'A_4)}{(Y_1 + Y_2)}$</td>
</tr>
<tr>
<td>$A_6$</td>
<td>$A_5^2Br's^3$,</td>
</tr>
<tr>
<td>$B_1$</td>
<td>$(A_1^2 + A_2^2)A_6$,</td>
</tr>
<tr>
<td>$B_2$</td>
<td>$2A_1A_2A_6$,</td>
</tr>
<tr>
<td>$B_3$</td>
<td>$(2A_1A_6Da - A_1A_5)$,</td>
</tr>
<tr>
<td>$B_4$</td>
<td>$(2A_2A_6Da - A_2A_5)$,</td>
</tr>
<tr>
<td>$B_5$</td>
<td>$Da(A_6Da - A_5)$,</td>
</tr>
<tr>
<td>$C_1$</td>
<td>$\frac{Q_{w2}2Y_2}{k_{e2}} + \theta_{w2}$,</td>
</tr>
<tr>
<td>$C_2$</td>
<td>$\frac{Q_{w2}}{k_{e2}}$</td>
</tr>
<tr>
<td>$C_3$</td>
<td>$\frac{B_1Bi}{16kS^4 - 4kS^2a^2}$</td>
</tr>
<tr>
<td>$C_4$</td>
<td>$\frac{B_2Bi}{kS^4 - kS^2a^2}$</td>
</tr>
<tr>
<td>$C_5$</td>
<td>$\frac{1}{k\alpha^4(4S^4 - 5S^2a^2 + a^4)}B_1\cosh((Y_1 + Y_2)\alpha)[(B_3(4S^4 - 5S^2a^2 + a^4) + \alpha^2(B_3(-4S^2 + a^2)\cosh(2SY_2) + B_1(-S^2 + a^2)\cosh(2SY_2) + B_4(-4S^2 + a^2)\sinh(2SY_2)) + B_2(-S + a)(S + a)\sinh(2SY_2)\sinh(\alpha Y_1) + (B_3\alpha^2(-4S^2 + a^2)\cosh(2SY_1)) + B_4\alpha^2(-S + a)(S + a)\cosh(2SY_1) + (4S^2 - a^2)(B_5(S - a) - S + a) + B_4\alpha^2\sinh(2SY_1) + B_2(-S - a)\alpha^2(S + a)\sinh(2SY_2))\sinh(\alpha Y_2)]$</td>
</tr>
</tbody>
</table>
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\[ C_6 = \frac{B_2 Bi}{16kS^4 - 4kS^2\alpha^2}, \quad C_7 = \frac{B_4 Bi}{kS^4 - kS^2\alpha^2}, \]

\[ C_8 = \frac{1}{k\alpha^4(4S^4 - 5S^2\alpha^2 + \alpha^4)}Bi \csc h((Y_1 + Y_2)\alpha)\left(\cosh(\alpha Y_2)\left(-B_5(4S^4 - 5S^2\alpha^2 + \alpha^4) + \alpha^2(B_3(4S^4 - \alpha^2)\cosh(SY_1) + B_1(S - \alpha)(S + \alpha)\cosh(2SY_1) + B_4(-4S^2 + \alpha^2)\sinh(SY_1) + B_2(-S^2 + \alpha^2)\sinh(2SY_1)\right) + \cosh(\alpha Y_1)\left(B_5(4S^4 - 5S^2\alpha^2 + \alpha^4) + \alpha^2(B_3(-4S^2 + \alpha^2)\cosh(SY_2) + B_1(-S^2 + \alpha^2)\cosh(2SY_2) + B_4(-4S^2 + \alpha^2)\sinh(SY_2) + B_2(-S + \alpha)(S + \alpha)\sinh(2SY_2)\right)\right), \]

\[ C_9 = -\frac{B_5 Bi}{2k\alpha^2}. \]

\[ C_{10} = \frac{1}{4kS^2(Y_1 + Y_2)\alpha^2}\left(2S^2\left(B_5 Bi(-Y_1^2 + Y_2^2) + 2k\alpha^2\theta w_2\right) + Bi(-4B_3\cosh(SY_1) - B_1\cosh(2SY_1) + 4B_3\cosh(SY_2) + B_1\cosh(2SY_2) + 4B_4(\sinh(SY_1) + \sinh(SY_2)) + B_2(\sinh(2SY_1) + \sinh(2SY_2))\right). \]

\[ C_{11} = \frac{1}{4kS^2(Y_1 + Y_2)\alpha^4}\left(2S^2\left(B_5 Bi(Y_1 + Y_2)(-2 + Y_1Y_2\alpha^2) + 2kY_1\alpha^4\theta w_2\right) + Bi\alpha^2\left(4B_5 Y_1\cosh(SY_1) + B_1 Y_2\cosh(2SY_1) - 2Y_2(2B_4 + B_2\cosh(SY_1))\sinh(SY_1) + Y_1(4B_3\cosh(SY_2) + B_1\cosh(2SY_2) + 4B_4\sinh(SY_2) + B_2(\sinh(2SY_2))\right)\right). \]

\[ C_{12} = \frac{B_1(Bi - 4S^2)}{4kS^2(4S^2 - \alpha^2)}, \quad C_{13} = -\frac{B_3(-Bi + S^2)}{kS^2(S^2 - \alpha^2)}. \]

\[ C_{14} = \frac{1}{k\alpha^4(4S^4 - 5S^2\alpha^2 + \alpha^4)}Bi\left(-\alpha^2\csc h((Y_1 + Y_2)\alpha)\left(B_5(4S^4 - 5S^2\alpha^2 + \alpha^4) + \alpha^2(B_3(-4S^2 + \alpha^2)\cosh(SY_2) + B_1(-S^2 + \alpha^2)\cosh(2SY_2) + B_4(-4S^2 + \alpha^2)\sinh(SY_2) + B_2(-S + \alpha)(S + \alpha)\sinh(2SY_2))\right) + \alpha(\cosh(2SY_1) + B_4(-4S^2 + \alpha^2)\sinh(SY_1) + B_2(-S^2 + \alpha^2)\sinh(2SY_1)) + \alpha^2(B_3(-4S^2 + \alpha^2)\cosh(SY_2) + B_1(-S^2 + \alpha^2)\cosh(2SY_2) + B_4(-4S^2 + \alpha^2)\sinh(SY_2) + B_2(-S + \alpha)(S + \alpha)\sinh(2SY_2))\right), \]

\[ C_{15} = \frac{B_2(Bi - 4S^2)}{4kS^2(4S^2 - \alpha^2)}, \quad C_{16} = -\frac{B_6(-Bi + S^2)}{kS^2(S^2 - \alpha^2)}. \]

\[ C_{17} = \frac{1}{k\alpha^4(4S^4 - 5S^2\alpha^2 + \alpha^4)}(Bi - \alpha^2)\csc h((Y_1 + Y_2)\alpha)(\cosh(\alpha Y_2) - B_5(4S^4 - 5S^2\alpha^2 + \alpha^4) + \alpha^2(B_3(4S^2 - \alpha^2)\cosh(SY_2) + B_1(S - \alpha)(S + \alpha)\cosh(2SY_2) + B_4(-4S^2 + \alpha^2)\sinh(SY_2) + B_2(-S^2 + \alpha^2)\sinh(2SY_2)) + \cosh(\alpha Y_1)(B_5(4S^4 - 5S^2\alpha^2 + \alpha^4) + \alpha^2(B_3(-4S^2 + \alpha^2)\cosh(SY_2) + B_1(-S^2 + \alpha^2)\cosh(2SY_2) + B_4(-4S^2 + \alpha^2)\sinh(SY_2) + B_2(-S + \alpha)(S + \alpha)\sinh(2SY_2)). \]
\[ C_{18} = \frac{B_5 \text{Bi}}{2k\alpha^2}, \quad C_{19} = C_{11}, \]

\[ C_{20} = \frac{1}{4kS^2(Y_1 + Y_2)\alpha^4} \left( 2S^2(B_5(Y_1 + Y_2)(-2\text{Bi} + (2 + \text{Bi}Y_1Y_2)\alpha^2) + 2kY_1\alpha^4\theta_{w2}) ight. \\
\left. + \text{Bi}\alpha^2(4B_3Y_2 \cosh(Y_2)Y_1 + B_1Y_2 \cosh(2SY_1) \\
- 2Y_2(2B_4 + B_2 \cosh(Y_2)) \sinh(Y_1) \\
+ Y_1(4B_3 \cosh(Y_2) + B_1 \cosh(2SY_2) + 4B_4 \sinh(Y_2) \\
+ B_2 \sinh(2SY_2)) \right), \]

\[ C_{21} = \frac{Q_{w1}Y_1}{k_{e1}}, \quad C_{22} = \frac{Q_{w1}}{k_{e1}} \]

\[ C_{23} = \frac{1}{4kS^2(Y_1 + Y_2)\alpha^2} \text{Bi}(−2B_5S^2Y_1^2 + 2B_5S^2Y_2^2 - 4B_3 \cosh(Y_1) - B_1 \cosh(2SY_1) \\
+ 4B_3 \cosh(Y_2) + B_1 \cosh(2SY_2) + 4B_4 \sinh(Y_1) + B_2 \sinh(2SY_1) \\
+ 4B_4 \sinh(Y_2) + B_2 \sinh(2SY_2)), \]

\[ \theta_{w2} = ((Y_1 + Y_2)/(1 + k))(Q \\
- (2C_9Y_2 + 2C_{18}kY_2 + (C_7 + C_{16}k)S \cosh(Y_2)) \\
+ 2(C_6 + C_{15}k)S \cosh(2SY_2) + C_9(\alpha \cosh(\alpha Y_2) + C_{17}k\alpha \cosh(\alpha Y_2) \\
+ C_4S \sinh(Y_2) + C_{13}kS \sinh(2SY_2) + 2C_3S \sinh(2SY_2) \\
+ 2C_{12}kS \sinh(2SY_2) + C_5\alpha \sinh(\alpha Y_2) + C_{14}k\alpha \sinh(\alpha Y_2) \\
+ (C_{23} + kC_{23})), \]

\[ D_1 = \frac{C_{12}kS(Y_1 + Y_2)}{(Y_1 + Y_2)^2 \varepsilon}, \quad D_2 = \frac{(C_{13}kS^2(Y_2 + Y_1) + 2A_1A_3\gamma\varepsilon)}{S^2(Y_1 + Y_2)^2 \varepsilon}, \]

\[ D_3 = \frac{C_{14}kS(Y_1 + Y_2)}{(Y_1 + Y_2)^2 \varepsilon}, \quad D_4 = \frac{C_{15}kS(Y_1 + Y_2)}{(Y_1 + Y_2)^2 \varepsilon}, \]

\[ D_5 = \frac{(C_{16}kS^2Sr(Y_1 + Y_2) + 2A_2A_3\gamma\varepsilon)}{S^2(Y_1 + Y_2)^2 \varepsilon}, \quad D_6 = \frac{C_{17}kSr(Y_1 + Y_2)}{(Y_1 + Y_2)^2 \varepsilon}, \]

\[ D_7 = \frac{(C_{18}kSr(Y_1 + Y_2) + A_3\gamma\varepsilon)}{(Y_1 + Y_2)^2 \varepsilon}, \]

\[ D_8 = \frac{1}{S(Y_1 + Y_2)^2 \varepsilon} \left( C_{19}kSSrY_1 + C_{19}kSSrY_2 + A_3DaSY_1\gamma\varepsilon - A_3DaSY_2\gamma\varepsilon \\
- 2A_2A_3\gamma\varepsilon \cosh \left( \frac{1}{2}S(-Y_1 + Y_2) \right) - 2A_1A_3\gamma\varepsilon \sinh \left( \frac{1}{2}S(-Y_1 + Y_2) \right) \right), \]
\[ D_9 = \frac{1}{S^2(Y_1 + Y_2)^2 \varepsilon} \left( C_{19} k S^2 S r Y_1^2 - C_{18} k S^2 S r Y_1 Y_2 + C_{19} k S^2 S r Y_1 Y_2^2 - C_{18} k S^2 S r Y_1^2 Y_2^2 \right) 
+ S^2 Y_1^2 \varepsilon + 2 S^2 Y_1 Y_2 \varepsilon + S^2 Y_2^2 \varepsilon - A_3 D a S^2 Y_1 Y_2 \varepsilon 
- C_{13} k S^2 S r Y_1 \cosh(S Y_1) - C_{13} k S^2 S r Y_2 \cosh(S Y_1) 
- 2 A_1 A_3 \varepsilon \cosh(S Y_1) - C_{12} k S^2 S r Y_1 \cosh(2 S Y_1) 
- C_{12} k S^2 S r Y_2 \cosh(2 S Y_1) - 2 A_2 A_3 S Y_1 \gamma \varepsilon \cosh \left( \frac{1}{2} S(-Y_1 + Y_2) \right) 
- C_{14} k S^2 S r Y_1 \cosh(\alpha Y_1) - C_{14} k S^2 S r Y_2 \cosh(\alpha Y_1) 
+ C_{16} k S^2 S r Y_1 \sinh(S Y_1) + C_{16} k S^2 S r Y_2 \sinh(S Y_1) + 2 A_2 A_3 \varepsilon \sinh(S Y_1) 
+ C_{16} k S^2 S r Y_1 \sinh(2 S Y_1) + C_{16} k S^2 S r Y_2 \sinh(2 S Y_1) 
- 2 A_1 A_3 S Y_1 \gamma \varepsilon \sinh \left( \frac{1}{2} S(-Y_1 + Y_2) \right) + C_{17} k S^2 S r Y_1 \sinh(\alpha Y_1) 
+ C_{17} k S^2 S r Y_2 \sinh(\alpha Y_1) \right). \]

**Table A- 5** Closed-form coefficients for the concentration equations for Chapter 6
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Section 1: Validation for Chapter 5 temperature solutions

Section 1.1 Heterogeneous case

To validate the mathematical model developed in Section 5.2.2, it is demonstrated here that when the wall thickness tends to zero, the temperature fields reduce to that presented by Ting et al. [115] with no internal heat generation term. To produce a system equivalent to that of Ref. [115], we set $h_1 = h_2$, that is in terms of non-dimensional parameters; $Y_1 = 1$ and also $q_{gen}'' = 0$, which renders $\Omega_{gen} = 0$. The momentum equations (5-133) to (5-135) can clearly be seen to reduce to the corresponding equations. Utilising these, equation (5-139) becomes (where the subscript, $T$ is used to indicate the equivalence to Ting’s work),

$$\frac{d\bar{T}_{nf}}{dx} = \frac{1}{2\rho_{nf} C_{p,nf} \bar{u} h_2^2} \left[ h_2 q_1'' + h_2 q_2'' + \frac{2\mu_{eff} S^3 \bar{u}^2 \cosh(S)}{S \cosh(S) - \sinh(S)} \right] = \Omega_T \quad (B-301)$$

This is the same as the axial thermal gradient found by Ting et al. [115] with no heat generation term. Next, the radial thermal equations can be determined from equations (5-141) and (5-142) using the given conditions to yield the coupled equations:

$$k\theta_{nf}'' + Bi(\theta_z - \theta_{nf}) + D_2' \cosh(2SY) + D_3' \cosh(SY) + D_4' = 0 \quad (B-302)$$

$$\theta_z'' - Bi(\theta_z - \theta_{nf}) = 0 \quad (B-303)$$

Where the modified coefficients (which are shown by use of a prime) are:

$$D_1' = \frac{S}{S \cosh(S) - \sinh(S)} \quad D_2' = Br'D_1'^2 S^2$$

$$D_3' = D_1' - D_2' \cosh(S) \quad D_4' = -D_1' \cosh(S)$$

<table>
<thead>
<tr>
<th>Table B-1</th>
<th>Closed-form coefficients for validation coupled temperature equations</th>
</tr>
</thead>
</table>

The coefficients $D_1' - D_4'$ are the same as those calculated by Ting et al. for the coupled thermal equations investigated therein under the previously stated conditions. Thus, it follows that the final nanofluid and porous solid thermal equations, equations (5-147) and (5-148) may be recast using these conditions to give the following:
θ_{nf}(Y) = E'_3 \cosh(2SY) + E'_4 \cosh(SY) + E'_5 \cosh(\alpha Y) + E'_6 Y^2 + E'_7 Y + E'_8 \quad (B\text{-}304)

θ_s(Y) = E'_5 \cosh(2SY) + E'_{10} \cosh(SY) + E'_{11} \cosh(\alpha Y) + E'_6 Y^2 + E'_7 Y + E'_{12} \quad (B\text{-}305)

Where the new coefficients are defined as:

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>E'_3</td>
<td>\frac{D'_2(4S^2 - Bi)}{4S^2(-4kS^2 + Bi k + Bi)}</td>
</tr>
<tr>
<td>E'_4</td>
<td>\frac{D'_3(S^2 - Bi)}{S^2(k\alpha^2 - kS^2)}</td>
</tr>
<tr>
<td>E'_5</td>
<td>\frac{-[D'_4 + 2E'_6 k + (D'_3 + E'_4 kS^2) \cosh(S) + (D'_2 + 4E'_3 kS^2) \cosh(2S)] \text{sech}(\alpha)}{Bi(k + 1)}</td>
</tr>
<tr>
<td>E'_6</td>
<td>\frac{-D'_4}{2(k + 1)}</td>
</tr>
<tr>
<td>E'_7</td>
<td>\frac{\theta_{w2}'}{2}</td>
</tr>
<tr>
<td>E'_8</td>
<td>\frac{1}{2k\alpha^2}[2D'_4 + 2E'<em>6 k(2 - \alpha^2) + k\alpha^2 \theta</em>{w2}'] + 2(D'_3 + E'_4 k(S^2 - \alpha^2)) \cosh(S) + 2(D'_2 + E'_3 k(4S^2 - \alpha^2)) \cosh(2S)]</td>
</tr>
<tr>
<td>E'_9</td>
<td>\frac{Bi E'_3}{Bi - 4S^2}</td>
</tr>
<tr>
<td>E'_{10}</td>
<td>\frac{Bi E'_4}{Bi - S^2}</td>
</tr>
<tr>
<td>E'_{11}</td>
<td>\frac{-[2E'<em>6 + E'</em>{10} S^2 \cosh(S) + 4E'_3 S^2 \cosh(2S)] \text{sech}(\alpha)}{\alpha^2}</td>
</tr>
<tr>
<td>E'_{12}</td>
<td>\frac{1}{2\alpha^2}[4E'<em>6 - 2E'<em>6 \alpha^2 + \alpha^2 \theta</em>{w2}'] + 2E'</em>{10} (S^2 - \alpha^2) \cosh(S) + 2E'_j (4S^2 - \alpha^2) \cosh(2S)]</td>
</tr>
</tbody>
</table>

Table B-2 Closed-form coefficients for validation of temperature equations

With the appropriate rearranging of terms, these coefficients show that equations (B-304) and (B-305) are analytically identical to the nanofluid and porous solid thermal equations presented in the work by Ting et al. [115].
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Section 1.2 Homogeneous case

To validate the mathematical model developed in Sections 5.3, it is demonstrated here that when the wall thickness and thermal radiation tend to zero, the analytical form of the temperature fields reduce to those presented by Ting et al. [115] with no internal heat generation term. To produce a system equivalent to that of Ref. [115], we set \( h_1 = h_Z, q_r = 0 \). That is in terms of non-dimensional parameters; \( Y_1 = 1, Rd = 0 \), and also from Ting’s work; \( q''_{\text{gen}} = 0 \), which renders \( \Omega_{\text{gen}} = 0 \).

Utilising these, equation (5-203) becomes (where the subscript \( T \) is used to indicate the equivalence to Ting’s work),

\[
\frac{dT_{nf}}{dx} = \frac{1}{\rho_{nf}C_{p,nf} \tilde{h}_Z^2} \left[ h_2 q''_1 + \frac{\mu_{\text{eff}} S \tilde{\alpha}^2 \cosh(S)}{S \cosh(S) - \sinh(S)} \right] = \Omega_T \tag{B-306}
\]

This is the same as the axial thermal gradient found by Ting et al. [115] with no heat generation term. Next, the radial thermal equations can be determined from equations (5-207) and (5-208) using the given conditions to yield the coupled equations:

\[
k \theta''_{nf} + Bi(\theta_s - \theta_{nf}) + D_2' \cosh(2SY) + D_3' \cosh(SY) + D_4' = 0 \tag{B-307}
\]

\[
\theta''_s - Bi(\theta_s - \theta_{nf}) = 0 \tag{B-308}
\]

Where the modified coefficients (which are shown by use of a prime) are identical to those shown in Table B-1. Thus coefficients \( D'_2 - D'_4 \) are the same as those calculated by Ting et al. for the coupled thermal equations investigated therein under the previously stated conditions. Thus, it follows that the final nanofluid and porous solid thermal equations, equations (5-210) and (5-211) may be redefined using these conditions into:

\[
\theta_{nf}(Y) = E'_3 \cosh(2SY) + E'_4 \cosh(SY) + E'_5 \cosh(\alpha Y) + E'_6 Y^2 + E'_9 Y + E'_8 \tag{B-309}
\]

\[
\theta_s(Y) = E'_3 \cosh(2SY) + E'_{10} \cosh(SY) + E'_{11} \cosh(\alpha Y) + E'_6 Y^2 + E'_7 Y + E'_{12} \tag{B-310}
\]

Where the new coefficients are defined as:

<table>
<thead>
<tr>
<th>( E'_3 )</th>
<th>( E'_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{D'_2(4S^2 - Bi)}{4S^2(-4kS^2 + Bik + Bi)} )</td>
<td>( \frac{D'_2(S^2 - Bi)}{S^2(k\alpha^2 - kS^2)} )</td>
</tr>
<tr>
<td>( E'_5 )</td>
<td>( E'_6 )</td>
</tr>
<tr>
<td>( -\frac{[D'_2 + 2E'_3 k + (D'_3 + E'_4 k S^2) \cosh(S) + (D'_2 + 4E'_5 k S^2) \cosh(2S)] \text{sech}(\alpha)}{Bi(k + 1)} )</td>
<td>( \frac{-D'_4}{2(k + 1)} )</td>
</tr>
<tr>
<td>( E'_7 )</td>
<td>( E'_8 )</td>
</tr>
<tr>
<td>( \frac{1}{2k\alpha^2} \left[ 2D'_4 + 2E'_6 k (2 - \alpha^2) \right] )</td>
<td>( 0 )</td>
</tr>
<tr>
<td>( E'_9 )</td>
<td>( E'_{10} )</td>
</tr>
<tr>
<td>( 2D'_3 + E'_5 k (S^2 - \alpha^2) \cosh(S) )</td>
<td>( 2(D'_3 + E'_5 k (4S^2 - \alpha^2)) \cosh(2S) )</td>
</tr>
<tr>
<td>( E'_9 )</td>
<td>( E'_{12} )</td>
</tr>
</tbody>
</table>
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\[ E'_9 = \frac{BiE'_3}{Bi - 4S^2}, \quad E'_10 = \frac{BiE'_4}{Bi - S^2}, \]

\[ E'_{11} = \frac{-[2E'_6 + E'_{10}S^2 \cosh(S) + 4E'_6S^2 \cosh(2S)] \sech(\alpha)}{\alpha^2}, \]

\[ E'_{12} = \frac{1}{2\alpha^2} \left[ 4E'_6 - 2E'_6 \alpha^2 + 2E'_{10}(S^2 - \alpha^2) \cosh(S) + 2E'_6(4S^2 - \alpha^2) \cosh(2S) \right], \]

**Table B-3** Closed-form coefficients for validation of temperature equations for the homogeneous case

With the appropriate rearranging of terms, the above coefficients indicate that equations (B-309) and (B-310) are analytically identical to the nanofluid and porous solid thermal equations in the work by Ting et al. [115] with a temperature at the upper wall equal to zero due to the equality of the external heat flux at the bottom and top walls.

**Section 2: Validation for Chapter 6 temperature solutions**

**Analytical Validation**

To validate the mathematical model developed in Section 2, it is demonstrated that when the wall thicknesses are equal and there is no exothermic catalytic reaction, the temperature fields reduce to that presented by Hunt et al. [212] and Ting et al. [115]. To produce a system equivalent to that of Ref. [212], we set \( h_1 = h_2 \). It is also necessary to reverse the directions of \( q_{w1} \) and \( q_{w2} \) and set their magnitudes equal to \( q_1 \) and \( q_2 \) respectively, which in terms of non-dimensional parameters leads to \( Q_{w1} = 2(Q - 1) \) and \( Q_{w2} = -2Q \). Accounting for the difference in parameter definitions of \( Br' \), \( Re \) and \( \theta_i \) then the axial thermal gradient, Equation (6-258) becomes:

\[ \theta_i(X) = \frac{X \left[ 1 + A'_4 Br' \right]}{2Re Pr \kappa Y_1 \xi} \quad i = 1, 2, s, f \] (B-311)

Where

\[ A'_4 = \frac{2S^3 Y_1^2 \cosh(SY_1)}{S Y_1 \cosh(SY_1) - \sinh(SY_1)}, \] (B-312)

This is the same as the axial thermal gradient found by Hunt et al. [212] where \( A'_4 \) represents the coefficient of the modified Brinkman number. Next, the radial thermal equations can be determined from equations (6-260) and (6-261) using the given conditions to yield the coupled equations:
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\[ k\theta''_f + Bi(\theta_s - \theta_f) + B'_1 \cosh(2SY) + B'_2 \sinh(2SY) + B'_3 \cosh(SY) \]
\[ + B'_4 \sinh(SY) + B'_5 = 0 \quad (B-313) \]
\[ \theta''_s - Bi(\theta_s - \theta_f) = 0 \quad (B-314) \]

where, taking into consideration the difference in parameter definitions of \( Br' \) and \( \theta_i \), the modified coefficients (which are shown by use of a prime) are:

\[ B'_1 = \frac{Br'S^4Y_1^2}{(SY_1 \cosh(SY_1) - \sinh(SY_1))^2} \quad (B-315) \]
\[ B'_2 = 0 \quad (B-316) \]
\[ B'_3 = -\frac{S \text{sech}(SY_1) [SY_1(2Br'S^2Y_1 - 1) + \tanh(SY_1)]}{2(-SY_1 + \tanh(SY_1))^2} \quad (B-317) \]
\[ B'_4 = 0 \quad (B-318) \]
\[ B'_5 = -\frac{S}{SY_1 - \tanh(SY_1)} \quad (B-319) \]

The coefficients \( B'_1 - B'_4 \) once rearranged are identical to the equivalent coefficients calculated by Hunt et al. for the coupled thermal equations investigated therein under the previously stated conditions. Thus, the final fluid and porous solid thermal equations, equations (6-265) to (6-268) under these conditions yield the following.

\[ \theta_2(Y) = C'_1 + C'_2Y \quad Y_2 < Y \leq 1 \quad (B-320) \]
\[ \theta_5(Y) = C'_3 \cosh(2SY) \quad -Y_1 \leq Y < Y_2 \quad (B-321) \]
\[ + C'_4 \cosh(SY) + C'_6 \cosh(\alpha Y) \]
\[ + C'_6 \sinh(2SY) + C'_7 \sinh(SY) \]
\[ + C'_8 \sinh(\alpha Y) + C'_9Y^2 + C'_{10}Y + C'_{11} \]
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\[ \theta_f(Y) = C_{12} \cosh(2SY) + C_{13} \cosh(SY) + C_{14} \cosh(\alpha Y) \]
\[ + C_{15} \sinh(2SY) + C_{16} \sinh(SY) \]
\[ + C_{17} \sinh(\alpha Y) + C_{18} Y^2 + C_{19} Y + C_{20} \]

\[ -Y_1 \leq Y < Y_2 \]  \hspace{1cm} (B-322)

\[ \theta_1(Y) = C_{21} + C_{22} Y \]
\[ -1 \leq Y < -Y_1 \]  \hspace{1cm} (B-323)

where the new coefficients are defined as:

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_1' )</td>
<td>( \frac{Y_2 Q_{w2}}{2k_e^2} + \theta'_w )</td>
</tr>
<tr>
<td>( C_2' )</td>
<td>( \frac{Q_{w2}}{k_e^2} )</td>
</tr>
<tr>
<td>( C_3' )</td>
<td>( \frac{B'_1 Bi}{16k^2S^4 - 4kS^2\alpha^2^2} )</td>
</tr>
<tr>
<td>( C_4' )</td>
<td>( \frac{B'_3 Bi}{kS^4 - kS^2\alpha^2^2} )</td>
</tr>
</tbody>
</table>
| \( C_5' \) | \( \frac{1}{(k\alpha^4(4S^4 - 5S^2\alpha^2 + \alpha^4))} \left[ B_i(B'_3 \alpha^2(\alpha^2 - 4S^2) \cosh(SY_1) + (S^2 - \alpha^2)(4S^2B'_5 \right) \]
\[-B'_5 \alpha^2 - B'_1 \alpha^2 \cosh(2SY_1)) \sech(\alpha Y_1)] \right) |
| \( C_6' \) | \( C_7' = C_8' = 0 \) |
| \( C_9' \) | \( \frac{-B'_5 Bi}{2k\alpha^2} \) |
| \( C_{10}' \) | \( \frac{\theta'_w}{2Y_1} \) |
| \( C_{11}' \) | \( \frac{1}{2kS^2\alpha^4} \left[ 2S^2(B'_5 Bi(Y_1^2\alpha^2 - 2) + k\alpha^4\theta'_w \right) \]
\[ + 4B'_5 Bi\alpha^2 \cosh(SY_1) + B'_1 Bi\alpha^2 \cosh(2SY_1) \right) \] |
| \( C_{12}' \) | \( \frac{B'_1 (Bi - 4S^2)}{4kS^2(4S^2 - \alpha^2)} \) |
| \( C_{13}' \) | \( \frac{-B'_3 (S^2 - Bi)}{kS^4 - kS^2\alpha^2^2} \) |
| \( C_{14}' \) | \( \frac{1}{(k\alpha^4(4S^4 - 5S^2\alpha^2 + \alpha^4))} \left[ (Bi - \alpha^2)(B'_3 \alpha^2(\alpha^2 - 4S^2) \cosh(SY_1) \right) \]
\[ + (S^2 - \alpha^2)(4S^2B'_5 - B'_3 \alpha^2 - B'_1 \alpha^2 \cosh(2SY_1)) \sech(\alpha Y_1)] \right) |
| \( C_{15}' \) | \( C_{16}' = C_{17}' = 0 \) |
| \( C_{18}' \) | \( \frac{-B'_5 Bi}{2k\alpha^2^2} \) |
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\[
C'_{19} = \frac{\theta'_{w2}}{2Y_1},
\]

\[
C'_{20} = \frac{1}{4kS^2\alpha^4} \left[ 2S^2(B Bi(Y_1^2\alpha^2) - 2) + k\alpha^4\theta'_{w2} \right] + 4B Bi\alpha^2 \cosh(SY_1) + B Bi\alpha^2 \cosh(2SY_1) \right],
\]

\[
C'_{21} = \frac{Q_{w1}Y_1}{k_{e1}}, \quad C'_{22} = \frac{Q_{w1}}{k_{e1}}.
\]

<table>
<thead>
<tr>
<th>Table B- 4</th>
<th>Closed-form constants for the validation of the temperature equations for Chapter 6</th>
</tr>
</thead>
</table>

With rearrangement of terms and taking into consideration the difference in parameter definitions of \( Br' \) and \( \theta_i \), the above coefficients show that equations (B-320) to (B-323) are analytically identical to the thermal equations derived in the investigation by Hunt et al. [212], which itself could be rigorously reduced to the results of Ting et al.[115].

**Numerical Validation**

For comparison purposes a model was developed in the computational multi-physics software, STAR-CCM+ of a microchannel 12mm in length, 800µm in height enclosed between walls of 50µm thickness. Steady, two-dimensional continuity, momentum and energy equations for the fluid and solid walls were solved on a grid consisting of 98344 cells.

Continuity equation:

\[
\nabla \cdot (\rho \nabla) = 0.
\]  
(B-324)

Momentum equation:

\[
\nabla \cdot (\rho \nabla \otimes \nabla) = \nabla \cdot \sigma.
\]  
(B-325)

Energy equation:

\[
\nabla \cdot (\rho E \nabla) = \nabla \cdot (\nabla \cdot \sigma) - \nabla \cdot q + S_E.
\]  
(B-326)

where; \( \otimes \) represents the Kronecker product, \( \sigma \) is the stress tensor, \( E \) is the total energy per unit mass, \( q \) is the heat flux and \( S_E \) is an energy source term.
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Grid independency tests confirmed the adequacy of this grid. Standard no slip velocity and no jump temperature boundary conditions were implemented. Using an interface between the walls and the fluid flowing within the microchannel the thermal specification of conjugate heat transfer was applied. A heat source interface was implemented at the boundary between each wall and the fluid within the microchannel. The heat flux into the wall and into the fluid from this heat source was measured. Thermal conductivity within the walls was set to 18 $\text{WK}^{-1}\text{m}^{-1}$ to represent a ceramic and the fluid chosen was considered to be water. A mass flow rate was calculated to give a Reynolds number of 7. These figures permitted the development of an analytical model using the temperature equations derived in Section 6.3.7, using a porosity of 0.999, and a Darcy number of 1000 to represent the flow inside a clear conduit. The analytically and computationally predicted temperature fields are shown in Figure B-1, featuring a good agreement. Further, for the configuration shown in Figure B-1, the Nusselt number calculated by equation (6-273) is 4.29 and that obtained computationally is 4.45. Once again, this shows an excellent agreement between the two models. It is worth recalling that consideration of a clear microchannel (instead of a porous one) was to avoid using any interface model on the surface of the walls.

![Temperature fields](image)

**Figure B-1** Comparison between the temperature fields in the microreactor, predicted: a) analytically and b) numerically.
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Low Reynolds Number Turbulent Results

Contained in Appendix C are a compendium of figures and table created using results generated by a low Reynolds number turbulent model rather than a laminar model. They are presented here for comparative purposes and demonstrate that use of a turbulent model changes the results by only a small fraction and that all the observations and conclusions presented in chapter 7 hold true under these modelling conditions.

For comparison with Figure 7-5 to Figure 7-7 and Table 7-3 of chapter 7.

Figure C-1 Normalised velocity in out of phase model for Re = 100 showing catalytic surface in grey using Low Re turbulent model; a) Normalised velocity field in a vertical section along the centre of the channel and b) normalised velocity profile in streamlines in the fifth trough of the channel.
Figure C-2 Mass fraction of CO₂ along a vertical section in the centre of the channel for at Re = 150 for Low Re turbulent model for; a) IP model, b) OoP model, c) P1 model, and d) Clear channel model.
**Figure C-3** Surface site fraction of CO$_2$ as a function of axial distance for the OoP model with the clear channel values for comparison at $Re = 150$ for low Re turbulent model.

**Table C-1** Outlet mass fractions of carbon dioxide ($\times 10^{-2}$) for low Re turbulent model
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