Abstract

The field of laser beam shaping advances the study of optics by pushing the limits of structured light and its applications. This thesis aims to exploit classical optical theory using state of the art structuring techniques to introduce two novel demonstrations: (1) high-speed digital micro-mirror device (DMD) light shaping and (2) broadband dual spatial light modulator (SLM) arbitrary vector beam shaping. These shaping techniques are also employed to demonstrate the fundamental group delay of structured light in free space, for Bessel and focused Gaussian beams.

Motivation for the structuring of light in both scalar and vector regimes is explained for a wide range of applications, from optical fibre communications and microscopy, through to computational imaging and micro-manipulation. The thesis continues by providing an in-depth background to the relevant principles of optical wave theory, and provides an overview of holographic beam modulating techniques to be used thereafter.

The first key result in this thesis is the high-speed (4 kHz) generation of arbitrary vector beams using a DMD, by way of tuning the intensity, phase and polarisation of the light. Widely used vector profiles such as radial, azimuthal, uniformly circular polarisations and Poincaré beams are characterised using spatially-resolved Stokes parameters. The intention is to promote the DMD as a cost-effective SLM which provides a switching rate that is up to \(\sim 2\) orders of magnitude faster than competing liquid crystal (LC-)SLMs. Extended details into the practical considerations of using a DMD as a diffractive optical element are discussed.

The second result in this thesis is the broadband (100 nm) generation of arbitrary vector beams using a pair of LC-SLMs in tandem. The wavelength-dependent dispersion of diffractive optics is a major issue in the beam shaping of broadband light; the
system presented in this thesis employs a second dispersion-correcting SLM within a Sagnac interferometer. The vector beam profiles from the previous result above are reproduced across four wavebands within the 100 nm range. Furthermore, the effects of chromatic dispersion in both DMDs and LC-SLMs are investigated, as is the use of in-situ wavefront correction in beam shaping systems.

In the final investigation reported in this thesis, the fundamental group velocity delay of structured light in free space is demonstrated in a classical interferometer. An elegant and novel approach is presented, which interferes one Gaussian beam with another which has, at some point in its propagation, been structured and then destructured by two LC-SLMs in tandem. The associated reduction of group velocity arises from the free space boundary conditions associated with structured beams, which in turn affects their wavevectors; this effect is demonstrated for Bessel beams and focused Gaussian beams using a simple interferometric approach. The delays detected are on the order of 1 µm over 10 cm. Furthermore, the structuring and destructuring of beams with many constituent wavevectors (c.f. optical speckle) is presented, and its delay is theorised in anticipation of future studies.

It is intended that this thesis serves as a comprehensive account of the practicalities of vector beam shaping in different regimes for potential applications, bolstered by meaningful investigations to unearth the true nature of structured light and its properties.
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Chapter 1

General introduction

1.1 Introduction to optical beam shaping

Our curiosity with the nature of light and its fundamental properties is innate, and as such has permeated through all of human history. Reflections in still water and polished metal; imaging through pinholes and polished glass. From prehistory through to antiquity and across all major civilisations since, a collective evolution in the understanding of these phenomena and more has led to the field of optics we recognise today. We are indebted to those that have come before us for the breadth of knowledge attained so far; this includes the principles, technologies and applications born as humble ideas, which have since graduated from the scrutiny of the scientific method to become ubiquitous. It is therefore our duty to continue this ancient study into the fundamental properties of light and its structure, to harness its potential in the real-world applications of today and of the days still to come.

Optical beam shaping, according to [6], refers to the manipulation of a light source in terms of its fundamental properties of intensity, phase, polarisation and wavelength in order to produce custom structured light fields. The ability to detect and analyse light with structure was first achieved in the 1800s, with the birth of photography (Niepce, 1827 among others) and communication via amplitude-modulated sunlight in the form of the “photophone” (Bell, 1880) [7]. In the mid 1900s, a surge of interest in optics and electronics led to the invention of holography (Gabor, 1947) and the laser (Maiman, 1960). By the 1980s a new era of coherent light sources and ever-shrinking technologies led to the emergence of micro-opto-electro-mechanical
systems (MOEMs); these included the Liquid Crystal on Silicon Spatial Light Modulator (LCoS SLM) and Digital Micromirror Device (DMD), the latter being a subset of SLM. With the continued development of such technologies, the growing list of applications for these devices promises substantial benefits in real-world environments.

The work presented in this thesis concerns the use of several novel methods of arbitrary vector beam shaping: firstly, a DMD is used to generate high-speed vector beams with a switching rate of up to 4 kHz, which compares favourably to most liquid crystal SLMs (LC-SLMs) (by several orders of magnitude, when comparing devices of a similar price). Secondly, a pair of these LC-SLMs are used in tandem to generate dispersion-free broadband vector beams with a bandwidth of 100 nm. Lastly, the phenomenon of group velocity \( v_g \) delay of structured light in free space is demonstrated in a classical interferometer; specifically, beams of Bessel and focused Gaussian profiles.

The use of such devices is now standard practice in many optical laboratories around the world, where they are used to structure light in phase and amplitude, in both the scalar and vector regimes. The following chapter defines these regimes explicitly; a comprehensive overview of the current applications of shaped light follows, with emphasis on the applicability of high-speed and broadband vector beam shaping in research and industry.

## 1.2 Scalar and vectorial structuring of light

Whilst the fundamental properties of light are inherent (albeit randomised and incoherent in most cases), we reserve the term structured light for that which has been deliberately shaped in amplitude, phase, polarisation or a combination of the three. As discussed by Rosales-Guzmán et al. (2018) [8], scalar beams may be defined as those with a uniform polarisation across their profile – in practice, the polarisation may only be tuned for maximal efficiency in polarisation-sensitive apparatus. For example, intensity-only masks in early forms of holography were used to modulate scalar beams [9].

Whilst unpolarised light fields still have an E field orientation (though time-varying and incoherent), the expression vector beam is henceforth used to refer to a light field whose transverse polarisation distribution is not homogeneous (c.f. polarisation
in only one direction in linearly polarised light) [8]. This difference manifests when viewing the respective beam types through a linear polariser: on rotation of the polariser, a scalar beam whose polarisation is uniform will only change in intensity, whereas a beam of structured polarisation will alter its spatial profile (e.g. a radially polarised vector vortex beam will become an HG$_{10}$ mode) [8, 10].

Diffractive optics have been used for many years to structure scalar light fields; treating the fields vectorially was only applied when controlling features $< \lambda$ [8]. However, there has been increasing research interest in using diffractive optics and polarisation-varying vector beams with this extra degree of freedom to exploit [11, 12]. Such beam structures are already well established, with their usage in conical diffraction and anisotropic crystals among others [13, 14]. However, the advent of cost-effective dynamic beam shaping has led to a wealth of tools and techniques to generate and measure vector beams. With these advances has come a surge of interest in the research community, and the applications, both proven and potential, continue to grow year upon year.

1.3 Applications of structured light

The major advances in beam shaping technology in the last 30 years are largely due to the realised potential of structured light; both as scalar and vector fields, for static and dynamic regimes. There is a myriad of current real-world applications to provide the motivation to continue the progress already made, with vector beam shaping due to make a significant impact in the decades to come. In the following sections I will highlight some of these exciting applications which benefit from state of the art beam shaping technology and practices.

1.3.1 Communications

The information age as we know it today is made possible by a globalised telecommunications network, with light-carrying fibre optics at its heart. From undersea cabling between continents to domestic broadband services in the home, optical fibres and their accompanying source and detection infrastructure support an unprecedented bandwidth of data to maintain and improve our communication channels. Whilst we
may nowadays be familiar with Google fiber and broadband speeds of up to 1Gbit/s, optical fibre has long been embedded into the phone networks of many countries; medium to large scale institutions such as banks and universities make use of localised intranets. In these applications, fibre technology is lauded for its reliability, security and data transfer rates [15].

Modern communications demands, such as more bandwidth for 4k and 8k video streaming and broadcasting, video conferencing, 5G mobile networks and the rise of big data in tech, science and industry have put a real strain on existing physical communications networks. The stability of these communication channels is now inherently tied to the global economy, security and prosperity, and so it is imperative that government and industry collaborate to design the future of communication to avoid a “capacity crunch” [16–18].

With the threat of such a bandwidth crisis on the horizon, much research has been invested in trying to identify the next generation of fibre optics solutions, largely centred around the concept of division multiplexing. This term is used to describe the separation of the total bandwidth of a transmission medium into discrete information-carrying channels for simultaneous transmission. This can occur in several regimes, or “bases” whose individual channels are orthogonal to one another; a common example is Wavelength Division Multiplexing (WDM). This technique encodes information in neighbouring wavelengths, which can all be sent along the same optical fibre link, hence multiplying the bit rate transfer by the number of distinct wavelength channels [19]. Space division multiplexing (SDM) describes the use of multiple spatial channels, e.g. fibres with multiple single mode cores and the means to steer individual pulses down each channel [20]. Such techniques are limited by the wavelength-dependency of the system, and the maximum rates of the optical switching respectively.

A subset of SDM, known as Mode Division Multiplexing (MDM), instead uses multimode fibres (MMF) with the capacity to transmit many orthogonal spatial modes simultaneously. A factor 2 increase in transmission rate is achieved by combining orthogonal polarisations as individual channels (polarisation division multiplexing (PDM)). Of great potential is the use of a multimode fibre with a mode capacity in the thousands, which has the means to provide a significantly higher capacity [21–28].
In [29], WDM and MDM are combined using different OAM (Orbital Angular Momentum) modes (modes with varying degrees of spin or helicity) over multiple wavelengths to transmit light down a low dispersion fibre to achieve 1.6 Tb/s. One of the most recent demonstrations of high capacity data transfer was conducted by Puttnam et al [30], whereby PDM was used in conjunction with 16-QAM (Quadrature Amplitude Modulation) to achieve a record 715Tb/s transfer across a fibre of length 2000 km. Notably, the fibre used was an Erbium doped multi-core of few-mode fibres.

![Figure 1.1: Vector beam mode division multiplexing in free space](image)

Figure 1.1: **Vector beam mode division multiplexing in free space** Reproduced from Milione et al. (2014) [31]. (a) a vector mode (de)multiplexer used to transmit a signal containing 4 vector beams a distance 1 m in free space. Orthogonally polarised Gaussian beams (b,c) are combined and sent down both the single mode fibres (SMF); the beams are collimated by lenses L and phase modulated by custom “q-plates” \( q = \pm 1/2 \) designed such that vector beams (d,e) emerge from \( q = +1/2 \) and beams (f,g) emerge from \( q = -1/2 \). The beams propagate in free space some distance as one channel to the receiver, which demultiplexes the beam into constituent signals. The authors reported that each vector beam supports a 20 Gbit/s signal. Propagation direction is marked with a white arrow for multiplexing and a black arrow for de-multiplexing, while the local linear polarisation across each beam profile is marked in white.

The same principles can be applied to free-space communication, whereby the transmission and detection occurs at two different locations that are e.g. buildings/cities apart. As in the fibre case, polarisation, spatial modes and orbital angular momentum are used to increase the bit rate of a single pulse, although the distortion to contend with is not dispersion but atmospheric turbulence [32–34]. In figure 1.1 (Milione et al. (2015) [31]), custom q-plates were used to (de)multiplex a single pulse of 4 vector beams over a metre.
1.3.2 Microscopy

The structuring of light by SLMs on the scale of microns is of particular relevance to the fields of imaging and microscopy – such devices can be readily inserted into bench-based optical systems such as microscopes, cameras and projectors (indeed this is why SLMs were invented [35]).

Vector vortex beam structures are well established in the field of microscopy – their properties are used to increase the resolution achievable beyond the diffraction limit. In conventional stimulated emission depletion (STED) microscopy, an initial beam excites a fluorescent sample, before a circularly polarised “doughnut” beam with a phase singularity stimulates emission and therefore depletes the fluorophores in the surrounding area. This leads to a measured fluorescence of the remaining region within the ring which is smaller than a diffraction limited spot [36–39] – this is therefore a functional approach to super-resolution. The properties of these beam profiles have also been exploited in confocal microscopy [40].

Structured illumination microscopy (SIM) is a wide-field imaging technique which instead makes use of a dynamic diffraction grating in the path of the excitation beam to build up a super-resolution image; the superposition of the sample with several gratings results in a set of moiré patterns, which are more easily resolved by the objective lens [41–45].

There exists environments where reactive structuring is required to counteract existing structuring, e.g. transmission through turbid media: when a well-defined beam propagates through a scattering medium the rays are scattered in a largely random process, such that it is unfeasible to determine the propagation matrix of the scattering medium a priori. This applies in biomedical imaging, where endoscopy is used to image into tissues of live samples [1]. The imaging depth is limited by this scatter effect, which varies according to its speckle decorrelation time (∼ms). Specifically, this is the time taken for an initial wavefront to lose correlation with subsequent wavefronts due to turbulence from sources like Brownian motion or motion in the living body [46]. It follows that we must correct for this turbulence on the same time-scale as this motion occurs.

The “transmission matrix method” is the means by which a previously unknown turbid medium can be characterised: by dividing an incident beam into individual
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Figure 1.2: **Turbid media: multimode fibre imaging:** (a) Time-of-flight imaging down a Multimode fibre (MMF) by Stellinga et al. (2018) [47]: by first probing the propagation of some mode basis down an MMF, an incident beam may be pre-structured to exit the distal end of the fibre with most of the power concentrated within a single mode for scanning. (b) Vector beams produced with a high-speed DMD can be used to calculate the transmission matrix for “deep-brain in vivo imaging” of biological samples – pictured are images of a mouse brain by Turtaev et al. (2018) (reproduced from [1]).

Eigen-modes of the medium and observing how they propagate through this medium, it is possible to construct a complex transmission matrix of the medium at that moment in time [22]. It is then possible to use matrix inversion to pre-modulate a beam such that it will propagate through the medium and focus as a well defined mode, such as a focused spot for raster scan imaging, as seen in figure 1.2(a) [48–53]. In [1, 54], this concept was applied to correct for the inherent mode dispersion in multimode fibres (MMF), and produce an imaging system the width of a single multimode fibre, whose resolution is tied to the number of fibre eigen-modes (figure 1.2(b)). The dynamic regime of this technique requires an SLM with an extremely fast switching rate, to achieve real-time matrix characterisation and raster scanning of an object.
1.3.3 Computational imaging

The recent rise in single-photon, simultaneous multi-spectral and time-resolved imaging requires the use of highly specialised equipment including avalanche photodiodes (single photon SPADs and APDs), photodiodes with different semiconductor substrates, triggering and high-performance processing power [6, 55].

“Ghost imaging” is a technique used to construct an image with photons which have never encountered the object, and are merely correlated with those which have. As discussed in [6], spatially entangled photon pairs are generated from a nonlinear crystal; whilst one photon in the pair is used to illuminate the object or be collected by a bucket detector, the other is detected by a camera [56, 57]. Whilst the photons from the crystal are said to be spatially entangled in the quantum regime, only their spatial correlation is applied in the image acquisition. Correlated-photon imaging is an established means to explore single photon imaging, which is difficult with conventional imaging due to inescapable noise levels and dark counts. By only using photons that are proven to be coincident with the illumination, it is possible to form images with only \(< 0.2\) photons per pixel (\(\sim 10,000\) photons) [58].

From the exploration of a paradoxical phenomenon to imaging with very few photons, the correlation lies with the photon source. In the field of computational ghost imaging (CGI), the same principles have been applied to structured light generation and detection. In CGI, an LC-SLM is used to generate incoherent randomised intensity holograms, which shape the plane wave illumination light into a set of structured light fields [59]; here the correlation is between the illumination beam post-object and the set of holograms generated by the computer. Each structured light field illuminates the object, and the backscattered reflectance is detected by a single pixel (photodiode). Each field is then weighted with the intensity of the reflectance signal, and summed to obtain the final image [60].

In recent years, the CGI process has been reversed to introduce a novel offshoot – the single pixel camera (SPC), as shown in figure 1.3. Whereas before the object was illuminated by pre-structured light fields, the SPC post-modulates the incoming scene of the object using a DMD [61]. The operation of the SPC transfers the responsibility of mapping the spatial structure of an image from the detector array to the DMD; this is particularly useful for developing multi-spectral cameras, as the cost of single
Figure 1.3: Computational imaging: seeing through smoke with a single pixel camera (SPC): Reproduced from Edgar et al. (2015) [2]. (a) A single pixel camera, developed by the University of Glasgow and QuantIC. Built from a DMD and a pair of cheap photodiodes, the device is able to simultaneously capture low resolution images in two different wavebands using structured light. For example, (b) shows the SPC imaging in the visible and short wave infrared, with (right) and without (left) viewing through smoke.

Pixel detectors (photodiodes) are far cheaper than their many-pixel counterparts (e.g. CMOS) at every waveband [2, 62].

1.3.4 DMD technologies

In 1987, Texas Instruments developed the first DMD modulator to revolutionise the functionality and capability of MOEM devices by coupling micro-optics and electromechnics [63]. The device has since come to be ubiquitous as the projection unit in almost all digital projectors in classrooms and theatres [35]. However, the advantages of the device over liquid crystal SLMs has led to an exciting array of opportunities including high-speed beam shaping, adaptive optics, single-pixel imaging and most recently LiDAR (light detection and ranging) [64–66]. The device has also been employed in the “world’s fastest camera” which can reportedly achieve 10 trillion frames per second using passive compressed ultrafast photography, dubbed “T-CUP” [67].
1.3.5 Optical micro-manipulation

Customised light fields have been used for decades in the field of micro-manipulation. For 50 years, microscopes have been adapted using structured laser light to form optical traps – an umbrella term which includes tweezers, spanners, sorting and confinement. As discussed in [6], the original optical tweezer principle was outlined in 1970 by Ashkin et al. [68], and involved the use of a focused laser to trap and relocate particles such as dielectric spheres. Gaussian laser light focused from a microscope objective onto the sample plane exerts a net scattering force along the direction of propagation, as well as a restoring gradient force which is directed towards the centre of the beam. The result is a trapping force acting on the sample on the order of pN to objects which are in the nm to mm range. In the decades since, the principle has been applied to a vast array of samples, including atoms, DNA, living cells, bacteria, viruses and metallic objects [69–72].

The introduction of advanced light structuring using affordable spatial light modulation has extended the applications of optical trapping considerably; instead of using a single Gaussian trap, a holographic optical tweezer (HOT) can diffract the incident laser light into many traps simultaneously, and can be steered in realtime to move, sort, track and measure these same samples with great accuracy. This flexibility was demonstrated to great effect by Curtis et al. (2002) [69]; samples may also be rotated (optical spanner) and trapped in 3D space using holograms of defocusing lenses. More exotic beam profiles and polarisations can be used e.g. the Laguerre-Gaussian “doughnut” beam, in order to exploit its optical vortex and orbital angular momentum [73–76]. Optical traps have also been used to measure the forces of molecular motors and the elasticity of DNA [6].

1.3.6 Other applications

The major applications of vector vortex beams and structured light in general has led to the adoption of such technologies in other areas, such as in manufacturing and quantum experiments.

Firstly, full control of the intensity, phase and polarisation of light is an attractive prospect in the laser machining industry; the properties of various beam profiles are advantageous for different processes, including cutting, drilling and welding [77]. For
systems with a high numerical aperture ($\text{NA}>1.5$), a radially polarised vector vortex beam which is focused down produces a sharper focus due to a large on-axis $E$ field component – this is useful for laser cutting at high speed and precision [78–81]. For beams with a flat top profile and a longer depth of focus, the ratio of cutting depth:width is useful when considering the absorption characteristics of the materials being machined [82]. Note that as well as exploiting the various properties of transverse polarisation-shaped vector beams (radial, azimuthal, circular etc.) focusing down a radially polarised beam through a lens of a high enough NA will also produce a longitudinal component of polarisation, resulting in arbitrary 3D polarisation shaping [83–85].

Next, the same entangled photon pairs discussed in section 1.3.3 are also used to test the Einstein-Podolsky-Rosen paradox by violating Bell inequalities – this has been shown for photon pairs exhibiting several types of entanglement, e.g. spin, polarisation and OAM [57, 86–88]. This reinforces the non-classical nature of quantum mechanics and paves the way for real-world quantum technologies, such as quantum key distribution [89–91], which provides secure communication channels.

Lastly, the field of *ultrafast* photonics is so named because of the pulsed laser sources used – each pulse is a wave packet of some short coherence length $l_c$, which is a byproduct of having a broad bandwidth. As such, spatial and temporal beam shaping is a novel method of producing scalar and vector beams useful in both ultrafast photonics and white light beam shaping.

Specialised dispersion-compensating broadband beam shaping techniques give rise to the generation of tailored ultrashort pulses in either the pico or femtosecond range [92–96]. The nature of the pulse packets formed from a spread of wavelengths has been used for pulsed WDM and time-division multiplexing (TDM) using spectral phase encoding [97, 98]. Ultrafast pulses are also used in biomedical imaging, specifically for rapid time delay scanning in optical coherence tomography, as well as multi-photon confocal microscopy [99–101].

The ability to uniformly shape a large bandwidth beam without dispersion is of particular use for applications which exploit white light sources. Using a supercontinuum source, transmission down a waveguide can be probed in multiple wavelengths with low-coherence interferometry – this allows the dispersion behaviour and any manufacturing flaws to be measured with great precision [103]. In biomedical imaging,
there are sometimes specimens which need to be illuminated by multiple wavelengths – by analysing samples using structured beams which may contain any number of wavelengths, broadband beam shaping negates the need for the combining of multiple sources in separate shaping systems [100, 102, 104–106]. A low coherence source is also the primary means to achieve optical coherence tomography [107].

Figure 1.4, adapted from Radwell et al. (2016), depicts the use of an achromatic glass Fresnel cone to generate white light vector vortex beams; (c) the polarisation ellipse map (defined in chapter 2) is an intuitive means to display the local polarisations within a given beam profile. The orientation and ellipticity of each ellipse defines the polarisation, and handedness is shown as colour.
Chapter 2

Background theory

The following chapter is devoted to introducing the fundamental wave theory that makes up the prerequisite knowledge for the beam shaping investigations that follow. Furthermore, I will introduce the optical elements and devices central to beam shaping, their attributes and mechanics which will inform many of the decisions made during their use.

2.1 Wave theory

2.1.1 A brief history

The structuring of light fields in scalar and vector regimes is reliant on wave theory, which has a rich history. As described by Hecht (2002) [10], the wave-like nature of light was first hypothesised in the mid 1600s, when Robert Hooke (1635–1703) proposed that “the condition associated with the emission of light by a luminous body is a rapid vibratory motion” and that every vibration of this body propagates in every direction through a homogeneous medium “like rays from the centre of a sphere” [108]. The first mathematical theory of light was introduced in the same period by Christiaan Huygens (1629–1695), who in 1690 published his Treatise on light [109]. In it he sought to introduce the concept of light propagating as wavefronts in the “luminiferous aether,” whereby every point along the wavefront is itself the origin of new spherical waves; with this treatment of light rays, he was able to account for the
behaviour of light in geometric optical phenomena, such as refraction, reflection and polarisation. For the next century, the wave theory of light was largely overtaken by the prominence of the corpuscular (particle) theory, formalised by Sir Isaac Newton (1642–1727). However, this theory did not fully explain the results obtained for interference and diffraction [10].

Leading against the tide of opinion that had arisen, Thomas Young (1773–1829) presented his famous double slits experiment, which identified the interference of light waves from two separated sources of sunlight, in much the same way as water waves ripple and interfere [110]. Augustin-Jean Fresnel (1788–1827) confirmed and expanded upon the wave nature of light in diffraction and interference, by combining his own findings with Huygens’ principle. By the early 19th century, light was firmly established as exhibiting properties consistent with a transverse wave. It was not until the birth of quantum theory in the 20th century before the particle nature of light was incorporated to fully describe the now accepted wave-particle duality of light [10].

2.1.2 Fundamental wave theory

Consider light as a transverse electromagnetic (E,B) field induced by moving charges. Within a vacuum, the orthogonal components of this field are related by the speed of light $c$, such that $E = cB$ (expanded upon in section 3.2). In the first instance, the transverse electric field may be simply defined as a sinusoidal relation. According to Collett (2005) [111], Fresnel argued that this field could be fully characterised by the orthogonal components $E_x$ and $E_y$ such that they can be written as the wave equations

$$\frac{\partial^2 E_x(\mathbf{r}, t)}{\partial x^2} = \frac{1}{v^2} \frac{\partial^2 E_x(\mathbf{r}, t)}{\partial t^2}, \quad (2.1)$$

$$\frac{\partial^2 E_y(\mathbf{r}, t)}{\partial y^2} = \frac{1}{v^2} \frac{\partial^2 E_y(\mathbf{r}, t)}{\partial t^2}. \quad (2.2)$$

Here, $E_{x,y}(\mathbf{r}, t)$ are the field components, as depicted in figure 2.1(a); $\mathbf{r}$ is the radius vector and $v$ is the velocity at time $t$. The wave number is defined as $k = 2\pi/\lambda$ for some wavelength $\lambda$. By convention, the field propagates along the $z$ direction, such that the displacement of the electric field in the transverse plane has solution

$$\mathbf{E}(\mathbf{r}, t) = E_0 \cos(\omega t - \mathbf{k} \cdot \mathbf{r} + \delta) \quad (2.3)$$
Figure 2.1: The oscillatory propagation of the electric field: (a) the field is comprised of orthogonal components. A linear vibration along the y-axis $E_y$ (in the plane of the paper) is defined as the p polarisation component; along the x-axis $E_x$ and perpendicular to the plane of the paper is the s polarisation component. (b) a solution of the wave equation $\nabla^2 E_y(r, t)$ traces out a sinusoidal wave of peak amplitude $E_{0y}$ with periodicity $\lambda$ along direction $z$.

The angular frequency of this sinusoidal relation, shown in figure 2.1(b), is defined as $\omega = 2\pi f$, whilst $E_0$ is the maximal amplitude and $\delta$ is some arbitrary phase. Converting to polar complex form, we may rewrite the solutions of the wave equation as:

$$E_{x,y}(z,t) = E_{0x,y}e^{i\theta_{x,y}},$$

where $\theta_{x,y} = \omega t - k \cdot r + \delta_{x,y}$ [112–114].

2.1.3 Interference of quasi-monochromatic waves

The mathematical description introduced in section 2.1.2 is a second order homogeneous partial differential equation, and therefore the combination of two similar fields may be investigated by using the superposition principle. That is, as defined in Hecht (2002) [10], the resultant intensity when two or more fields combine is not the scalar sum but the vector sum of the individual fields themselves. This is the basis for optical interference, a phenomenon that is the mechanism behind diffractive vector beam shaping. Fundamentally, the interference of two plane waves with some angle between their optic axes results in consecutive regions of constructive and destructive intensity fringes – this “interferogram” also depends on the orientation of the local polarisation direction between the two waves.
Figure 2.2: The superposition of quasi-monochromatic light: (a) comparing two waves of similar but unequal wavelength $E_{1,2}(z,t)$ where ($k_1 > k_2$, $\omega_1 > \omega_2$). Successive instances of total constructive and destructive interference form beats. (b) the sum of the two fields $E_1(z,t) + E_2(z,t)$ therefore shows a high frequency carrier wave of frequency $\bar{\omega}$ modulated by a cosine envelope function $\omega_m$. Whilst the carrier wave propagates as $v_p$, the envelope itself moves with $v_g$, and not always in the same direction.

The investigations to follow are dependent on the interferometric superposition of two light fields which share the same source but travel through different optical paths before recombination. In the ideal case, such fields would be purely monochromatic and have a wavetrain which is infinitely long. For chapters 4 and 5 we must consider the quasi-monochromatic case, where light from a laser has a limited coherence length with a sizeable bandwidth (spread) of wavelengths, $\Delta \lambda$. To characterise the physical variables to be accounted for, consider figure 2.2(a) – as introduced in [10], the superposition of two fields of slightly different wave number and angular frequency ($k_1 > k_2$, $\omega_1 > \omega_2$) such that:

$$E_1(z,t) = E_{01} \cos (\omega_1 t - k_1 z) \quad (2.5)$$

$$E_2(z,t) = E_{01} \cos (\omega_2 t - k_2 z) \quad (2.6)$$

For simplicity, the fields share the same amplitude and are initially in phase. The addition of the two fields becomes

$$E = E_{01} \left[ \cos (\omega_1 t - k_1 z) + \cos (\omega_2 t - k_2 z) \right]. \quad (2.7)$$
We can define the average of $\omega, k$ such that $\bar{\omega} = (\omega_1 + \omega_2)/2$ and $\bar{k} = (k_1 + k_2)/2$; also, let $\omega_m = (\omega_1 - \omega_2)/2$ and $k_m = (k_1 - k_2)/2$ be the modulation parameters. Including these terms, whilst simplifying by using the product-sum identity, we find that

$$E = 2E_{01} \cos (\omega_m t - k_m z) \cos (\bar{\omega} t - \bar{k} z).$$  \hspace{1cm} (2.8)$$

By defining the modulation envelope amplitude $E_0(z, t) = 2E_{01} \cos (\omega_m t - k_m z)$, we may say that the superposition of these fields is another field of frequency $\bar{\omega}$, namely

$$E(z, t) = E_0(z, t) \cos (\bar{\omega} t - \bar{k} z).$$  \hspace{1cm} (2.9)$$

It follows that the intensity $E_0^2(z, t) = 2E_{01}^2 [1 + \cos(2\omega_m t - 2k_m z)]$ oscillates between $2E_{01}^2$ with a beat frequency $(\omega_1 - \omega_2)$. The oscillating field propagates with phase velocity $v_p$, which in a vacuum is

$$v_p = \frac{\bar{\omega}}{\bar{k}} = \frac{c}{n}.$$  \hspace{1cm} (2.10)$$

So far we have been concerned with the superposition of ideal monochromatic light. The output of a laser may also be considered a broadband superposition of light waves within a narrow frequency band. An envelope then modulates the average of the individual waves with some group velocity $v_g$ [10]. In figure 2.2(b), $\omega_m$ is the frequency of the carrier wave which undergoes a cosine modulation. For dispersive media, (assuming a small $\Delta\omega$), we may define the group velocity as the rate of change of the phase velocity, indicating the propagation of the modulating function itself:

$$v_g = \frac{\omega_m}{k_m} = \frac{\Delta\omega}{\Delta k} = \frac{d\omega}{dk} \bar{\omega}.$$  \hspace{1cm} (2.11)$$

Generally, the optical refractive index $n$ decreases with increasing wavelength for visible light. As discussed in [115], the group velocity inside a material is related to this refractive index by

$$v_g = \frac{d\omega}{dk} = \frac{c}{n - \lambda \frac{dn}{d\lambda}}.$$  \hspace{1cm} (2.12)$$

It is important to note that light in a vacuum propagates at a constant velocity $c = 299792458 \text{ ms}^{-1}$, in which case $v_p = v_g = c$. However, in dispersive media with refractive indices $n$ that are not unity, both $v_p > v_g$ when $\frac{dn}{d\lambda} > 0$ and $v_p < v_g$ when $\frac{dn}{d\lambda} < 0$ are possible. It is also possible to have $v_{p,g} > c$, however superluminal
information exchange remains outside the realm of possibility as it violates causal-
ity \[10, 116\]. This concept can also be applied to the deliberate delaying of \(v_g\) by
transmission through dispersive media or waveguides (as demonstrated in chapter 5).

2.1.4 Coherence

The above definitions for the superposition of waves with differing \(\lambda\) may also inform
our understanding of the coherence of quasi-monochromatic light. A pair of light
fields \(E_{1,2}\) which interfere are deemed to be spatially coherent when the phase differ-
ence of two points along the same wavefront \(\Delta \phi = \text{constant}\), and the waves oscillate
in step with one another \([10]\). The coherence length \(\ell_c\) of a given source tells us the
optical path difference (\(\Delta \text{OPL}\)) over which the two fields can no longer be interfered,
i.e. when the visibility of fringes becomes zero. This will be of particular use in chap-
ters 4 and 5, where the use of sources of finite coherence in an interferometric system
must be accounted for to successfully path length match two separated components
from a single beam.

Within a typical quasi-monochromatic light source, the excited atoms radiate photons
independently as a stream of finite photon wavetrains. The timescale over which
electrons transition between energy levels is on the order of 10 ns. The coherence time
is therefore the duration over which the phase of the wavetrain remains predictable,
and the oscillation is sinusoidal; temporal coherence arises when \(\Delta \phi = \text{constant}\)
between points radiating out from the same axis of the source. Temporal coherence is
a measure of the spectral purity of the light source, and is intrinsic to the bandwidth
\(\Delta \lambda\). An ideal monochromatic beam would have an infinitely long coherence time
\([10, 113]\).

For a source of quasi-monochromatic light, we may define the coherence length –
that is, the longitudinal length over which the phase remains predictable, given that
our laser emits waves with wavelength \(\lambda_0\) and bandwidth \(\Delta \lambda\). Recall figure 2.2(a): a
consecutive pair of wavetrains \(E_{1,2}\) with wavelength \(\lambda_0\) and \(\lambda_0 + \Delta \lambda\) respectively will
at some point interfere constructively, then destructively interfere after some path
length – the coherence length \(\ell_c\). As described in \([117]\), the coherence length of a
quasi-monochromatic laser with a Gaussian profile is defined as

\[
\ell_c = \sqrt{\frac{2 \ln 2 \lambda_0^2}{\pi \Delta \lambda}}. \quad (2.13)
\]
The coherence time is then $\tau_c = \ell_c/c$. For some stabilised He-Ne lasers, the operating wavelength $(\lambda, \Delta\lambda)$ is $(632.8, 1 \times 10^{-6})$ nm, for a coherence length of $\approx 400$ m. In contrast, mercury lamps, historically used as near-white light sources, produce $(546.1, 1)$ nm for a coherence length of 0.03 cm [10].

### 2.1.5 Interferometry in practice

When discussing interference patterns made from a pair of fields, we require them to share a similar wavelength $\lambda$. As Hecht (2002) [10] explains, interfering beams of considerably different $\lambda$ results in a $\Delta\phi$ that varies greatly over time; this causes the quantifiable interference to average to zero over any meaningful detection time. In the event that these sources have large $\Delta\lambda$ (e.g. white light) the resultant interferograms are the superposition of the interferogram of each constituent $\lambda$. Beams of equivalent amplitudes produce the largest contrast range between bright and dark fringes, and $\Delta\phi$ should be constant with spatial and temporal coherence. Together, these are the conditions that make optical interference possible – before the invention of monochromatic laser sources, some ingenuity was required to observe the phenomenon.

The principle of interference by the division of a wavefront was famously demonstrated by Young’s double slits experiment [110]. As described in [10], Young used the sun as a single incoherent wavefront, which illuminated a pinhole. This in turn generated a spatially coherent sunbeam, which was then incident on a pair of pinholes equidistant from the first. Young observed the resulting bright and dark fringes as the first observation of interference fringes. In the modern interpretation, we may instead consider incident plane waves of wavelength $\lambda$ on a pair of parallel narrow slits $A$ and $B$. Each slit then becomes a secondary coherent source, this time of cylindrical wavelets which are in phase at the plane of the slits. The slits are separated by distance $d$, and the wavelets propagate a distance $D$ ($D \gg d$) before interfering at the screen to produce fringes. This requires that $\Delta\text{OPL} < l_c$.

From Young’s setup (see figure 2.3), we can derive the grating equation for constructive interference, as detailed in [113]: firstly, consider the optical path between the rays from each slit: $\Delta\text{OPL} = p_1 - p_2 = d\sin \theta \approx d\theta$. From the diagram we can infer that the diffraction angle with respect to the origin is $\theta \approx y/D$, where $y$ is the transverse distance from the zero fringe. The approximation $p_1 - p_2 \approx dy/D$ therefore
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Figure 2.3: Division of wavefront: Young’s double slits. An idealised plane wave source incident on a pair of identical slits results in interference in the far field. (inset) whilst the transverse interference fringe locations are dictated by slit separation \(d\) and \(\lambda\) by the diffraction equation 2.14 (red), the shape of the slits creates a modulating sinc envelope which reduces the interference to zero (green).

occurs at \(p_1 - p_2 = m\lambda\) where \(m\) is the interference order. The distance to the \(m^{th}\) constructive interference fringe \(y_m\) is then \(y_m \approx \frac{Dm\lambda}{d}\) or angular position \(\theta_m = m\lambda/d\). Finally, we may define the condition for constructive interference for the \(m^{th}\) fringe

\[
d \sin \theta = m\lambda.
\]

(2.14)

The second class of interferometry to consider is that which operates as a division of amplitude, as explained in [10, 113]: when a beam is incident on a semi-transparent mirror tilted with respect to the axis of propagation, the beam is split into two different components of the same wavefront travelling in different directions. That is, the wavefront remains intact in each new direction, however the original amplitude is shared between them. Instead of interference from adjacent slits, the beams are purposefully steered with mirrors to interfere, with the resultant fringes easily detected on camera. As was the case before, interference is only possible when the path difference between the two beams after the split is less than the coherence length. If instead \(\Delta \text{OPL} > \ell_c\), the wavefronts interfered will belong to the wrong wavetrains, and lack a stable \(\Delta \phi\), resulting in washed out or absent fringes. We now discuss
the various interferometric devices that can be built to study and exploit optical interference, which will be used in chapters 4,5.

Consider figure 2.4(a): in a Michelson interferometer, a beam enters a beamsplitter (e.g. a non-polarising cube NPBS) at a 45° angle. The beam is simultaneously transmitted/reflected along orthogonal paths of similar length, before being reflected by perpendicular mirrors $M_1, M_2$. Upon returning to the beamsplitter, the two beams are instead reflected/transmitted in the same direction and interfere. Note that one beam traverses the beamsplitter medium more than the other for a larger OPL (dependent on refractive index $n$) – this is rectified by inserting a compensator plate (C) of the same optical thickness in the other arm to equalise the two. By using this plate, the effects of chromatic dispersion are minimised, such that the system can be used with broadband sources. Should the interfering beams be co-propagating and coincident, the fringes will be circular; slight changes in mirror orientation will instead produce straight or even parabolic fringes. The Michelson interferometer is widely used to measure lengths with superlative accuracy, by correlating the longitudinal movement of mirror $M_2$ with the number of fringes which pass a point on the detector. This design is the basis for the LIGO gravitational wave detectors [10].

Another variation is the Mach-Zehnder interferometer (figure 2.4(b)), which comprises two beamsplitters and two mirrors. As before, the incident beam is split into two by a beamsplitter; however this time, the the mirrors are oriented at 45° to the beam path. A second beamsplitter is positioned at the convergence of the two beams,
where they are transmitted/reflected in the same direction to interfere. The OPL can be adjusted by slight changes in mirror and beamsplitter orientation. This design has found use in electron interference and gas-flow density variations in wind tunnels [10].

Lastly, the second beamsplitter in the previous case can be replaced by a mirror to form a Sagnac Interferometer (figure 2.4(c)), which allows the beams to travel along identical but opposing paths in a closed loop [118]. Here the beams exit together via the initial beamsplitter. The fact that both beams travel along the same paths using the same optical elements means that it is a particularly stable design, especially when combating thermal drift and environmental vibrations. This arrangement can be used to form a ring laser gyroscope to measure rotational velocity.

2.1.6 Chromatic dispersion

Chromatic dispersion is the variation of optical properties with wavelength, e.g. white light through a triangular prism. In fibre optic communications, dispersion of different wavelengths causes pulse broadening based on the different paths each wavelength component takes through the waveguide. Provided such dispersion is compensated for, broadband sources such as white light can still be useful, e.g. mode-locked lasers for ultra-fast pulses. This dispersion fundamentally stems from the frequency dependence of dielectric susceptibility – specifically the polarisation density of a dielectric material features a frequency-dependent susceptibility in the frequency domain. To better illustrate this dispersion, consider the optical spectral phase as described by Thompson et al. (2013) [119] – the phase of the $E$ field in the frequency domain. For a medium of length $L$, the optical phase is defined as

$$\varphi(\omega) = \frac{n_0(\omega)\omega L}{c}$$ (2.15)

where the frequency dependent refractive index $n_0(\omega)$ comes from the real part of the dielectric susceptibility. By performing a Taylor expansion of the spectral phase

$$\varphi(\omega) = \varphi(\omega_0) + (\omega - \omega_0) \frac{d\varphi}{d\omega}\bigg|_{\omega_0} + \frac{1}{2}(\omega - \omega_0)^2 \frac{d^2\varphi}{d\omega^2}\bigg|_{\omega_0} + ...$$ (2.16)

the individual dispersive effects can be isolated. The first term $\varphi(\omega_0)$ simply denotes a change of total carrier phase on traversing a medium. The second term defines a
linear phase ramp in frequency which delays a broadband pulse in time. The third term, however, is a quadratic that defines the group delay dispersion (variation of group delay with frequency/wavelength) and actually reshapes the beam pulse with an added linear chirp – a time-varying change in the instantaneous optical frequency across the pulse [115].

There are several forms of dispersion: linear material dispersion arises from the refractive index of the bulk material. Modal dispersion arises from the confinement of light traversing a waveguide (e.g. optical fibre: figure 2.5(a)). Finally, geometrical dispersion is caused by a diffractive optical element whose angular response depends on the incident bandwidth of light (diffractive and refractive optics) [115]. The chromatic dispersion displayed by these components can be negated by using a corrective setup, e.g. a double pass Brewster-angled pair of triangular prisms [120].

### 2.1.7 Optical speckle

The spatial coherence of light can be visualised in everyday use of monochromatic and quasi-monochromatic sources. When coherent laser light is scattered from a diffuse or rough surface (such as a piece of card or a ground glass diffuser), the reflected light takes on a granular cross-sectional intensity, known as optical speckle. The disk of illumination is filled with a stationary interference pattern of grains and phase singularities. As described in [10], for every angle to the surface, the speckle-like field viewed is a superposition of a large number of scattered wavelets, which have a constant relative phase given by the OPL from the surface to the plane imaged. The spatial size of the individual granules is dependent on the distance to the screen, such that they appear to grow with increasing distance [121]. In practice, optical speckle can be synthesised in the laboratory by creating holograms comprised of many randomly oriented plane waves of comparable intensity, as will be demonstrated in section 6.3. Speckle phase singularities have been identified as the same optical vortices [122] that can be found in the centre of Laguerre-Gaussian beams (see section 2.3) – in a 3D mapping, the optical vortices permeate along the propagation of the speckle in complex paths, forming loops and knots along the z-direction (figure 2.5(c)) [3, 123]. In general, optical speckle is one of the most common forms of spatial structuring of light, however in a research environment it is usually considered as background noise, e.g. in holography.
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2.2 Polarisation

As an electromagnetic field propagates through space, the orthogonal components oscillate with a particular orientation at some instance in time. The magnitude and orientation of this oscillation is known as the polarisation. In general a natural incoherent light source, e.g. the sun is comprised of a large collection of randomly oriented atoms. As described by [10], photons are emitted on timescales of $\approx 10^{-8}$ s due to electron energy level transitions. In this timeframe, each atom radiates a polarised wave. The combination of multiple atoms radiating differing polarisations constantly produces new wavetrains, which in turn results in no net polarisation in time. This is unpolarised light [113, 114].

In the event that the field vector of a light ray undergoes a linear vibration upon propagation, such that the orientation remains the same, then this light is linearly polarised. There exist distinct degenerate polarisation states, according to [111], defined by the relationship between the $E_x, E_y$ components, their rotation angle $\theta$.

**Figure 2.5**: Optical speckle in laboratory environments (a) a Gaussian beam propagating through a multimode fibre (MMF) will disperse into the various eigen-modes of the fibre, such that the light exiting the distal end is scrambled into a radially varying speckle. (b) reflection from a diffuse surface (i.e. microscopically textured) such as a metal plate produces uniform granules. (c) Within a Talbot cell, speckle can be analysed as having vortex loops (black) and tangled “spaghetti-like” vortices along its propagation (source: [3]).
and phase offset $\delta$:

\begin{align*}
\text{Horizontal} : & \quad E_{0y} = 0 \quad (2.17) \\
\text{Vertical} : & \quad E_{0x} = 0 \quad (2.18) \\
+45^\circ : & \quad E_{0x} = E_{0y} = \frac{1}{\sqrt{2}} E_0 \quad \delta = 0 \quad (2.19) \\
-45^\circ : & \quad E_{0x} = E_{0y} = \frac{1}{\sqrt{2}} E_0 \quad \delta = \pi \quad (2.20) \\
\text{Right circular} : & \quad E_{0x} = E_{0y} = \frac{1}{\sqrt{2}} E_0 \quad \delta = \frac{\pi}{2} \quad (2.21) \\
\text{Left circular} : & \quad E_{0x} = E_{0y} = \frac{1}{\sqrt{2}} E_0 \quad \delta = -\frac{\pi}{2} \quad (2.22)
\end{align*}

In the first four linear states, the E-field traces out a straight line in the transverse plane; in the circular states, the E-field instead traces out a circle. More generally, the field is described as elliptically polarised when $E_{0x} \neq E_{0y}$ or $\delta \neq \pi/2$.

### 2.2.1 Linear polarisers

In the case of an ideal monochromatic laser, the field is a plane wave with an infinitely long wavetrain. The orthogonal components share the same frequency and are coherent – i.e. the beam is polarised. In reality, however, natural light and laser light is often only partially polarised, and we must introduce the means to polarise it.

This can be achieved by using an element which exploits asymmetry in its structure to select a single polarisation from the incident field. Commercial polarisers, explains [10], make use of mechanisms such as dichroism (selective absorption), reflection off a dielectric medium and birefringence (dual refractive indices). Dichroic polarisers, such as wire-grid designs and dichroic crystals like tourmaline, make use of the anisotropic structure of the material to promote selective absorption. An incident field parallel to the wires/long-axis of the crystal lattice will drive the conduction electrons along the full length and induce a current – this in turn transfers the energy from the field to the lattice atoms. It follows that only the field component that is parallel to the optic axis of the material (and orthogonal to the absorbed axis above) will pass through largely unchanged.
2.2.2 Wave retardance

The first step towards manipulating the polarisation of light fields to generate vector beams is to utilise the common methods of polarisation control in beam optics. These include polarisers and wave retardance plates, the most common of which are demonstrated in figure 2.6. Waveplates, or wave retarders, are widely used planar optical components, manufactured from a birefringent medium. The thickness of the plate is such that light passing through normal to the surface will experience a phase delay between its orthogonal components (ordinary and extraordinary), resulting in a shift of polarisation state. In a positive uniaxial material, $n_e > n_o$ and the phase velocity of light polarised along the slow $n_e$ axis is $v = c/n_e$. For a beam with components in both orthogonal orientations e.g. 45° from the crystal axes, this results in a phase shift between the fast and slow components, which represents an altered polarisation. Given some propagation thickness $t$ of material, \[ \Gamma = 2\pi(n_e - n_o)t/\lambda, \] i.e. a given waveplate will exhibit a wavelength-dependent retardance.

Quarter-wave and half-wave retardance can be readily achieved with two thicknesses of birefringent material, and can be defined for an incident linearly polarised beam
that possesses components $E_e \hat{e}$ in the slow axis and $E_o \hat{o}$ in the fast axis to form

$$E(z, t) = (E_o \hat{o} + E_e \hat{e}) e^{i(\omega t - k z)}.$$  \hfill (2.23)

A material thickness and birefringence for a given $\lambda$ that results in a quarter-wave of phase retardance $\Gamma = \pi/2$ radians) is known as a quarter-wave plate. Adding this as a factor $e^{i\Gamma} = e^{i\pi/2} = i$, the outgoing field becomes

$$E(z, t) = (E_o \hat{o} + iE_e \hat{e}) e^{i(\omega t - k z)}.$$  \hfill (2.24)

Should the incident plane polarised beam be angled at 45° to both the birefringence axes, then $E_o = E_e$ and the field is converted to become circularly polarised – as such we use quarter-wave plates to convert from linear to circular polarisation.

By instead selecting a waveplate that exhibits $\Gamma = \pi$ for a given incident $\lambda$, the same procedure gives us a phase offset of $e^{i\delta} = e^{i\pi} = -1$. For some beam polarised along direction $\hat{d}$ at $\theta$ to the fast axis, we may define

$$E(z, t) = E e^{i(\omega t - k z)} = E (\cos \theta \hat{o} + \sin \theta \hat{e}) e^{i(\omega t - k z)}.$$  \hfill (2.25)

Propagation through a half-wave plate therefore results in an outgoing field

$$E(\cos \theta - \sin \theta) e^{i(\omega t - k z)} = E [\cos (-\theta) + \sin (-\theta)] e^{i(\omega t - k z)}.$$  \hfill (2.26)

The shift in orientation of the polarisation from $\theta$ to $-\theta$ indicates that the action of a half-wave plate is to rotate an incident linear polarisation by $2\theta$ in the direction of the fast axis.

### 2.2.3 Polarising optics

In the following investigations, the ability to discriminate between different polarisations to generate polarised light is dependent on the polarising optics used. The following is a short summary of the optical elements used, and their physical mechanisms. Firstly, the most common method to split unpolarised light into corresponding $s$ and $p$ state (horizontal and vertical) fields is by using a polarising beamsplitter cube, shown in figure 2.7(a). This is formed by combining two right-angle prisms of
Figure 2.7: **Polarising optics:** (a) in a beamsplitter cube, two glass prisms set with dielectric film can be used to split incoming light based on its polarisation, by reflecting (transmitting) the $s$ ($p$) component. (b) two birefringent crystals combined with orthogonal optic axes make up a Wollaston prism, which transmits the $(o,e)$ components of the beam, separated with an angle $\theta$ between them. (c) shows a beam displacer: a single cut of crystal with optic axis oriented diagonally will instead displace only the $e$ components of the incident beam, and the two components exit normal to the surface of the crystal.

crown glass with a multi-layered transparent dielectric film in between. Under similar electron-oscillation behaviours as in section 2.2.1 and applying Brewster’s law, the $s$ component is reflected whilst $p$ is allowed to transmit, thereby separating the orthogonal states by $90^\circ$ [10, 113].

A birefringent medium (e.g. calcite or quartz) may be cut and recombined to have orthogonal optic axes, such that it refracts the ordinary and extra-ordinary components with different angles. This is the double refraction famously associated with calcite crystals. Within a Wollaston prism (figure 2.7(b)) there exists two refractive indices $n_e < n_o$; once the prism-prism boundary is traversed and the optic axis rotates, the ordinary and extra-ordinary rays switch, causing a refraction towards and away from the surface normal respectively. This results in the $s,p$ states emerging at some wedge angle $\theta$ [10].

Lastly, a single birefringent crystal can be cut into a rhomb such that the optic axis lies through the diagonal, e.g. a calcite beam displacer 2.7(c) [125]. A plane which incorporates the optic axis is known as a principal section. Initially unpolarised light incident normal to the facet of this rhomb will refract in different directions – components perpendicular to the principle section will propagate unhindered (o-ray), whilst components parallel to the principle section (e-ray) will refract based on the birefringence $\Delta n$ [10]. Significantly, both components exit normal to the crystal surface, but with a lateral displacement; this component will be used in the work detailed in chapter 3.
2.2.4 Characterising polarisation

From the definitions in section 2.2, we have established the general case of polarised light being an electromagnetic field, with field vector $E_{x,y}(z, t)$ and exhibiting some variation of elliptical polarisation. Whilst the electric field traces out this ellipse as it propagates, the period of this trace is much too small to measure accurately. As a consequence, it is pertinent to consider a time-independent measurement to characterise the polarisation of a given light field. The following is a brief introduction to calculating the intuitive polarisation ellipse and its relation to the commonly used Poincaré sphere to characterise polarised light [10].

2.2.5 Polarisation ellipse

The polarisation ellipse can be derived by manipulating a time-independent form of equation 2.4. Following the procedure used in Collett (2005) [111], let $\omega t - kz = \eta$, whilst each orthogonal field component has a corresponding additional phase shift $\delta_{x,y}$ such that:

\[
E_x(z, t) = E_{0x} \cos(\eta + \delta_x) \tag{2.27}
\]
\[
E_y(z, t) = E_{0y} \cos(\eta + \delta_y). \tag{2.28}
\]

By some manipulation, including using the double angle formula, it can be shown that

\[
\frac{E_x(z, t)^2}{E_{0x}^2} + \frac{E_y(z, t)^2}{E_{0y}^2} - 2 \frac{E_x(z, t)}{E_{0x}} \frac{E_y(z, t)}{E_{0y}} \cos(\delta) = \sin^2(\delta), \tag{2.29}
\]

where $\delta = \delta_y - \delta_x$. This maps out the equation of an ellipse – the polarisation ellipse, as depicted in figure 2.8(a). Note that whilst we have eliminated the time-space propagator, the electric field remains time-space dependent. The constants $E_{0x,y}$ and phase $\delta$ imply that the ellipse is unchanged on propagation.

For the purposes of plotting polarisation with cartesian axes, we only need to consider two angles: the orientation $\Psi (0 \leq \Psi \leq \pi)$, and ellipticity $\chi (\frac{-\pi}{4} < \chi \leq \frac{\pi}{4})$. These can be combined with the above field components to produce an entirely trigonometric form, provided $\alpha = \tan^{-1}(E_{0y}/E_{0x})$. In terms of the parameters $(\Psi, \delta)$:

\[
\tan 2\Psi = \frac{2E_{0x}E_{0y}}{E_{0x}^2 - E_{0y}^2} \cos \delta = (\tan 2\alpha) \cos \delta, \tag{2.30}
\]
\[ \sin 2\chi = \frac{2E_{0x}E_{0y}}{E_{0x}^2 + E_{0y}^2} \sin \delta = (\sin 2\alpha) \sin \delta, \] (2.31)

which is true given \(0 \leq \alpha \leq \pi/2\) and \(0 \leq \delta < 2\pi\) [111].

\[ x = \cos (2\chi) \cos (2\Psi), \quad 0 \leq \Psi < \pi, \] (2.32)
\[ y = \cos (2\chi) \sin (2\Psi), \quad -\pi/4 < \chi \leq \pi/4, \] (2.33)
\[ z = \sin (2\chi), \] (2.34)

Figure 2.8: The polarisation ellipse and Poincaré sphere for characterising polarisation states: Adapted from [111]. (a) the average polarisation state of a point in a field may be represented by an ellipse in cartesian co-ordinates by determining the orientation \(\Psi\) and ellipticity \(\chi\). The former describes the orientation of the polarisation state, whilst the latter describes the relative lengths of the major (blue) and minor (red) axes. (b) These angles can be used to plot the polarisation state on the surface \((2\Psi, 2\chi)\) of the Poincaré sphere, whose 3D axes represent the latter three Stokes parameters.

In (1892) the French mathematician Henri Poincaré (1852–1912) devised a method of representing polarisation by mapping the same ellipse parameters onto the surface of a sphere. This is useful to contextualise the polarisation ellipse within the wider beam shaping community, and thus is defined here for reference.

The overall polarisation state is defined as a point located on the surface at \((2\Psi, 2\chi)\); the above cartesian co-ordinates are then related to their spherical counterparts by...
which results in a sphere of unit radius $x^2 + y^2 + z^2 = 1$. Notably, the pure degenerate polarisation states in section 2.2 are found at the orthogonal axes – e.g. horizontal $(0,0)$, $+45^\circ$ diagonal at $(90,0)$ and left circular at $(0,−90)$ (all measured in degrees). In general, partial polarised states lie within the unit sphere, with the length of the state vector proportional to the degree of polarisation. The special cases are pure linear states, which are confined to the sphere equator, whilst left/right circular are found on the poles [111].

### 2.2.6 Stokes parameters

Whilst the Poincaré sphere and polarisation ellipse are valuable depictions of polarisation state, it remains the case that they are instantaneous snapshots, and measuring angles $\Psi$ and $\chi$ directly (and accurately) is not practical under laboratory conditions. Instead, we need to define the polarisation state using physical observables that can be measured in real-time. [10] describes that in 1852, G.G. Stokes developed the eponymous Stokes parameters – four parameters which are calculated by measuring only the irradiance of a light field under various conditions. These parameters are capable of succinctly defining the polarisation state, quantifying the extent of polarisation in each of the aforementioned degenerate states.

The procedure, discussed in [10, 111] and utilised in [102], is as follows: in the first instance, a set of polarising filters are used alongside a detector such as a diode or camera. The first filter used is isotropic, i.e. all polarisations pass through freely with maximal irradiance ($I_0$); the second is a linear polariser with an axis along the horizontal s-state ($I_1$). Next, the polariser is oriented along the diagonal $+45^\circ$ state ($I_2$). Finally, the polariser and quarter-wave plate are combined to probe the left circular polarisation state ($I_3$). The Stokes parameters are therefore defined by the deviation of these observables from the maximal irradiance ($I_0$):

\[
\begin{align*}
    S_0 &= 2I_0 \\
    S_1 &= 2I_1 - 2I_0 \\
    S_2 &= 2I_2 - 2I_0 \\
    S_3 &= 2I_3 - 2I_0.
\end{align*}
\]
Using these relations, $S_0$ is known as the incident irradiance. The sense of the remaining Stokes parameters indicates the hemisphere of each polarisation state on the Poincaré sphere – specifically, $S_1 > 0$ denotes horizontal polarisation, whereas $S_1 < 0$ is vertical. As described in [111, 126], we can identify the relation between these parameters and the electric field by considering the time-averaged form of the electric field, which in turn allows us to define the Stokes parameters in terms of the time-averaged electric field components:

\[
S_0 = \langle E_{0x}^2 \rangle_T + \langle E_{0y}^2 \rangle_T \quad (2.39)
\]

\[
S_1 = \langle E_{0x}^2 \rangle_T - \langle E_{0y}^2 \rangle_T \quad (2.40)
\]

\[
S_2 = \langle 2E_{0x}E_{0y}\cos\epsilon \rangle_T \quad (2.41)
\]

\[
S_3 = \langle 2E_{0x}E_{0y}\sin\epsilon \rangle_T. \quad (2.42)
\]

In the ideal case of a purely monochromatic beam, $E_{0x,y}$ are time-independent. It also follows that

\[
S_0^2 = S_1^2 + S_2^2 + S_3^2. \quad (2.43)
\]

By virtue of the fact that $S_0$ is the maximal irradiance, we can normalise the Stokes parameters to simplify the form and view them as a vector; this leads to a powerful tool in calculating the cumulative effect of different polarisation optics. In this regime, unpolarised light can be written as Stokes vector $(1, 0, 0, 0)$; when a beam is completely horizontally/vertically polarised, $S_1 = \pm 1$ and the vector becomes $(1, \pm 1, 0, 0)$. In this notation the equations from 2.39 onward remain valid. Written as Stokes vectors, we may combine different fields simply by summing the matching vector elements, e.g. the resultant polarisation formed from $(1, -1, 0, 0) + (2, 0, 0, -2) = (3, -1, 0, -2)$. This formalism extends further for polarising components by the introduction of Jones calculus, which defines a polarising optical element with a Jones matrix – by finding the product of the incident light Stokes vector and the Jones matrix of some optic, the resultant polarisation can be determined. [10].

### 2.3 Laser modes

The beam shaping techniques outlined in chapters 3 and 4 involve the decomposition of a desired vector beam into orthogonally polarised field components which can
be independently generated by diffraction of a Gaussian beam from a spatial light modulator. In particular, radially and azimuthally polarised vector vortex beams (theorised in section 3.6) can be decomposed into a pair of Hermite-Gaussian modes of opposite mode indices. It is therefore appropriate to introduce the most common mode bases as solutions to the wave equation in various symmetries [127, 128].

Within the optical resonator of a laser, photons are produced and amplified through stimulated emission via the gain medium. These photons reflect between the mirrors of the resonator over many round trips before transmission – as such, all but a few propagation orientations and frequencies survive. The most reproducible patterns over successive round trips are the most stable over time, and represent the natural fields of the resonator – the resonator eigen-modes.

We may now define a laser mode as an optical field which remains self-consistent in shape throughout its propagation through some propagating medium e.g. a resonator or waveguide. That is, the cross-sectional intensity profile maintains the same structure along the optic axis; this is a consequence of the boundary conditions placed on a light field by the propagating medium, and are solutions to Maxwell’s equations. Lasers are conventionally designed to operate with paraxial modes – in general, however, we can define both a transverse and longitudinal mode: a transverse mode is one whose transverse field cross-section remains the same during propagation, unless the amplitude is multiplied by a complex factor.

Should this field also gain an integer $m$ multiple of $2\pi$ in phase after a round trip/propagation through the medium, this mode is also longitudinal (i.e. the above factor must be a real and positive eigenvalue, with the optical path length of the resonator $\text{OPL} = m \lambda/2$) [128].

### 2.3.1 Gaussian beam

The simplest mode of a stable canonical resonator is the fundamental Gaussian field, or $TEM_{00}$ mode (transverse electro-magnetic). According to [127], the complex field in cylindrical co-ordinates $(r, z)$ is defined by:

$$u(r, z) = \frac{i U_0}{z R} \exp[i(kz - \omega t)] \frac{w_0}{w(z)} \exp \left[ -\frac{r^2}{w(z)^2} \right] \exp \left[ i \frac{k r^2}{2 R(z)} \right] \exp[-i\alpha(z)].$$  (2.44)
Here, \( \exp[i(kz - \omega t)] \) is the plane wave propagation, whilst \( \exp[-r^2/w(z)^2] \) is the Gaussian profile of the intensity in the transverse plane. The spot size \( w(z) = w_0\sqrt{1 + (z/z_R)^2} \) becomes the beam waist \( w(z) = w_0 \) when \( z = 0 \). The Rayleigh range \( z_R \) is defined as the distance along the propagation at which \( w(z_R) = \sqrt{2}w_0 \). \( U_0 \) is the field amplitude at \( t = 0 \), whilst the radius of curvature \( R(z) = z[1 + (z_R/z)^2] \). Finally, the curvature of the wavefront and Gouy phase shift are represented by \( \exp[ikr^2/2R(z)] \) and \( \exp[-i\alpha(z)] \) respectively, whilst \( \alpha(z) = \tan^{-1}(z/z_R) \).

Gaussian beams are the paraxial limit of spherical waves from a complex source, and are one of the solutions to the paraxial wave equation. For a standard laboratory laser, the fundamental Gaussian field is both a transverse and longitudinal mode of the optical resonator. It is possible to induce higher orders of modes within a laser resonator by altering the symmetry of the cavity itself; for instance, by adjusting the alignment of the laser output coupler or introducing an intracavity cross-wire [129]. In doing so, we may introduce different polynomial sets to solve the paraxial wave equation in these new symmetries.

### 2.3.2 Hermite-Gaussian modes

As defined by Hooker and Webb (2010) [127], Hermite-Gaussian (HG) modes are a complete set of solutions to the paraxial wave equation with rectangular symmetry, which use Hermite polynomials \( H_{m,n}(x) \). We may define the complex amplitude of HG beams as

\[
HG_{m,n}(r, z) = \frac{iU_0}{z_R} \exp[i(kz - \omega t)] \frac{w_0}{w(z)} \exp \left[ -\frac{r^2}{w(z)^2} \right] \times H_m \left[ \frac{\sqrt{2x}}{w(z)} \right] H_n \left[ \frac{\sqrt{2y}}{w(z)} \right] \\
\exp \left[ \frac{ikr^2}{2R(z)} \right] \times \exp[-i(m + n + 1)\alpha(z)].
\]

(2.45)

Here, the integers \((m, n)\) define the HG mode indices, which correspond to horizontal and vertical axis intensity nodes respectively to produce unique HG modes. Each combination of these mode orders \((m, n)\) is distinct and orthogonal, such that they form a complete basis set. The fundamental HG modes are shown in the top row of figure 2.9; note that each field comprises of lobes, whose amplitude are equal but
opposite in sign to neighbouring lobes with a $\pi$ phase shift. Note that the fundamental Gaussian mode is also the fundamental HG mode, HG$_{00}$.

Figure 2.9: Hermite and Laguerre Gaussian mode bases. Solutions of the fundamental wave equation with rectangular and cylindrical symmetry – the lowest order Hermite (top) and Laguerre (bottom) Gaussian mode sets. HG beams have a mode index of $(m, n)$, whilst Laguerre Gaussian beams use $(\ell, p)$, where $\ell$ is the azimuthal index for OAM. When the mode indices are zero, both solutions are Gaussian profiles.

2.3.3 Laguerre-Gaussian modes

Should the laser cavity be cylindrically symmetric, we may instead use associated Laguerre polynomials $L_p^{|\ell|}(x)$ to generate the Laguerre-Gaussian (LG) mode set. Shown in figure 2.9 (bottom), these are rotationally symmetric beams with a “doughnut” intensity and a helical phase; specifically, the integer $\ell$ is the azimuthal index, which provides an orbital angular momentum (OAM) of $\ell \hbar$ per photon, and $p$ is the radial node index ($p \in \mathbb{W}$) [123, 128, 130]. A consequence of helical phase is that such beams have an optical vortex singularity in the centre [131]. As in [123], we may define these modes with a complex field distribution:

$$
\text{LG}_{p\ell}(r, z) = \sqrt{\frac{2p!}{\pi(p + |\ell|)!}} \frac{1}{w(z)} \left[ \frac{r \sqrt{2}}{w(z)} \right]^{|\ell|} \exp \left[ \frac{-r^2}{w(z)^2} \right] L_p^{|\ell|} \left( \frac{2r^2}{w(z)^2} \right) \exp[i \ell \phi] \\
\exp \left[ \frac{ik_{0}r^2z}{2(z^2 + z_R^2)} \right] \exp \left[ -i(2p + |\ell| + 1)\tan^{-1} \left( \frac{z}{z_R} \right) \right].
$$

(2.46)

Within this profile, $L_p^{|\ell|}(z)$ is an associated Laguerre polynomial; $w(z) = w(0) \sqrt{(z^2 + z_R^2)/z_R^2}$ is the beam radius at $1/e$ the peak intensity.
2.4 Fourier optics

The superposition principle may be combined with harmonic analysis to characterise the behaviour of quasi-monochromatic waves on propagation through a holographic system. We must therefore consider the relevant Fourier optics. Following the argument defined by Saleh and Teich (1991) [132], an arbitrary function $f(x,y)$ can be represented as a sum of harmonic functions that contain unique spatial frequencies and complex amplitudes:

$$f(x,y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F(\nu_x,\nu_y) \exp[-i2\pi(\nu_xx + \nu_yy)] d\nu_x d\nu_y$$  \hspace{1cm} (2.47)

i.e. a superposition of harmonic functions of $(x,y)$. Here, the complex amplitude $F(\nu_x,\nu_y)$ contains variables $(\nu_x, \nu_y)$, which are the spatial frequencies in the Fourier plane (FP). For some plane wave $U(x,y) = A \exp[-i(k_xx + k_yy)]$, we may convert this to Fourier space terms $U(x,y) = A \exp[-i2\pi(\nu_xx + \nu_yy)]$ such that $\nu_x \leftrightarrow k_x/2\pi$ and $\nu_y \leftrightarrow k_y/2\pi$. By this logic we may define the behaviour of some arbitrary propagating wave $U(x,y)$ as the superposition of a set of individual plane waves. These harmonic functions $F(\nu_x,\nu_y)$ are known as the Fourier components.

2.4.1 Fourier transforming with a lens

Next, we consider the propagation of waves through optical elements in terms of their Fourier components – firstly note that transmission of a plane wave through said elements can be used to decompose the corresponding Fourier components resulting from $f(x,y)$. This can be achieved through applying the Fraunhofer approximation, which determines behaviour in the far field. Instead, we will consider the Fourier transform by propagation through a simple lens, which for some incident wave brings the far field to the focal length $f$ of the lens. For example, in figure 2.10, we see the propagation of an ideal plane wave through a convex lens – the wavefront components are directed onto a focused point in the small angle case. In other words, the propagation direction $(\theta_x, \theta_y)$ is mapped onto the point $(x,y) = (\theta_x f, \theta_y f)$ – figure 2.10 shows this transform in $x$ only. In the 2D case, the amplitude of a wave travelling at $(\theta_x, \theta_y)$ is proportional to the Fourier transform $F(\nu_x,\nu_y)$ where the mapping is found to be $(\theta_x, \theta_y) = (\lambda \nu_x, \lambda \nu_y)$ [132].
Figure 2.10: Fourier transforming with a lens: Adapted from [132]. An idealised plane wave incident on a convex lens (focal length $f$) at some $\theta_x$ to the optic axis is focused to a diffraction limited spot at a transverse distance $x$ in the lens focal plane. This is equivalent to bringing the far-field to the back focal plane of the lens, i.e. performing a Fourier transform.

2.4.2 The 4-\(f\) imaging system

In chapters 3, 4 and 5, I will use the Fourier transforming properties of a convex lens by employing them in a 4-\(f\) (two lens) imaging system. Recall that upon traversing a lens, an object with amplitude transmittance $f(x, y)$ will be split into its constituent spatial frequencies in the Fourier plane. In the case of holographic beam modulation, this is significant because we may diffract light into transverse spatial modes with high accuracy in the Fourier plane via a lens. However, it is possible to image the object plane itself by using consecutive lenses spaced apart by the sum of their focal lengths. Consider the process described in [10, 132] and depicted in figure 2.11: the first lens $L_1$ transforms the object plane into the FP, before $L_2$ inverse Fourier transforms the beam back into $(x, y)$ components as an image. Magnification of the object can be achieved by combining two lenses of differing focal lengths. Notably, an aperture placed in the FP of $L_1$ will act as a spatial filter – this includes either optical high/low pass filters, depending on which transverse regions (and therefore spatial frequencies) are blocked from propagating further.

2.5 Holographic beam modulation

Light scatters or radiates from objects in all three co-ordinates of the vector electric field, i.e. with an associated amplitude $A$ and phase $\phi$; however we will restrict the
Figure 2.11: **4-f imaging system:** Adapted from [132]. For a collimated incident beam amplitude masked by an object \( f(x, y) \), the far-field is collected in the back focal plane of lens \( L_1 \) in the Fourier plane (FP) by Fourier transform. Further projection through a lens \( L_2 \) inverse Fourier transforms the beam, such that the image plane of object \( f(x), (g(x)) \) is found a distance \((f_1) + (f_1 + f_2) + (f_2)\) from the object. The FP is mapped into k-space such that a pinhole or annular filter at this plane can be used to filter out the high/ low frequency components of the object respectively.

Following arguments to scalar fields for simplicity. In conventional imaging, a detector such as a CCD is used to capture the intensity \( \propto A^2 \), but cannot record the phase of the light at any given transverse location. The resultant image has therefore lost the phase information of the incident light to the detector, in the mapping from 3D to 2D. However, reasoned Dennis Gabor (1900–1979) [133], if there was a way to record both the amplitude and phase of the original light, it would lead to the creation of images which are indistinguishable to viewing the original object at the time of recording. In 1948, Gabor introduced the concept for spherical lens corrections in electron microscopy – by interfering a coherent reference wave with the scattered electron wavefronts, he was able to capture the 3D object information within an interference pattern. This would come to be known as a **hologram**.

The classic holographic technique, discussed in [10], is as follows: firstly, a coherent incident plane wave of wavelength \( \lambda \) is split using e.g. a beamsplitter, into two identical fields. The first beam is used to illuminate the object to be captured, whilst the second is the reference beam, used to illuminate the recording medium (usually photographic film or plates). Light which coincidentally scatters from the object and strikes the recording medium interferes with the reference wave; this interferogram is exposed onto film and developed as a hologram. In this way, both the
amplitude and the phase of the light scattered is captured in the interference pattern. The holographic image of the object is reconstructed, by illuminating the hologram with the same $\lambda$ and the same angle of incidence as the original reference beam. This diffracts beams of the real and virtual (true) image, which exactly resembles the object and (in the virtual case) is located where the original object used to be. More specifically, the reconstruction beam incident on the hologram produces a superposition of three waves – the direct wave (zeroth order), object wave (first order virtual image that reconstructs object) and the conjugate wave (real image with negative phase angle).

Since the object wave is the only wave which perfectly recreates the object, it is common to use an off-axis hologram to prevent the three beams from overlapping [134]. The principle is depicted in figure 2.12 for the general case of Fourier holography using a transmitting hologram (e.g. photographic film). The recording process is marked in blue, whilst the reconstruction is in green. Here, the interference of the Fourier plane of the off-axis object $f(x, y)$ (produced by lens $L$) and planar reference wave $U_r$ generates a hologram with a complex amplitude transmittance $F$. With the removal of this object, the hologram can be illuminated with the same reference wave to generate object, direct and conjugate waves. By placing lens $L$ at $f$ from the hologram plane, object $f(x, y)$ will be reconstructed in the FP of $L$ with the same angular separation $\theta$ from the direct (zero order) wave.

In a simple example, if the reference beam is a plane wave and is used to create a converging (focusing) beam hologram, then subsequent re-illumination of this hologram with the same reference wave will produce a converging beam. By this method a hologram can replicate refractive optics.

Over the last 50 years, the field has evolved substantially. Holograms of purely hypothetical objects can be designed by calculating the intensity distribution of the light scattered from an object if the incident illumination is known. The emergence of spatial light modulators in the late 20th century has heralded in a new era of holography – whereby computer generated holograms (CGHs) are used to shape light in realtime with a number of attributes not possible with photographic film [10, 127, 135].
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Figure 2.12: Recording and reconstructing a transmitting hologram in the FP of a lens: Adapted from [132]. The recording (blue) and reconstruction (green) of a traditional hologram. The FP of object $f(x, y)$ is projected in the back focal plane of the hologram medium, such that an incident reference beam will interfere with it from an angle $\theta$ to the object. This interference pattern (grating) is recorded on e.g. photographic film. In the physical absence of the object, its hologram may be recovered by illuminating the hologram with the original source from the same angle, which diffracts light into several orders. The direct (reference beam $U_r$) and conjugate $F^*$ beams are ignored in favour of the object beam, formed in the back focal plane of lens $L$ from the hologram. This is analogous to the $-1, 0, +1$ beam orders discussed in later sections.

2.5.1 Liquid crystal SLMs and dynamic modulation

The origins of the Liquid Crystal Spatial light modulators (LC-SLMs) used in this research lie in the discovery of the liquid crystal state of matter itself. As documented in [10], in 1888, Austrian-born botanist Friedrich Reintzer observed that when heated, the organic chemical cholesteryl benzoate underwent two separate transitions. When heated sufficiently, the chemical would melt into a cloudy liquid, however with further heating the substance became transparent. Although the implications were unclear at the time, this is now considered a new state of matter – a liquid of crystals which flow as a fluid yet can exhibit structural properties synonymous with solids. Within a given liquid crystal layer, there are elongated cigar-shaped molecules which are free to move as in other fluids. However, these individual molecules can interact with one another enough to emulate a solid crystalline structure with a well-defined common orientation among molecules [10].

There are various phases of liquid crystal phase identified at different temperatures
Figure 2.13: **LC-SLM design:** Adapted from [136]. Applying a voltage across the electrode produces a perpendicular electric field within each pixel of the LC-SLM. This in turn produces dipoles which apply a torque on the liquid crystals to re-orientate them in the direction of the field. This direction represents the slow axis of the liquid crystal medium; light incident on these pixels will then encounter a phase retardance based on the voltage across the pixel, within a typical range of $[0: 2\pi]$ radians.

with differing molecular alignments – namely nematic, smectic and cholesteric. We consider only the nematic phase, which is the most common and relevant one to LC-SLM design. Within the nematic phase, the molecules are aligned with their major axes facing the same direction, whilst located randomly within the cell.

A parallel nematic liquid crystal cell is formed using a pair of glass plates coated with a conductive transparent indium tin oxide layer; the first plate is known as a common electrode, whilst the second can be subdivided into individual pixels. The base electrode is set on a capacitative storage layer for digital addressing, which in turn is set in a silicon substrate. The internal plate surfaces are both carefully
grooved along the length of the cell. A nematic liquid crystal, such as 4-Cyano-4'-pentylbiphenyl (C18H19N) is then inserted between the electrodes [137]. The grooves are quickly filled with long LC molecules, which are fixed in place naturally with their major axis along the length of the grooves; the remaining molecules are free to move. In this context the liquid crystal cell can be treated as an anisotropic dielectric which exhibits positive uniaxial birefringence [10].

Upon applying some voltage across the electrodes, an E field is established perpendicular to the plates; in turn, electric dipoles are formed, and the fixed molecules within the grooves apply a torque to neighbouring molecules, and gradually apply a common major-axis alignment with the E field across all molecules in the LC between electrodes. The common direction of molecule alignment now doubles as the extra-ordinary (slow) axis of the birefringent cell. Incident light polarised with the same orientation will then experience a retardance (similar to birefringent crystals 2.2.3), by changing the phase relative to a planar mirror reflection. The birefringence of the LC is then a function of the voltage $V$ across the cell [10].

The maximum phase delay of the light is achieved with $V = 0$ such that $\Delta \phi = \pi$; when the voltage across the cell is increased, the unfixed molecules rotate their axes towards the E field for minimum retardance. Extended across all pixels, this concept is known as a phase-only Liquid crystal on Silicon Spatial Light Modulator (LCoS-SLM, shortened to LC-SLM hereafter). Note that for extra diffraction efficiency, an optional dielectric mirror is placed above the pixel electrodes. The LC-SLM is used primarily as a phase modulator, and operates by displaying a user-encoded phase hologram onto the LC pixels, with a typical switching rate of $60 - 200$Hz [138]. The LC-SLM has become prevalent in scientific research and industry where highly precise and efficient modulation is required. This includes the aforementioned fields of spatial and temporal beam shaping, adaptive optics and micro-manipulation [136].

### 2.5.2 Mirror-based SLMs

Light steering by way of fast-switching planar mirrors is well established in optics; this includes heliographic communication, single lens reflex (SLR) cameras, optical choppers, deflectors and scanners [10]. As discussed in section 1.3.1, global telecommunications networks have been gradually updated from electrical signalling to optical fibre. Optical switches are generally cheaper and have an improved form factor
over their electrical counterparts, as well as maintaining ultra high speeds. One such optical switch technique makes use of Micro-Opto-Electro-Mechanical Systems (MOEMS) in the form of digital micro-mirror devices (DMD) which are arrays of independently programmable micron-sized planar mirrors which pivot between binary states [10].

The DMD was developed in the late 1980s by Larry J. Hornbeck of Texas Instruments (TI), with a U.S. patent filed in 1990 [139]. The brief was to design a MEMS device that could steer light, using existing semiconductor and electronics knowledge [4].

The following describes in detail the operation of a typical DMD with $\pm 12^\circ$ tilt angle, as shown in figure 2.14: each micro-mirror is formed using a reflective aluminium surface attached using a “via” to a hidden torsional hinge. On pivoting from the surface normal, the mirror makes contact with spring tips at either side. Lastly, two electrodes are used to electrostatically attract and lock the mirror into its binary $\pm 12^\circ$ positions. By redirecting light incident on the mirror, the DMD is technically a subset of SLM. By convention, the beam formed by all mirrors in the $+12^\circ$ “on” state is the beam which reflects closest to the input, whilst the other beam is the $-12^\circ$ “off” state [35, 63, 139].

Each mirror pixel has its own memory cell, comprised of two CMOS (Complementary metal-oxide semiconductor) memory elements – when one element is of logical value 1, the other is 0 and vice versa. TI DMD units are all fitted with internal RAM (DDR SDRAM), which allows a finite number of preloaded patterns to be displayed at the highest switching rate possible without an HDMI link [140, 141].

In the time since the first DMD was developed, the speed and resolution has been drastically increased. As of 2019, TI now offers DMD chipsets capable of switching rates up to 32.5 kHz (1-bit binary patterns- DLP7000) and 4K UHD micromirror arrays for 4K UHD projection (DLP660TE). Companies such as Vialux offer these chipsets (capped at 22.7 kHz) with upgraded controllers for larger RAM, e.g. the V-7001 has 60GB of RAM, allowing a storage of 87,000 binary patterns. DLP products are now ubiquitous around the world, dominating the market of digital projection for entertainment, education and in the workspace. The technology is also used in portable spectrometers and head-up displays in vehicles [64]. The table in figure 2.15 compares the specifications of several options for liquid crystal and micromirror modulation technologies, from cheap mass production to the top of the
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The DMD chipset used in chapter 3 is an evaluation module designed for custom digital light projection applications. Each pixel is a polished micromirror on a hinge, such that it has binary positions – the “on” state at +12° tilt and the “off” state at −12°. Whilst this is a binary amplitude modulator, greyscale projection is achieved by rapid switching of these micromirrors. The DLP3000 mirrors rotate about the vertical, and are therefore arranged in a checkerboard pattern (a). As a consequence, the rows and columns are not spaced equally (b), which must be addressed when encoding holograms to the device. (d) DMD micromirrors under a scanning electron microscope (source: [4]).

There exists other MOEMS devices whose applicability overlaps that of the above devices. The Deformable Mirror Array (DMA) is an SLM comprised of independently addressable segments (pixels) which have multiple degrees of freedom to alter the wavefront of incoming light. DMAs are produced either as segmented hexagonal mirrors or as a continuous silver-coated cellulose membrane, which use actuators to activate a “piston-tip-tilt” movement of each segment/membrane region. The DMAs available today are capable of similar speeds to DMDs (~10 kHz) [143]. DMAs are
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Figure 2.15: Comparing specifications of LC-SLMs and DMDs: Both types of modulators are mass produced, as liquid crystal phone displays and digital projectors—such products can be modified to achieve beam shaping on a budget [142]. LC-SLMs are characterised by their phase bit depth ($\sim 2\pi$) and high diffraction efficiency, whilst DMDs are able to achieve particularly high switching rates, made possible with an onboard memory buffer to store patterns. Most of the prices listed are accurate to the time of purchase by Glasgow University optics group (c.2013-2019).

capable of high-speed and efficient adaptive optics, and are currently used for scaled modelling of the James Webb Space Telescope [144–146].

2.5.3 Computer-generated holograms

In preparation for chapters 3 and 4, which utilise Fourier transform holography, I present an operation that is ubiquitous in the field of beam shaping: the generation of laser modes in the FP of the SLM. Consider the fields, modelled in Wavetrace (cited in the Image credits) and presented in figure 2.16: to generate a mode from an SLM, we first illuminate the hologram with an incident gaussian beam, with amplitude and phase shown in (a,b). The hologram is composed of the amplitude and phase of the object we wish to create (in this case an LG$_{1,0}$ mode) in (c,d), combined with the phase tilt grating necessary to separate out the zero and higher orders; shown in (e), this is the interference of a hypothetical incident plane wave and the back-projected
desired beam path. Note that deviation from an ideal collimated Gaussian input beam may be considered when determining the hologram, as will be discussed in section 4.4 [147].

As explained further in [123], the resultant hologram to be displayed (f) constitutes a forked grating (necessary to impart a phase singularity) with a doughnut amplitude modulation, tilted away from the zero-order angular position by \((N_{cyc,x}, N_{cyc,y})\) blazed phase cycles. Here, a blazed grating refers to the “sawtooth” phase profile used to efficiently steer light into a particular order; we generally wish to maximise the power in the +1 order [148, 149]. By placing a lens of focal length \(f\) away from the SLM and observing the plane a further \(f\) from the lens, we can image the FT of the hologram (g) – in the ideal case, we see ±1, 2, 3... diffraction orders tilted away from the zero order. The following investigations will strictly concern the +1 order, whose efficiency can be optimised by use of an SLM look-up table and custom amplitude modulation.

**Figure 2.16: Simulation of LG mode generation using an SLM in Fourier holography:** To generate a target beam e.g. LG\(_{1,0}\), a plane wave (amplitude (a), phase (b)) is incident on the SLM window. The target beam of amplitude (c), phase (d) is also encoded. The phase tilt added to the hologram is the interference of the incident beam with the modelled back-projection of the desired beam path (e). The hologram to be displayed is then the complex addition of the phase tilt with the target beam, and is scaled with the bit depth of the SLM (e.g. 8-bits [0:255]). The simulated field in the FP of the hologram features the non-diffractive zero order, as well as the target beam located at the ±1 order, and unwanted higher orders.
In learning to design amplitude and phase holograms, I made some initial observations about the beam shaping characteristics of DMDs with respect to LC-SLMs. In the latter, the phase of the hologram modelled is taken directly as the phase of the hologram to be displayed; for amplitude modulation, the contrast of the hologram is varied (e.g. across an 8-bit scale). However, the binary mirrors on a DMD cannot implement a full $2\pi$ phase modulation, and so the phase is locally adjusted by a lateral pixel shift (see [150]). To modulate the amplitude, the duty cycle is adjusted, where the maximum amplitude is achieved with a 50:50 on:off ratio. It is important to note that the amplitude modulation resolution for both modulator designs cannot exceed the tilt grating used to diffract light away from the zero order.
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High-speed spatial control of the intensity, phase and polarisation of vector beams using a digital micro-mirror device

3.1 Introduction to DMD vector beam shaping

The following chapter presents my own work, which aims to use the DMD from a relatively low-cost Texas Instruments (TI) development kit to produce numerous vector beams which can be generated with a switching rate of at least 4 kHz. To the best of my knowledge, this is the first instance of a DMD being used in the diffractive regime to generate arbitrary vector beams; note that the current maximum switching rate of the more expensive DMDs (Vialux V7000) can outperform similarly-priced LC-SLMs by a factor of 100.

The project arose from initial talks held between myself, my supervisors Miles J. Padgett (University of Glasgow) and David B. Phillips of the University of Exeter (formerly Glasgow) alongside collaborators Tomáš Čízmár and Sergey Turtaev, of the Leibniz Institute of Photonic Technology, (formerly the University of Dundee). The project was led by Prof. Padgett, with Prof. Čízmár and Dr. Turtaev providing
advice and proof-reading. The experimental procedure, hologram design, data acquisition and analysis were all performed by myself, with guidance from Dr. Phillips. The work was then published in Optics Express [151] and presented by myself at CLEO:2017 (San Jose, USA) [152].

Advancements in the availability and performance of spatial light modulators in the research and industry sectors has led to a wealth of interest in dynamic shaping of light in not only amplitude and phase, but in polarisation. Vector beams, as defined in section 3.2, offer an extra degree of freedom beyond scalar beams, and as such can be tailored to possess an array of attributes to be exploited in different applications, such as multiplexing in communications, STED microscopy and fibre imaging (section 1.3). The following chapter is the culmination of my own work on the shaping of monochromatic light into vector beams of arbitrary amplitude, phase and polarisation.

The project was initially conceived as a means to developing vector beams for a real-time multimode fibre (MMF) imaging system in collaboration with Prof. Čižmár, expanding on his previous work in Plöschner et al. (2015) [54]. Within this publication, among others (see section 1.3.2), the concepts of transmission matrix calculation and propagation invariant modes were employed. In particular, an LC-SLM was used to raster scan a diffraction-limited spot on the proximal end of an MMF – one of the main limiting factors was indeed the switching rate of the LC-SLM, and so this characterisation of propagation was only valid for a fibre whose degree of movement, bend radius and temperature were static; the system was not fast enough for dynamic imaging.

The aim was therefore to evaluate the potential of DMDs as a diffractive optical element (DOE), namely for shaping the amplitude and phase, such that it can be incorporated into systems which require either orthogonal or spatially-varying polarisations. This includes the possibility of varied structured light fields for quantum Bell experiments in future [87, 153]. The following section outlines the current state of the field of beam shaping, specifically to produce both scalar and vector fields. Thereafter, the motivation for high-speed vector beam shaping is discussed.
3.2 Light as a vector

Following on from the definitions in section 1.2, the electromagnetic theory of light (developed in the 18th and 19th centuries by Green, Maxwell and Thomson among others), makes clear that the fields which make up electromagnetic waves are vectors. That is, $E$ and $B$ have both magnitude and direction – an intrinsic structure of light. As explained in [8], a time-varying $E(B)$ field gives rise to a perpendicular $B(E)$ field, and together they propagate along direction $k$ as the electromagnetic field. $k$ is orthogonal to both $E$ and $B$; the Poynting vector (direction of energy flux) is defined as $S = (1/\mu_0) \mathbf{E} \times \mathbf{B}$, where $\mu_0$ is the vacuum permeability.

Despite the orthogonality constraint, the transverse components of either field have no such limitations on their scalar value. In calculating the flux density of each field, it can be shown that $E_x = cB_y$ and $E_y = -cB_x$; that is, the in-phase transverse components only differ by the scalar $c$ – the speed of light in a vacuum. This indicates that the transverse components of the $\mathbf{E} = (E_x, E_y)$ are not bound by one another, and can support independent scalar values perpendicular to the propagation direction.

From Maxwell’s equations in free space, $\nabla \cdot \mathbf{E} = 0$ is only existent in the transverse plane. It follows that to properly define a propagating wave, the instantaneous orientation of this field in the transverse plane must be determined, i.e. its polarisation. We can manipulate polarisation by way of combining field components of different amplitudes and phases; the unit vector of $\mathbf{E}$ can then be considered as the polarisation state. By considering the spatial transverse profile of $\mathbf{E}$ we can also identify propagation modes with intensity proportional to $E^2$ [8].

3.3 State of the art in beam shaping

In chapter 1, the real-world applications and future potential of shaping light into scalar and vector beams were presented, whilst section 2.5 has detailed the evolution of holography and an in-depth look at how beam modulation devices operate. In general, there is no one modulation technique which is optimal for all applications, however it is pertinent to consider which modulation attributes will be sought after in technologies of the near future, and to identify novel methods which tailor to such technologies.
3.3.1 Scalar complex beam shaping techniques

Scalar beam shaping has an extensive role in state of the art computer generated holography, which must be appreciated before considering the demands for the future and what advancements can be made.

There are circumstances in which a beam can be sufficiently shaped in phase alone: for instance, the diffracted light formed by a Gaussian beam incident on a forked phase hologram is a superposition of LG modes with the same OAM index $\ell$, which lends itself to optical trapping and OAM multiplexing (recall section 2.3.3). In this case, the FT of the hologram is sufficient to recover the target beam. In general, the optimum hologram is represented by the complex far-field diffraction of the target beams, which considers both phase and amplitude [123]. LC-SLMs are, by their very nature, phase-only spatial modulators; DMDs, in contrast, are natural binary amplitude modulators. Nevertheless, there already exists a wealth of studies demonstrating combined phase and amplitude shaping using the former device [45, 69, 72, 154, 155].

A critical attribute of DOEs like the LC-SLM is that the blazing function of the grating displayed directly affects the efficiency of the light sent into the fundamental diffraction orders. In [154, 156, 157] this was exploited by purposefully reducing the phase depth from the rated maximum depth ($\phi_{\text{depth}} < 2\pi$), which in turn altered the distribution of total power into the zero and first orders. A local change in phase depth in the hologram results in local intensity variations – when combined with the correct phase distributions from the FT of the desired diffraction pattern, the result is full complex modulation. Determining the most appropriate amplitude shaping algorithm (for efficiency or otherwise) remains an open question, which depends largely on the application [147].

In [69] and [158], an iterative algorithm known as the Gerchberg-Saxton (G-S) algorithm ([159]) was used to determine the phase required, when the desired amplitude mask (kinoform) was known. The former investigation used an SLM in an optical tweezers microscope setup to produce a $20 \times 20$ array of optical traps which could be manipulated in 3 dimensions. The latter employed an SLM with a pair of phase holograms – the first hologram using the G-S algorithm before the second corrected the phase to that of the target beam.
3.3.2 Vector beam shaping techniques

By combining the above principles for phase and amplitude structuring with careful manipulation of the polarisation of the resulting diffracted light, it is possible to configure all three variables to generate light whose cross-section exhibits spatially varying polarisation. This can either be using a static diffractive optical element for fixed polarisations or by way of an SLM for dynamic control. The following outlines the state of the art in vector beam shaping, which makes clear the opportunity for high speed DMD vector beams.

Vector beams may be generated in a variety of novel ways. For instance, in figure 1.4 a solid glass cone was used to convert circularly polarised light into beams with OAM and radial polarisation. This was achievable because light internally reflected from the vertex of the glass cone imparts an angular phase tilt on the incident light based both on the cylindrical symmetry of the cone and the incident polarisation of the beam.

The q-plate (see figure 1.1) is a well-established hologram design, introduced in 2006 to capitalise on the Spin-to-Orbital Angular Momentum (SAM-OAM) conversion possible with anisotropic and inhomogeneous DOE like liquid crystal SLMs [160]. Analogous to a half-wave plate with a spatially varying optic axis, the q-plate works by way of computing an azimuthally-varying hologram of known charge $q$, which converts e.g. L/R circularly polarised light into OAM beams of $\ell = \pm 2q\hbar$ per photon, where $q$ is the topological charge of the singularity [161]. The work of [162] uses a pair of q-plates inside a laser cavity to induce pure OAM beams and create vector vortex beams of any state on the higher-order Poincaré sphere.

True arbitrary vector beams are those whose polarisation can theoretically take any degree of orientation, ellipticity and handedness at any point in the transverse field. The use of LC-SLMs to create arbitrary polarisations, by individually modulating the amplitude and phase of two orthogonal components (e.g. horizontal and vertical) before recombination of the beam interferometrically, has been successfully reported in a number of studies. For instance, in [163] it is demonstrated that a radially/azimuthally polarised doughnut beam is attainable by the interferometric addition of two HG modes (as discussed further in section 3.6). In [164] and [165], a Wollaston prism is used to spatially separate beams of orthogonal polarisation before diffraction from an LC-SLM. The latter cleverly makes use of a split-screen LC-SLM to
display the combined appropriate amplitude, phase and grating hologram to eventually overlap the beams upon re-entry back into the prism, providing a high efficiency. A similar hologram arrangement was used in [166], however this time using a pair of polarising beamsplitters (PBS) and a right-angle prism to enable a double-pass of the split LC-SLM. In [167], the incident light is diffracted from an LC-SLM into two +1 orders of the same polarisation orientation, before a pair of half-wave plates create the orthogonality required.

### 3.3.3 DMDs: superfast beam shaping

The LC-SLM has been successfully used to create tailored fields in a variety of conditions, for a range of applications. However, there may yet be conditions for which the use of a DMD could prove advantageous, particularly given the major differences in operation between the devices. One such scenario is when the aforementioned beams of arbitrary intensity, phase and polarisation require high-speed hologram switching, often for computationally intensive and time-varying optical systems. Of great interest in recent years is the measurement-intensive characterisation of turbid media, which requires many measurements to build a complex transmission matrix that defines the media in orthogonal polarisations [22, 49, 51, 52]. Furthermore, many telecommunications applications revolve around data transfer speeds, which is directly impacted by the switching rates at e.g. fibre-to-fibre terminals (section 1.3.1).

The typical operating speeds of the current DMDs available (4 – 32.5 kHz) significantly outperform the rates of typical nematic LC-SLMs of a similar resolution due to LC viscosity (∼ 200 Hz). As discussed in section 2.5.2, DMDs are manufactured as binary amplitude modulators owing to their binary mirror states, although there are methods to combine the amplitude with phase by other means, provided that efficiency is not paramount [168]. In the last 10 years, with the introduction of modular development kits it has become readily accessible and cost-effective (in comparison to LC-SLMs of the same resolution) to shape arbitrary scalar light fields with a DMD SLM [48, 150, 169–172].

There is now great interest in the beam shaping community to fully establish the intricacies and algorithms for optimal complex beam shaping with a DMD device, to complement and in some applications rival the mainstay of beam shaping in the 21st century – the LC-SLM [173, 174]. The following work seeks to advance the
operational potential of the DMD device towards arbitrary vector beam shaping by using a TI Lightcrafter DMD kit and the interferometric principles outlined above in section 3.3.2 to produce an array of fields with well-defined and useful transverse polarisations. I will demonstrate the super-fast switching speeds possible, whilst also giving a rigorous account of the subtleties one can consider when using a DMD in the laboratory.

3.4 Using a DMD as a diffractive optic

The DMD has been critical to the widespread and longstanding success of Texas Instrument’s Digital Light Projection (DLP) system, which until recently was largely for amplitude-only spatial light modulation e.g. cinema projectors. However, the last decade has seen a shift in the potential use of the device. With the introduction of development kits such as the DLP Light Commander [175], researchers have been able to repurpose the DMD and controller for use with light sources other than proprietary LEDs (Light emitting diodes).

Whilst the DMD can indeed be used with a laser source in the same manner as an LC-SLM, the inherent geometry of the micro-mirror arrays (with periodicity and tilt axes) is responsible for several diffractive effects which must be accounted for to maximise device efficiency. The argument, theorised in the Texas Instruments white paper (2008) [141], is as follows: first consider the simplest form of diffraction grating – transmission from a single narrow slit onto a far-field screen. For some plane wave of wavelength $\lambda$ incident on the slit of width $a$ at incident angle $\theta_i \neq 0$, the intensity is

$$I(\theta) = \text{sinc}^2 \left[ \frac{a}{\lambda} (\sin \theta - \sin \theta_i) \right].$$

The peak intensity of the $\text{sinc}^2$ profile will therefore occur at $\theta = -\theta_i$. For multiple slits of separation (pitch) $d$, the diffracted light is further constrained into defined diffraction orders, specifically:

$$\sin \theta = m \frac{\lambda}{d} - \sin \theta_i.$$  \hspace{1cm} (3.2)

Here, $m \in \mathbb{Z}$ is the mode order. The combination of these constraints results in a profile whose relative intensity is in the shape of a single slit, but only at the angular
positions of the diffraction orders in equation 3.2, as depicted for two slits in figure 2.3. For transmissive multiple-slit diffraction gratings, the incident angle of light controls both the sinc\(^2\) profile and sinusoidal order position in unison – the position of the peak of the former and the zero order of the latter are coincident, resulting in a zero order with maximal intensity with respect to the higher orders [141].

Diffraction from a 2D micro-mirror array behaves similarly to the 1D transmissive case above, however light is now reflected from the mirror gratings, such that \(\theta_r = -\theta_i\). When the slit aperture is replaced with a tilting micro-mirror, one must consider the consequences for this tilt on the reflected diffraction orders. For instance, the diffraction order positions in the far field still depend on \((\theta_i, d, \lambda)\), such that they diffract about the zero order position, which is itself simply the specular reflection \(\theta_r\). In contrast, the introduction of mirror arrays which are tilted away from the surface of the grating causes the previously linked orders and intensity profile to be dissociated from each other. The envelope occurs at the angle of reflectance about the mirror normal, and not the reflectance from the grating normal as was previously the case. Note that whilst the peak of the envelope profile varies with the incident angle combined with the fixed mirror tilt, the minima of the envelope profile depend on mirror width \(a\) and \(\lambda\) [141].

Blazed gratings are tailored diffraction gratings used to diffract the maximal amount of power into a chosen non-zero diffraction order. This is in contrast to e.g. a binary grating whose slit profile appears as a step function. This tailoring is strictly wavelength-dependent: for a given \(\lambda\), the slits are spaced \(d\) apart with a sawtooth profile whose angle from the grating plane is blazing angle \(\phi_{\text{Blaze}}\). The notable effect with such a diffraction grating is that any specular reflection now stems from \(\phi_{\text{Blaze}}\), and not the surface normal of the grating plane. This implies that diffraction efficiency is now dependent on \(\phi_{\text{Blaze}}\).

DMD mirrors have only binary states – a \(\pm 12^\circ\) tilt. In effect, a DMD with all mirrors in the “on” state is a fixed blazed grating with \(\phi_{\text{Blaze}} = 12^\circ\). Should the incident angle be chosen such that the sinc\(^2\) peak happens to be coincident with a non-zero diffraction order, this is known as a blazed order, and only occurs for a single wavelength. This provides maximum diffracted intensity into this order; it follows then that in an off-blaze position, the opposite is true, and the efficiency of the desired diffractive order is lower.
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Figure 3.1: DMD diffraction orders and blazing: Adapted from [141]. (a) the blaze condition for some “on” state diffraction order occurs when the incident angle $\theta_i$ in conjunction with the fixed mirror tilt angle $\theta_{\text{tilt}} = +12^\circ$ cause the sinc$^2$ grating envelope centre to fall on that order for maximum power. (b) the micromirror array has a 92% fill factor – the remaining light is sent into a zeroth order at $\theta_i + \theta_{\text{tilt}}$ from the grating surface normal as specular reflection. (c) “off” state diffraction orders, whose mirrors are angled at $\theta_{\text{tilt}} = -12^\circ$, are formed at $\theta_i + 3\theta_{\text{tilt}}$ from the grating normal – these resemble “negative” holograms.

Crucially, whilst the zero order and envelope peak move together with incident angle whilst offset from one another, the higher orders are equally spaced by $m\lambda/d$ such that for $\pm12^\circ$ tilting DMDs, $\theta_i$ can be tuned until the envelope falls on e.g. the +1 order. This is depicted in figure 3.1 for the +2 order – the mirror spacing and tilt angle $\theta_{\text{tilt}}$ are constant, which generates an envelope centred on the diffraction angle $\theta_r = -\theta_i$. Part (a) shows the $\theta_i$ necessary for a blazed second order from an “on” state mirror. Part (b) depicts the specular reflection off the grating plane, which reflects off at angle $\theta_{i+\text{tilt}}$. Lastly, the “off” state mirrors contribute to an entirely different set of diffraction orders diffracted at $\theta_i + 3\theta_{\text{tilt}}$ to the grating plane normal. All three of these order subsets feature in the bench photo, figure 3.2, with an on-axis close up in figure 3.3.

A DMD is a 2D diffraction grating – as such it is pertinent to expand this theory to the 2D case. Here, the orders are not angles from a 1D grating, but are instead
Figure 3.2: Observing DMD diffraction: (a) to demonstrate the nuances of the DMD as a DOE, a collimated laser is incident on a TI Lightcrafter DMD with some angle $\theta_i$. To produce a beam comprising of HG beams in the $+1$ diffractive order (b), a binary hologram of the vector sum of two gratings is displayed on the DMD (c). By placing a screen immediately after, a great number of diffracted beams are realised. Most notably (i), the target “on” state orders (in green), (ii) the wasted specular reflection and (iii) the inverted orders from the “off” state mirrors produced by the corresponding negative hologram (d).

The DMD mirrors in this case are square, such that $a_x = a_y$ and $d_x = d_y$; they also tilt about an axis which runs along the diagonal of the mirrors, shown in figure 2.14. As such, the only orders which can be blazed satisfy $m = n$, such that the 2D intensity envelope satisfies a $\text{sinc}^4$ profile. 

We can therefore say that a blazed order can be induced along the $(n,n)$ direction, with the correct incident angle for some wavelength. The $\text{sinc}^4$ blazed order profile shown above is a direct consequence of the square mirrors, and implies that there is a
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Figure 3.3: **DMD near-field diffraction orders up close:** (a) the “on” state orders manifest as 4 (two shown) identical diffraction order sets, based on the symmetry of the square mirrors. Within each set is a zero order reflection from the mirror faces, as well as the ±1, 2 orders generated by the HG hologram displayed. (b) a close up of the specular reflection from the reflective grating surface – note that the majority of the intensity is in the border of the DMD window which acts as a reflective aperture edge. (c) the inverted diffraction orders from the “off” state mirrors – for this particular hologram, the majority of the mirrors are “off” which sends most of the light into this region. The zero order appears square due to the relatively large angle of reflection from the rectangular DMD.

High extinction ratio between “on” and “off” mirrors. The diagonal orders caused by these mirrors are also linked, such that one cannot be minimised without minimising the rest [141]. Note that as shown in figure 3.3(a), the micromirror geometry results in 4 individual diffraction order groupings, (only two are visible). This is perhaps due to diffraction from the 4 edges of the micromirrors; the grouping of orders ultimately chosen was that which maintained the propagating beam height.

In summary, the DMD presents some unique diffractive effects when used with a monochromatic coherent source such as a laser, which can be exploited to maximise
the efficiency and discretisation of diffraction orders. By being confined to the diagonal of the 2D sinc profile, the useful orders of the DMD are better discretised from each other and offer high extinction ratios between binary tilt states. This manifests as a relatively high fidelity when compared to comparable LC-SLM modulated beams [176].
3.5 DMD vector beams: experimental setup

The experimental setup for DMD vector beam generation is shown in figure 3.4. Its design was adapted from the system described in the supplementary material from our collaborators [54]. In order to gain access to the full set of polarisations necessary to generate vector beams, I used the overlap of two beams within the +1 DMD diffraction order carrying orthogonal polarisation states to produce a vector sum of polarisations across the beam profile. As such, the superposition combining the global relative phase and intensity between the two beams resulted in tunable polarisation orientation and ellipticity (discussed at length in section 3.6). After careful consideration of factors including cost and efficiency, I chose this design based on its stability – the two individual beams share all but one of the optics (HWP1), which helps to minimise the drift experienced between their relative path lengths.

What follows is a full description of the beam path: firstly, the incident beam is a horizontally polarised Zeeman-stabilised He-Ne laser with a waist of \( \sim 2\) mm. Note that the polarisation of the light incident on a DMD mirror array should be oriented along (or orthogonal to) the axis of rotation of those mirrors. This is due to the threat of polarisation ellipticity which can be induced when differences in the Fresnel coefficients of the mirrors (which are polarisation dependent) cause path length changes across the beam. In anticipation of overfilling the DMD, I then expanded the beam with a 2F telescope using convex lenses F1 and F2. This beam was then incident on the DMD, where the flattest part of the Gaussian profile of the beam filled the active area of the DMD chip.

Next I chose a hologram to display on the DMD to diffract the incident beam into two distinct locations in the +1 order, with their own tilt angles, to separate them from the reflected zero order. These beams will henceforth be referred to as beams A and B. Additionally, the hologram can be tuned to vary the local intensity and phase across beams A and B (for full details, see section 3.6). Upon diffraction from the DMD, I placed a lens F3 to send the light in A and B into the Fourier plane of the DMD, followed by a square aperture (APT) to block all other diffraction orders (section 2.4.2). HWP1 was then inserted into the path of beam B only, such that the polarisation of beam B could be rotated orthogonal to beam A.

Orthogonally polarised and spatially separated, the beams were displaced onto a common axis. The birefringent calcite beam displacers (recall section 2.2.3) used
Figure 3.4: **Experimental setup:** From our publication, [151]. A monochromatic Zeeman stabilised HeNe laser (Neoark Neo-262) is expanded to overfill the DMD using lenses $F_1 = 40$ mm, $F_2 = 160$ mm. A TI Lightcrafter DMD with 0.3 WVGA chipset is used to diffract the incident beam into a +1 order comprising two orthogonal modes. Fourier lens $F_3 = 300$ mm and aperture APT are used to transform and isolate these modes in the far field. HWP1-4 are zero order half-wave plates. BD1 and BD2 are Thorlabs calcite beam displacers which displace the extra-ordinary ray by 4.25 mm and 2.9 mm respectively. A telescope with $F_4 = 200$ mm and $F_5 = 150$ mm and Mirrors M1,2 are used to demagnify and relay the FP of the DMD onto the camera (Prosilica GC660 or high-speed Mikrotron EoSens CL MC1362). The distribution of polarisation was characterised by inserting the optional QWP and LP before F5. Inset are the relative polarisations of beams A and B at each stage (left), as well as the geometry demonstrating the obliquity factor for reflected light after normal incidence to the grating (right).

To achieve this were purchased in two sizes – BD40 and BD27 which displace the extraordinary ray by $a = 4.25$ mm and $b = 2.9$ mm (when $\lambda = 633$ nm) from the ordinary ray respectively. In this context the ordinary ray is the ray whose polarisation is along the fast axis of the beam displacer. The beam displacers were placed in the path of the diffracted beam in the region of the Fourier plane of lens F3. My aim was to efficiently displace beams A and B onto the same axis such that they overlap at a transverse location marked “X”, and travel as one co-propagating collinear beam. Since beam displacers only act upon one component of polarisation, two were used in series; the first for beam A, and a second for beam B. Note that only one displacer may be used if the separation of the beams in the FP $c$ matches the displacement.
Figure 3.5: **Experimental setup photographs**: (a) beams A and B are orthogonalised in polarisation and overlapped in the FP of the DMD. In practice, BD1,2 were aligned in isolation, before the HWP2-4 were inserted sequentially. (b) the Texas Instruments Lightcrafter DMD projector evaluation module without a light engine, attached to an XY stage. (c) a macro image of the DMD window along the “on” state direction, displaying a dual grating hologram for vector beam generation.

Firstly, the initially vertically polarised beam B hologram was turned off, such that beam displacer BD1(40) could be rotated to displace beam A into a position roughly half way between the original lateral positions of the two beams (figure 3.6(b)). In general, the beam displacer will displace only the component of polarisation parallel to its fast axis which leads to two beams being formed on exiting the beam displacer. It is for this reason that HWP2 is placed before BD1 – to be rotated until the unwanted ordinary ray of beam A is minimised in intensity, as ideally all the light is displaced onto the overlap position X.
After this stage, the same process was applied to beam B, albeit initially vertically polarised. Note that because both beams share a common path through the optics after HWP1, beams A and B remain orthogonally polarised.

Lastly, HWP4 was placed after BD2(27) to rotate both A and B together until they were approximately horizontal/vertical polarisations again. This matches the tilt axis of the mirrors M1 and M2 in the system, and so any slight path length changes between the two polarisations on reflecting from the mirrors can be corrected via the hologram.

The exact orientations of each optic can be modelled, provided the incident beam polarisation and separation of beams A and B in the FP of lens F3 is known. In the case of horizontally polarised light from the DMD, and FP beam separation...
where $\theta$ and $\rho$ are the relative angles required to displace beams A and B onto the X position shown. A similar geometry can be used for different combinations of displacers. At $\lambda = 633$ nm, the displacers are specified as $a = 4.25$ mm and $b = 2.9$ mm. It follows that for beams A and B with original polarisation offset $\psi_{\text{off}}$ radians from the horizontal:

$$
\Psi_{\text{HWP}1} = \psi_{\text{off}} + \frac{\pi}{4} \quad (3.6)
$$
$$
\Psi_{\text{HWP}2} = \psi_{\text{off}} + \frac{\pi}{2} - \frac{\theta}{2} \quad (3.7)
$$
$$
\Psi_{\text{BD}1} = \psi_{\text{off}} + 2\pi - \theta \quad (3.8)
$$
$$
\Psi_{\text{HWP}3} = \psi_{\text{off}} + \frac{\rho}{2} \quad (3.9)
$$
$$
\Psi_{\text{BD}2} = \psi_{\text{off}} + \rho + \pi \quad (3.10)
$$
$$
\Psi_{\text{HWP}4} = \psi_{\text{off}} + \frac{\rho}{2} + \frac{\pi}{4}. \quad (3.11)
$$

The Fourier plane of F3 occurs within the beam displacement section – this is required to avoid clipping the displacer edges; consequently, this plane was re-imaged onto a CMOS camera/CCD using a demagnifying telescope (F4 and F5). At this stage, fine tuning of the overlap between beams A and B was achieved by adjusting the number of cycles in the DMD hologram grating. Also included in the setup figure are the components necessary to measure spatially resolved Stokes parameters of the various types of vector beams generated – the linear polariser (LP) and quarter-wave plate (QWP) pictured are not necessary for generating the vector beams themselves.

### 3.5.1 DMD vector beams: setup intricacies

It is prudent to explain the micro-alignment of the two orthogonally polarised beams through the system: in order to better align beams A and B on top of one another, I viewed the re-imaged Fourier plane of lens F3 onto a CCD. From this plane I could rotate both beam displacers until their respective extraordinary beams were collinear.
I was then able to change the DMD tilt angle of one beam with respect to the other until, to within the nearest few pixels, the beams were overlapped on the camera. The square aperture APT was placed beyond lens F3, as close to the Fourier plane of the DMD as possible, taking into consideration the displacement optics. It was useful to define the region in the transverse plane beams A and B could occupy, by filtering out the intense zero order and unwanted higher orders, as described in section 2.4.2. It was also critical for distinguishing between the stray orders which could enter the beam displacers, and the desired first order beams A and B. Once alignment was complete, however, I found it acceptable to remove APT as the final vector beam was spatially separated enough and I wanted to be sure that no unoptimised spatial filtering affected the final result.

The setup shown was also adapted to measure the quality of beam produced in the image plane of the DMD – another convex lens $F_6 = 150$ mm was placed at $F_5 + F_6$ away from lens F5 and the CCD was moved to the Fourier plane of this new lens, which is also the image plane of the DMD. Note that the resultant image was the holographic grating, so it was necessary to spatially filter the beam with a pinhole in the original camera plane (back focal plane of F5) giving smooth intensity profiles and accurate phases.

Unlike an LC-SLM, where the zero order reflects at the same angle (relative to the surface normal) as the incident beam, the mirrors of a DMD pivot by +/-12°. Due to the diagonal mirror layout of the TI Lightcrafter, this is about the vertical. A beam incident at a 0° angle (ie normal to the DMD plane) will reflect off at 24° along direction N, as depicted in figure 3.1(a). This in turn causes a lateral compression of the entire beam along the horizontal by an obliquity factor $O_{bl} \approx \cos(24) \approx 0.91$. During the experiment, this was solved by pre-stretching the beam along the affected direction by $1/O_{bl}$. Note that in general, $O_{bl}(\theta) \approx \cos(\theta + 24)$ where $\theta$ is the incident angle of the collimated beam along direction M. An alternative would be to change the angle of incidence to -24°, which would cause the diffracted orders to transmit normal to the DMD screen giving $O_{bl} \approx 1$.

Lastly, the mirror geometry described in section 3.4 has a subtle additional effect on the transverse position of the beams. Each component of the incident beam striking an individual mirror along the horizontal axis will travel a slightly different path length, by virtue of the finite width of the mirrors. As such, an extra phase step is
added to each of these components with increasing magnitude – it is in effect an extra angular tilt, which causes the final beam tilt to deviate from its intended transverse position slightly, and alters the expected obliquity factor. This effect is negligible using monochromatic sources, however it appears to become a substantial issue with broadband light (see section 4.2.1).

3.6 DMD vector beams: hologram design

I designed a hologram control program using National Instruments LabVIEW software to meet the requirements of the setup and give me the flexibility to arbitrarily shape diffracted beams A and B. What follows is a detailed description of the hologram used to structure the input light, when the spatial light modulator is a binary state DMD. The result is the production of vector beams in the Fourier plane of the DMD with arbitrary amplitude, phase and polarisation.

Since the mid 1950’s, it has been shown that binary amplitude masks can modulate not just the intensity of light, but also the phase [168]. Moreover, the introduction of computer generated holograms has led to the real-time creation of 1st order diffraction beams loaded with the intended amplitude and phase profile [177]. As in the case of the more conventional liquid crystal SLMs, the spacing between grating fringes (known as the pitch) determines the angle of diffraction into distinct orders.

3.6.1 Binary transmittance function

The technique used to encode complex holograms on a 2D binary grating has previously been theorised by [150]: by modelling the grating as a periodic rectangular function, it is possible to determine the first order diffraction as the coefficient of the appropriate Fourier series. Within this first order relation are two unitless quantities, given here as \((p, q)\); in communication theory, tuning of these terms results in pulse position and width modulation. Specifically, the spatial intensity of the output \(+1\) order can be controlled by locally varying the duty cycle (width, \(q\)) of the diffraction grating displayed; that is, the effective on:off ratio made up of mirrors within the grating apertures. Also, a locally-varying phase is achieved by offsetting the lateral position \((p)\) of the relevant parts of the binary hologram, e.g. two regions
of the beam will be modulated \( \pi \) out of phase with one another if the "on" grating apertures within the first section of grating lines up with the “off” positions of the second section. Combined, these processes modulate the complete intensity and optical phase of the output +1 order.

These physical characteristics can be defined mathematically in the form of the binary transmittance function \( T(x, y) \), which aims to incorporate into the first order the desired locally varying intensity and phase found in the target field \( S(x, y) = S(x, y)e^{i\phi_S} \). Following the conventions described by Mirhosseini et al. (2013) [150]:

\[
T(x, y) = \frac{1}{2} + \frac{1}{2} \text{sgn}\left[ \cos(p(x, y)) - \cos(q(x, y)) \right], \tag{3.12}
\]

where:

\[
p(x, y) = \phi_S(x, y) + \phi_{\text{tilt}}(x, y), \tag{3.13}
\]
\[
q(x, y) = \arcsin(S(x, y)/S_{\text{max}}). \tag{3.14}
\]

Note that in the above definitions, \((x, y)\) defines the Cartesian axes centred on the DMD face. In equation 3.12, the sign function “\( \text{sgn} \)” returns either a \( \pm 1 \) resulting in binary states \([1, 0]\). Term \( p(x, y) \) considers the phase, specifically that of the target scalar field \( \phi_S(x, y) \) and the base linear tilt of the first order from the DMD \( \phi_{\text{tilt}} = 2\pi(u_0x + v_0y) \). The constants \( u_0 \) and \( v_0 \) simply define the number of \( 2\pi \) phase cycles in each axis producing the chosen gradients. Term \( q(x, y) \) considers the normalised amplitude of the target field defined above \( S(x, y) \).

As with other modulation techniques, the binary transmittance function \( T(x, y) \) produces countless higher diffraction orders (figure 3.2), which serve no useful purpose in this regime and in fact may interfere with the first order; therefore the spatial frequencies contained within the target field \( S(x, y) \) should be limited to \((u_0^2 + v_0^2)^{\frac{1}{2}}\). Note that in the configuration described in section 3.5, the scalar components of the transmitted modes are propagation invariant, such that their profile is preserved in both the image and Fourier plane, with only a magnification and additional phase term to distinguish between the two [178]. Following the relations above, the target field \( S(x, y) \) is encoded into the image plane of the DMD, provided the extraneous orders are blocked in the Fourier plane. Furthermore, the target beam may be encoded into the Fourier plane if the target holographic field is defined by the Fourier transform of the target beam.
3.6.2 Target beam definition

Now that we have defined the binary transmittance function for some target field $S(x,y)$, it is prudent to consider the specific vector beam that can be generated with the setup described. The theoretical argument has been proposed for LC-SLMs by Maurer et al. (2007) [165]: for arbitrary manipulation of the intensity, phase and polarisation, consider the field $E(x,y)$ where

$$E(x,y) = \begin{bmatrix} E_A(x,y)e^{i\phi_A} \\ E_B(x,y)e^{i\phi_B} \end{bmatrix}.$$  \hspace{1cm} (3.15)

In this definition, $E_A(x,y)e^{i\phi_A}$ and $E_B(x,y)e^{i\phi_B}$ represent beams A and B, which are scalar beams whose linear polarisations are orthogonal to one another. Here, the tunable intensities and phases are defined as $E_{A,B}^2$ and $\phi_{A,B}$ respectively.

Next, we must define a binary transmittance function which produces beams A and B in different lateral positions in the Fourier plane, which is simply achieved by using separate linear tilt gratings for each. Recall that since the initial input beam to the DMD is horizontally polarised, the diffracted +1 order beams A and B will both also be horizontally polarised. Beam B is then rotated to become vertically polarised using a half-wave plate, such that the beams are orthogonally polarised, before being displaced onto a common collinear axis and imaged onto the camera. In general, the independent scalar fields diffracted by the DMD are defined as $A(x,y) = A(x,y)e^{i(\phi_A + \phi_{A,tilt})}$ and $B(x,y) = B(x,y)e^{i(\phi_B + \phi_{B,tilt})}$. Here $\phi_{A,tilt}$ and $\phi_{B,tilt}$ are the linear diffraction gratings used to generate beam A and B in turn. The function $T(x,y)$ (equation 3.12) sent to the DMD is therefore the weighted complex interferometric sum of $A$ and $B$:

$$S_{dual} = S_{dual}(x,y)e^{i\phi_{S,dual}(x,y)} = W_{rel}e^{i\phi_{global}}A + (1 - W_{rel})B.$$  \hspace{1cm} (3.16)

Here, $W_{rel} \in [0 : 1]$ is the fraction of power designated to beams A and B, such that if $W_{rel} = 0.5$ then the two beams have an equal power. $\phi_{global}$ is then the global phase of beam B with respect to beam A. Finally, for a binary transmittance function $T(x,y)$ with dual beam control, we can define $p(x,y) = \phi_{S,dual}(x,y)$ and $q(x,y) = \arcsin(S_{dual}(x,y)/S_{dual,max})$. 

3.6.3 DMD vector beams: hologram design intricacies

Let us consider the intricacies of the hologram to be used: within equation 3.16, the functions $A$ and $B$ are found by the decomposition of the target vector field into two linearly polarised fields which are orthogonal to one another.

For the general case of an arbitrarily polarised vector beam, the polarisation state at any given location throughout the profile of the beam can be represented as a polarisation ellipse. Here, it is the phase difference between the electric fields of the orthogonally polarised beams $A$ and $B$ at that location which defines the local polarisation of the resultant vector beam. In the simplest case, when $\Delta\phi = n\pi$ rad [$n = 0, 1, 2...$] defines a linearly polarised state, whilst $\Delta\phi = \pi/2$ is circularly polarised; the values in between these cases are then elliptically polarised.

The orientation of the ellipse major axis is controlled by the local relative phase and amplitude of beams $A$ and $B$. Therefore in the dual beam generation above, the key parameters (intensity, phase and polarisation) are all dependent on one another – however, as in the case of [165], the method outlined above still enables total control of the phase and polarisation separately. This is due to the transmittance function parameters allowing arbitrary control of not only i) the relative phase of the oscillating E field between neighbouring locations in the transverse profile, but also ii) the relative phase of the E field between the orthogonal polarisations.

Figure 3.7(d) demonstrates the transmittance function required on the DMD to generate a vector beam that is radially polarised [179]. This particular beam displays a helical Pancharatnam-Berry phase with OAM of $\ell = 1$ [130] – a geometric phase formed by the rotating local polarisation as the beam axis is orbited [160, 180]. To demonstrate the decomposition of some arbitrary vector beam into programmable components, consider the radial vector beam: such a beam can be decomposed into linear but orthogonally polarised beams, $A$ and $B$. For radially polarised beams, $A$ and $B$ are defined as Hermite-Gaussian HG$_{10}$ and HG$_{01}$ spatial modes whose lobes are $\pi$ out of phase (as shown in figure 3.7(a)) [181].

Lastly, the ratio of the respective amplitudes ($W_{rel}$) and global relative phase ($\phi_{global}$) provide the end user with dynamic fine control of the hologram to provide the optimal beam parameters at whichever plane is under investigation. In the first instance, $W_{rel}$ was used to correct for the differing diffraction efficiency for the two angles of beams
Figure 3.7: DMD hologram design: From our publication, [151]. (a) the interferometric sum of a horizontally polarised HG\(_{10}\) (A) and vertically polarised HG\(_{01}\) (B) produces a radially polarised vector vortex beam with an LG\(_{10}\) intensity. (b) by rotating each HG mode by \(\pi/4\) (with orthogonal polarisations), the resultant polarisation becomes chiral. (c) At \(\pi/2\) rotation (or by switching the polarisation of mode orders in part (a)), the resultant vector vortex beam is azimuthally polarised. Inverted for clarity, (d) details the binary transmittance function associated with the beam in (a); this includes two different phase tilts to steer light into the two beams within the +1 order. Specifically, part (i) diffracts light only into beam A, and (ii) diffracts light into both beam A and B. (e) shows the simulated FP of this transmittance function, with beams A and B spatially separated and independently controllable.

Figure 3.8: Global relative intensity: Varying \(W_{rel} \in [0 : 1]\) affects the vector contribution from beams A and B (shown here with \((\phi_{global} = 0)\). When \(W_{rel} = 0.5\), the power directed to each beam of the hologram is equal. In practical terms this was used to correct for the variation of diffraction efficiency with distance from the zero order, by placing an LP at \(Hz + 45^\circ\) and adjusting \(W_{rel}\) until exactly \(45^\circ\) HG lobes were observed.
Figure 3.9: **Global relative phase:** Once $W_{\text{rel}}$ was optimised, the global relative phase $\phi_{\text{global}} \in [0 : 2\pi]$ was fine-tuned to produce maximally distinct $45^\circ$ HG lobes when filtered through a $45^\circ$ LP (e.g. shown here for $\phi_{\text{global}} = 0, \pi$). This infers that adding $\pi/2$ radians to the optimal $\phi_{\text{global}}$ will produce a uniform vector vortex “doughnut” beam.

A and B (figure 3.8) (where beams diffracted at greater angles have reduced power due to the envelope function of the grating) and $\phi_{\text{global}}$ effectively counteracts the different path lengths of beams A and B (figure 3.9), provided the coherence length is long enough (see section 4.2.2). The obliquity factor $O_{\text{bl}}$ was used to deskew the vector beam in the presence of an incident angle onto the DMD not equal to $2 \times$ mirror tilt $= 24^\circ$.

Figure 3.10 depicts the individual binary gratings used to generate beams A and B. The superposition of the two gratings is fine-tuned by adjusting variables ($W_{\text{rel}}, \phi_{\text{global}}$) (c,d). Figure 3.11(a) presents the actual hologram and parameter settings used in the generation of radially polarised vector beams. (b,c) are wavefront correction phase maps generated for beams A and B in turn, using the techniques described in detail in section 4.4.2 – note that relative optical flatness of these results led us to conclude that this particular DMD required no aberration correction for the final results.
Figure 3.10: **DMD hologram control:** (a,b) beams A and B are initially two distinct holograms with differing grating periods in the (x,y) axes which control the phase tilts and direction of diffraction. In these binary holograms, the on state (+12°) mirrors are in white, whilst the remaining off state (−12°) mirrors are in black. (c,d) the vector sum of these holograms produces a +1 diffraction order containing both beams; the parameters $W_{rel}$ and $\phi_{global}$ are instrumental for accurate vector beam generation, as they correct the amplitude and phases of the two beams relative to each other.
Figure 3.11: DMD experimental hologram: (a) the final hologram used to generate radially polarised vector vortex beams (in section 3.7.2). (b,c) are the phase correction maps generated via wavefront correction, explained in detail in chapter 4. These corrections maps illustrate that the aberrations in the system are slowly-varying, and the micro-mirror array is largely optically flat. These corrections were observed to have little influence on the quality of the polarisation maps obtained, and so were not applied to the hologram in the results to follow.
3.7 DMD vector beams: results

In order to assess the applicability of this system, the Stokes parameters of a wide selection of beams were measured and compared to their theoretical equivalents. As was mentioned in section 3.5, the inclusion of a linear polariser (LP) and quarter waveplate (QWP) before the camera are the only necessary physical changes to the system for characterisation. Note that these additional optics were placed in front of focusing lens F5, before the vector beam is demagnified.

The polarisation state of each beam can be defined by calculating the Stokes parameters of the beam, as defined in section 2.2.4. In practice, this is performed by taking a sequence of CCD images of the intensity of the beam when filtered through the LP, oriented in the position of each axis of the Poincaré sphere. The sequence was as follows: the first image to be taken was the original unfiltered vector beam, which provides the total beam intensity without a LP. Images 2 and 3 are the vertical and horizontal orientations with E field ($|E_v|^2$) and ($|E_h|^2$). Measurements 4 and 5 are the diagonal ($|E_d|^2$) and anti-diagonal ($|E_a|^2$) orientations, achieved by rotating the polariser to ±45° from the horizontal polarisation position of the LP. Lastly, measurements 6 and 7 determine the components of the beam found in the left and right-handed circular polarisations, ($|E_-|^2$) and ($|E_+|^2$) respectively. Note that these two require the use of a QWP before the LP, in order to convert the circular polarisation components of the beam into linearly polarisations for measurement. For reference, figure 3.12 compares a selection of the experimental image sets for various beams with their simulated counterpart.

In order to interpret these Stokes measurements, the polarisation characterisation detailed in [102] was implemented to generate the corresponding polarisation states. By using the following set of equations, it is possible to convert the raw images into spatial polarisation maps – that is, using the intensity of each pixel within the 7 images to define an ellipse, with the result being a 2D array of ellipses showing the polarisation across the beam profile. Using simple geometry, each ellipse in the map can be computed by the magnitude of its major and minor axes, defined here as ($P_{major}$) and ($P_{minor}$) respectively; furthermore, the orientation ($\theta$) of these axes and...
The Stokes parameters were determined by using a QWP and LP to capture a sequence of 6 polarisation states, shown here for a selection of different vector beams. Here $I_0$ is the unfiltered intensity, $I_{h,v}$ are the horizontal and vertical states, $I_{d,a}$ are the 45° states and $I_{\pm}$ are the circular states. Generally this illustrates a strong accuracy, with discrepancies occurring in the circular polarisation states. More complex profiles such as the HG$_{32}$ + HG$_{23}$ beam show discrepancies in the intensity profile, which will manifest as slightly incorrect polarisations (see figure 3.19).
the handedness ($h$). Specifically:

$$P_{\text{major}} = \left[ \frac{1}{2} (I_p + |L|) \right]^{\frac{1}{2}}, \quad P_{\text{minor}} = \left[ \frac{1}{2} (I_p - |L|) \right]^{\frac{1}{2}}, \quad \theta = \frac{1}{2} \arg(L), \quad h = \text{sgn}(S_3),$$

(3.17)

when:

$$I_p = \left( |E_v|^2 - |E_h|^2 \right)^2 + \left( |E_a|^2 - |E_d|^2 \right)^2 + \left( |E_e|^2 - |E_f|^2 \right)^2, \quad (3.18)$$

$$L = \left( |E_v|^2 - |E_h|^2 \right)^2 + i \left( |E_a|^2 - |E_d|^2 \right)^2. \quad (3.19)$$

Note that when generating the following polarisation maps, I used the total intensity from measurement 1 to scale the major axis, such that the ellipse would be reduced in size in the locations of relatively low light, e.g. within vortices.

### 3.7.1 Uniform polarisation vector beams

Firstly, to demonstrate simple polarisation control, I applied phase-only gratings to beams A and B, which fills the entire DMD window with a hologram of uniform intensity; this resulted in both beams combining in a diffraction limited spot in the DMD Fourier plane. Depicted in figure 3.13(a,c), a $\phi_{\text{global}}$ which gives a phase offset between beams A and B of $n\pi$, $[n \in \mathbb{Z}]$ produces beams of uniform $45^\circ$ linear polarisation; a $\pi/2$ shift produces beams of uniform circular polarisation. By placing an aperture at the CCD (FP) and an additional Fourier lens thereafter, these uniform vector beams were also produced in the image plane of the DMD (b,d) – it is clear that the polarisation maintains its form, whilst the intensity profile of the beams are constrained by the edge of the DMD window (recall the overfilling incident Gaussian illumination).

### 3.7.2 Vector vortex beams with spatially varying polarisation

Increasing in complexity but also applicability, I proceeded to apply the binary holograms depicted in figure 3.7 to generate vector beams whose polarisation varied across the transverse profile. To begin with, I compared the experimentally produced radial vector beam in the Fourier/ image plane, with its simulated equivalent (shown
Figure 3.13: **Experimental vector beams with uniform polarisation:** From our publication, [151]. A diffraction limited spot produced when the entire DMD array is in the “on” state, observed in the (a,c) Fourier plane (scale bar: 50µm) and (b,d) image plane of the DMD (scale bar: 1mm). In the top row, beams A and B are balanced in power, with $\phi_{\text{global}}$ tuned to produce zero phase difference; this results in a uniform $45^\circ$ diagonal linear polarisation state. In the bottom row, the $\phi_{\text{global}}$ is tuned to produce a phase difference of $\pi/2$ radians, resulting in beams of circular polarisation.
in figure 3.14(a,b,c)). The Stokes parameter maps for this vector vortex beam are depicted in the top half of the figure, with each map normalised to \( S_0 \). The script written to produce this map applied equations 3.17 and 3.19 to generate a 2D array of polarisation parameters (bottom). Care was taken to centre-align the images, as the beam was susceptible to lateral displacement when using an LP. The Stokes and ellipse parameters were visualised as 2D maps; (figure 3.15) made clear the relative success of any particular data acquisition.

Next, I inverted the HG modes on beams A and B to produce azimuthally polarised vector beams, with all polarisations perpendicular to the central vortex (figure 3.14(d,g)). Note that the intensity of radially and azimuthally polarised vector beams are indistinguishable from one another.

In an effort to showcase the near-arbitrary control of the polarisation, I present the generation of Poincaré beams – beams whose polarisation states span the entirety of the Poincaré sphere [182]. In accordance with [183], these beams were formed by applying a superposition of \( LG_{\ell,p} \) modes to both beams A and B individually; the resultant combined beam possesses a fundamental Gaussian-like intensity profile. Firstly, the ‘lemon’ Poincaré beam is shown in figure 3.14(e,h): this is produced by \( LG_{1,0} + LG_{0,0} \) modes on beam A, combined with \( LG_{1,0}e^{i\pi} + LG_{0,0} \) on beam B. Similarly, the ‘star’ Poincaré beam (f,i) is made from summing \( LG_{1,0} + LG_{0,0} \) on beam A with \( LG_{1,0} + LG_{0,0}e^{i\pi} \) on beam B. The polarisation of the Poincaré beam is especially interesting: a central core of circular polarisation, encircled by polarisations which gradually alter in ellipticity, orientation and handedness simultaneously in the shape of either a lemon or 3-pointed star; the Stokes and ellipse parameters of the latter are depicted in figure 3.16. The experimental polarisation profiles reveal that there is excellent agreement with the theoretical depiction.

3.7.3 High speed DMD operation

The primary aim of this investigation was to demonstrate the generation of arbitrary vector beams using a DMD modulator that is capable of high speed switching. To fulfil this aim, I ran a series of tests using a set of binary patterns preloaded onto the DMD on-board memory (in contrast to the normal 60 Hz HDMI screen link). In this experiment, the DMD ran through a set of 10 holograms, each comprised of a combination of beam A and B rotated by \( \pi/10 \) per iteration. When passed through
Figure 3.14: Comparison of simulated and experimental vector beams with spatially varying polarisation: From our publication, [151]. (top row) (a) simulated and experimental polarisation ellipse maps in the (b) FP and (c) image plane of the DMD. (middle row) the simulated maps for an azimuthally polarised vector vortex beam, Poincaré “lemon” and “star” beam profiles in the FP, the latter with handedness denoted in colour. (bottom row) the corresponding experimental maps of (d-f). Inset within each image is the unfiltered $S_0$ intensity (photo 1: $I_0$).
Figure 3.15: Stokes and ellipse parameters of a radially polarised vector beam: The CCD images in figure 3.12 were used to generate the Stokes parameters \(S_0, S_1, S_2, S_3\) which in turn produce terms \(I_p, L\). Each pixel location in the image then corresponds to a polarisation ellipse, with major and minor ellipse axes \(P_{\text{major}}, P_{\text{minor}}\), orientation \(\theta\) and handedness \(h\). The Stokes fields are normalised to \(S_0\) (pixel\(_\text{max} = 122\)), whilst \(P_{\text{major}}, P_{\text{minor}}\) are normalised to the maximum \(P_{\text{major}}\) value. For a radial vector beam, \(S_3 \rightarrow 0\), with a minimised \(P_{\text{minor}}\) as it is only linearly polarised.
Figure 3.16: **Stokes and ellipse parameters of a Poincaré “star” beam:**
The Stokes parameters ($S_0, S_1, S_2, S_3$) for a Poincaré “star” beam, which reveal different characteristics to the radially polarised parameters – notably, $S_3$ illustrates the difference between circular states $I_\pm$ which are a Gaussian and ring profile respectively. Furthermore, the handedness $h$ varies with radial distance within the beam profile.
a static LP at the camera, these produced vector beams of radial and azimuthal polarisation, with chiral polarisations in between. The TI Lightcrafter DMD used is capable of switching the patterns at a maximum of 4 kHz, whilst the high speed Mikrotron CMOS detector had a low-resolution frame rate of \(\sim 7.7\) kHz. This resulted in the frames recorded demonstrating pattern switching almost every 2 frames (figure 3.17). The accompanying Stokes polarisation maps were made individually for each hologram outside of the fast operation.

![High speed DMD beam shaping](image)

**Figure 3.17:** **High speed DMD beam shaping:** From our publication, [151]. A set of 10 holograms displaying vector vortex beams with varying relative phase \(\phi_{global}\) were preloaded onto the DMD. (lower panels) the associated polarisation maps reveal linearly polarised states transforming between radial, chiral and azimuthal vector profiles. On rifling between these holograms at a rate of 4 kHz and filtering with a fixed LP (orientation marked with white arrow), a high-speed Mikrotron camera (\(\sim 7\)kHz) reveals a rotating HG\(_{10}\) mode in every second camera frame.
Figure 3.18: Vector beam rotation: The total frames captured from the Mikrotron camera are measured in terms of their HG10 lobe orientation in time. The frames shown in figure 3.17 are then a subset of this. The Lightcrafter DMD is rated to switch at a maximum rate of 4 kHz, which corresponds to a gradient of 72,000 (solid black trend); a lack of precision in the measurements and no camera triggering may account for the offset seen in the experimental result (dashed trend).

To better demonstrate the switching rate of the Lightcrafter DMD, figure 3.18 presents the orientation of the spinning lobes from figure 3.17 as it changes in time. The orientation of the lobes was measured approximately for each frame, and plotted at time intervals based on the noted camera frame rate, 7692 kHz. With each \( n \) pattern displayed, \( \phi_{\text{global}} \) is altered by \( n\pi/10 \), as shown in figure 3.17; this implies that a full \( 2\pi \) rotation is achieved using \( r = 20 \) (patterns/rot). The gradient of the trend shown is the rotation rate \( m \) (°s\(^{-1}\)) which may be written as \( m/360 \) (rots\(^{-1}\)). Requiring a total \( r \) patterns to achieve one revolution means that the measured frame rate \( F = m/360 \times r \) i.e. (rot s\(^{-1}\)) \times (patterns/rot) in units of frames s\(^{-1}\) i.e. Hz. For \( m = 65448 \) and \( r = 20 \), we find the measured DMD switching rate to be 3636 Hz; this is believed to be offset from the rated 4000 Hz due to the relatively low accuracy in measuring lobe orientation with low resolution images, and through not using an external triggering signal to ensure the Mikrotron captures at a stable frame rate.
3.7.4 Higher order vector beams

In order to extend the limit on vector beam feature resolution, I produced beams which comprised of mode orders higher than the HG and LG beams already demonstrated. Firstly, I combined HG$_{32}$ and HG$_{23}$ into a vector beam whose polarisation orientations repeat in a complex radial pattern at multiple points, whilst the central region features 13 vortices (figure 3.19(a,b)). Also presented are more complicated vector beam combinations (c,d) – note that the intensity across these higher order beams decreases in the central regions – this could be due to slight inaccuracies due to the departure from a Gaussian incident beam profile, or the nature of the amplitude modulation.

3.7.5 Quantifying vector beams

The polarisation ellipse maps depicted in the previous subsections are informative and intuitive methods of depicting the quality of the vector beams produced; however, in the interest of comparing results, it was pertinent to quantify the vector beams.

The beams of 45° linear and circular polarisation, as shown in figure 3.13, are uniformly polarised; as such, they are theoretically defined by a single value of the ellipse parameters ($P_{maj}, P_{min}, \theta, h$). It is therefore straightforward to take a cross-sectional average of these parameters to quantify the accuracy of the polarisation ellipticity and orientation achieved. Note that within this measurement, the region of interest was clipped to the full width at half maxima of the $P_{maj}$ value for all parameters-this ensured that the result was not skewed by the outer regions where there is no light.

To evaluate the 45° beam profiles, we expect the average of the parameters ($|P_{maj}/P_{min}|, \theta$) to be (0, 45°); for the Fourier plane case, we measure an average of (0.07±0.03, 43.74±2.3), which indicates a reasonable accuracy and uniformity. In the image plane equivalent, we find (0.07 ± 0.06, 47.6 ± 3); this slight inaccuracy and increase in spread $\sigma$ is expected considering the residual non-uniformity in the intensity of the image plane beams, which is caused by interference with the zero order when not spatially filtered enough. The circular polarisation beams can also be expressed in terms of their average ($|P_{maj}/P_{min}|$), which we expect to be unity. For the Fourier plane case,
Figure 3.19: **Higher order polarisation shaping:** When the mode orders of the HG modes applied to beams A and B are increased from the simplest profiles, a complex linearly polarised vector beam can be formed. (a,b) are the polarisation map and $S_0$ intensity when beam A is an HG$_{3,2}$ and beam B is an HG$_{2,3}$; there are 13 optical vortices formed in the beam centre (red crosses), with the surrounding polarisation either radial or resembling a 4-pointed star. (c,d) $S_0$ images which demonstrate that as the mode numbers increase, the amplitude shaping within the beam centre degrades (HG$_{43}$ + HG$_{34}$ and HG$_{54}$ + HG$_{45}$).

we find ($0.89 \pm 0.05$), and for the image plane case, ($0.80 \pm 0.11$). Again, this discrepancy is due to the spatial filtering involved with image plane beams. The above results will also feature in figure 4.14 of chapter 4.

In order to quantify the accuracy of the spatially varying vector beams, the Stokes measurement photos shown in figure 3.12 were normalised and subtracted from the theoretical profiles. The resultant subtraction was averaged to produce a “likeness” deviation factor $L_d \in [0 : 1]$ which effectively describes the intensity match to the theoretical Stokes measurements, and in turn, the accuracy of the overall polarisation shaping. This analysis compliments the Stokes parameter maps in figure 3.15 and
Figure 3.20: **Image subtraction in DMD vector beams**: The Stokes measurements in figure 3.12 can be normalised to 1 and compared with (subtracted from) their theoretical counterparts. This results in an average “likeness” deviation from 0 (identical). The first column shows the raw beam intensity likeness deviation $L_{d,0}$, when no polariser is used—$L_{d,\text{avg}}$ is then the average of all columns.

3.16, and allows us to quickly compare the various vector beams generated here. For posterity, the camera images in figure 3.12 were cropped, resized and aligned with their theoretical counterparts using Matlab’s “Imregister” tool.

Figure 3.20 compares the image subtraction likeness of the vector vortex beams, Poincaré beams and the higher order vector beam discussed in section 3.7.4. Each column represents an individual Stokes measurement from figure 3.12; the first column, $I_0$, is the raw intensity of the vector beam. Each image was normalised to 1, such that $L_d = 1$ denotes maximal difference and $L_d = 0$ denotes identical normalised intensities. For reference, $L_d = 0.01$ is the equivalent of 1% of pixels being the opposite intensity (e.g. normalised intensity $I/I_{\text{max}} = 1$ in a zero array) with a 99%
match. $L_d = 0.001$ could also be written as 0.1% pixels which deviate maximally, with a 99.9% match.

For radial and azimuthal vector vortex beams, we find that the raw intensity ($I_0$) and average across the 7 Stokes measurements gives ($L_{d,0} < 0.01$, $L_{d,\text{avg}} = 0.02$) respectively. This indicates a strong match with the theoretical model, and results in associated polarisation maps which resemble highly linear radial and azimuthal polarisations, as shown in 3.14. In comparison, the Poincaré lemon (0.035, 0.036) and star (0.017, 0.032) are slightly weaker matches, in part due to the crescent shaped Stokes measurements formed from a combination of 4 LG modes which are more complicated to modulate. Finally, the HG$_{32,23}$ vector beam was found to have (0.003, 0.014); this strong fit is perhaps unsurprising given that beams A and B are just higher orders of the radial modes (HG$_{10,01}$), with reduced image subtraction background noise given the increased size of the modes.
3.8 DMD vector beams: discussion and conclusion

The aim of this investigation was to advocate the use of a DMD binary amplitude modulator for low-cost high speed vector beam shaping, with user control over not just the intensity, but the phase and polarisation across the generated beam’s profile. The setup presented uses the DMD to generate a pair of spatially separated orthogonally polarised beams, before a set of HWPs and calcite displacers re-align the beams such that they are collinear in propagation. Additional control between the two modes is achieved by fine tuning the hologram grating, relative phase and intensity to produce accurate vector beam profiles. With the exception of the first HWP in arm B, the common path through the remaining bench optics promotes strong stability, such that any vibrations or thermal drift generally occur to both arms simultaneously, and cancel out the effect on the path length between A and B.

3.8.1 Accuracy of vector beams

Firstly, the beams with one polarisation (45° linear and circular) demonstrate the excellent uniformity achievable when the arms A and B are tuned relative to one another – particularly as a diffraction limited spot in the Fourier plane, the ellipticity in the central regions of figure 3.13(a,c) are near perfect examples of linear and circular polarisation, with $(|\frac{P_{\text{maj}}}{P_{\text{min}}}|, \theta)$ of $(0.07 \pm 0.03, 43.74 \pm 2.3)$. However, the set of polarisation ellipses found in the image plane of these beams is not as clean; the orientation and ellipticity in (b) show slight irregularities, whilst the ellipticity in (d) has some more elliptical polarisations across the beam face, without any locations achieving the same approximate circular polarisations as its FP counterpart. This results in parameters $(0.07 \pm 0.06, 47.6 \pm 3)$, which possesses a slight increase in spread $\sigma$. These may be understood when considering the possibility of unwanted orders bleeding into the final beam at the additional aperture. This resulted in a field which was the image plane of the DMD window, and as such took on a similar intensity profile to that of the incident beam on the DMD, but with areas of non-gaussian irregular intensity. It is this which makes fine-tuning the beams accurately rather problematic, resulting in a loss of accuracy with polarisation orientation and ellipticity when compared with the results in the FP.
Figures 3.14(a-c) focused on the combination of both HG and LG modes to produce vector beams whose polarisation varied radially. It is clear that once again, the FP result is virtually indistinguishable from the theory, whilst the image plane result shows a slightly irregular radial intensity distribution, however this does not affect the linearity or orientation of polarisation achieved. Each of these results falls within a \( L_{d,0} < 0.01, L_{d,\text{avg}} = 0.02 \), such that the deviation from theory amounts to (1%, 2%) for the \( I_0 \) state and average across the measurements respectively.

Next, images 3.14(d-i) also agree very well with the theoretical maps; the azimuthally polarised beam has only slight elliptical polarisation regions (on par with radial likeness). In obtaining the Poincaré beam Stokes measurements, there was a risk of not choosing the centre of the beam for the various asymmetric intensity maps recorded (see figure 3.16). As such, the regions of left and right handedness have slight discrepancies with the theory, with the general deviations equalling (0.035, 0.036), i.e. 3.6% deviation from theory. In summary, the vector vortex beams generated by the DMD show strong agreement.

### 3.8.2 High speed vector beams

With the aforementioned beams providing a proof of concept, it was a straightforward route to demonstrating the same beams at high speed. In order to capture the maximum switching rate the TI Lightcrafter is capable of, the resolution of the high speed Mikrotron CMOS detectors was reduced to \( 130 \times 24 \); this allowed for a maximum camera frame rate of 7.69 kHz. Given that the system optics were kept identical throughout the FP measurements for continuity, the pixel pitch of the sensor resulted in considerably lower resolution images; nevertheless, there is a clear stepped rotation of the HG\(_{10}\) mode when a set of rotationally offset holograms are used along with a LP. The rate of switching was measured to be \( \sim 3.6 \) kHz, whilst the polarisation maps confirm the nature of the beams achieved.

The switching rate possible with this system is only limited by the specification of the DMD used; e.g. whilst the TI Lightcrafter is a cheap alternative (up to 4 kHz), the TI DLP7000 can achieve speeds of up to 32.5 kHz, using the same 1bit patterns as this investigation \cite{2}. Compared with the current generation of commercial phase-only LC-SLMs on offer (\( \sim 120-1000 \) Hz dependent on bit depth) this is an improvement of up to \( \sim 2 \) orders of magnitude. The benefits of using the TI Lightcrafter are the low
cost (being $\sim 10 \times$ less than an LC-SLM with similar resolution), the capability of pre-loading patterns and the option to operate as a standard digital light projector, using the light engine provided. Furthermore, the DMD produces an output trigger for synchronising with a detector, which is highly relevant for high speed data acquisition.

### 3.8.3 Spatial mode generation

When using the system for vector spatial mode generation, it is pertinent to approximate the total number of independent modes that can be produced. Note that the DMD modulator is interchangeable with an LC-SLM, and so the capacity of both can be determined and compared. Our publication [151] describes in detail the approximation: if we define the transverse region of the back focal plane of lens $f = F_3$ with height $Y$ and width $X$, the largest possible gratings on an SLM may be steered into the region bounded by $X, Y = (\lambda_0 f)/(2p_{x,y})$. Here, $\lambda_0$ is the wavelength and $p_{x,y}$ is the pixel pitch in each direction. Theoretically, for an LC-SLM of $N$ pixels, this corresponds to $N$ independent spatial modes within area $XY$; in practice, this is not feasible due to the non-uniform efficiency of higher order modes, and coupling between pixels.

In the case of a binary DMD, the $\pm 1$ mode pair receives equal power (see figure 3.1(c)(i,iii)) which halves the total number of addressable modes. Furthermore, we require zero overlap between orders; the argument in [151] describes segmenting the FP of the DMD into individual active regions for beams A and B. Given the extreme case of the smallest slit separation for the highest tilt angle achievable (i.e. 2 mirrors), the number of non-overlapping diffraction-limited spots in the FP can be estimated via the numerical aperture of the system; each spot may have a width $d \sim 2.4\lambda f/D$, with $D$ being the diameter of the Fourier lens. In the simplified case of a $512 \times 512$ DMD, we estimate up to 8192 vector spatial modes for beam A and B combined, in the absence of any aberrations. Realistically, this result does not take into consideration the pulse position and width modulation of the binary grating, which requires multiple neighbouring mirrors to contribute to the amplitude and phase shaping. As such, the range of tilts achievable with a DMD for complex modulation are more narrow. Nonetheless, DMDs have already been proven to generate large sets of spatial modes [172].
3.8.4 Diffraction efficiency

Whilst the DMD offers substantially faster switching rates, this attribute comes at a price; the efficiency of beams produced in first order diffraction is substantially lower than that of the typical LC-SLM. In order to estimate this diffraction efficiency, it is reasonable to treat the DMD as a filter of the incident beam: we can use the overlap integral between this incident beam and the target vector beam at the DMD plane (should the target vector beam be back-propagated through the setup to the DMD) [184]. As calculated in our publication [151], the normalised efficiency of a radially polarised vector vortex beam was found to be 2-5% for a DMD. This is in stark comparison to the equivalent diffraction efficiency of an LC-SLM (∼83%) for the same hologram – even so, the loss in power can nowadays be overcome with the use of higher powered laser sources and detectors of greater sensitivity.

In some applications there is no workaround for switching rate; there is currently growing worldwide interest in characterising diffusive media, in order to determine the transmission matrix detailing how light propagates e.g. multimode silica fibres and turbid media in biomedical applications [50, 54]. In the work published by our collaborators [176], it has been shown that in the cases of wavefront correction, focusing light through scattering media and imaging through a multimode fibre, a DMD has an increased beam shaping fidelity compared to LC-SLMs. This was found to be independent of the degree of scattering experienced. In short, LC-SLMs experience a considerable amount of scattering from the liquid crystals – this manifests as a slight background signal which cannot be suppressed, and which washes out the region of interest. Furthermore, LC-SLMs may experience “phase flicker” which hampers the precision in the wavefront correction procedure, which can be mitigated with increased measurements at the detriment of speed.

With the ever-continuing development of DLP technology, I believe that the use of DMDs for the high speed generation of vector beams is an exciting and viable option for researchers today and in the coming years.
Chapter 4

Polarisation structuring of broadband light

4.1 Introduction to broadband beam shaping

The following chapter presents my own work, which aims to expand upon extending the range of arbitrary vector beam shaping of light, from monochromatic (in chapter 3) to broadband sources. Specifically, I demonstrate the vector shaping of light across a bandwidth of 100 nm, which is limited only by the spectrum of the laser source used. In order to achieve dispersion compensation, I use a pair of LC-SLMs in tandem – one to shape the beams as before and the other placed in a Sagnac interferometer. This is to both overlap the beams and diffract them once more to actively reverse the dispersion.

This proof-of-concept is demonstrated experimentally by generating broadband versions of the beams presented in chapter 3, notably the vector vortex beams and Poincaré beams. Once again, the results will be displayed by way of polarisation ellipse maps, although the Stokes measurements will now be spectrally resolved for 4 wavebands across the chosen 100 nm range. Finally, optimisation and limitations of the technique will be discussed, with a note on beam efficiency and fidelity.

The project arose from feasibility studies in converting my system presented in chapter 3 to shape broadband light. The project was led by my supervisor Prof. Padgett, with general advice and proofreading from Prof. Sonja Franke-Arnold (University of
Glasgow). The experimental setup, hologram design, data acquisition and analysis was performed by myself under supervision from Dr Phillips. Dr Neal Radwell (University of Glasgow) provided useful contributions to the writing of the publication. This investigation was published in Optics Express [185], with the results presented at CLEO: 2017 in San Jose (USA).

4.1.1 Wavelength dependence in beam shaping

Over the last 30 years, the combined efforts of commercial entities and the global research community has led to the innovation and ubiquity of light modulation technology in a wealth of applications. As discussed in section 2.5.1, this versatile technology allows for arbitrary amplitude and phase shaping [154, 173]. The techniques introduced in chapter 3.3 can be extended from scalar beam shaping (at most uniformly polarised) to generating vector beams of arbitrary local polarisation [165, 186–189]. Recall from section 3.3.2 that this is typically achieved using an SLM to diffract light into two distinct regions within the +1 order, encoded with the correct relative amplitude and phase such that giving these beams orthogonal polarisations and overlapping them forms the target vector beam [151, 165].

Holography is inherently wavelength dependent. In my overview of holography in section 2.5, I described the off-axis hologram, where a grating is necessary to tilt the object wave away from the unmodulated direct wave and into the first order position to prevent interference of these waves. We must also take into consideration that SLMs are physical devices with a finite phase modulation depth. In the manufacturing process, the $(2\pi)$ phase modulation/ blazing is determined for a single wavelength, $\lambda_0$. The perceived phase modulation changes for neighbouring wavelengths where $\lambda \neq \lambda_0$. These characteristics cause LC-SLMs (and DMDs) to be wavelength dependent, such that any incident beam with a significant bandwidth $\Delta\lambda_0$ will be diffracted into a spread of angles, i.e. displaying chromatic dispersion (section 2.1.6). Till now the scope has been confined to monochromatic sources such as the HeNe laser, which typically has a negligibly small $\Delta\lambda_0$. 
4.1.2 State of the art in broadband beam shaping

There exist specialist fields in research and industry which utilise broader bandwidth light sources which pose a strong argument for the extension of beam shaping capabilities to include broadband light, described in section 1.3.6. Numerous studies have looked to adapt the standardised diffractive optical elements (DOE) for use with near-white light sources – this involves the clever use of SLMs, prisms and custom DOEs to compensate for dispersion. A recent innovation is the use of a Fresnel glass cone to impart an angularly-varying phase on a circularly polarised beam via total internal reflection (recall figure 1.4) [102, 106]. This has the ability to produce vector vortex beams possessing OAM with no dispersion using a white light source. Studies have also considered the $\lambda$ independence inside the central regions of white light Bessel beams formed from an axicon lens [190, 191].

Another solution is to develop a custom DOE such as an $s$ or $q$ plate (figure 1.1) [192, 193]; in [192], an $s$-waveplate was used to convert an incident white light Gaussian beam into a vortex beam with spectrally-varying contrast (due to a wrongly-polarised Gaussian background); by using a QWP and polarising BS (PBS) as a polarisation filter, the optimum contrast for the entire bandwidth can be retrieved. Furthermore, a pair of prisms can be used in tandem to produce a zero dispersion condition [120, 194]. In [195], a prism was placed after the SLM in the image plane such that the individual spectral components are tilted back by varying degrees into a co-axial propagation, with all wavelengths co-incident as before diffraction.

Lastly, to compensate for the chromatic effects of a diffraction grating, we can intuitively consider the use of a second equal but opposite diffraction grating [96, 99]. In [196], the LC-SLM window was split into two – a Bessel beam was encoded onto the first half of the LC-SLM, whilst a compensation grating of the same magnitude was encoded onto the second. By using a double-pass geometry, the compensated co-axial wavelength components of a white light Bessel beam could be passed out. Other 2D LC-SLM divisions exist which seek to split the LC-SLM up into horizontal bands, and impart locally varying phases to the incident beam [92, 93, 95].

Given the wavelength dependency of SLMs which make arbitrary modulation possible, it is important to consider a solution which can interfere two orthogonally polarised diffraction orders – simultaneously compensating for the inherent chromatic dispersion of both beams, and maintaining the orthogonality [120, 195]. In order
to build a solution that achieves these aims, it was important to answer the follow-
ing questions: how does the behaviour of LC-SLMs and DMDs compare when using
broadband light? Also, what optical geometries can be used to adapt the work in
chapter 3 to produce arbitrary broadband vector beams?

4.2 Considerations in broadband beam shaping

When considering the amplitude and phase shaping of broadband light in the diffrac-
tive regime, it is pertinent to understand the implications of using wavelength-
dependent grating holograms, and subsequently note the constraints of coherence
length $l_c$ on vector beam generation. The following section highlights these con-
straints when using LC-SLMs and DMDs in the diffractive regime.

4.2.1 Chromatic dispersion in SLMs

The previous experiment was conducted using a Zeeman-stabilised Neo-ark 262 HeNe
laser ($\lambda = 632.8 \text{ nm}$); we now introduce a comparatively broadband source, the
Qioptiq diode laser with specification iFLEX2000-P-1-640-FCP8-50-NP (642.79 nm).
On switching out the HeNe source for the Qioptiq laser in the previous beam shaping
system, I found that beams A and B possessed chromatic dispersion in the Fourier
plane of the DMD. Notably, this effect disappeared when the DMD was replaced
by an LC-SLM. However, whilst the LC-SLM-generated beams were well defined,
adjusting the relative phase between the beams no longer had any effect on their
interference. That is, at no $\phi_{\text{global}}$ could an LP oriented at $Hz + 45^\circ$ (before the CCD)
produce a $45^\circ \text{ HG}_{10}$ mode, nor would rotation of the LP result in spinning lobes.
This was because the $\Delta \text{OPL} > l_c$, and the corresponding wavetrains of each beam no
longer interfered together after traversing their respective paths through the system.

To further characterise the differences between the two modulators, I extended this
study to include multiple diffraction angles and introduced a substantially broadband
source – the Thorlabs superluminescent diode (SLD) (in figure 4.1(b)) SLD830S-A20
($\lambda = 832.36, \Delta \lambda = 18.5 \text{ nm}$). The spectra of the three lasers are compared in figure
4.1. The spectrometer used was an Ocean Optics USB4000; in spite of sub-wavelength
data points, the similar widths of the spectra in (a) suggest this spectrometer has
**Figure 4.1:** Source spectra: A comparison of the spectrum of each of the laser sources used in the testing of this investigation. The full width at half maximum (FWHM) of the HeNe and Qioptiq source is too small to be resolved by the spectrometer, an Ocean Optics USB4000. The Qioptiq laser is specified to be 640 ± 5 nm but is known to possess lower coherence properties (Δλ > 0.08 nm), particular when used in interferometry with mismatched path lengths. The SLD operates mostly in the near infrared (NIR), and exhibits a much larger FWHM (Δλ ≈ 20 nm).

In figure 4.3, we see a direct comparison of diffractive beam shaping using a DMD versus an LC-SLM. For reference, part (a) shows the effect of setting all mirrors to the “on” state to produce a diffraction limited spot. In the case of the HeNe source, the typical artefacts of blooming and a slight granular background are visible. However, in the case of the Qioptiq, these artefacts are spread out along an axis some 10° from the horizontal. This dispersion is then extremely prominent in the SLD source, to the extent that a larger sensor was required (N.B. the inset of each image has a 0.5 mm scale bar). In this case the diffraction limited spot is dispersed into a streak with the granulation effect becoming fringes emanating from the central streak.

In part (b), the DMD is encoded with an HG mode pair and a low-angle phase tilt such that the higher order modes are diffracted diagonally from the zero order. The same modes were generated using an LC-SLM with similar tilted gratings, and imaged
Figure 4.2: Fourier holographic imaging test: The setup in section 3.5 was simplified to image the zero (faint red) and higher order (red) diffracted modes using a collimated expanded incident Gaussian beam. The reflective LC-SLM is shown in transmission to emphasise the diffraction of the higher orders. With this simple setup we can rule out the influence of other optical components necessary for beam shaping, such as birefringent media.

on a CCD. We observe several features worth noting: for one, both SLMs shape well-defined modes using a monochromatic source. However, in the broadband regimes, the modes are dispersed along the same axis as before, compromising the intensity profile of the mode. Notice that the zero order in the LC-SLM is substantially more intense relative to the modes than in the DMD case – this is evidence of both the higher efficiency of liquid crystal modulation and the importance of correctly blazed gratings in LC-SLMs.

In part (c) a greater tilt angle (resembling that used in chapter 3) is applied, alongside a magnified view of the HG\textsubscript{10} mode; the results from (a) and (b) hold, and the only well-defined modes are those produced by the LC-SLM. Note that in the case of the SLD source with the DMD, the dispersion is in 2 directions – the $\approx 10^\circ$ tilt also found in (a) and the diagonal direction of the tilt hologram – in this test they are not in the same orientation, and so this dispersion cannot be compensated with e.g. a single prism.

Whilst a pair of DMDs were originally considered for high speed broadband vector beam shaping, this test is evidence that a DMD is physically disadvantaged for shaping broadband light compared to an LC-SLM. Whilst a DMD and its mirrors are inherently achromatic for amplitude masking in digital light projection (RGB LEDs), the same cannot be said for the diffractive regime. Here we must acknowledge that between each mirror in the DMD array is a step change in path length that
Figure 4.3: DMDs vs LC-SLMs in broadband holographic beam shaping: (a) diffraction-limited spot dispersion from a DMD. (b,c) the three sources were all used to generate a pair of +1 order HG_{10,01} mode sets – the basis for vector vortex beams. The number of phase cycles within each beam in (x, y) is labelled on the left. A monochromatic HeNe source shows zero chromatic dispersion, regardless of the modulator or the tilt angle. With short coherence sources (Qioptiq and SLD), the extended range Δλ is diffracted into a spread of angles in the FP; the resultant modes are then smeared out in the transverse plane. This dispersion appears to be significantly worse with a DMD, in part due to the interplay between the 2D binary-state mirror array and the diffraction angle encoded on neighbouring wavelengths.
acts on neighbouring wavelengths differently – this causes an additional stepped tilt grating to act on the beam, which results in a non-blazed wavelength-dependent shift that can disperse the hologram tilt at broad bandwidths. The following investigation therefore makes use of a pair of LC-SLMs.

### 4.2.2 Coherence revisited

To examine the effects of temporal coherence, I compared the self-interference of the HeNe and Qioptiq sources. Whilst the spectra in figure 4.1 do not resolve the differences in bandwidth, we can deduce a lower bound for the Qioptiq by use of a shearing interferometer. With such a device, self-interference is only visible if the coherence length is greater than the thickness of the glass, i.e. $l_c > \Delta \text{OPL}_{\text{shear}}$. The Qioptiq was found to produce no visible fringes for $\Delta \text{OPL}_{\text{shear}} \approx 2.5$ mm, which infers a bandwidth of $\Delta \lambda > 0.083$ nm. Whilst a HeNe source is often coherent over metres (or greater), broader bandwidth sources such as the Qioptiq must be path length matched. For example, the optical path difference in chapter 3 comprises of the thickness of HWP1 ($\approx 2$mm) and the difference in extraordinary ray path inside the beam displacers.

**Figure 4.4:** **Wollaston prism interference test:** A $45^\circ$ linearly polarised beam is incident on a Wollaston prism (optical axes marked), such that equal components are refracted by the ordinary and extra-ordinary refractive indices. The beams exit at angle $\theta_1$ to one another. A lens is placed sufficiently close such that the beams interfere on the camera at distance $f$. By placing birefringent elements in the back focal plane of the lens, the impact of an OPL mismatch can be probed. Adjusting the perpendicularly of these elements by angle $\theta_2$ can adjust the $\Delta \text{OPL}$ with $\mu$m precision.
Figure 4.4 shows a simple test to characterise the effect of optical path length (OPL) matching using the Qioptiq source: after propagation through a Wollaston prism and lens, orthogonally polarised beams A and B interfered in the plane of the camera. The camera image detected for each scenario is shown in figure 4.5, with the corresponding row averaged interferometric visibility \( V \in [0 : 1] \) which quantifies the contrast. In (a), both beams passed through a HWP in the back-focal plane of the lens to interfere with the same polarisation; one HWP can be oriented with some angle to the other such that the effective OPL of the medium is increased. The result is a subtle control of the path length, and the interference fringes lose 50% visibility at \( \theta_2 > 45^\circ \). In (b) this HWP was replaced with a set of plane glass optical delay elements (ODEs), specifically microscope slides and cover slips – clearly the path difference is only within the coherence length when thickness \( d \approx 2 \text{ mm} \) to match the HWP. Finally, the role of polarisation-matching was tested (c): in short, the maximum visibility of fringes still occurs when the path lengths are matched. The transmission through the waveplates is maximal when the polarisations of beams A and B are oriented in the same direction – this parameter appears to only constrain the energy in the interferogram, and has little effect on the peak visibility between fringes.
Figure 4.5: Broadband interferograms in OPL matching test: (a) When both beams pass through a HWP, the ΔOPL is effectively zero – however, departure from normal incidence by rotating one HWP increases the optical path length, \( nd \), reducing the fringe contrast (where \( n \) is the refractive index of the element). (b) A more substantial ΔOPL is achieved by changing the medium thickness, \( d \). (c) Combined path length and polarisation orientation matching achieves greater contrast still, as each beam contributes optimally with minimal stray light to wash out the fringes.
4.3 Broadband vector beams: experimental setup

The requirement for dynamic arbitrary control with dispersion compensation, as discussed in section 4.1, shows a precedent in using SLM pairs. I therefore chose to use two identical LC-SLMs – one to modulate the amplitude and phase (as performed by the DMD in chapter 3.5), and a second devoted to dispersion compensation to be placed in the image plane of the first. The process of combining orthogonal beams to allow for vector shaping is then an added complication which must be incorporated into this LC-SLM system.

As discussed in section 2.5.1, liquid crystal-based SLMs only modulate one axis of polarisation of an incident field. In the case of [165], beams made orthogonal and separated by a Wollaston prism are both modulated by strategic placement of a HWP. A double pass through the refracting optics before recombination suggests that there is no room for independent beam dispersion correction. We therefore opted to implement a polarisation-invariant second LC-SLM, which has been documented in [197, 198]: In short, an arbitrarily polarised beam incident on a polarising beamsplitter (PBS) is split into orthogonal p and s states – for an LC-SLM that modulates the s state only, the s state is passed straight to the modulator. The p state is instead reflected from a mirror through a HWP to be rotated into the s state before modulation.

The two paths form a Sagnac interferometer (see section 2.1.5); the net result is that two diffracted beams pass out of the same PBS face as the beam was originally incident upon, still orthogonal albeit with flipped polarisations. Several designs were considered to incorporate a dual-SLM Sagnac interferometer, which included the use of a double pass of a single LC-SLM with a split hologram for the two modulations. However, there were concerns over the proximity of the various beams to the optics in such a confined setup, and there was uncertainty over the impact of having markedly different angles of incidence between the first and second pass.

The following is an in-depth account of the features and operation of our eventual experimental setup for 100 nm broadband vector beam shaping, shown in figure 4.6. Firstly, a Fianium Femtopower 1060 (SC-400-6) Supercontinuum laser (SC) with a bandwidth spanning 1600 nm was used as a white light source. Bandpass filters were used to constrain the raw spectral range to 455-600 nm within the visible spectrum (as shown in figure 4.7).
Chapter 4. Polarisation structuring of broadband light

Figure 4.6: Experimental setup: From our publication, [185]. Stage 1: beam preparation and shaping, in the same operation as in chapter 3. Stage 2: a displaced Sagnac interferometer used to simultaneously correct the chromatic dispersion and recombine beams A and B at the PBS (purple). Stage 3: vector beam characterisation arm. The SC source enters the system via a polarisation-maintaining fibre (PMF). The beam expansion is performed by lenses F1 (20 mm) and F2 (100 mm). A pair of Boulder Nonlinear Systems P512-0635 LC-SLMs with 512 × 512 resolution were used. HWP1 and HWP2 are achromatic and blue-centred half-wave plates respectively. NPBS and PBS are non-polarising and polarising beamsplitter cubes. Lenses F3-F5 share a 300 mm focal length for unity magnification in the 4F imaging of SLM1 onto SLM2. M1-M7 are visible dielectric mirrors. ODE is a custom made optical delay element. LP and QWP are a linear polariser and achromatic quarter-wave plate, respectively. BP is one of the four bandpass filters used to isolate the four wavebands measured. A Prosilica GC660 CCD with resolution 656 × 494 is located in the FP of SLM1 and SLM2. Inset (i) depicts the white light chromatic dispersion from a simple vertical grating, with red dispersed the most and blue the least.

The operation of the setup is divided into three separate stages: in stage 1, the initial input beam is expanded and shaped into a +1 order of two beams using a liquid crystal spatial light modulator (LC-SLM). Stage 2 features a displaced Sagnac interferometer, which combines the diffracted beams whilst simultaneously compensating for the inherent chromatic dispersion. Lastly, the optional third stage is for analysing the resultant vector beam.

In stage 1, the SC beam is expanded and collimated using lenses F1 and F2, such that the beam overfills the first LC-SLM (SLM1) from a small angle of incidence.
Figure 4.7: Supercontinuum spectrum: A comparison of the spectrum of the SC after passing through 455 to 655nm filters (blue), and the vector beam spectra incident on the CCD after beam shaping (black). The net contribution of the various wavelength-dependent components is to clip the full bandwidth – this is in part due to specific anti-reflection coatings found on e.g. the Boulder LC-SLMs. The wavebands ultimately measured are also superimposed from 555 to 655 nm.

(\sim 5^\circ). The 8-bit hologram sent to SLM1 then diffracts the input beam into two locations either side of the zero order in the Fourier plane, i.e. beams A and B (as in section 3.5). SLM1 only modulates the vertical polarisation component of the input beam, and so the diffracted modes are strongly vertically polarised. The hologram is also equipped with the same spatial control of the intensity and phase of A and B independently of one another. Lens F3 performs an FT on the field diffracted from SLM1, before aperture APT1 cuts off any undesired orders (notably the non-diffracting zero order shown in figure 4.6 as white). Only beam A passes through HWP1 to become orthogonal to beam B.

An optical delay element (ODE) was inserted into the path of beam B – shown in figure 4.8, this was a combination of glass cover slips and microscope slides, chosen to fully compensate the optical path length of the light through HWP1 on beam A. A further degree of freedom was added to fine-tune this delay: the angle of the ODE was pivoted away from normal to the beam axis, by up to \sim 10^\circ to increase the optical path by tens of \mu m. Ideally, the ODE should be perfectly normal to the passing beam to prevent any astigmatism, however this was ultimately not the limiting factor. Glass slides were used over a matching HWP because of the ease...
of OPL matching by the pivoting method used, and the lack of any bezel or optical cement at the edges which would obstruct the beams.

![Figure 4.8: DSLR photo of experimental setup: A white line was superimposed onto the approximate zero-order beam paths for clarity. Inset, the Boulder LC-SLM used for SLM1 and SLM2; also, beams A and B pass through HWP1 and the optical delay element (ODE) respectively.](image)

Stage 2 comprises a second LC-SLM, denoted SLM2. This is positioned at the far end of a “displaced” Sagnac interferometer, where original beams A and B travel through the interferometer in opposite directions, and do not interfere at the output. SLM2 is used to diffract these beams into directions which exactly counteract the chromatic dispersion introduced by SLM1. For simplicity, beams A and B are colour coded: consider beam A (red), which enters stage 2 horizontally polarised; after passing through unimpeded by a polarising beam splitter cube (PBS), beam A’s polarisation is rotated by 90° using HWP2 to prepare the beam for diffraction by SLM2, which also has a vertical modulation axis. Note that SLM2 is situated in the image plane of SLM1, with matching lenses $F3, F4, F5 = 300 \text{ mm}$ forming a 4F imaging system in between.
If SLM2 was replaced with a mirror, beam A would reflect off mirrors M2,M3 and propagate along the upper grey path to M4,M5 before reflecting from the PBS and returning along the same path from which it entered. However, with the introduction of a linear grating on SLM2, beam A is diffracted away from the zero order such that it instead crosses point X inside the PBS. The grating applied to SLM1 is in fact equal in magnitude but opposite in direction to the grating applied to SLM1 – this means that the first order beam born from beam A as the incident beam is now coincident and collinear with the path of the original (white) zero order of SLM1. This is critical because it is only along the original zero order path that the chromatic dispersion of both beams A and B is fully compensated.

At the same time, beam B (vertically polarised) reflects from the PBS along the opposite direction to beam A towards SLM2. Already vertically polarised, beam B needs no HWP. After diffracting from the same hologram on SLM2, the first order beam born from beam B is necessarily rotated 90° by HWP2 before also reaching point X inside the PBS. Thus the progeny of the original beams A and B overlap at X orthogonally polarised, with the chromatic dispersion theoretically eliminated. These beams are collinear, and combine to form a vector beam (purple) which leaves the PBS out the same facet that beam A and B originally enter. The previously passive non-polarising beamsplitter (NPBS) is then used to pass out the vector beam, before aperture APT2 (located at the FP of SLM1 and SLM2) blocks the original dispersive beams A and B.

Finally, the optional third stage is for analysis – for my investigation I used a pair of lenses ($F_6 = 200$ mm and $F_7 = 150$ mm) to demagnify the beam onto a CCD, which is also the re-imaged Fourier plane of both SLMs. Using a set of bandpass filters, an LP and QWP, the spatial and spectral properties of the resultant vector beams could be determined by their Stokes parameters.
4.4 Broadband vector beams: hologram design

The treatment of orthogonally polarised beams A and B to achieve vector vortex beams depends on the intensity, phase and polarisation of the vector beam to be generated, which was previously investigated in [165] and in my previous work [151] (chapter 3). My aim here was to produce arbitrary broadband vector beams centred around $\lambda_0$ in the FP of both SLM1 and SLM2. That is, to generate beams defined by:

$$E(x, y, \lambda_0) = \begin{bmatrix} E_A(x, y, \lambda_0)e^{i\phi_A(x, y, \lambda_0)} \\ E_B(x, y, \lambda_0)e^{i\phi_B(x, y, \lambda_0)} \end{bmatrix}. \quad (4.1)$$

Here, $E_{A,B}$ is the amplitude of the E field, and $\phi_{A,B}$ is the phase of the horizontally polarised beam A and vertically polarised beam B respectively. The $(x, y)$ variables represent the Cartesian co-ordinates within the transverse plane of the target beam. The spatial modes encoded into beams A and B are then defined as $E_{A,B} = E_{A,B}e^{i\phi_{A,B}}$.

As was the case in section 3.6, the role of SLM1 in stage 1 of the setup is to diffract light into the +1 order made of beams A and B, now at a selected central design wavelength $\lambda_0$. This can likewise be defined at the SLM1 plane as the complex field:

$$S_{\text{dual}}(u, v, \lambda_0) = W_{\text{rel}}e^{i\phi_{\text{global}}A} + (1 - W_{\text{rel}})B = S_{\text{dual}}(u, v, \lambda_0)e^{i\phi_{\text{global}}A}, \quad (4.2)$$

$$A = \mathfrak{F}(E_Ae^{i\phi_A})e^{i(\phi_{A,\text{tilt}})}, \quad B = \mathfrak{F}(E_Be^{i\phi_B})e^{i(\phi_{B,\text{tilt}})}. \quad (4.3)$$

Here $(u, v)$ are the Cartesian co-ordinates in the SLM1 plane, and $\mathfrak{F}$ is the Fourier transform to convert between the SLM1 plane and the Fourier plane where the target field lies. The same dynamic optimisation parameters from equation 3.16 – $W_{\text{rel}}$ and $\phi_{\text{global}}$ – return in equation 4.2 to allow the user to tune the relative global power and phase of beams A and B. Specifically, $W_{\text{rel}} \in [0 : 1]$ is a real number which defines the fraction of power sent to A and B respectively; neglecting the envelope function of the grating, the powers are equal when $W_{\text{rel}}$ is 0.5. Next, $\phi_{\text{global}} \in [0 : 2\pi]$ is the relative phase between A and B whilst $\phi_{A,\text{tilt}}$ and $\phi_{B,\text{tilt}}$ are the wedge tilts used to diffract A and B into different spatial locations in the far field of SLM1.

The use of a phase-only LC-SLM over a DMD requires a different approach for complex modulation. There has been considerable work in this field to determine the optimal algorithm for modulation in a variety of environments – in fact they all
aim to tune the resulting intensity in a given location by spatial modulation of the efficiency of transmission in the desired diffraction order. The differing beam profiles produced result from where the unwanted light is dumped [72, 147]. I chose to utilise the method defined by Davis et al. (1999) [154]: whilst the phase on SLM1 is purely the target phase, the target amplitude is a spatial variation in the contrast of the diffraction gratings which direct the light into the target orders. It is this change in the contrast which modulates the efficiency of light into the target +1 order, and so the amplitude across the beam profile can be adjusted with these losses in efficiency. In the ideal case of the input beam having uniform intensity and phase, the phase hologram generated for SLM1 is defined as:

\[
H(u, v, \lambda_0) = \left[1 - \frac{1}{\pi} \text{sinc}^{-1}\left(S_{\text{dual,norm}}(u, v, \lambda_0)\right)\right] \phi_{S,\text{dual}}(u, v, \lambda_0) \tag{4.4}
\]

with \(S_{\text{dual,norm}}\) the normalised amplitude function \(S_{\text{dual}}\). This equation gives total control of the phase and intensity of beams A and B respectively, whilst also allowing the fine tuning of their relative global power and phase.

**Figure 4.9:** Dual hologram design: Adapted from our publication [185]. (a,b) Beams A and B are formed by the combination of the target complex field and separate linear tilt gratings, with an added corrective phase (c,d) using the method in section 4.4.2. The resultant hologram (e) is displayed on SLM1 to form a pair of modes in the +1 order ready for orthogonalisation. Figure 4.10 details the geometry that allows SLM2 to require only a simple linear grating (f) to both compensate for the chromatic dispersion and recombine the beams at the PBS.

The argument for the dispersion-compensating hologram on SLM2 is presented in figure 4.10: by considering the geometry of the chosen tilt angles of beams A (blue) and B (red) from the first SLM, it can be shown that the appropriate tilts required to redirect them both back onto the original zero order (green) axis can be achieved with the same single grating, rather than a combination of two different tilts. This
Figure 4.10: SLM2 hologram argument: A stepped explanation of the simple linear grating on SLM2, in spite of the opposing tilts on SLM1. By tracking the horizontal and vertical rotations performed by each component in the Sagnac interferometer, it is evident that an additional lateral flip of beam A leads to each beam requiring different sign changes for an exactly inverse grating: The tilted position of the beams (written here as number of phase cycles in each axis), after SLM1 (step 1) undergo various rotations with respect to the zero order position (green) through steps 2-5. In order to return the beam positions to step 1, the anticipated inverse of SLM1 must undergo a sign change of the vertical tilt for beam A (blue) and a vertical and horizontal tilt for beam B (red). This conveniently leads beam A and B to require the same tilt when inverting the grating of SLM1 to steer the beams back towards the axis of zero dispersion.

is only possible because the two beam paths towards SLM2 are not equivalent – beam B undergoes an additional lateral flip compared to beam A, by reflection off the PBS. This fortuitous discovery increases the final efficiency of generated vector beams. The phase tilts on SLM1 to create beams A and B (and shown in figure 4.9(a,b)) are defined as:

$$\phi_{A,\text{tilt}}(u,v) = \frac{2\pi}{\lambda_0 f_3}(ux + vy),$$  \hspace{1cm} (4.5)

$$\phi_{B,\text{tilt}}(u,v) = \frac{2\pi}{\lambda_0 f_3}(-ux + vy).$$  \hspace{1cm} (4.6)

As introduced earlier, $\lambda_0$ is the central design wavelength of the broadband light source. The resulting +1 order is then located in the Fourier plane at the Cartesian
co-ordinates \((x, y)\) and \((-x, y)\) for beams A and B respectively. In these co-ordinates
the zero order position is found at the origin, and \(f_3\) is simply the focal length of
the Fourier lens F3. By using these co-ordinates for the phase tilts of A and B, both
beams are then simultaneously diffracted back into the zero order position by a single
grating on SLM2, defined as:

\[
\phi_{\text{SLM2}}(u, v) = \frac{2\pi}{\lambda_0 f_3}(-ux - vy). \tag{4.7}
\]

An example of the 8-bit greyscale holograms sent to SLM1 and SLM2 for the gen-
eration of dispersion-free radially polarised vector vortex beams is given by figure
4.9(e,f). Parts (c,d) show the phase correction maps used for beams A and B respec-
tively, which is discussed further in section 4.4.2.

### 4.4.1 Lookup table

LC-SLMs are calibrated for general use around \(\lambda_0\) – for complex beam modulation,
control over the mapping of phase to greyscale across the hologram is another degree
of optimisation. There are more elaborate methods to optimise the phase response of
the device [199], however it is sufficient in this context to consider only the following:
by choosing a set of 2D mapping co-ordinates as seen in figure 4.11, a continuous
spline interpolation may be used to map the phase between a greyscale bit depth of
\([0 : 255]\). Adjusting the shape of the spline amounts to adjusting the power sent to
each of the diffraction orders which is key for +1 order efficiency.

### 4.4.2 In situ wavefront correction

In an ideal scenario, the SLMs would be initially optically flat; all transmissive and
reflective optical components would exactly relay the target amplitude and phase,
and all components (including the detector) would be placed in the correct planes
with no human error. In the absence of these conditions, we must correct real-world
aberrations: these include any imperfections or dirt in the optics used, a departure
from optical flatness in the LC-SLM pixel profile, and instances of beam defocus
along the optic axis (particularly at the camera plane).
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Figure 4.11: **LC-SLM Lookup table:** Commercial LC-SLMs are calibrated to perform in a specific diffractive regime with some central wavelength. One can adjust the mapping of the hologram phase to the 8-bit grey-scale that makes up the dynamic range of the modulator; this can be used to alter the efficiency of the complex beam shaping depending on the application. For example, to adjust the power into the zero/first orders.

Fortunately, such measures can be implemented using *wavefront correction*. One such example, presented by Čičmár *et al.* (2010) [200] uses orthogonal mode decomposition to determine the additional phase corrections that must be applied to every location on the wavefront – such that each location constructively interferes at a single diffraction limited spot in the camera plane.

By the theory of orthogonal mode decomposition, upon propagating, an optical field may be considered as being composed of orthogonal modes of some arbitrary basis. Whilst these orthogonal modes may be focused towards a common position in 3D space, full constructive interference between modes can only be achieved when phase aberrations are also taken into account. The technique is presented in figure 4.12(a,b), whereby a simple tilt hologram is encoded onto the modulator. [200] then uses the modes defined by the segmentation of the modulator array (512×512 for the Boulder Nonlinear Systems LC-SLM) into independent superpixels of equal dimension *n*, i.e. an orthogonal mode set of dimension $\frac{512}{n} \times \frac{512}{n}$.

The aim of the technique presented in [200] is to determine the phase correction required by each mode in the basis such that they will focus to the same 3D position.
with the same phase. A central mode is selected as the reference, which is displayed throughout and whose phase remains fixed. For a given superpixel probe position, that superpixel and the reference superpixel alone are activated using a binary amplitude mask (figure 4.12(b)); by placing a camera in the FP of the modulator, we can then measure an interferogram in the +1 order position (figure 4.12(c)).

Next, a location within the interferogram on the camera was chosen as the pixel readout for the single measuring signal – the optimal readout pixel was determined by temporarily using the full grating and using the location of the +1 order. This prevented any unnecessary corrections – a readout pixel anywhere else in the FP would result in a correction map with an unnecessary linear phase tilt.

The following process was used to characterise an aberrated beam: for each probe superpixel position, the phase across the superpixel was shifted in increments of $2\pi/m$ where $m = 10$, such that an entire $2\pi$ phase cycle was scanned at a rate $\nu$. At each increment, the intensity at the pixel readout location at the centre of the interferogram was read, which results in an intensity signal defined by:

$$I(t) \propto |E_p|^2 + |E_r|^2 + 2|E_p||E_r|\cos(\psi_p - \psi_r + \nu t).$$  \hspace{1cm} (4.8)

Here, the field of the probe and reference modes are $E_{p,r}$ and their phases $\psi_{p,r}$ respectively. Through all $m$ phase increments, this resulted in a 1D periodic curve of intensity recorded by the camera. Since $\cos(0) = 1$, the harmonic cosine term in the above equation is maximal when the argument satisfies $0 = \psi_p - \psi_r + \nu t$, which implies that for optimal constructive interference between the probe and reference modes, $\psi_p = \psi_r$ which is achieved when the probe mode receives an additional phase correction of $\nu t$ [200]. These terms were recovered by performing an FT on the 1D array above. This procedure was repeated for every superpixel mode in the modulator array, before the individual phase corrections $\nu t$ for each mode were combined within their superpixel locations to form a phase correction map. For the chosen linear diffraction grating this map will focus all modes down to the same point in phase, with only additive energy such that an optimal diffraction limited spot is formed.

The technique was applied to both the DMD holograms in figure 3.11 and SLM1 as depicted in figure 4.9(c,d); beams A and B were corrected individually for the same readout pixel location. To demonstrate both defocus and higher order corrections, the following examples are provided: firstly, a diffraction-limited spot is shown in
Figure 4.12: **In-situ wavefront correction**: The fundamentals of in situ wavefront correction, following the work presented in [200]. The target tilt hologram (a) is masked to show a reference superpixel and a probe superpixel (b) which raster scans the entire hologram. For each position of the probe, the two superpixels create an interferogram (c) – the probe superpixel scans a full cycle of phase, and records the phase value which returns the highest intensity. The full set of these phase values forms a 2D phase correction map, which can be applied to the original hologram tilt to optimally focus light into a single mode (d). (e,f) demonstrates that the correction can detect deliberately added higher order aberrations such as this combination of Zernike modes.

Figure 4.12(d) filtered with and without a $1000 \times$ ND filter. Before correction, the beam is misshapen and its energy spread over a large area. After the correction phase is measured and applied, the beam is focused down into a spot. In a further test, a Gaussian mode was preloaded with a known aberration: a superposition of Zernike modes provided an asymmetric field with low and high frequency regions (figure 4.12(e)). The resulting correction (f) resolves an approximation of the aberration, albeit with less accuracy in the high frequency regions when the fringe spacing matched the superpixel resolution.

There are a few intricacies to mention for this procedure: firstly, there is a practical limit to the resolution of the phase map retrieved. For the LC-SLM used, a resolution $\frac{512}{n} \times \frac{512}{n}$ with $n = 10$ uses only 0.08% of the SLM during each measurement – the
smaller the superpixels, the larger the interferogram produced, and the lower the intensity per unit area. Thus at around $n = 8$ the +1 order interferogram is at risk of being washed out by the zero order granular effect depicted in figure 4.3(a).
4.5 Broadband vector beams: results

The aim of this investigation was to present broadband vector beams with near-arbitrary polarisation control, which emulate the functionality of the beams presented in chapter 3, but usable across at least 100 nm. Using the third stage of the experimental setup, the beam polarisation states were again probed with a QWP and LP in order to generate the Stokes parameters, in accordance with [102, 151], (defined in section 2.2.6). However, in this investigation, the polarisation states should be maintained across the entire bandwidth. In order to determine the practicality of this, four wavelengths spanning 100 nm were selected for individual Stokes measurements using the following set of bandpass filters: 555.6±4.05 nm, 589±5 nm, 635±3.5 nm and 655.6±6.05 nm.

Firstly, beams A and B as Gaussian beams were combined to form beams of uniform polarisation: shown in figure 4.13 are two experimental beams, exhibiting 45° linear and circular polarisations across the beam profile. Note that the polarisation maps presented have been rendered with colours to match their measured wavelength. The ellipse parameters were chosen such that the semi-major axis $\geq 0$, whilst the inset intensity profiles ($S_0$) were used as a transparency mask to convey the actual intensity across the polarisation map.

The results for 45° linear beams (a)-(d) show excellent uniformity with identical orientations, and a strong Gaussian profile. For the circularly polarised case (e)-(h), the beams are less accurately polarised, resembling a more elliptical polarisation state – note that in spite of careful alignment throughout the system, there remained a hidden misalignment which manifested as a shift in the relative amplitude and phase with wavelength. As such, it was only possible to generate a very accurate polarisation field in one of the four bands with any one alignment; the beams were ultimately aligned at the central wavelength $\sim$ 605 nm.

Figure 4.14 compares the ellipticity and orientation of the uniformly polarised beams from section 3.7.1 with the results achieved in this broadband setup. It is clear that the accuracy of these parameters varies with wavelength. For linear 45° beams (shown in a,b), $(P_{maj}/P_{min}, \theta)$ values range from $(0.048 - 0.16, 39.8 - 44.5)$; for circularly polarised beams (c), the ellipticity was found to be $(0.65 - 0.77)$. In terms of ellipticity, the 555 nm filtered beams far outperform the remaining bandwidth, on a par with the DMD vector modes (see section 3.7.5). As expected, any deviation
Figure 4.13: **Experimental vector beams of uniform polarisation:** From our publication, \([185]\). For each waveband, the Stokes measurements were recorded using a LP, QWP and bandpass filter before the CCD. When beams A and B are Gaussian with zero relative phase, the orthogonal polarisation components combine to produce linear 45° beams (a-d). When the phase difference is \(\pi/2\), these beams tend towards circular polarisation. Each image is a polarisation map where each pixel in the raw CCD image (inset) is used to form a polarisation ellipse. A 30 \(\mu m\) scale bar is shown in (a) and (e).

from \(\lambda_0\) results in a shift in accuracy, however this shift is a positive one in ellipticity and negative in orientation.

Secondly, I present the generation of radially and azimuthally polarised vector vortex beams across a 100 nm bandwidth, shown in figure 4.15. The orientation, linearity and intensity of each beam shows a strong agreement with the simulated beam profile sent to SLM1. Note that the average radius of these vector beams increases with the waveband measured; this is due to the desired beams being imaged in the FP of SLM1, where the size of the object scales with the wavelength. For vector vortex beams, the relationship of the amplitude and phase components of beams A and B is exceptionally important. As such, any departure from ideal HG modes of purely orthogonal polarisation results in ‘lobeness’ – regions of the vortex beam which appear more elliptical than the target linear polarisations.

To illustrate the compensation achieved by using dual SLMs, the Fourier planes of both SLM1 and SLM2 were captured using a DSLR camera and CCD respectively, as shown in figure 4.16. In part (a) we see that each of the diffracted orders are dispersed
Figure 4.14: Ellipticity and orientation of uniform beams: Each polarisation ellipse map was made from 2D arrays of $(P_{maj}, P_{min}, \theta, h)$. We can use the average of $(|P_{maj}/P_{min}|, \theta)$ across the beams to quantify the accuracy. Each array was thresholded at the full width half maximum of $P_{maj}$ to avoid contributions from background regions with reduced beam intensity. The DMD vector beam results (blue, magenta) are included for reference.

Figure 4.15: Experimentally generated broadband radial and azimuthally polarised vector beams: From our publication, [185]. By loading beam A and B with combinations of HG$_{1,0}$ and HG$_{0,1}$ and carefully weighted relative global amplitude and phases, the beams interfere to form vector vortex beams – specifically with radial (top row) and azimuthally (bottom row) polarised profiles. Inset of each polarisation ellipse map is the raw CCD image with no LP or QWP. A 30 µm scale bar is shown in (a) and (e).
along the axis from the zero order, with the rate of dispersion angle increasing with order number. In the FP of SLM2 (b), all but the +1 order has been filtered out, and these beams become the new zero orders on SLM2; the secondary +1 beams born from these are diffracted onto a common axis as a dispersion-free vector vortex beam.

Next, the generation of broadband “lemon” and “star” Poincaré beams is shown in figure 4.17. In general, the polarisation states achievable span most of the Poincaré sphere (section 2.2.5)\cite{162, 182}. As was the case in figure 4.15, the beam waists scale with wavelength. Given that the Poincaré beams feature a radial transition of handedness, this is depicted as a transition from red (left) to blue (right). The inaccuracies in this vector beam manifest as non-linear states in the ring around the centre, as well as slight asymmetries in the handedness. The intensity profile of the inset CCD images resemble an aberrated Gaussian, due to the imperfections in the beam shape and misalignment that are exacerbated when interfering superpositions of LG beams with this particular setup.

In the second half of section 3.7.5, a method for quantifying the “likeness” of the Stokes measurements was introduced. The same strategy was applied to these equivalent broadband spatially varying vector beams: figure 4.18 presents the Fourier plane beam results. The black triangle data points demarcate the HeNe DMD vector
Figure 4.17: Broadband Poincaré beams: From our publication, [185]. Combinations of LG_{1,0} and LG_{0,0} combine to form the ‘lemon’ and ‘star’ Poincaré beams, whose polarisation states span virtually all of the Poincaré sphere. Here the polarisation handedness is shown as a gradient from red (left) to blue (right). Inset of each polarisation ellipse map is the raw CCD image with no LP or QWP. A 30 µm scale bar is shown in (a) and (e).

beams from section 3.7.2; the remaining points are colour-matched with their respective filter. Whilst this is not a complete analysis, it indicates the relative quality in the two beam shaping methods, when also considering the different regimes used (monochromatic vs broadband).

Recall that for DMD radial and azimuthal beams (figure 4.18(a,b)), the raw beam likeness deviation and average across the measurements ($L_{d,0}, L_{d,avg}$) was ($<0.01, 0.02$). In figure 4.18(a,b), we find a likeness deviation of ($<0.01 - 0.062, 0.03 - 0.085$) accounting for the 4 filter bandwidths across 100 nm. This suggests that $L_{d,0}$ can be up to 6× worse to recreate the theoretical beam profile, whilst the average deviation $L_{d,avg}$ is 4× worse. This sounds ominous, but amounts to full pixel deviations of (6%, 8%) from the theoretical, as opposed to the DMD case (1%, 2%) (when $L_d = 0.01$ corresponds to 1% deviation).

In the case of DMD Poincaré beams (c,d), these same parameters ($L_{d,0}, L_{d,avg}$) were found to be (0.017 – 0.035, 0.02); in the broadband case we find that across the bandwidths measured, (0.01 – 0.16, 0.06 – 0.1). This amounts to full pixel deviations of (3.5%, 2%) for the DMD experiment and (1.6%, 10%) in this broadband case. Clearly, the $I_0$ Stokes images of each Poincaré beam is a strong match for the theory,
which is expected given its Gaussian profile. However, the deviations arise when recording the remaining Stokes measurements, which expose a difficulty in matching the theory. Recall that this was apparent in the Poincaré results of chapter 3 when compared to the vector vortex beams; in this case, the issues are magnified when using $\lambda \neq \lambda_0$.

Figure 4.19 presents a selection of vector beam superpositions to showcase the potential of the setup. The first and second columns show beams A and B on the CCD in the absence of APT2 – these are the chromatically dispersed beams of the SLM1 +1 order which become reflected zero orders from SLM2. As expected the dispersion of these beams is in the direction of the tilt hologram acting on each mode. The final column “A+B” is the compensated vector beam, where the diffracted progeny from beams A and B overlap along the zero dispersion axis (as in figure 4.16).

Parts 4.19(a)-(c) are comprised of lower order HG mode combinations, notably beams with/without a central optical vortex and the same HG$_{4,3}$ + HG$_{34}$ beam presented previously in figure 3.19. Also included is a superposition of HG$_{10,9}$ and HG$_{9,10}$ which exhibits a grid of many roughly defined vortices.

Figure 4.20 is included to demonstrate the challenges in extending the system (in its ultimate alignment) to capturing the image plane of the SLMs – here an amplitude mask of the letters “UoG” was applied to three regions of phase to produce a different polarisation within each letter when using the 635nm filter ($45^\circ$, circular, $-45^\circ$ polarisations). This test failed in part due to the aberrations and alignment which affected our ability to interfere beam A and B as successfully as the mode basis profiles, as well as spatial filtering of non-circular objects.

### 4.5.1 Coherence time of broadband vector beams

Given the vector beams presented are demonstrated to span at least $\Delta \lambda = 100$ nm (centred on $\lambda_0 = 605$ nm), we can approximate the coherence time $\tau_c$, the temporal length of the pulse used in ultrafast photonics. Using the equation from section 2.1.4 the coherence time is found to be $\tau_c \sim 6$ fs. This length of pulse is applicable to the various ultrafast beam shaping examples given in section 1.3.6 which use the dispersion compensation methods described in section 4.1.
Figure 4.18: **Image subtraction in broadband vector beams:** As a continuation from figure 3.20, the likeness deviation from the theory (vertical) is plotted against the Stokes measurement (horizontal). The first column shows the raw beam intensity likeness deviation $L_{d,0}$, when no polariser is used- $L_{d,\text{avg}}$ is then the average of all columns. The black triangle data points demarcate the associated DMD vector beam result from chapter 3.
**Figure 4.19:** Higher order vector beams: Removal of APT2 allows the comparison of the diffracted orders of beam A and B from SLM1 and the combined A+B beam from SLM2. Due to the tilt hologram on SLM2 being the effective inverse of SLM1, the beams are dispersed in the opposite direction, which aligns all wavelengths to a significant accuracy. Inset are the theoretical HG mode orders, where areas of red are $\pi$ out of phase from the blue areas.
Figure 4.20: **Image plane test:** By placing an aperture in the FP of SLM1, the unwanted orders can be spatially filtered out such that the target complex field appears in the image plane. The phase of the tilt accompanying each of the letters in a binary amplitude mask was adjusted to produce (45°, circular, −45°) polarisations in the U, O and G respectively. Residual misalignments in the system led to the combination of beams A and B failing to accurately produce the intended polarisations.

### 4.6 Broadband vector beams: discussion and conclusion

In order to gauge the success and viability of this investigation for future research and application, it is important to highlight the areas in which these results can be improved upon, and differentiate between those which are unavoidable due to the physics involved.

#### 4.6.1 Evaluating the setup and design

The successful generation of vector beams with spatially varying polarisation is largely dependent on the intricacies of beam modulation and its ability to provide the optimum fidelity and efficiency; once this notion is compounded by using quasi-monochromatic bandwidths, great care must be taken to account for the numerous contributing factors.

Firstly, the complex modulation at SLM1 assumes that the incident beam has an approximately flat phase Gaussian profile; the incident beam is in fact coupled out from a polarisation-maintaining (PM) single mode fibre with an output coupler lens and expanded with a telescope with some Gaussian-like profile. Any discrepancy of assumed versus actual beam amplitude results in a drop in efficiency, and is due to the
fact that LC-SLMs are inherently phase-only modulators, and are lossy in amplitude shaping. This effect occurs across all wavelengths, and its impact on efficiency is dependent on the specific shaping chosen [154]. It is clear that this is one of the major contributors of inefficiency in this design, particularly with two LC-SLMs in tandem. In the case of a radially polarised vector beam, this effect would in theory limit the generation efficiency to \( \sim 30\% \).

Another factor to consider when evaluating the efficiency of the optical setup is the wavelength rating of the various optics throughout the system – for instance, the phase retardance of the HWP and the transmission:reflection ratio of the BS used were wavelength dependent, and only some of these components were achromatic. Furthermore, an oversight was made in emulating [197] with the use of a 50:50 NPBS to pass out the combined vector beam from the Sagnac interferometer. This double-pass results in an unnecessary 75% loss in beam power. Since the incoming beams A,B and the outgoing vector beam are spatially separated by a few millimetres, a knife-edge mirror could still be used in place of the NPBS to prevent this loss in efficiency.

As this investigation was a proof of concept, the use of dynamically controlled commercial modulators was critical to discover the nature of dual SLM diffraction; in future, however, the single phase tilt on SLM2 may be replaced with a specially made DOE for even greater efficiency.

### 4.6.2 Operational bandwidth

The bandwidth of the SC output was chosen to match the specification of the optical components and the LC-SLMs themselves. Both SLM1 and SLM2 used anti-reflection coatings optimised for 635 nm. The bandwidth was also constrained by the stability of the system – any vibrations which cause the OPL of beams A and B to differ by more than the coherence length of the broadband source will result in a loss of coherence between beams A and B, and the combined polarisation state will not be tunable. Passing both beams around the same optics in a Sagnac configuration aids this as environmental vibrations affecting the optical table should be common for the entire system.
The experimental results detailing the various vector beam polarisation maps shows a satisfactory agreement with the target beams used in the holograms of SLM1, across the entire bandwidth tested. For the uniform polarisation beams, \( (|P_{\text{maj}}|, \theta) \) parameter values of \((0.048 - 0.16, 39.8 - 44.5)\) were obtained for linear 45° beams, whilst \( |P_{\text{maj}}| : 0.65 - 0.77 \) was found for circular beams. This clearly falls short of the accuracy obtained in the simpler (monochrome) DMD vector beam setup: \((0.07 \pm 0.03, 43.74 \pm 2.3)\) and \((0.89 \pm 0.05)\) respectively for the two polarisations.

The spatially varying vector beams, radial, azimuthal and Poincaré, were quantified by image subtraction in section 4.5. It was determined that the likeness deviation factor \( L_d \) was in general 5\( \times \) worse in this case than in the previous monochromatic setup, with \( L_{d,\text{avg}} \) values indicating a maximum 8% and 10% deviation for vortex and Poincaré beams. This is equivalent to e.g. 10% of all pixels in the measurement image displaying a maximally inaccurate intensity; that this is also wavelength dependent underlines the importance of characterising the chromatic variations in beam shaping with the LC-SLMs.

It is speculated that the true limiting factor of polarisation accuracy was down to uncorrected opto-mechanical misalignments and aberrations which were present even after an attempt at wavefront correction on SLM1 for the central wavelength [200]. Whether it be from deviations in the angle of incidence or defocus, departure from the target beams resulted in local deviations in the polarisation ellipticity and orientation.

### 4.6.3 On correcting the angular dispersion

While using such a large bandwidth, it was prudent to use the central wavelength, \( (\lambda_0) \) of the incident beam when encoding the wavelength-dependent holograms. One must also then consider the effect this has on the remaining wavelengths in the beam. Some of these bandwidth effects can be compensated, whilst others will always work to reduce the efficiency. The primary source of wavelength dependent deformations in the beams diffracted from SLM1 is the chromatic dispersion which breaks up the incident broadband beam wavelengths by angle from the SLM. This angle \( \theta_m(\lambda) \) is defined by the grating equation 2.14, \( \theta_m(\lambda) = \sin^{-1}(m\lambda/d) \), defining the diffraction angle for mode order \( m \), where \( d \) is the grating period of the displayed grating. This is the angular dispersion which is corrected for with the introduction of SLM2 in the image plane of SLM1.
4.6.4 Non-correctable wavelength dependence

The generated holograms (and their wavefront corrections) are tailored for a single wavelength, $\lambda_0$. This can be understood based on the LC-SLM geometric optics – the phase change in each pixel location $\Delta\phi$ may be defined as $\Delta\phi = \Delta \text{OPL}/\lambda$. Here, $\text{OPL} = (\text{Length through LC}) \ast n_{\text{LC}}$, where $n_{\text{LC}}$ is the crystal refractive index. On the assumption that the material dispersion is negligible, the components of the incident broadband beam of wavelength $\lambda_0$ will interact with the correct phase hologram; however, the neighbouring wavelengths within the bandwidth will instead interact with a phase hologram which has been scaled by $\lambda_0/\lambda$.

Recall how phase-only LC-SLMs use pixel-by-pixel contrast to modulate the amplitude – as such, these remaining wavelengths interact with a grating displaying an incorrect contrast across the hologram. The effect, discussed further in the conclusion of our publication [185], was found to have minimal impact on the efficiency and fidelity of the beams simulated. Whilst this is not correctable, it was certainly not the limiting factor in the accuracy of the vector beams generated.

In summary, I have demonstrated a technique for generating dynamically reconfigurable broadband vector beams over a bandwidth of 100 nm, which corresponds to a coherence time of $\sim 6\,\text{fs}$. This optical design applies the recognised dispersion compensation methods of the field and combines a pair of LC-SLMs in an intricate Sagnac interferometer arrangement. This shared path design gives the optical setup added stability from environmental influence, and when coupled with 8-bit amplitude and phase modulation control, is very tolerant of slight misalignments. This design can be made more efficient and compact, which will further emphasise its appeal for applications in white-light and ultrafast beam shaping.
Chapter 5

Group velocity delay of structured light: Bessel beams

5.1 Structured light delay: introduction

The following chapter presents my own work, which aims to use the beam shaping skills and techniques acquired from the previous investigations to explore one more fundamental property of light – velocity. This chapter looks to verify the characteristics of group velocity delay in Bessel beams, once reported by (former colleagues of the University of Glasgow) Giovannini et al. (2015) [201]. The system presented in this chapter is a classical interpretation of a quantum correlation experiment, which uses a combined fibre and airspace interferometer to measure the delay between a Bessel beam and a collimated Gaussian beam. The project was led by my supervisor, Prof. Miles Padgett, with further supervision from Dr. Daan Stellinga. The experimental procedures, hologram design, testing and data acquisition were all performed by myself, with the subsequent data analysis a collaboration between myself and Dr. Stellinga.

The speed at which light propagates and the means to retard it have long been topics of interest within the research community. [10] explains that in the 17th century, Huygens became the first to recognise the apparent slowing of a light beam when propagating through a medium which is more dense than air, now established as the refractive index $n$ such that $v = c/n$. Much later, Jean Bernard Léon Foucault (1819–1868) first quantified the slowing of light through water. Meanwhile, James
Clerk Maxwell (1831–1879) and his theoretical formalism of electromagnetism showed that the electric field could permeate as a transverse wave in the aether with a speed represented in terms of measurable quantities, namely the permittivity $\epsilon_0$ and permeability $\mu_0$ in a vacuum. Thus the speed of light in a vacuum was defined as

$$ c = \frac{1}{\sqrt{\epsilon_0 \mu_0}} \quad (5.1) $$

Light is understood to be self-sustaining transverse waves of an electromagnetic field [10]. In the present day we refer to the speed of light as postulated by Albert Einstein – “that light is always propagated in empty space with a definite velocity $c$ which is independent of the state of motion of the emitting body” [202].

### 5.1.1 Group velocity delay in a medium

In section 2.1.3 the definitions of the phase and group velocity were stated; specifically, in the case of quasi-monochromatic fields, a point of constant phase traverses at the phase velocity $v_p$. Furthermore, interfering neighbouring wavelengths form a superposition of harmonic waves, with a $v_g$ envelope that modulates the average of the oscillation.

To fully appreciate the intricacies involved with light propagation in the real world, we must revisit these concepts. As described by Boyd and Gauthier (2009) [116], the propagation of light through media introduces frequency-dependent dispersions 2.1.6 which alter the beam shape in space and time. The phase velocity $v_p$ applies to the speed of the wavefronts within the pulse, and is defined by $v_p = c/n$. A single pulse of light may be considered as the “superposition of an infinite number of monochromatic component waves” which interfere to give the aggregate pulse envelope [116]. On propagation through different media, the velocity of each component wave differs based on the refractive index. Specifically, that the pulse propagates with a group velocity $v_g = \frac{c}{n_g}$ over sufficiently small distances, where $n_g = n + \omega \frac{dn}{d\omega}$ is the group index. There are no constraints on this – if the dispersion encountered $\frac{dn}{d\omega} > 0$, we may achieve slow light ($v_g << c$); if $\frac{dn}{d\omega} < 0$, we achieve fast light ($v_g > c$).

From the above, it follows that $v_g$ may exceed $c$, and there is a fundamental decoupling of the velocity of a pulse $v_g$ and the velocity of any wavefront component $v_p$ within the pulse [203]. As mentioned in section 2.1.3, this does not imply faster-than-light travel.
that violates causality – for instance, $v_p$ is the speed at which a point of constant phase moves for some *ideal monochromatic oscillation*. It would therefore need to be infinite in size with a constant amplitude, which rules out the possibility that it could carry information.

Several methods have been used to great effect to probe light propagation: this includes the demonstration of exceptionally low $v_g$ (e.g. $\sim 20\text{ms}^{-1}$) in non-linear and structured media such as crystals [204–207] and ultra-cold atomic gases [208, 209]. However, these approaches are not the only method for reducing the group velocity $v_g$.

### 5.1.2 Group velocity delay in free space

Consider the transmission of a plane wave through a hollow waveguide along direction $z$, such as a rectangular cavity. In general, the propagating field incident at some angle will internally reflect down the waveguide boundaries. Within the waveguide, the various propagating modes interfere with one another, creating a transverse standing wave with some lateral structure and, crucially, a transverse component of the wavevector: $k_\perp$. The associated phase fronts between incident and reflected wavevectors then also form nodes on the internal surface of the waveguide. In the 2D case, as shown in figure 5.1, the characteristic eigenmode of the waveguide is then the combination of constituent k-vectors (here $k_{1,2}$), which in this case propagate as plane waves through the waveguide. Considering briefly the single photon case, in order to conserve the total wavevector, either the component along $z$ must decrease, or the effective wavelength must increase. This leads to an observed increase in phase velocity, and in turn a drop in the group velocity. The consequence of this subtle behaviour is that photons in a vacuum with lateral structure will propagate at speeds less than $c$ [210].

According to the supplementary material of Giovannini et al. (2015) [211], this phenomenon can be accounted for by considering the propagation of an arbitrary field. By integrating to find an effective $v_g$ over an entire volume in which the velocity is changing, it can be shown that this group velocity with phase profile $\Phi$, \begin{equation}
    v_{g,z} = \left(\frac{\partial^2 \Phi}{\partial z \partial \omega}\right)^{-1}_{\omega_0}
\end{equation}
results in a nonplanar wave packet traversing the volume (from \( z_1 \) to \( z_2 \)) in time

\[
t = \left[ \frac{\partial}{\partial \omega} \langle \text{arg} \langle \psi(z, \omega_0) | \psi(z, \omega) \rangle \rangle_{\omega_0} \right]_{z_1}^{z_2},
\]

where \( \psi \) is the wavefunction. By use of the Paraxial approximation, the wavefunction \( \psi(x, y, z | k) \) progresses across the volume by \( \frac{\partial \psi}{\partial z} = i k \Delta_{\perp} \psi + i k \psi \), when \( \Delta_{\perp} = \left( \frac{\partial}{\partial x} \right)^2 + \left( \frac{\partial}{\partial y} \right)^2 \). Notably, the author defines the term \( \hat{k}_{\perp} = -i \Delta_{\perp} \) as the quantum mechanical operator of the transverse wavevector, such that \( \langle \hat{k}_{\perp}^2 \rangle \) describes the mean square of the transverse vector component. Finally, the delay of a nonplanar wavefront may be described as

\[
\delta z = -\frac{L}{2 k_0^2} \Re \frac{\langle \psi(z_1, k_0) | \Delta_{\perp} | \psi(z_1, k_0) \rangle}{\langle \psi(z_1, k_0) | \psi(z_1, k_0) \rangle} = \frac{L}{2} \frac{\langle \hat{k}_{\perp}^2 \rangle_{\psi(z_1, k_0)}}{k_0^2}.
\]

In the investigations that follow, it is sufficient to consider the simple ray optics model equivalent, however the principle remains the same: without a medium to delay the wavefront, the existence of a real, non-zero transverse wavevector \( \hat{k}_{\perp} \) results in a reduction of the group velocity.

Let us consider the 3D geometric wave case: a propagating field of wavelength \( \lambda \) and wavenumber \( k_0 = \frac{2\pi}{\lambda} \) can be decomposed into cartesian axes such that

\[
k_0^2 = k_x^2 + k_y^2 + k_z^2.
\]

The practical eigenmodes applicable to this case must be finite in the transverse plane. Following the argument presented in [201], we can therefore constrain the transverse

\[
\begin{align*}
\text{Figure 5.1: Propagation down a hollow waveguide:} & \quad \text{The k vector directions formed by internal reflection off the boundaries of the waveguide imply non-zero transverse components. These k vectors also combine along the boundaries as nodes. This leads to } k_z < k_0, \text{ and in turn a decoupled group and phase velocity.} \\
\end{align*}
\]
components $k_{x,y} > 0$. It follows that $k_z < k_0$: this component of the wavevector in the direction of propagation is inversely proportional to the phase velocity, indicating that in the $z$ direction $v_p > c$ and therefore $v_g < c$ (based on $v_p v_g = c^2$, derived in appendix A). It is critical to note that this reduction of $v_{g,z}$ is not due to the material composition of the waveguide, but the transverse boundary condition $k_{x,y} > 0$, and occurs in free space. This phenomenon is achievable by encoding a light field with structure, which acts to apply the associated boundary conditions, reducing the group velocity by such a degree that it can be readily observed. The delay in $v_g$ compared to the non-structured field can be significantly larger than the wavelength $\lambda$, and so cannot be attributed solely to the Gouy phase shift ($\pm \pi/2$) [212, 213].

In 2015 the work of Giovannini et al., published in Science [201, 211, 214], used a quantum correlation system (Hong-Ou-Mandel interference [215]) to measure the group velocity delay of structured photons – specifically the relative delay between photons from a collimated Gaussian beam and a Bessel/focused beam. Note that this is a valid method because single photons propagate at $v_g$ [216]. This chapter seeks to verify Bessel beam $v_g$ delay by implementing this test within a classical interference system.

5.2 Structured light delay: theory

The following section introduces the Bessel beam structure to be used in subsequent $v_g$ delay tests. Furthermore, a novel method to deduce the group delay from the classical interference of quasi-monochromatic light is also presented.

5.2.1 Group delay of Bessel beams

There exists a particular solution to the wave equation which is “non-diffracting” – a characteristic lack of divergence over some finite but workable distance. The fundamental Bessel beam, as defined by [10], propagates along $z$ as an electric field which is proportional to the zero order Bessel function $J_0$ such that

$$\tilde{E}(r, \theta, z, t) \propto J_0(k_y) e^{i(k_y z - \omega t)},$$  \hspace{1cm} (5.6)
in cylindrical co-ordinates. Here the radial wave vector is composed of \( k_y = k_0 \sin \alpha \) and \( k_z = k_0 \cos \alpha \) for some fixed \( \alpha \in [0 : \pi/2] \). From the Fourier analysis in section 2.4 we may consider a Bessel beam as a field \( \tilde{E}(r, \theta, z, t) \) that can be defined as the superposition of infinite plane waves, whose wave vectors fall on a cone with a physical angle \( 2\alpha \). As a consequence, the intensity

\[
I(r, \theta, t) \propto \tilde{E} \tilde{E}^* \propto J_0^2(k_y)
\]

holds no dependence on the longitudinal position \( z \), and so the transverse profile of the beam holds as it propagates. In practice, a Bessel beam can be viewed on camera as a “bullseye” – a well-defined central spot with concentric rings, all of which receive the same fraction of the total energy (shown in figure 5.3) [10]. Bessel beams are closely related to the modes associated with a circular waveguide, as demonstrated by their generation using a ring aperture [212, 217].

The primary method of Bessel beam generation is by use of an \textit{axicon} lens – a glass prism with both planar and conical faces [218–220]. These lenses refract light according to Snell’s law:

\[
n_{\text{air}} \sin(\alpha + \delta) = n_{\text{glass}} \sin(\delta).
\]

Here \( n_{\text{air, glass}} \) are the respective refractive indices, \( \delta \) is the physical cone angle and \( \alpha \) is the angle between the resultant beam and optic axis. This lens refracts an incident plane wave into conical phase fronts such that they are all defined by a unique radial component of the wavevector,

\[
k_r = \sqrt{k_x^2 + k_y^2}
\]

This solution amounts to a single value of \( |k_\perp| = k_r \), and therefore a definite \( v_p \) and \( v_g \) [221].

As reported by [201], using refractive optics such as wedges, lenses and prisms (figure 5.2) introduces an added complication for the optical path – just 1 cm of glass amounts to \( \sim 10,000 \lambda \), which must be accounted for. Instead, “zero-thickness” diffractive equivalents displayed on LC-SLMs have been used to impart the same phase on an incident beam, which will reflect and diffract an incident plane wave into diffraction orders [222] – as expected, the desired beams are found in the +1 diffraction order location. In the diffractive regime, the wavevector along the direction of propagation
is defined as \( k_z = k_0 - k_r^2/2k_0 \). This in turn produces the velocity components

\[
v_p = c \left( 1 - \frac{k_r^2}{2k_0^2} \right)^{-1}
\]

\[
v_g = c \left( 1 - \frac{k_r}{2k_0} \right),
\]

as stated by [201]. The relative shift in the \( v_{p,g} \) of these Bessel beams with respect to plane waves has previously been analysed in [223–226].

By considering the length \( r \) travelled along the direction of wavevector \( k_0 \) in figure 5.3, we may say that the shift in optical path length (\( \Delta \text{OPL} \)) here between a planar-propagating beam and a Bessel beam is \( |r - L| \), where \( r = L/\cos \alpha \). By a Taylor expansion of \( 1/\cos \alpha \), we may then define the absolute propagation reduction \( \Delta z_{\text{Bessel}} \) of \( v_g \) along \( z \) as

\[
\Delta z_{\text{Bessel}} \approx L \frac{k_r^2}{2k_0^2} = \frac{L \alpha^2}{2}.
\]

That is, over a free space propagation of \( L = 0.8 \text{ m} \), an axicon lens of strength \( \alpha = k_r/k_0 = 5 \times 10^{-3} \) radians should delay the light by 10 \( \mu \text{m} \) (33.3 fs).
Consider again the setup depicted in figure 5.3: an incident plane wave encounters an axicon lens and is refracted radially over a distance of $L$ to an equal but opposite axicon, which reverts the light into a plane wave once more. By dynamically varying the size of $\alpha$ with a fixed $L$, it is possible to measure the characteristic $v_g$ delay of Bessel beams.

### 5.2.2 Measuring the $v_g$ delay in interferometry

The treatment of the group velocity delay of light has thus far been theoretical; it is therefore necessary to introduce a means to measure it accurately under real-world conditions. In [201], time-correlated photon pairs were used in Hong-Ou-Mandel interference – a path delay was inferred from the characteristic dip in coincidence counts. In the classical case, we may consider a more straightforward approach using classical interference.

From the descriptions in section 2.1.3, two beams of the same source will interfere with fringes of some non-zero contrast for as long as the original wavetrains overlap, i.e. are spatially and temporally coherent. A measure of the degree of this coherence between the individual sources is known as the interferometric visibility, $V$, which is
the contrast between the bright and dark regions in the superposition:

\[ \mathcal{V} \equiv \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}}, \quad (5.13) \]

where \( I_{\text{max},\text{min}} \) are the intensities of neighbouring peaks and troughs in the fringe pattern observed, and \( \mathcal{V} \in [0 : 1] \). As a relevant analogy, consider Young’s double slit experiment (in section 2.1.5) with an extended low coherence source, as described in [10]: the flux-density distribution at the screen may be derived analytically, which considers the impact of the extended source length \( b \) and slit separation \( a \) on the subsequent distribution of visibility on the screen \( \mathcal{V} \):

\[ \mathcal{V} = \left| \text{sinc} \frac{a \pi b}{\ell \lambda} \right| \quad (5.14) \]

where \( \ell \) is the longitudinal distance between the source plane and slit plane. Note that this distribution of coherence is strictly the contrast of the fringes, and has no bearing on the transverse fringe locations. Calculating \( \mathcal{V} \) across a 1D transverse plane is a strong measure of the degree of coherence between the rays from the two slits.

This concept can be extended from slits to circular aperture sources, in which case the visibility distribution more resembles a first order Bessel function. Figure 5.4 adapted from [5] demonstrates the effect of increasing the length of the source \( b \) on the visibility distribution for a quasi-monochromatic source. A similar effect occurs when changing \( a \), the separation of the apertures [227].

In our investigation, the concept of the visibility modulation envelope and its finite size can be exploited. Consider a quasi-monochromatic source split into two arms A and B and later recombined to form an interferogram. If the OPL of arm B is extended such that \( \Delta \text{OPL} < l_c \), the periodicity of fringes remains fixed, whilst the visibility changes. In other words, it is a shift in the longitudinal alignment of the enveloping wavetrains. We characterise this as a relative shift in the \( v_g \) when compared to the case of \( \Delta \text{OPL} = 0 \). This technique is well understood using circular fringes in a Michelson interferometer, where a shift in mirror distance (in \( z \)) results in a shift in contrast of the fringes.

Note that viewing circular fringes implies that the \( \Delta \text{OPL} \) of every spatial location in the interferogram is the same – as such, the visibility only has a single value at any one instant. In the case of interfering beams with an angle between them, the
visibility varies across the interferogram, as the shortest-travelled components of one beam also interfere with the longest-travelled of the other. This is the source of the fundamental visibility profile seen in straight fringe interferograms.

It follows that by observing the shift in visibility in the interferogram, we can measure the $v_g$ delay of a pair of beams A and B, should beam B undergo a lengthening due to receiving some structure over its OPL. The units of this measurement are interference fringes via camera pixels, i.e. wavelengths, which can be converted to a distance of delay or the time taken for both beams to propagate a given distance at velocity $c$. Instead of circular fringes, the following investigation uses an interferogram of many straight fringes, such that the entire range of visibility can be observed instantaneously across a camera sensor. By adding structure over a fixed length $L$ of beam B, the peak of visibility shifts its lateral position by some pixel number, which is then converted to fringes/metres based on the detected periodicity of oscillating fringes.
5.3 Structured light delay: experimental setup

The following section describes in detail the experimental setup used to generate and analyse structured beams in terms of their respective group velocity delays when compared to a Gaussian beam. By virtue of the fact that this is a test to validate the results presented in [201], the initial structured and reference arms are intended to have an equal OPL. The back end of the system is then a classical interferometer, in order to capture the full envelope of coherence on a scientific CMOS camera.

![Experimental setup: The final iteration of the classical structured light interferometer used in this investigation. A broadband source is split into two arms – arm A consists of PM fibre and an airspace delay to act as a Gaussian reference beam (green), whilst arm B couples into a beam structuring section (red). An incident beam is modulated into the +1 order with a carrier grating and some structure. After propagating a distance $L$, a second SLM is used to destructure the light back into an approximate Gaussian for fibre coupling once more. The air and fibre propagation of each arm is matched such that when coupled out and expanded, the two arms combine as an interferogram overfilling the sCMOS detector (blue).](image)

The completed setup is depicted in figure 5.5: firstly, a fibre-coupled broadband laser source is connected to an input arm of a polarisation-maintaining fibre beamsplitter (FBS). Note that the previously introduced Qioptiq and SLD sources were used...
interchangeably during testing. The incident beam undergoes a division of amplitude inside the FBS, dividing the beam into two matching arms, labelled arm A and B. Arm A is the reference arm (green), which comprises of a length of polarisation-maintaining fibre (PMF) and free-space delay line, reflected by mirror M4. Lenses F3 and F4 are 20× microscope objectives.

Arm B is the structured arm (red), which follows the same geometry as that introduced by [201]: beam B is output coupled from lens $F1 = 40$ mm such that it enters

Figure 5.6: **Photo of experimental setup:** A 90 s long exposure image of a previous iteration of the optical setup, using a “laser tracing” method to reveal the beam path for reference. Specifically, this shows the Qioptiq source and its propagation through the structured arm, as well as the first iteration of the interferometer. This was also taken before the airspace delay was applied to arm A. The 4 fibre coupling stages with micrometer $z$ translation stages can be seen. During full operation, all fibre optics were thermally insulated and blackout fabric was used to cover the entire bench. The final results reported were obtained with the second iteration of the interferometer; as such this image is for illustration only.
collimated and at the approximate size of the LC-SLM window. Beam B is then in-
cident on SLM1 (Hamamatsu X10468-01) at a low angle of incidence, and diffracted
with a simple vertical grating. This modulated +1 order beam (along with other
orders) travels a distance $L = 0.8\, \text{m}$ and is reflected by M1 onto SLM2. SLM2 is
encoded with a simple horizontal grating to steer the +1 order of SLM1 into a new
transverse location. Mirrors M2 and M3 then steer this new beam through lens F2
which couples the light into a length of PMF. The lengths were chosen such that in
the case of SLM1 displaying a lens $f = L/2 = 0.4\, \text{m}$, the fibre facets were 4F imaged
onto one another via M1 and M2 i.e. $(F1, F1+f, f)$ (only in chapter 6). For Bessel
beams, the diffracted light from SLM1,2 remain in the near field with some angular
separation, so the optical spacing is merely to achieve symmetry between couplers F1
and F2 about mirror M1. The length of PMF used and the length of the free-space
delay were chosen such that arm A and arm B have approximately the same amount
of fibre and free space propagation (discussed further in section 5.3.5).

5.3.1 Structured light delay: interference system

In theory, beams A and B reach the interference section having travelled the same
optical path length, however within beam B’s path, a distance of $L$ was traversed with
whatever structure is applied by the SLMs. Figure 5.7 depicts two iterations of the
classical interference performed – (a) a compact testing interferometer using a non-
polarising beamsplitter (NPBS) and (b) the improved final airspace interferometer
using large planar mirrors.

In the first iteration (a) (also featured in figure 5.6), arms A and B enter the in-
terferometer via 10× microscope objectives coupled to a 3-axis fibre launch stage
and a longitudinal translation stage with a micrometer. The path length of arm A
could be adjusted several cm by repositioning mirror M4 and retuning the angles of
mirrors M4 and M5. Beams A and B were incident on orthogonal faces of an NPBS,
before the beams co-propagated through a magnifying telescope provided by lenses
$F5 = 80\, \text{mm}$ and $F6 = 250\, \text{mm}$. The resultant interferogram between beams A and
B was detected by a high resolution sCMOS camera (Hamamatsu Orca). The aim
here was to use the camera with the largest resolution, which could discern between
the most number of interference fringes without encroaching on the Nyquist limit;
this was imperative for instantaneous capture of the entire envelope of visibility.
Figure 5.7: Interferometer configurations: (a) The first iteration of interferometer involved orthogonal beams A and B entering a beamsplitter, and using a 4F magnification telescope to expand the beams onto the camera. The number of fringes was varied by offsetting the angle of incidence of beam A into the BS. The final interferometer design (b) is a clean interference of two slowly-diverging beams from microscope objectives F5 and F6 after reflection from 2” planar mirrors M5 and M6. This design was used to aid beam alignment, increase the number of fringes and flatness of the interferogram, whilst also limiting optical aberrations. The mirror-camera distance is $D = 1433$ mm, and the separation of the beams at mirrors M5, M6 is $E = 40 - 70$ mm.

This interference system was initially suitable as a compact means to recombine the beams off-centre such that they interfere on camera with a beam size which fills the sensor. Specifically, the $BS \rightarrow CCD$ distance was designed as a 4F imaging system, using $(F5, F5 + F6, F6)$, such that the NPBS plane was imaged onto the detector with a $3\times$ magnification. However, difficulties arose when adjusting the number of fringes observed: small changes to the transverse position of the beams required “walking” the beams using mirrors M4, M5 and the x-axis of the output stage in arm B, which was an issue for long-term repeatability. Furthermore, with expanded beams the lenses acted as a hard aperture at the camera plane, preventing a more uniform interferogram profile.

The solution, presented in figure 5.7(b) was to extend the workspace and simplify the beams with a fundamental air-space interference system. In this configuration, arms A and B propagate from the same objective lenses as slowly diverging beams,
achieving a $\sim 5\times$ expansion across 2.94 m. Beams A and B interfere and produce an interferogram after reflecting from a pair of 2’’ mirrors M5 and M6. This iteration was advantageous due to its simplicity, as fewer elements reduced the possibility of dirt, clipping and secondary interference effects. The number of fringes achieved is also only dependent on the separation of the mirrors, and so the system is far more robust for small alignments. It is also possible to increase either the distance of the objective lenses to the fibre output, or the overall propagation length to achieve a substantially overfilled detector, which produces interferograms with the most uniform intensity profiles.

5.3.2 Beam collimation

Our theoretical prediction of the $v_g$ delay in Bessel beams rely on both arms having stable Gaussian beam profiles everywhere other than the structured path between the SLMs. In this regard, it was pertinent to consider the level of beam collimation achievable for the initial air-space propagation from the output of the FBS to SLM1.

Beam B before SLM1 is depicted in figure 5.8(a); the collimation of this beam was achieved by use of a shearing interferometer (recall section 4.2.2), as well as using a mirror to propagate the beam to the far field ($\sim 7$ m here) in (b); the lens-fibre distance was adjusted until the beam full width half maxima (FWHM) were similar (labelled in each image). The same procedure was used in (d,e) by back-aligning the fibre output at F2 beyond SLM2. Note that if the beam is actually incident on a blank SLM window first (c,f), the non-flat phase across the SLM coupled with the hard-edged square aperture heavily aberrates the beam profile at the same plane – it is therefore not accurate to assume that a flat phase hologram sent to the SLM will impart a flat phase on the beam.

In order to improve the collimation succeeding SLM1, a further method was employed: a lens $F = 300$ mm was placed beyond SLM1(2), such that the Fourier plane (FP) could be viewed on a CCD (as in figure 5.9(e)). Recall from section 2.4.1 that a collimated beam which passes through a lens of focal length $F$ will focus to a diffraction limited spot in the back focal plane. It follows that any aberrations in the beam can be accounted for by applying low frequency correction holograms until a focused spot is achieved. Note that this technique relies on the accurate longitudinal position of the CCD, as any deviation from $F$ will cause the beam to be defocused.
5.3.3 Beam alignment techniques

The accuracy and precision of beam structuring are important in all the investigations presented; in this case, however, they are absolutely critical to confirming the geometric theory. Within this investigation, the detected $v_g$ of structured beams depends on factors such as i) the beam profile and divergence of the incident Gaussian beam, ii) the holographic phase encoded by the SLMs and iii) the components of the destructured beam which reach the interferometer. The first two factors combine when considering how centred the incident beam is on the SLM, and the third factor relates to how well the unshaped light from SLM2 couples into the output fibre at F2.

The following is a brief description of the various methods I developed in achieving optimum alignment by mitigating these variables.

Firstly, the incident Gaussian beam was centred on the hologram of SLM1, as depicted in figure 5.9(e) – lens $F_{300} = 300$ mm was again used to image the FP. In general, the energy distribution across the diffracted beam is dependent on the overlap of the...
Incident beam on the hologram – this distribution can be equalised in the horizontal and vertical axes either by fine-tuning the incident beam angle at lens F1 or by shifting the transverse location of the hologram on the SLM itself – the offsets labelled \((u_{\text{off}}, v_{\text{off}})\). For the case of a Bessel beam in the FP, figure 5.9(a-d) illustrates the power distribution with lateral shifts of \(\sim 1\) mm in various directions, whilst (f) shows the uniform distribution achieved with an optimal hologram offset of \((550, -30)\) \(\mu\)m.

In the following descriptions, the use of a wedge tilt phase across the SLM is referred to as a carrier grating, denoted \(\phi_c\), used to steer the target beam away from the zero (and higher) orders. Before considering the use of such a grating, it was worthwhile to ensure that the near-field plane of SLM1 approximately overlapped SLM2. To verify this, two distinct holograms were displayed on SLM1 and SLM2. By observing the resulting near-field overlap beyond SLM2 and adjusting the incident angle onto SLM2 via mirror M1, the near fields of each SLM can be overlapped to within a
Figure 5.10: **Structured beam alignment:** (a) the incident beam is collimated by output coupler lens F1 before being incident on SLM1. A vertical grating is used to diffract the beam into the +1 order with some structure; after a distance $L$, SLM2 is used to both destructure the beam and tilt the beam in the horizontal. The mirrors M2,M3 are used to steer the destructured order down the fibre via lens F2. (b) depicts the arrangement of diffraction orders on the fibre facet — only the $+1_{\text{ii}}$ order from SLM2 is coupled. (c) SLM1 is semi-aligned onto SLM2 by observing the near-field overlap of two distinct holograms on each SLM.

Few hundred microns before further corrections lenses were used on SLM2. Figure 5.10(c) depicts a sketch of the overlap of the chosen low frequency spherical (SLM1) and astigmatism (SLM2) lenses.

Figure 5.10(a) portrays the structured beam section of arm B. The primary aims of this setup were to use SLM1 to structure an incident Gaussian beam from output coupling lens F1 and propagate this structure over a distance $L$; SLM2 then destructures this beam before it is coupled into a fibre by lens F2. This final coupling dictates the available power in beam B for the interferometer; as such it was critical to develop a method of efficiently coupling the correct order down the single mode fibre.

Firstly, zero order coupling was achieved by using the SLMs as planar mirrors, ensuring the height of all the optics was similar, and employing a back-alignment of
Figure 5.11: Photo of LC-SLM beam structuring: A photo composite of various planes throughout propagation from lens F1. The incident Gaussian beam is diffracted from SLM1 as the overlap of various orders. The blazed order $+1_{ii}$ is diffracted as a Bessel beam which converges at lens M1, before inverting at SLM2. Note that the inset images of the beams appear grainy due to being taken through paper, and the first and zero order are unable to diverge within length L. Also pictured is the goniometer used to tilt SLM1 in the alignment procedure.

the output fibre back through the system to best position mirrors M2, M3 and the 3-axis coupling stage [228]. Next, a linear carrier grating was encoded onto SLM1 – a vertical grating of e.g. 20 cycles across the SLM window $(20_x, 0_y)$. This diffracted the incident beam into the fundamental $\pm 1_i$ orders as seen in figure 5.10)(b). SLM1 was mounted on a goniometer in order to rotate the coupling down the fibre from the zero order to the $+1_i$ order. Next, SLM2 was encoded with a horizontal grating $(0_x, 20_y)$, which in turn diffracted the $+1_i$ order into $\pm 1_{ii}$ in the vertical direction. Fine adjustment of the fibre coupling stage and mirrors M2,M3 then allowed the coupling of the target $+1_{ii}$ from SLM2 down the fibre.

The carrier gratings on the SLMs were chosen to be orthogonal and with a non-negligible number of cycles to maintain confidence in the exact orders being coupled, and to prevent the accidental overlap of the target beam and extraneous orders. Ultimately, either 20 cycles were used in the delay tests – using equation 2.14 and the geometry in figure 2.10, this corresponds to a $y \approx 55.5 \mu m$ separation between
diffraction orders at the proximal facet of the fibre (compared to a 3.5 \( \mu \)m core diameter). Note that it was necessary to fine-tune the coupling at F2 at least once per day – this was perhaps due to gravitational drift, as well as temperature-dependent sub-micron changes in the opto-mechanics. Figure 5.11 shows the structuring arm in practice; both SLM1 and SLM2 display axicon lenses at some carrier tilt. The SLMs are both mounted on goniometers to allow for fine-tuning of the angle of incidence, and mirrors M1-M6 had 3-axis fine control.

5.3.4 Laser characteristics

The \( v_g \) delay between two beams borne of the same quasi-monochromatic source manifests as a shift in visibility when these beams are interfered. Upon traversing through the system independently, the coherence length \( l_c \) acts as a longitudinal constraint for path length matching arms A and B. The larger the bandwidth, the shorter the coherence length – considering the arguments in section 5.2.2, the challenge was to interfere a broadband source with enough fringes to observe the visibility envelope on a camera with a sufficient periodicity (pixels/\textit{fringe}). By simple calculus we may estimate the number of fringes within the envelope, given that the speed of light \( c \) is defined by \( c = \nu \lambda_0 \), where \( \nu \) is the frequency. The spread of frequencies \( \Delta \nu = -c \Delta \lambda / \lambda_0^2 \). Given \( \Delta t \approx 1 / \Delta \nu \) for some period \( \Delta t \), we find that the distance propagated is \( \lambda_0 N_{\text{fringes}} \approx c \Delta t \), i.e.

\[
N_{\text{fringes}} \approx \frac{\lambda_0}{\Delta \lambda}.
\]  

The laser sources employed were the Qioptiq \( \lambda_{Qio} = 642.79 \) nm and SLD \( \lambda_{SLD} = 832.36 \) nm broadband sources – the former was more appropriate for alignment procedures and testing.

The SLD laser was used for its portability and significantly broad bandwidth \( \Delta \lambda_{SLD} = 18.5 \) nm, which results in a predicted 45 fringes across the visibility envelope. Figure 5.12 demonstrates the achievable SLD spectra at the detector for beams A and B after propagation through all optics.

Multiple fibre-fibre couplings and a pair of LC-SLMs cut down the resultant power of arm B, and so two methods of power enhancements were considered: firstly, a “hybrid patch fibre cable” was recommended by the manufacturer to improve fibre
coupling. In practice this actually clipped the source bandwidth significantly (shown in grey). The diode laser driver could also be driven at a maximum of 200 mA, however this also clips the spectrum (shown in orange). In effect these methods produced a superposition of low and high coherence wavetrains, which manifests as an extended visibility profile with a poorly-defined peak. As such, these methods were not employed.

![SLD Spectral tests](image)

**Figure 5.12: Superluminescent diode spectra**: The spectral profile of the SLD source, where $\lambda_0 = 832.36$ nm and $\Delta\lambda_0 = 18.5$ nm (FWHM). The profiles in arm A (red), B (blue) whilst the source was driven at 150 mA (green) retain the original spectral components (figure 4.1). Attempts to boost the overall power for measurability, such as optimised coupling via a hybrid patch cable (grey) or maximising the operating current (orange) led to a significant clipping of the lower spectral components.
Given the fringe width of the visibility to be expected, we can estimate the number of fringes in the interferogram produced with the setup shown in figure 5.7(b). Consider the geometry of figure 5.13) – mirrors M5, M6 are centred $E$ apart, with mirror-camera distance $D$. If we assume beams A and B have flat wavefronts, interfere at their beam centres and can simplify the argument such that one beam enters the camera plane perpendicularly. The full angle between interfering beams is

$$\phi = 2 \sin^{-1}\left(\frac{E}{2D}\right).$$

Adapting the diffraction equation 2.14, we find that the observable fringes of separation $d$ on a detector of width $w$ is

$$\text{no. of fringes} \approx \frac{w}{d} = \frac{w \sin \phi}{\lambda}.$$  

(5.17)

For the current setup, $D \sim 1430$ mm, $w \sim 13.3$ mm and mirror separation $E = 40$ mm give an estimation of $\sim 447$ fringes. The beam separation on the mirrors is therefore a direct means to vary the number of fringes within the interferogram, which in turn controls the proportion of the visibility envelope within the measurement window.

\textbf{Figure 5.13: Number of fringes in interferogram:} (a) A simplified geometric argument for determining the number of fringes which can be generated by interfering two beams from mirrors M5 and M6 with separation $E$. $D$ is the mirror-camera distance, with full angle $\phi$. (b) the distance between fringes $d$ can be determined from the grating equation, which when incident on a camera of width $w$, determines the total interference fringes from beams offset by angle $\phi$. 
5.3.5 Interference visibility testing

A major source of issues arose when trying to identify the “primary” interference fringes when adjusting the optical path length (OPL) between the two arms. In this context, primary interference refers to the true recombination of wavetrains from the source; “secondary” interference refers to the coincidental interference arising from the recombination of one wavetrain with a secondary wavetrain, similar to the primary wavetrains but possibly generated from internal reflections within the optics. This was observed across an optical path difference which was much larger than the width of the \(\text{sinc}\) envelope of visibility expected, and so may not be attributed to the accidental use of secondary maxima within the \(\text{sinc}\) profile itself.

To begin with, the OPL of arms A and B were estimated by adding the \(n\) length of each medium in turn, where \(n\) is the refractive index. Using a typical value \(n_g \approx 1.5\) for the polarisation maintaining fibre (PMF) and fibre beamsplitter (FBS), the path lengths \(\text{OPL}_A \approx \text{OPL}_B\) compare as:

\[
n_g(FBS_A + PMF_A) \approx n_g(FBS_B + PMF_B) + n_{\text{air}}(2F_1 + 2(F_1 + f) + L) + K. \tag{5.18}
\]

Here, the right hand side was simplified due to the symmetry in the structured arm, where \(F_2 = F_1\); \(K\) is an offset which can be eliminated by using custom fibre lengths. Instead, \(K\) was minimised by decreasing distance \(D\) for beam A, which in turn led to slightly curved interference fringes from mismatched beam waists (figure 5.14(c,d)). Such effects were mitigated by only using a subsection of rows from the centre of the interferogram.

Fine adjustment of the path lengths was achieved using fibre stages with micrometer \(z\) control at output lenses F5 and F6. This method of path length matching was found to locate strong interference fringes for the Qioptiq source, as shown in 5.14(a). Here, the visibility envelope peaks at 50-60% contrast over a width which extends beyond the 13.3 mm camera window. Note that the noise level in the data (red) was high enough that the polynomial fit (green) often gave erratic false peaks. As such, the Qioptiq source was only used in preliminary testing – only with \(\sim 900\) fringes across the camera could a well-defined envelope be obtained. However, this is beyond the Nyquist limit, and resulted in aliasing of the fringes.
Figure 5.14: **Secondary interference visibility:** The setup with an unequal ratio of airspace and fibre in the OPLs of A and B led to unfavourable visibility envelopes in the (a) Qioptiq and (b) SLD sources. This is particularly detrimental in (b) where the profile is surprisingly flat with a very weak visibility. (c,d) (un)cropped examples of the interferogram with this path length matching regime – note that the curved fringes are as a result of mis-matched lengths $D$ to account for $K$. Generally, this was accounted for by extracting only a subsection of rows at any one time, which improved the visibility marginally.
A peculiarity arose when the Qioptiq source was switched over to the SLD broadband source. Consider figure 5.14(b) – the typical SLD interferogram using the above path length matching produced an extremely weak visibility envelope ($\text{max} \sim 5\text{-}20\%$), with an extended width which continued well beyond that of the Qioptiq source (i.e. an envelope of $>600$ fringes when the camera window detects 200 fringes). This is in direct conflict with the bandwidth shown in figure 4.1 – recall that $N_{\text{fringes,SLD}} \approx 45$ fringes. This phenomenon persisted even when intensity and polarisation matching using linear polarisers (LP) in each arm of the interferometer. This suggested that the components which were interfering were narrowband and not of the same wavetrain, as shown by the width and contrast of the envelope.

![Michelson interferometer coherence](image)

**Figure 5.15**: **Michelson interferometer coherence**: (a) The relative coherence lengths of each source were compared in a Michelson interferometer. The inset images define the $z$ positions of mirror M2 with zero visibility for the SLD source. (b) repeated measurements of the positions of zero visibility confirm the bandwidth of the sources. Here $\bar{z}$ denote the average positions of zero visibility, and $z_0$ denote the deduced position of maximum visibility. Note that having travelled the same optical path, the positions of $z_0$ overlap.

A convenient test of the coherence length was therefore conducted to verify the above spectra outside the optomechanics of the experimental setup. Figure 5.15(a) demonstrates a Michelson interferometer (recall section 2.1.5), which uses a concave lens $f_{\text{conc}}$ to expand the incident beam, before an NPBS divides the beam into two arms. The path travelled to mirror M1 is fixed, whilst M2 is mounted on a translation stage. For both the Qioptiq and SLD source, the two $z$ micrometer positions of M2 for zero visibility either side of the envelope of interference were recorded over 10
measurements. Here, zero visibility was determined by eye, which provides only the general behaviour of the coherence length for each source.

As depicted in figure 5.15(b), both sources have visibility maximum in the same average position, such that $z_{0,Qioptiq} \approx z_{0,SLD}$. The non-zero visibility range was measured to be $\sim 727 \mu m$ for the Qioptiq source and $\sim 69 \mu m$ for the SLD source; by equation 2.1.4, the latter corresponds to $\ell_{c,SLD} \approx 18.70 \mu m$. Although rough estimates, these results gave a degree of confidence to re-evaluate the behaviour of the SLD source, as in this test the visibility behaved as expected.

Given that the SLD source behaved more reasonable in isolation, a final test was conducted to probe the interferometric behaviour – particularly on propagation through each arm of the experimental setup itself. A second FBS was inserted into the fibre outputs of F5 and F6, and used to couple the light from arm A and arm B separately; this was used to self-interfere both beams in turn after their propagation through the system (e.g. after propagation through arm A(B), beam A(B) interferes with itself on camera). The motive behind this test was to determine if there was a component within either of the arms which would cause them to misbehave in such a way as to cause issues when self-interfering in the interferometer.

The results for arm B, shown in figure 5.16, revealed that (a) the SLD laser source was in fact capable of producing a compact visibility envelope in line with the theory ($\Delta \lambda = 18.5 \text{ nm}$), whilst the Qioptiq source confirmed a wider envelope appropriate for its bandwidth. The results for arm A showed the same behaviour.

From these results, it was postulated that whilst the beams interfering at the camera were of the same original source in terms of $\lambda$ and $\Delta \lambda$, there remained a mismatch in terms of the mediums traversed in each OPL. As such, there was a possibility that the interference observed was not via the primary wavetrains, and was perhaps due to unforeseen back-reflections between the fibre facets. Interestingly, there were no other regions of non-zero visibility within $\Delta OPL \approx 50 \text{ cm}$ of the results shown, which makes the risk of having fundamentally incorrect OPLs in each arm unlikely. The need for matching fibre and airspace in each arm was debated, and led to the introduction of an “airspace delay” within the reference arm in figure 5.5. Fortunately, this immediately improved the SLD visibility envelope drastically in peak visibility, width and quality of fit (shown later in figure 5.24) in line with self-interference.
Figure 5.16: **Arm B self interference**: Arm B was connected to a FBS, which in turn was connected to output objective lenses F5 and F6 to self interfere at the camera. (a) the visibility envelope of the Qioptiq remains similar, whilst the SLD shows a marked improvement. (b) camera images of each interferogram were compressed and cropped to portray the drop-off in visibility. (c) An average over the rows demonstrates the relative envelopes of the bright and dark fringes, normalised to 0 – in both cases the profile of the dark fringes is cleaner than the bright fringes, which may make a more stable fit.
It must be stressed that this revelation was made at the end of the time allotted for this project, and only preliminary experimental data was recorded with the airspace included. This will be stated where applicable in section 5.5.
5.4 Structured light delay: hologram design

The aim of this investigation was to use a classical interference system to observe the relative $v_g$ delay between Gaussian and Bessel beams. The following section focuses on the holograms used to structure and destructure the Bessel profiles within arm B.

In the first instance, Beam B propagates as the fundamental Gaussian mode along a single mode fibre. In order to structure this as a Bessel beam, the phase of an axicon lens was added to the conventional linear carrier grating of SLM1; after Bessel-type propagation along a free space length $L$, SLM2 was also encoded with an axicon lens to undo the first. In theory this reverts a sizeable amount of the original Gaussian beam energy to a Gaussian profile once more, which is optimal for recoupling and transmitting along a PMF towards the interference section.

![Figure 5.17: Holographic aberration correction](image)

(A) spherical lenses were used to correct for varying amounts of defocus in the beam. (b) a pair of rotatable cylindrical lenses (with one inverted) can also be used to correct any astigmatism of the beam. (c) the bit depth of the entire hologram can be altered to provide a phase-independent amplitude modulation which reduces the total power in the beam by adjusting the originally 8-bit [0:255] range of the hologram phase depth.
The carrier hologram is a linear tilt grating, whose phase is defined as

\[ \phi_c(u, v) = \frac{2\pi}{d_x} u + \frac{2\pi}{d_y} v \]  

(5.19)

In this formalism, \((u, v)\) and \((x, y)\) represent Cartesian co-ordinates in the SLM and Fourier plane respectively; \(d_{x,y} = W_{x,y}/N_{x,y}\) are the slit separations, resulting in \((N_x, N_y)\) phase cycles across each SLM width \(W_{x,y}\). Typically this was encoded with \((20, 0)\) phase cycles across SLM1 and \((0, 20)\) across SLM2; as seen in figure 5.10 (b), this was deemed a suitable deviation from neighbouring orders whilst preserving coupling efficiency. Also, SLM2 diffracted the beams in an orthogonal direction to SLM1 to better distinguish between the various diffraction orders.

The programmable spherical correction phase applied to this carrier grating, as depicted in figure 5.17(top) is:

\[ \phi_{spher}(u, v) = \exp \left[ -ik_0 \left( \frac{(u-u_{off})^2 + (v-v_{off})^2}{2f_{spher}} \right) \right] ; \]  

(5.20)

here \(f_{spher}\) is the focal length of the lens and \((u_{off}, v_{off})\) is the offset from the centre of the SLM (featured in figure 5.9). As discussed in 5.3.2, this is used for correcting longitudinal defocus.

The accompanying astigmatism correction is the sum of a pair of cylindrical lenses of focal length \(f_{cyl}\),

\[ \phi_{ast}(u, v) = \exp \left[ -ik_0 \frac{u^2}{2f_{cyl}} \right] + \exp \left[ -ik_0 \frac{v^2}{2f_{cyl}} \right] . \]  

(5.21)

which is useful for correcting aberrations in the transverse plane (5.17(middle)).

In the primary investigation of \(v_g\) delay in structured light, the structure is an additional phase \(\phi_{struct}\) added to the above carrier and correction phases. For an axicon lens, the phase applied is defined as:

\[ \phi_{struct} = \phi_{axicon}(u, v) = k_0 \cos(\alpha)r \]  

(5.22)
where \( r = \sqrt{u^2 + v^2} \) and \( \alpha \) is the angle the conical waves make with the optic axis. Therefore, the total phase hologram encoded onto each SLM is defined as

\[
\phi_{\text{SLM}}(u, v) = \left| \phi_c(u, v) + \phi_{\text{spher}}(u, v) + \phi_{\text{ast}}(u, v) + \phi_{\text{struct}}(u, v) \right| \mod 2\pi, \quad (5.23)
\]

which is phase wrapped by modulo \( 2\pi \), the bit depth of the LC-SLM. Note that in addition to this hologram, SLM1 was eventually encoded with a bit depth control as a means to equalise the coupling power across the full set of axicon strengths used in measurements (figure 5.17(bottom)). For example, given a weak axicon strength coupling power \( P(\mu\text{w}) \) at maximum \( \alpha = 0.005 \) rad, the bit depth was adjusted for each axicon strength in the range \( \alpha \in [0 : 0.005] \) until all strengths coupled into the fibre with \( P \). Arm A was then also reduced in power to match \( P \).

### 5.4.1 Axicon lens optimisation

In the ray optics theory, we assume that the field either side of the structured section \( L \) is collimated, with evenly matched axicons on each SLM to achieve coupling down the fibre at F2. During the alignment procedures outlined in section 5.3.3, it was found that a stronger-than-anticipated spherical correction on SLM2 was required to couple the diffracted light down the fibre, as determined from its independent aberration correction. Secondly, it was found that the strength of axicon lens on SLM2, \( \alpha_2 \), required to be offset from \( \alpha_1 \) by a factor of \( \sim 0.88 \) to provide the best coupling at lens F2. Shown in figure 5.18(a) are the optimum power values of \( \alpha_2 \) vs \( \alpha_1 \), which follow a linear offset. The resultant power increase is shown in part (b), compared to the original case where \( \alpha_2 = \alpha_1 \). The linearity of this axicon offset is indicative of a systematic defocus in the system; under ideal conditions, the beams either side of the structured path \( L \) are collimated. In this system, the offsets apply to each axicon strength equally, which should allow the delay recorded for each strength to be correct relative to one another. Clearly this is a discrepancy which must be accounted for in order to validate the theory, however in the first instance this strategy was adopted to test the relative behaviours of the setup.

The process of aligning the hologram of SLM1 onto SLM2 requires high precision beyond the initial overlap method described in section 5.3.3 – specifically, it requires an understanding of the focusing behaviour of various axicon strengths. The distance
between SLMs is a constant, $L = 0.8 \text{ m}$. From the geometry in section 5.2.1, there is an optimum axicon pair with angle $\alpha_{1,2} = \alpha_{opt}$ which fully inverts within $L$ such that the maximum power is retained in the destructured beam. Determining the $(u_{off}, v_{off})$ offset of the axicon lens on SLM2 was an iterative process which required adjusting the sign for $\alpha_2$ for optimal iterative alignment.

Figure 5.19 presents the geometric argument: in case 1, it was found that for weak axicons $\alpha_1 < \alpha_{opt}$, SLM2 should display the opposite sign for best coupling – this is due to the wavefronts converging as they enter axicon 2. However, there exists a flip point where the rays neither diverge nor converge, the preferred sign flips, and $\alpha_2 = (0.88)\alpha_1$ is then the optimum signage (case 2). A note of caution- the switching of weak axicon sense was strictly used for coupling iterative alignment only, and the forthcoming delay measurements in section 5.5 were obtained with identical same-sign axicons to accurately emulate fixed refractive lenses.

The optimal axicon $\alpha_{opt}$ (case 3) for this system can be estimated by considering the geometry in figure 5.3: across the distance $L$, it is expected that a given portion of the beam will be steered by half of the size of the axicon lens in use, $r$ i.e. $\alpha_{opt} \approx \tan^{-1}(r/L)$. For $r = 3 \text{ mm}$, we find that $\alpha_{opt} \approx 0.0037 \text{ rad}$. This is similar to what we see in practice; figure 5.18(b) shows that the peak power output from arm B occurs at $\alpha \approx 0.0033 \text{ rad}$ with the flip point at $\alpha \approx 0.0017\text{rad}$. This indicates the appropriate set of Bessel beams for measurement as being about the region $\sim \alpha = 0.0035 \text{ rad}$. 

**Figure 5.18: $\alpha_2$ optimisation:** (a) residual misalignments in $z$ required $\alpha_2 \neq \alpha_1$ – the optimal value was found to be a fixed linear offset from $\alpha_1$. (b) the resultant improvement in coupling power through the distal end of the fibre at F5 proved vital for detectable interference at large $\alpha$. 

---

*Note:* The equations and figures in the text are placeholders and are not intended to be interpreted literally.
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Figure 5.19: Axicon strength at a fixed distance: Within the fixed distance $L$, the strength of axicon $\alpha$ dictates the convergence of rays and in turn the coupling behaviour. In the first case, weak axicons on SLM1 produce converging rays at SLM2, which indicates very poor coupling using opposite axicons. The flip point occurs when $\alpha_1 = \frac{\alpha_{opt}}{2}$. When $\alpha_1 > \alpha_{opt}$, the rays begin to diverge away from the centre of SLM2 and the coupling potential reduces considerably.

5.5 Structured light delay: results

The system was subject to an extended run of measurement testing throughout the investigation, in order to answer several questions: firstly, does this classical regime of the system validate the theoretical argument, and in turn the results in Giovannini et al. (2015) [201]? Secondly, how do the variables and intricacies outlined in previous sections impact the ability of the system to produce accurate and repeatable results? The following section presents an overview of the key findings of this experiment within ongoing developments in optimising the setup.

To probe the characteristic delay of Bessel beams, a range of axicon strengths $\alpha \in [0 : 0.005]$ rad was displayed on both LC-SLMs. Figure 5.20(top) depicts several of the final holograms on SLM1, complete with carrier grating and correction phases (a); (bottom) shows the corresponding SLM2 holograms.
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5.5.1 Qioptiq source delay testing

The vast majority of testing was completed using the Qioptiq source – although the bandwidth was comparatively small, the coupling power, visibility maximum and operating wavelength were all favourable for fine-tuning the system. Using a source of $\Delta \lambda_{Qio} > 0.08$ nm required a great number of interferogram fringes to reveal a slowly-varying visibility envelope: generally between 405-760 fringes were used, which translates to 2.69-5.06 pixels per fringe – approaching the Nyquist limit.

On any given test day, the variables $\alpha$ and $(u_{off}, v_{off})$ encoded onto SLM2 were tuned for the optimum coupling of each axicon strength around the optimum $\alpha_{opt}$.
necessary to couple in sufficient light into Arm B. The holograms were displayed in turn at a rate of \( \sim 0.5 \text{ Hz} \), and repeated a maximum of 20 times in a given session. The lateral pixel shift of the detected visibility envelope maximum was recorded and plotted against the axicon strength, in radians.

Figure 5.21(a) demonstrates one such data set of \( N = 6 \) consecutive runs, where the black line is the theoretical trend of \( La^2/2 \). Recall that there was a near-zero coupling of the light at lower \( \alpha \) (figure 5.18), which causes a noise-affected visibility and unreliable measurements – therefore only axicon strengths above \( \alpha_{opt}/2 \) were deemed reliable. The high sensitivity and residual stability issues of this interferometer also caused a flicker of the peak value. This can be observed in the spread of values for repeated measurements. In general, there is a correlation with the theoretical parabolic curve, although the \( \alpha = 0 \) position did not match up in this instance–probably due to residual transverse structure in the plane wave reference. Part (b) shows a sketch of the effect varying \( \alpha \) has on the visibility envelope position with respect to the primary interference of beams A and B.

The bulk of the investigation was spent attempting to achieve viable interferograms with visibility envelopes which agreed with the measured bandwidths of the sources.
Considerable time was also spent optimising the alignment and stability of the setup, as well as expanding on the capabilities of the system (see chapter 6). Preceding the employment of the airspace delay in arm A, the Qioptiq source was relied upon, with mixed results.

Recall from figure 5.14(a) that the Qioptiq source bandwidth (estimated as $> 0.08 \, \text{nm}$) would necessarily require many more fringes on the detector to reveal an envelope which could be well-defined. Furthermore, this visibility profile had a noise level which risked providing false peaks for the polynomial fit used. Figure 5.22 depicts 4 unrelated data acquisitions, acquired separately across a 6 month period. Each data set was therefore using a different alignment under distinct conditions – this data is included to portray the wide variety of delay curves observed compared to the theory (black), in spite of any confidence in the alignment by optimising the power down the fibre.

The pixel delay shown has been converted to $\mu$m by

$$\Delta z = \frac{1}{N} \sum_{i}^{N} \frac{\lambda \Delta z_{px}}{P},$$

where $\Delta z_{px}$ is the pixel shift observed, $P$ is the pixels per fringe detected across the interferogram and $N$ is the number of consecutive iterations. The theoretical delay is $L \alpha^2 / 2$ where $L = 0.8 \, \text{m}$ and is plotted in $\mu$m. One common characteristic of the Qioptiq delay curves measured was that the data tended to be a strong match with theory around $\alpha_{\text{opt}}$, before a stronger than anticipated delay was observed at $\alpha > \alpha_{\text{opt}}$. Note that in the region of $\alpha_{\text{opt}}$ the full width at half maximum (FWHM) of the envelope is at its maximum and remains stable; either side of this region, the loss of power in arm B resulted in a reduced FWHM, and consequently reduced reliability in the fit.

Much of section 5.3 concerned the procedures used for optimal coupling of the system, from manual alignment to hologram offsets. To validate the need for these measures, figure 5.23 illustrates the profound effect of sub-optimal axicon offsets ($u_{\text{off}}, v_{\text{off}}$) on SLM2. Part (a) and (b) demonstrate the deviation from theory when the hologram is shifted in the $x$ axis over $\sim 1 \, \text{mm}$, whilst (b) shows that for $y$. From this we can say that with increasing $\alpha$ comes a much stronger reliance on the hologram offsets, which is expected due to the angles of convergence of strong axicons; this effect is also seen in figure 5.22. Thus the alignment procedure from day to day was necessary to
Figure 5.22: **Qioptiq Bessel beam** $v_g$ delay: A typical example of the delay observed for the relatively narrowband Qioptiq source, in $\mu$m – note that the poor coupling at $\alpha < 0.002$ rad reduced the visibility of the interferogram, resulting in unreliable data points. However, the overall trend shows good agreement until larger $\alpha$. In general, the Qioptiq source $v_g$ delay observed was higher than anticipated beyond $\alpha_{opt}$ – this may be due to a systematic alignment issue, or highlights an error with the envelope and its ability to be fit to accurately.
determine the optimal coupling, and correct any drift in the alignment. We expect a delay of between [0-10] µm across the range – interestingly, a change in the \( x \) offset on the SLM caused almost twice as much deviation as the \( y \) offset – this could perhaps be due to the order of the carrier gratings (SLM1 has horizontal gratings, SLM2 has vertical), or indicative of the initial coupling angle down the fibre in arm B. Note that the same effect was observed for SLM1. Given the extreme delays present and the poor fit of even small deviations in the hologram position, this testing was only conducted to observe the behaviour when adjusting the digital parameters when the physical parameters are fixed.

![Figure 5.23: Bessel beam delay versus axicon alignment](image)

**Figure 5.23: Bessel beam delay versus axicon alignment:** Consecutive data runs with varying \((u_{off}, v_{off})\) offsets of the axicon on SLM2 revealed a high dependence of delay on beam alignment. (a) A shift of the axicon hologram in the \( x \) direction was around twice as strong as in the \( y \) direction (b). The same characteristics were observed across both SLMs separately.

### 5.5.2 Broadband \( v_g \) delay in Bessel beams

The SLD source of bandwidth \( \sim 18.5 \) nm provided no sensible results until the airspace and fibre lengths in the OPLs were matched at the very end of the laboratory time allotted. Figure 5.24(a) presents the resulting visibility envelope achieved,
complete with the polynomial fit used to determine the envelope maximum pixel location. This visibility profile is similar in width and shape to those found in the self-interference tests (figure 5.16), and a maximum visibility of $V = 0.73$ indicates that this is likely the interference of the two primary wavetrains from arms A and B. The camera image in (b) was compressed and cropped to show the fringes. (c) shows the average of the x-axis rows, normalised to zero. Specifically, we can see the modulating envelopes of the bright fringes (above) and dark fringes (below).

A number of improvements were also made to the measurement operation for this test. Firstly, the bit depth control shown in figure 5.17 was applied to each axicon on SLM1, to equalise the power in stronger and weaker coupling Bessel beams; this resulted in a similar envelope FWHM across most of the $\alpha$ range. Secondly, the residual flicker in the system was better accounted for by taking differential measurements – each value was immediately compared to a consecutive $\alpha = 0$ base value, and subtracted. These base values taken either side of the data points shown were successful in improving the consistency over more lengthy data runs, however improvements to the speed of the data acquisition would contribute even more to the stability in such a time-sensitive interferometric system.

Figure 5.25 presents the Bessel beam $v_g$ delay achieved with the SLD source with this improved visibility envelope, over $N = 9$ measurement iterations. In order to establish what kind of trend was measured, the data was fitted with several trends based on the general equation

$$\Delta z_{g,Bes}(\alpha) = \frac{L}{2} \alpha^B + C;$$

(5.25)

here, $L$ is the structured path length, $B$ is the polynomial order and $C$ is a vertical offset. In practice, $L$ was measured with an accuracy of $\pm 5$ mm, however its impact on the delay accuracy is not the limiting factor.

From the theory we expect to observe an $\alpha^2$ relationship, with $C = 0$ (\mu m). In figure 5.25, the trends are plotted with variables $[L, B, C]$; the theory is therefore plotted with $[0.8, 2, 0]$. In an attempt to better interpret the measurements, further trends of unconstrained $C$ giving $[0.8, 2, 0.681]$ (dotted) and a best fit $[0.794, 2.036, 1.42]$ (dashed) are also included. From the $R^2$ values in the figure, it is clear that there is a systematic offset in the measured delay of Bessel beams; furthermore, the delay varies as $\alpha^{2.036}$ and not $\alpha^2$. Of particular interest is how this trend somewhat resembles that
Figure 5.24: Adjusted SLD visibility envelope: (a) the latest visibility profile, after the airspace and fibre OPLs were matched in each arm. The interferogram (inset) achieved on the CMOS detector shows a well-defined sinc profile and a markedly higher $V$. (b) the interferogram (top) compressed and (bottom) cropped to show the actual fringes and their visibility drop-off. (c) the normalised rows of the interferogram show the profile of the bright and dark fringes on the top and bottom curve respectively. In this figure the bright fringes look to be clipped in intensity – this was later resolved by reducing the camera exposure slightly (both the average and maximum pixel intensity should be monitored for maximal yet unsaturated measurements).
Figure 5.25: SLD Bessel beam $v_g$ delay: The most current Bessel delay result at the time of writing; the averages of 9 consecutive measurements are marked in red, with an error bar of 1 standard deviation ($\sigma$) from the spread of delays across each $\alpha$ measured. The trends plotted reveal that shifting the $C$ intercept of the purely theoretical delay (dotted line) is not enough to adequately describe the trend measured – instead, an offset $\alpha^{2.036}$ fit (dashed line) was found to be a better fit.
reported in [201] with the same structured arm (via Hong-Ou-Mandel interference of quantum correlated photons).

The results presented are from the initial stages of probing the system with a well-contained visibility envelope; as such the source(s) of these discrepancies can only be speculated. The experiment itself presents a formidable challenge in beam structuring, which can be summarised as follows: firstly, what are the necessary adjustments needed to correctly collimate/structure the various optical elements in arm B? Secondly, what is the coupling behaviour of the system when these supposedly accurate adjustments are applied simultaneously? It was discovered early on that these problems are difficult to reconcile at the same time, especially with such a sensitive system.

Perhaps naively, correction lenses applied to SLM2 and the distance between lens F2 and the fibre facet were both adjusted until maximum power was achieved. This is in spite of collimation testing, and was wholly necessary to produce interferograms with sufficient signal to acquire reliable datasets. As such, it is possible that the beams in the structured arm deviate slightly from collimated Gaussian and Bessel beams of angle \( \alpha \). It remains to be seen if these deviations can be characterised sufficiently to be included in the theoretical model.

It may also be the case that the visibility maximum detected at \( \alpha = 0 \) becomes a neighbouring near-maximal peak for \( \alpha > 0 \) – this would result in the data being offset equally across the range. From figure 5.23 it is clear that alignment inaccuracies of only tens of \( \mu m \) can result in a very different delay trend.

For a measured \( L = 0.794 \pm 0.005 \) m average delay compared to a non-structured beam for \( \alpha = 0.00225 \) rad was measured as \( \Delta z_{g,Bes} = 3.174 \pm 0.18 \mu m \), compared to the theoretical case \( \Delta z_{g,Bes} = 2.025 \mu m \). For the case \( \alpha = 0.0045 \) rad, the delay measured was \( \Delta z_{g,Bes} = 8.093 \pm 0.51 \mu m \), compared to the theoretical case \( \Delta z_{g,Bes} = 8.1 \mu m \). Only at higher axicon strengths does this correlate well with the theory; regardless, the delay observed follows a definite trend which deviates only slightly from the theoretical variables \( [L,B,C] \) with a characteristic offset.

As mentioned previously, only preliminary results were obtained before the submission of this thesis for examination. In the intervening months before publication, attempts were made to better align the system to realise the trend seen in the theory. Firstly, the structured arm was re-collimated by minimising the beam divergence in the near (30 cm) and far field (7.5 m) of the collimating lenses and SLM planes.
as before. However, this simple collimation strategy was employed with both the Qioptiq (643 nm) and the SLD (833 nm) sources; it was found that when the fibre output stage at F1 was collimated for the SLD source, the Qioptiq source produced a beam waist in the far field which was \( \sim 4 \times \) smaller. This amounts to a subtle change in the distance between the fibre facet and the collimating lens between sources, due to a wavelength dependent deviation in the numerical aperture of the optics. It is believed this was at least partially responsible for the systematic offset in the measurements obtained with the SLD source previously, and would have a knock-on effect on the required SLM correction lenses needed, which altogether offset the collimated/structured states.

Furthermore, 3” mirrors were used in this instance to remove the risk of clipping the beam profiles. The resultant SLM correction lenses, combined with the adjusted collimation of the fibre ports at lens F1 and F2, resulted in a markedly different axicon coupling behaviour, as depicted in appendix C. Compared to the previous trends, shown in 5.18, I found that the optimal \( \alpha_2 \) was found to be closer to \( \alpha_1 \) on any given alignment attempt, which reduced the offset across the range. More importantly, there was found to be sufficient power across the range to disregard this optimisation altogether, such that \( \alpha_2 = \alpha_1 \).

The resulting differential \( v_g \) delay obtained, also in C, shows a clear improvement on the previous attempts, and is a reasonably strong \( L/2 \times \alpha^2 \) fit with \( R^2 = 0.9881 \) for \( L = 0.782 \) m. The precision in this measurement is also improved, with smaller error bars \( \sigma \), and passes through the origin (plane wave reference point).
5.6 Structured light delay: discussion and conclusion

The investigation into the $v_g$ delay of Bessel beams using classical interference incorporates the beam shaping and alignment techniques of chapters 3 and 4 and introduces an additional level of complexity in both the alignment and analysis stages. As such, the experiment underwent a great number of iterations which either enhanced or degraded the stability and accuracy of the results obtained. This section will reflect on the main features of the current setup and their impact in achieving a system which can reproduce sensible results which are indicative of the geometry. I will then outline the possible next steps in improving the setup, and suggest more investigations which can be undertaken in future.

5.6.1 Evaluating the setup and design

From the comparison tests between the two laser sources available, as expected the $\Delta \lambda = 18.5$ nm of the SLD outperforms the $> 0.08$ nm width of the Qioptiq source for creating a well-defined visibility envelope on interference. Our confidence in being able to apply a polynomial fit to measure the shift in the peak was directly due to this bandwidth and its envelope width, first evidenced by the Michelson test. The SLD source did however provide some issues; at $\lambda = 832.36$ nm it can only be aligned using an infrared IR-viewer, and was not optimised for the LC-SLMs nor the PM fibres used (visible, 630 nm respectively). In future it may be more appropriate to re-introduce the SC source from chapter 4, and use a bandpass filter of width $> 20$ nm to equal or improve upon the short coherence length of the SLD.

During the setup phase of the experiment, the two arms consisting of PM fibres and an airspace structuring section were all measured by hand, and the approximate OPLs were matched. This resulted in a defined length of interference along $z$, with no other traces of interference observed. Our understanding at the time was that this had to be the primary position of matched optical paths. However, the visibility profile observed using the SLD source and this setup (see figure 5.14) spanned far too many fringes and with such a low contrast that its veracity was questioned. As a consequence, the Qioptiq source was used for the majority of the investigation; meanwhile, prolonged efforts to reconcile the discrepancies included changing the
FBS and optical fibres, including various polarisers, trying different interferogram profiles and adjusting the SLD power and coupling.

Towards the end of the investigation, the use of self-interference both independent of the setup (figure 5.15) and within the setup (figure 5.16) led to a breakthrough in proving the coherence length of the SLD source. In the final stages of the investigation, an airspace delay was added to arm A to equalise the OPL of air and silica fibre lengths in each arm. The resultant interference, shown in figure 5.24, transformed the reliability of the setup, and led to the final results depicted. The importance of matching the media in which light propagates, beyond merely matching the total OPLs, cannot be understated, and in future could also be probed in a separate investigation using high precision measurements of fibre lengths via time-of-flight.

5.6.2 Sources of error

The results presented for the \( v_g \) delay of Bessel beams were obtained using a system whose sensitivity is by virtue of its complexity; to improve upon the stability and accuracy of the results, it is necessary to discuss the sources of error within the experimental setup.

In the ideal case, the beam incident on SLM1 from output coupling lens F1 should be a collimated Gaussian beam; in the absence of highly structured holograms, it should remain collimated upon reflection from SLM1 and SLM2, before coupling once more down the fibre, (where F1 and F2 are identical). Any departure from this caused by the non-flat phase profile of the SLMs introduces a significant defocus and transverse aberration in the beam which had to be corrected by non-negligible focal lengths of correction lenses. It would be pertinent to fully probe the collimation of the beams either side of the SLMs with new techniques; this should lead to a more accurate geometry in figure 5.3, and optimise the coupling efficiency. Re-collimating the stages using the SLD source (originally the Qioptiq source) appears to have made a significant difference to the collimation achieved either side of the structured region \( L \).

Given the dependence of Bessel beam delay on the position of the axicon lens holograms on the SLMs depicted in figure 5.23, it is clear that the accuracy of the values obtained is influenced greatly by the alignment of the beam on the SLM windows.
By offsetting the holograms on each SLM on the order of 10s of µm, the coupling efficiency with which a given part of the structured beam from SLM1 was successfully optimised to couple back into a fibre. Great care was taken to ensure the correct diffraction orders and locations of the target beam were matched up correctly. Nevertheless, it may be appropriate to convert this alignment stage from an indirect measurement (of power) to a direct measurement of correlation.

During the interference testing and subsequent delay runs, it was found that the position of the peak visibility fluctuated with a flicker of \( \sim 2\text{-}10 \) pixels at a rate of \( \sim 1 \) Hz, with an encompassing drift of the interferogram over time. A number of steps were taken to minimise this effect, including using isolator legs on the bench, insulating the fibre optics and using blackout materials in a “lights off” environment. By its very nature, an interferometer is sensitive to external vibrations, including those outside the laboratory and high frequency vibrations/heat from nearby technology. Whilst averaging over many data runs has helped to reveal the trends of the data captured, future experimentation should also consider the time-dependent behaviours of the laser source, e.g. polarisation and power oscillations, particularly when using PM fibres. Furthermore, the setup of the bench could be further optimised by total isolation of the SLM drivers from the optical table.

5.6.3 Future work

Over the course of this investigation, the technical challenges involved in measuring \( v_g \) with an assortment of beams have all been addressed. The system currently shows promising functionality by way of the Bessel beam delay tests presented above, the accuracy of which can be increased by further optimisation of the alignment and measuring process. The SLMs within the beam shaping system provide a degree of control on the scale of microns which ought to be sufficient compared with the size of the incident beam, and can be used with high precision to couple a sizeable portion of destructured light. The interferometer now has a stable design which removes any extraneous optics and can provide a uniform interferogram at a wide range of distances and angles.

In accordance with the original work which provided the motivation of this investigation [201], the next stage was to consider beam structures whose \( v_g \) delay is more
difficult to quantify: a focused beam, for example, is wholly reliant on accurate characterisation of the incident beam. My long term objective was to demonstrate these results classically to verify the behaviour of structured light, in the hopes that there may be opportunity to explore more exotic structures, such as varying degrees of optical speckle.
Chapter 6

Group velocity of structured light: further studies

6.1 Further studies: introduction

The following chapter is a continuation of the work in chapter 5 by way of measuring the $v_g$ delay of a confocal telescope, as well as employing the wavefront correction methods from chapter 4 to investigate optical speckle (de)structuring and coupling down a fibre. This is in anticipation of potential future investigations into the $v_g$ delay of varying degrees of optical speckle.

The investigation presented in chapter 5 involved the use of a fibre-based interferometer, in which the propagation of a beam of Gaussian profile (A) was compared with that of a Bessel beam (B). A pair of LC-SLMs were used to (de)structure the beam using a combination of tilt, correction and axicon lens holograms. Beams A and B were classically interfered; using a low coherence source, the envelope of visibility could be observed across the interferogram. A shift in the OPL of beam B, achieved by modulating with various strengths of axicon lens, corresponded to a shift in the fringe position of the visibility envelope; by extension, this is the $v_g$ delay of a Bessel beam.
6.2 $v_g$ delay of a confocal telescope

To compliment the results presented in section 5.5, there remained the opportunity to further verify the work of Giovannini et al. (2015) [201], by investigating the $v_g$ delay of a confocal (same foci) telescope. That is, instead of a pair of axicon lenses of strength $\alpha_{opt}$, both SLMs display an additional spherical lens hologram $\phi_{struct} = \phi_{spher}(u, v)$. The phase of this hologram was previously defined in equation 5.20; here, $f = 0.397$ m and hologram offsets $(u_{off}, v_{off})$ remain unchanged from the Bessel beam measurements.

Consider the geometry depicted in figure 6.1, recreated from [201]: a pair of lenses separated by $L$ form a confocal telescope; for maximum coupling efficiency, each lens has a focal length of $f = L/2$. For an incident beam of radius $r$, the converging beam leaving the first lens will propagate along the distance $L/\cos \beta$ until it reaches the second lens in an inverted position. This corresponds to a delay from the optical axis of $\Delta z = L/\cos \beta - L$. By using the similar triangle with $\cos \beta = f/\sqrt{(r^2 + f^2)}$ and a Taylor expansion, we find that $\Delta z \approx r^2/f$. In the ideal case of an incident Gaussian profile with $1/e^2$ beam radius $w$, the expectation value $\langle r^2 \rangle = w^2/2$ (derived in appendix B). It follows that for a beam of $1/e^2$ radius $w$, the predicted delay over a distance $L = 2f$ is

$$\Delta z = \frac{w^2}{2f} = \left(\frac{w}{f}\right)^2 \times \frac{f}{2}. \quad (6.1)$$
The term \( w/f \) is a measure of the beam divergence which is controlled by the numerical aperture of the lenses. Despite the simplicity of the geometric arguments, the predictions for the delay of Bessel beams and focusing beams are backed up by more in-depth theoretical models, which are explained in [211, 229]; specifically, that the transverse wavevector \( \langle \hat{k}^2 \rangle = \frac{2}{w_f} \) where \( w_f = \frac{2f}{k_0u_0} \) is the focusing waist of an initial beam waist \( w_0 \).

![Figure 6.2: Confocal lens phase holograms](image)

Figure 6.2: **Confocal lens phase holograms:** (a) SLM1 and (b) SLM2 display a combination of the spherical lens hologram of \( f = 0.397 \) m, and the same carrier grating and correction lenses as in figure 5.20.

The resultant SLM phase holograms \( \phi_{SLM}(u, v) \), which also incorporate the carrier gratings and correction phases, are shown in figure 6.2. During the \( v_g \) delay measurement acquisition, the holograms were switched to spherical lenses of either \( f = 0.397 \) m or \( f = 1 \times 10^6 \) m and a set of differential measurements were recorded. The latter focal length is effectively infinite, and allows for easier programming of the SLMs – the base \( \alpha = 0 \) holograms in 5.20(a,d) are equivalent to the holograms with \( f = 1 \times 10^6 \) m, when there is effectively no structure and the beam diffracts with an approximately Gaussian profile.

During the confocal lens \( v_g \) delay data acquisition, differential measurements of the above focal lengths were used. The pixel delay was determined as the average of the
difference between the visibility maximum when \( f = 0.397 \) m \((x_i)\) and the neighbouring non-focused cases \( f = 1 \times 10^6 \) m \((x_{i\pm 1})\) such that

\[
\Delta z_{\text{lens}} = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{1}{2} \left( (x_{i-1} - x_{i}) + (x_{i+1} - x_{i}) \right) \right|,
\]

(6.2)

where \( N \) is the total number of measurements.

Figure 6.3(a) demonstrates a typical \( \Delta z_{\text{px}} \) delay in terms of lateral pixel shift between the two cases, whilst (b) shows the absolute pixel differential between nearest neighbours, with an average pixel shift across 200 measurements found to be 105.68 pixels. Inset shows the interferogram profile; in this instance there is secondary interference occurring due to surface oxidation in the gold coated mirrors M5,6 – this in turn manifested in the visibility envelope as a higher order envelope disrupting the expected sinc profile.

Figure 6.4(a) demonstrates the lens delay after replacing said mirrors, i.e. the visibility became that shown in figure 5.24. In this test an average pixel delay of 89.73 was recorded across 500 measurements over an acquisition time of \( \sim 600 \) s. Over this time frame we can clearly see an overriding drift in the position of the visibility maximum, however with differential measurements this should not affect the final result.

Recall from equation 6.1 that the theoretical delay achievable by a confocal lens system \( \Delta z_{g,\text{lens}} \) over a length of \( L = 2f \) is \( w^2/2f \), compared to that for a Gaussian beam. In this case, \( w \) is the half width of the beam profile at \( 1/e^2 \) the maximum of the Gaussian profile. It was therefore necessary to measure the true \( w \) of the beam exiting output coupling lens \( F_1 \), and before SLM1. It was imperative that this value be measured with the utmost accuracy, due to its role in determining the delay measured – what follows is a description of the logic behind the value obtained. A series of beam profiles were measured using a DSLR camera (based on its sensor size, portability and availability at the time).

In order to best fit to the beam profiles measured, a few Gaussian distributions were considered. Firstly, in the ideal case

\[
f(x) = Ae^{-2\left( \frac{x-\mu}{w} \right)^2},
\]

(6.3)
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Figure 6.3: Confocal lens delay test 1: The first confocal lens test after an improved visibility envelope was obtained. This test, spanning 200 measurements, shows a relatively consistent delay between $f = 0.397 \text{ m}$ and an effectively infinite lens ($f = 1 \times 10^6 \text{ m}$). Note that the mirrors M5,M6 were inspected and found to have microscopic surface damage, resulting in secondary interference fringes (inset).

(b) the differential pixel shift plotted about the average of 105.68 pixels, with one $\sigma$ error lines (dashed), reveal a well behaved delay.
Figure 6.4: **Confocal lens delay test 2:** (a) (inset) replacing the large mirrors M5,M6 resulted in a much improved visibility envelope profile (shown in 5.24). With this particular alignment, extended lens delay testing across 500 measurements produced an 89.73 pixel shift. Note that the peak of the visibility envelope drifts $\sim 80$ pixels over 10 minutes. (b) The one $\sigma$ standard deviation of values halves (dashed) is plotted on top of the average pixel shift in the differential measurements. In the absence of any obvious alignment errors, further testing is required to verify whether test 1 or test 2 (or neither) may be considered characteristic of the system.
where $A$ is the amplitude, $w$ is the half width at $1/e^2$ and $\mu$ is the mean of the distribution. Shown in figure 6.5(a,b) (green), this fit was deemed insufficient to accurately define the beam profile (red). Instead, a fit of

$$f(x) = Ae^{-2\left(\frac{(x-\mu)}{w}\right)^2} + Bx + C,$$  \hspace{1cm} (6.4)$$

provides a tilt $B$ and offset $C$; this was found to fit the profiles much better. In (c), several beam profiles are illustrated – the profile was extracted from the red plane of the original image (top). (below) are the three different polarisation states recorded: clearly the beam at lens F1 remains unpolarised, with more power coupled into the horizontal state – this is only a source of inefficiency which can be corrected in future by employing a linear polariser after F1.

**Figure 6.5:** **Gaussian fitting to extract beam waist** A selection of beam profiles taken by a DSLR camera were analysed to determine $w$. Each image was loaded into Matlab, where a fitting tool was used to fit a Gaussian distribution along both the (a) $x$-axis and (b) $y$-axis. The data (red) was tested against a simple Gaussian (green) and offset tilted Gaussian (black); the latter was used to extract $w$ (blue). (c) shows a heat map of the red plane from the original image – (below) photos included to show the 3 polarisation states analysed for reference.

Several beam profiles like those shown were recorded by placing the camera between lens F1 and SLM1 at two planes in $z=87$ mm and $320$ mm from SLM1. Furthermore, a linear polariser (LP) was placed at lens F1, in order to filter the incident beam in several polarisation states.
Figure 6.6: **Non-linear exposure effects and beam convergence** (a) to illustrate the intricacies of beam waist characterisation, the $w$ recovered from several beam profiles with different polarisations/exposures is shown. In particular, an LP was placed before the camera in the vertical (blue), horizontal (green) and removed completely (red). In fact, we need only consider the vertical component, which is the only one which SLM1 can modulate. A non-linear sensor sensitivity may also be responsible for the exposure-based trend seen; we can choose the lowest width observed to mitigate background broadening effects. (b) considering beam profiles extracted from two different $z$ planes before SLM1 reveals a slight convergence of the beam – this in turn can be factored in by extending the trend to the plane at 0 mm from the SLM i.e. the actual beam waist incident on SLM1.

The SLD source is unpolarised; coupling through the PM FBS and PM fibres, it was apparent that both polarisations enter the airspace structuring arm to contribute to the overall beam waist. However, since the LC-SLMs used have a vertical modulation axis, we can expect that only the component of polarisation will reach the fibre coupling at lens F2. Figure 6.6(a) shows the effect of polarisation and DSLR exposure time on $w$, for a plane 87 mm from the SLM. Plotted in red is the beam waist with no polarisation filter – the contribution from both polarisations. In green and blue are with an LP in the horizontal and vertical state respectively. The beam profiles were taken along both axes, where dashed lines indicate the $x$-axis. From this graph we can clearly see that the beam waist measured increases with exposure – this may be due to a non-linear CMOS sensor sensitivity at relatively large exposures.

Furthermore, the waist along the $y$-axis is consistently larger than that in $x$; in a
practical sense, measuring with a manually aligned camera on the optical bench runs the risk of being skewed in the horizontal direction (whereas the vertical is aligned by using opto-mechanical mounts on the bench itself). Therefore, it may be more sensible to only consider the beam waist in the vertical direction.

On top of this analysis, figure 6.6(b) depicts a simple convergence test of the beam before SLM1. The collimation testing in section 5.3.2 concluded that the beam was well-collimated before SLM1, however by recording beam profiles in two \( z \) planes, we can determine directly any convergence of the beam before it reaches SLM1. Shown is the detected convergence of the beam in the \( x,y \)-axes across all four exposures recorded. By calculating the trend of each exposure, we may determine the \( C \) intercept at the SLM plane – the true original beam waist – without removing SLM1.

When considering the above analysis, we need only consider the vertical beam profiles projected onto the SLM1 plane, and may factor in the non-linearity of the sensor by careful selection of the exposures included. There is also the risk of waist broadening due to ambient light detected – in this case, the lowest \( w \) measured in the vertical polarisation will be used, i.e. \( w = 3.098 \text{ mm} \). For completeness, using all vertical profile exposures yields a similar result (\( w = 3.219 \pm 0.126 \text{ mm to one } \sigma \)).

The expected \( v_g \) delay for a confocal lens pair of focal length \( f = 0.397 \text{ m} \) using equation 6.1 is \( \Delta z_{g,lens} = 12.02 \mu\text{m} \) using the chosen measured half width, \( w = 3.098 \text{ mm} \).

Given the variability in the Bessel beam testing for much of the project (figure 5.22), the measurement of confocal lens delays was sporadic. That said, the measurements in figures 6.3 and 6.4 represent the latest findings; the former was acquired after introduction of the airspace delay in arm A, and the latter was acquired after the mirrors M5,6 were replaced when it became clear that surface defects were causing misleading secondary interference fringes (figure 6.3 inset).

To determine the experimental lens delay obtained, we may simply convert the measured pixel delay into metres. In test 1, we found that \( \Delta z_{px} = 105.68 \pm 7.49 \text{ px} \); in test 2 (with replaced mirrors), we found that \( \Delta z_{px} = 89.73 \pm 9.15 \text{ px} \). With a detected periodicity of fringes \( px/fringe = 10.269 \) and source of \( \lambda = 832.36 \text{ nm} \), this results in a measured delay of \( \Delta z_{lens,exp} = 8.57 \pm 0.61 \mu\text{m} \) in test 1 and \( \Delta z_{lens,exp} = 7.27 \pm 0.74 \mu\text{m} \) in test 2.
There are several elements to consider when trying to account for the differences here. Firstly, the original work of [201] used the same apparatus and reported a considerably smaller beam waist of $w = 2.32 \pm 0.09$ mm. The results reported in that work concur with a beam of this size, which in theory would be $\Delta z = 6.7 \, \mu m$. This is closer to what we observe in the current system, albeit with a larger measured $w$.

The dependence on $w$ clearly dominates the delay measured – the question remains as to what proportion of the beam which receives this delay is coupled down the fibre at F2 towards the interferogram, and to what extent suboptimal hologram offsets $(u_{off}, v_{off})$ affect this delay. In future, these variables will be studied in more detail.

Given the results presented above were preliminary findings during the final laboratory time before the submission of this thesis, there was a window of opportunity to continue this testing thereafter, presented in appendix D. Whilst the results above suggest a degree of instability in the $k$ vectors coupled down the fibre day to day, the work to be emulated [201] pointed to a measuring strategy that did not wholly rely on empirical measurement of a single $w$ to find $\Delta z_{g,lens}$. Introducing a Gaussian amplitude mask on both SLMs, of radius $w_1$ is a means by which the beam waist $w$ can be artificially constrained between the SLMs; this has the effect of reducing the strength of perpendicular $k$ vectors reaching the interferometer in a controlled manner.

Figure D.1 depicts the experimental measurement of confocal lens delay versus Gaussian aperture radius $w_1$. A Gaussian fit on both SLMs leads to an altered expectation value, such that the theoretical trend from section 6.2 becomes $\Delta z_{g,lens} = \frac{w_1^2}{4f}$. The result then shows a strong fit for $w_1 < w$ where $w = 2.32 \pm 0.09$ mm as measured above. It can therefore be said that due to residual misalignments in the system, the group velocity delay of a focused beam is highly dependent on the three dimensional coupling strength into the interferometer, and more work could be done to better understand the constraints of this coupling.
6.3 (De)structuring optical speckle

The previous investigations into the $v_g$ delay of beams with Bessel (chapter 5) and focused beam structuring (6.2) illustrate the free space delay of light when applying well-documented boundary conditions on a Gaussian beam. Given the potential of the experimental setup to probe any number of beam structures that are capable of being (de)structured to propagate down a fibre, discussions with my supervisors led to the proposal of a novel investigation into a very different but pervasive beam structure – optical speckle.

In section 2.1.7, the behaviour and methods for the creation of optical speckle were briefly stated. Its fine structure suggests there is a more involved mechanism to accurately theorise the effect on $v_g$, however we can approximate it based on its variables. Consider again the axicon pair in figure 5.3: an axicon of strength $\alpha_{opt}$ and of spatial extent $a$ is characterised by $\tan \alpha_{opt} \approx \alpha_{opt} \approx a/2L$ such that $\Delta z_{Bessel,opt} = a^2/8L$. We may exploit this simple geometry, and determine the expectation of $\alpha$ aggregated for optical speckle, based on the spread of plane waves combined to generate such speckle. For a single randomised plane wave on the SLM, we may define the grating fringe separation $d = w/N$ where $N$ is the number of cycles and $w$ is the side length of the SLM. The resultant transverse components $k_{x,y}$ can then be represented by $(2\pi/d_x, 2\pi/d_y)$. In the same way an axicon lens has a single $k$ vector, the same radial component can be produced for any one tilt hologram, where $|k_x + ik_y| = k_r$. By trigonometry, this radial component is offset from $k_0$ by $\alpha_r = \arcsin(k_r/k_0)$, such that across many randomised plane waves, the total observed speckle delay is

$$\Delta z_{Speckle} \approx \frac{L}{2} \langle \hat{k}^2_{1,speck}/\psi(z_1,k_0) \rangle = \frac{L}{2} \langle \alpha^2_r \rangle. \quad (6.5)$$

The holographic generation of speckle as it appears in nature would require an unfeasibly large number of overlapping wavevectors with exceptional resolution; furthermore, destructuring and fibre-coupling such a field would prove difficult. Instead, it was decided that an approximation of speckle could be generated by SLM1 with a known finite set of random wavevectors, which could be generated quickly and destructured in several ways. The following method for programmable optical speckle on an LC-SLM was devised by Dr. Stellinga in collaboration with myself using the National Instruments LabVIEW software.
In the first instance we want to generate a set of $N$ wedge phase gratings within a certain range of the ideal coupling, which when combined, diffract a plane wave into an approximate optical speckle upon propagation along length $L$. In general, we define the resultant speckle field as a superposition of three or more constituent wavevectors, where each phase component $\phi$ contains the wavevector magnitude $k$ for each constituent plane wave.

The following procedure for holographic speckle generation was designed to ensure a thoroughly randomised field whilst remaining programmable. Firstly, a uniform white noise generator was used to create a set of three pseudorandom values, using a chosen random seed of 1. These values were then used as independent seeds for the three grating variables to be assigned to each of the $N$ holograms: the polar angle, azimuthal angle and additional phase offset $\phi_{off}$. The latter was used to ensure that the plane waves were totally independent from one another. The polar angles

![Figure 6.7: Generating holographic optical speckle: (a) the first $n = [0 : 10]$ plane waves with random $k$ vectors. (b) the summation of $n$ $k$ vectors for i) $N = 1, 2, 3...1000$] for the same seed value gradually approximates an optical speckle.
were formed as noise with a Gaussian profile and some standard deviation $\sigma$. The azimuthal angle and phase offset were both uniform noises with an amplitude of $\pi$. These values were then converted to randomised $(N_{cyc,x}, N_{cyc,y}, \phi_{off})$ variables for each plane wave, where $\phi_{off} \in [0 : 2\pi]$. Here, $(N_x, N_y)$ are the number of phase cycles across the SLM in each axis.

With a uniform amplitude of 1, the phase hologram sent to SLM1 comprised the speckle wavevectors with phase cycles $(N_{cyc,x}, N_{cyc,y})$, combined with the carrier grating $(N_{c,x}, N_{c,y})$ and the appropriate correction lenses (spherical and astigmatism):

$$\phi_{speck,hol}(u, v) = \phi_c(u, v) + \phi_{spher,ast}(u, v) + \phi_{speck,tot}(u, v) \mod 2\pi.$$  \hspace{1cm} (6.6)

Here, the total phase component of the speckle contribution is extracted from the resultant field after combining the complex fields from all plane waves:

$$E_{speck,tot}(z, t) = E e^{i\phi_{speck,tot}} = \sum_{n=0}^{N-1} E_n e^{i(\phi_n + \phi_{off,n})},$$  \hspace{1cm} (6.7)

where $\phi_{off,n}$ is the additional phase offset. The hologram of each plane wave is the same form as that used for the carrier grating in equation 5.19 with slit separations $d_{x,y}$ (such that $d_{x,y} = W_{x,y}/N_{cyc,x,y}$). Note that $E_n$ may also be randomised, however in this instance was set to 1 for all plane waves. Figure 6.7(a) portrays the pseudorandom generation of the first 10 phase gratings. Part (b) portrays the given superposition of a set of wavevectors when $n = [1 : 1000]$; note that when $n = [1 : 5]$ the superposition of so few wavevectors maintains a periodic grating structure, whilst $n > 10$ begins to take on a more randomised phase distribution.

The first column of figure 6.8(a-d) demonstrates different strengths of speckle field which arrive at SLM2 for $N = 1000$ wavevectors with $\sigma = 5, 10, 20, 40$ cycles from the carrier tilt. The second column shows the phase addition of speckle, carrier tilt and aberration correction holograms displayed on SLM1. Finally, the last column is a set of camera images of the plane at SLM2, which shows the overlap of the undiffracted Gaussian zero order from SLM1 with the desired speckle field- it is required that the carrier tilts on each SLM combined are enough to diffract the (de)structured speckle away from the unwanted orders on the fibre facet.
Figure 6.8: Diffractive speckle fields using an LC-SLM: (Column 1) the generation of speckle fields made up of $N$ plane waves of some spread $\sigma$ (cycles or mdeg) from the original carrier grating. (Column 2) the resultant holograms when combining the speckle field, carrier grating and aberration correction lenses. (Column 3) photographs of the speckle field largely overlapping the zero order at the plane of SLM2; a large enough carrier grating tilt is required on both SLMs to avoid coupling any 1st order into the single mode fibre. The degree of speckleness increases as the spread of wavevectors used to construct the speckle $\sigma$ increases.
6.3.1 In-situ wavefront correction revisited

Fundamentally, the role of the hologram on SLM2 is to encode the most appropriate phase mask on the structured light to best couple it down a single mode PMF towards the interference section. As it happens, the optimal coupling down such a fibre is a focused Gaussian profile. The second stage of this investigation of optical speckle was to probe the feasibility of using SLM2 to destructure the light from SLM1. This final section concerns the adaptation of the wavefront correction algorithm discussed in section 4.4.2 for use in this setup, and gives a clear route forward for future work in characterising the propagation behaviour of optical speckle.

The algorithm in section 4.4.2 describes the use of an SLM to determine the 2D phase map required to best focus all of the available light in a wavefront down to a single spot [200]. Recall that the measurements were based on the intensity fluctuations of a single point within an interferogram, formed by the combination of reference and raster scanned superpixels. Within the structured arm of the setup here, the wavefront algorithm remains the same, however the point of convergence is no longer a chosen pixel of an interferogram on camera, but the proximal end of the fibre at lens F2. In this regime, the target phase for each superpixel is that which couples the highest power down the fibre.

To measure the intensity of the wavefronts, a camera was placed at the distal facet of the fibre beyond lens F5, and the measurement was the sum over all pixels. This concept was tested by attempting to retrieve the corrections originally applied to SLM2 to best couple the diffraction order +1_i down the fibre (i.e. those illustrated in the top rows of figure 5.17). The test, presented in figure 6.9, was performed as follows: SLM1 was encoded with carrier and correction holograms \( \phi_{c,1} + \phi_{\text{correct},1} \) (a), and SLM2 was encoded with only the carrier grating \( \phi_{c,2} \) (b). In the first instance, \( \phi_{\text{correct},2} \) (c) was added to SLM2 which couples 100% of some baseline power \( P \) through the fibre.

The wavefront correction algorithm was then conducted with SLM1 displaying hologram (a) and SLM2 displaying hologram (c). Parts (d) to (i) show a range of phase correction masks which, when combined with \( \phi_{c,2} \) (b), couple a fraction of \( P \) with varying success. The phase steps \( m \), superpixel size \( n \) and size of the beam on the camera were adjusted to determine the optimal correction achievable. For low frequency corrections like the lens in (c), \( m = 8 \) and \( n = 10 \) were found to couple the
most light; furthermore, a focused beam with a higher signal per pixel at the detector was found to couple more power than even the holographic lens (c) ($P = 103\%$).

**Figure 6.9:** Spherical wavefront correction: Given the (a) corrected carrier grating on SLM1 and (b) original carrier grating on SLM2, in-situ wavefront correction was performed to recover (c) the expected spherical correction on SLM2. (d-i) illustrates the relative coupling power $P$ achievable as a percentage of (c), when varying the number of phase steps $m$ and superpixel size $n$. Inset within each phase correction map is the size of the beam on the camera.
6.3.2 Microscanning wavefront correction

Inherent to this wavefront correction algorithm is the reduction in measuring signal with superpixel size. We may require a higher resolution correction map to unlock more structured fields, however there is a limit to the superpixel size $n$ with which the phase can be accurately probed, due to a “washout effect” when the signal approaches the ambient light level. In practice this was found to be around $n = 7$ for a correction map resolution of $< 10,000$ pixels. In order to circumvent this lack of light, a microscanning capability was incorporated: figure 6.10(a) introduces the concept in relation to this application. By defining an additional 2D array whose positions are separated by a new variable, step size $t$, we can decouple the superpixel size $n$ from the correction map resolution. Consecutive locations of the SLM being probed overlap to form a higher resolution correction phase map using more of the SLM window for each measurement.

![Figure 6.10: Microscanning wavefront correction](image)

- **(a)** By decoupling the superpixel (spx) size $n$ from the number of measurements made by introducing a step size $t$, we can overlap successive superpixels – this results in more of the SLM hologram being used per measurement, and therefore higher resolution correction maps. 
- **(b)** the technique allows us to double the resolution using the same superpixel size, although interpolation effects limit the accuracy when the $n/t > 3$ (as illustrated in (c)).
Whilst this technique improves the maximum resolution achievable by making more light available per \( n \), there is a limit to its use. Figure 6.10(b,c) demonstrates the effect of increasing the ratio between superpixels and step size: the accuracy with which the correction phase can be retrieved diminishes, leading to a loss in coupling efficiency down the fibre. However, using this method, both lens and speckle correction maps with 30,000 and 19,200 pixels respectively were achieved, which is a considerable resolution improvement for such highly structured fields (shown in figure 6.11). Note that the correction maps were either upsampled or 2D interpolated by nearest neighbour method to rescale the map to the size of the SLM.

### 6.3.3 Optical speckle down a single mode fibre

The primary justification of implementing wavefront correction in this system was to be able to destructure and fibre-couple any structured beam that arrives at SLM2. This in turn opens the possibility of destructuring optical speckle of varying degrees of “speckleness”.

Figure 6.11 presents the holograms and correction maps used to successfully destructure and fibre-couple optical speckle (and focused beams for reference). A random speckle field of \( N = 50 \) phase cycles, \( \sigma = 8 \) shown in (b) was applied to the carrier grating on SLM1 (a) to form optical speckle about the +1 diffraction order (c). A microscanning wavefront correction algorithm was then applied, given SLM2 displayed only the carrier and correction lenses (d), to form a speckle phase correction map (e). Notably, the resultant hologram pairing of (c) and (f) coupled as much as 73% of the original power \( P \) of the non-structured gratings (a,d).

To compare this correction technique to the programmed holograms from section 6.2, the method was used to determine the correction required for an \( f = 0.4 \) m lens. Part (g,h) shows the holograms used in the confocal lens test (i.e. figure 6.2), whilst (i) shows the hologram correction that equates to a spherical lens (h). Here, the correction phase hologram slightly outperformed the previously programmed hologram in coupling efficiency; note that a linear correction can be seen in the outer regions of the correction hologram due to an unforeseen aberration (i).
Figure 6.11: Wavefront correction for optical speckle and focusing lens: Applying the (b) randomised speckle field to (a) an SLM1 carrier grating produces (c) a speckle field about the +1 order location. When (c) and (d) are used in a microscanning wavefront correction measurement, the correction phase map (e) is obtained, resulting in a 73% coupling c.f. carrier-only gratings. (g-i) for illustration, the same process for a focused beam of $f = 0.397$ m, where the corrected phase (i) outperforms the programmed hologram (h) from figure 6.2.
6.3.4 High order optical speckle destructuring using a speckle basis

The degree of optical speckle is determined by the number of k vectors $N$ and the standard deviation $\sigma$; as such there is flexibility to generate optical speckle of widely-varying degrees of speckleness. In coupling tests it was found that $\sigma$ was the limiting factor in coupling the destructured speckle beam into the fibre. Furthermore, it was clear that with higher spatial frequencies in the speckle, the efficiency of the correction maps was greatly reduced. To prepare for higher-ordered speckle correction, a second regime of wavefront correction was considered, defined here as *speckle basis correction*.

![Figure 6.12: Speckle basis correction](image)

*Figure 6.12: Speckle basis correction:* the speckle hologram (a) applied to SLM1 (b) can be wavefront-corrected based on the known k vectors that make up the original speckle. The algorithm uses the entirety of the SLM for each measurement, and the correction map (c) on SLM2 (d) displays higher spatial frequencies than can be achieved by using superpixels. (e,f) the k vectors within the original speckle can be graphed based on their contribution to the coupling power, in terms of $(N_{cyc,x}, N_{cyc,y})$ phase cycles from the carrier grating.
The algorithm, developed in collaboration with Dr. Stellinga, makes use of the set of known random k vectors used to produce the original speckle hologram, defined in equation 6.6. It works similarly to that introduced in section 4.4.2, however instead of scanning through \( m = 10 \) offset phases at every superpixel position, the offset is applied iteratively to each k vector displayed in full. This is beneficial because the entire SLM2 window is in use for each measurement, such that the number of measurements becomes \( m \times N \). For each k vector component within the speckle field, \( m \) different phase offsets were applied.

For each measurement step in the speckle basis correction data acquisition, the SLM2 phase hologram is

\[
\phi_{\text{SLM2,step}}(u, v) = \phi_c(u, v) + \phi_{\text{spher,ast}}(u, v) + \phi_{\text{measure}}(u, v) \tag{6.8}
\]

Here \( \phi_c, \phi_{\text{spher,ast}} \) are the carrier grating and programmed lens corrections respectively, whilst \( \phi_{\text{measure}}(u, v) \) is the phase to be measured. Specifically,

\[
\phi_{\text{measure}}(u, v) = \arg\left(1 + e^{i(\phi_{\text{probe}}(u, v) + \phi_{\text{shift}}(u, v))}\right), \tag{6.9}
\]

where \( \phi_{\text{shift}} = 2\pi i / m \) is the phase shift applied to each k vector component of the original speckle \( \phi_{\text{probe,n}}(u, v) = \phi_n + \phi_{\text{off,n}}. \) The total data acquisition is performed over \([0:i:m-1]\) for \( \phi_{\text{measure}}(u, v) \), and over \([0:n:N-1]\) for all \( N \) k vector contributions \( \phi_n \) from equation 6.7. The 1 in the argument is the reference plane wave, which remains fixed. For every probe plane wave, a sine wave of intensity is measured, which is a function of the shifted phase \( \phi_{\text{shift}} \). The phase of this sine wave is then the reconstruction phase associated with that plane wave.

The average intensity across all pixels, \( E_i^2 \), is then measured and used as a weighting factor for each phase offset \( m \), before combining these into a complex term for all phase offsets of each k vector \( \phi_{k,j} \):

\[
E e^{i\phi_{\text{recon}}} = \sum_{i=0}^{m-1} \left(E_i \exp\left(\frac{2i\pi}{m}\right)\right). \tag{6.10}
\]

Here \( \phi_{\text{recon}} \) is the reconstructed phase correction contributed by a single k vector. It follows that the total calculated speckle correction to be displayed on SLM2 is the combination of original carrier and correction phases with the corrected speckle k
vector phases, namely

\[
\phi_{\text{SLM2,corrected}}(u, v) = \phi_c(u, v) + \phi_{\text{spher,ast}}(u, v) + \\
\arg\left( \sum_{j=0}^{N-1} e^{i(\phi_{\text{probe},j}(u,v)+\phi_{\text{recon}}(u,v))} \right).
\] (6.11)

Figure 6.12 depicts the speckle basis correction for a high order speckle \((N = 1000, \sigma = 25)\): the generated speckle field (a) was applied to the carrier grating of SLM1 (b). By definition, the resultant correction phase map (c) matches the high resolution of the original field, and utilises the entire SLM window. (d) shows the addition of the correction map and the carrier grating (including correction lenses). This speckle basis correction was compared to the original raster scanning method by testing the coupling efficiency when destructuring and fibre coupling a speckle beam of \(N = 1000, \sigma = 25\); the result was an improvement in the power output from \(P = 10.34\%\) to \(P = 28.59\%\), which demonstrates its usefulness in future speckle beam measurements. The associated graphs illustrate the contribution of each k vector to the speckle, in terms of \((N_{\text{cyc,x}}, N_{\text{cyc,y}})\) phase cycles, plotted as (e) an intensity colour map and (f) a radius from the carrier grating location at \((0,0)\).

### 6.4 Further studies: conclusion

The investigation presented within this chapter is a continuation of the work in chapter 5, concerned with expanding the scope of \(v_g\) delay in structured beams by considering that for a confocal lens pair and optical speckle. The theoretical geometry of both beam structures were characterised, and preliminary results for the group delay in lenses of \(f = 0.397\) m were reported.

It is clear that when optimising the system for Bessel beam delay, the effect can be readily observed as a polynomial trend. This is a luxury not afforded to confocal lens delay measurements, which rely on the empirical measurement of \(w\) and the correct coupling of (de)focused light from the SLMs. Between the two tests presented, there is sufficient stability across several hundred measurements to be confident that statistical noise has been suppressed. An additional result has also been included in appendix D, which introduces a Gaussian aperture to both SLMs - it was discovered that with apertures smaller than the original beam waist, a strong fit with the theory
is achievable. However, there remains more work to be done to accurately quantify \( w \), and (similar to the Bessel delay tests) to develop an independent test of coupling efficiency of the (de)structured light down the fibre at F2, which may require imaging the fibre facet.

Given time constraints, the investigation into optical speckle is ongoing; thus far, I have demonstrated the holographic generation of various orders of optical speckle, as well as presented two methods with which to destructure optical speckle in order to couple down a single mode fibre.

The continuation of this work will aim to make use of the focused beams, speckle generation and wavefront correction algorithms, given the results for the Bessel tests prove to definitively match the theory and are repeatable beyond doubt. Early testing has shown promise for the use of a diffusor before the coupling lens F2, in order to scatter the low and high angle \( k \) vectors more uniformly- in this configuration, SLM2 may be removed, such that the speckle structure region extends to \( L \sim 1.4 \text{ m} \). Such tests have revealed that the predicted delay for any given speckle pattern is dependent on its random seed number, and so the delay must be a statistical average of many seeds. There also remains the opportunity to automate the beam preparation stages – removing the human element in alignment may improve the time efficiency and accuracy of the alignment.

Finally, successful measurement of the delay of optical speckle could lead to in-situ analysis of the propagation behaviour of optical speckle where it occurs naturally and not as a holographic approximation, in an effort to gain new insights into the propagation characteristics of natural sources of speckled light.
Chapter 7

Conclusion

Optical beam shaping is an exciting and ever-evolving field in optics, with a global community marrying research and industry to exploit its potential. Command of both scalar and vector-based beam shaping regimes allows us to manipulate the fundamental properties of light in a diverse array of applications, which grows year upon year. The primary objectives of this thesis have been to use the foundations of classical optical wave theory and the state of the art in structuring practices to introduce two novel beam shaping techniques: high-speed DMD and broadband dual-SLM vector beam shaping. Furthermore, the skills developed were then applied to probe the fundamental propagation of structured light in free space, specifically the group delay of broadband Bessel and focused beams.

The following summaries aim to provide a brief retrospective on the work as a whole and highlight key findings which may be of interest to the beam shaping community. I will also use this opportunity to gauge the success of each project, and justify the actions taken. Lastly, I will contextualise this work by making recommendations on its future direction and application.

7.1 Chapters 1 and 2

In chapter 1, I presented the general definition of vector beam shaping, and its relation to historical forms of scalar beam shaping in amplitude and phase. I then provided the motivation for this thesis, in the form of a wide variety of applications
in research and industry. Most notably, structured light is intrinsic to the fields of air/fibre-space optical communication, micro-manipulation and microscopy. Vector beam shaping is credited with introducing a new degree of freedom to exploit; to increase data bandwidth in optical data channels, and maximise the efficiency and resolution of optical traps and probes. Furthermore, advancement of conventional beam shaping operations with the latest in spatial light modulation technology has opened new doors: high speed adaptive optics and imaging through turbid media, computational imaging and probing the nature of light in quantum systems.

Chapter 2 was used to present the prerequisite mechanisms of beam shaping from first principles – this included the description of interference and the wavelength-dependent nature of coherence and dispersion. Key to the characterisation of structured vector beams was the discussion on polarisation, including the optics, systems and metrology used to manipulate and quantify polarised light. Finally, the chapter introduced the principles and state of the art in spatial light modulation technology to be used in this work.

### 7.2 Chapter 3

In chapter 3, the objective was to evaluate the prospect of the DMD as a low-cost high-speed alternative to industry-standard liquid crystal modulators for shaping vector beams. The current options in scalar and vector beam shaping techniques were discussed, as well as the gap in the market for high speed switching rates. Also described were the intricacies of the mirror-based DMD when used as a diffractive optical element, as a cautionary guide for future users. On publication of this work, it was understood to be the first use of a DMD in the diffractive regime to generate arbitrary vector beams. The switching rate of top of the line DMDs is several orders of magnitude faster than LC-SLMs of a similar price and resolution.

The system described makes use of a relatively cheap TI Lightcrafter DMD and an array of birefringent optics to diffract and overlap monochromatic optical modes with orthogonal polarisations, resulting in the generation of beams with arbitrary amplitude, phase and polarisation. The use of Stokes parameters allowed for the characterisation of the various transverse polarisations achieved with polarisation ellipse maps. The role of the DMD as a high-speed modulator was demonstrated by
exploiting the onboard memory of the device, which culminated in the experimental \( \sim 4 \text{ kHz} \) switching of vector vortex beams – a rate which is limited only by the price level, and not the fundamental technology.

I believe the system presented in chapter 3 makes a compelling case for the incorporation of DMDs in a variety of beam shaping systems, as a scalar and vector beam shaper and for high speed wavefront control. I provide a rigorous analysis of the use of such devices in the laboratory, including the implications of binary amplitude modulation, blazing and their impact on diffraction efficiency. In my tests I was encouraged by the ease with which the TI development module could be used in the diffractive regime, and was surprised at its optical flatness. The device can be addressed in largely the same way as an LC-SLM, however its innate relative inefficiency remains an inescapable trade off. For monochromatic sources, my setup generated vector beams with an excellent agreement to the theory; in particular, well-defined and almost aberration-free optical modes were combined with \( \mu \text{m} \) precision of amplitude and phase, to generate beams whose polarisation state was within 5% of the theory throughout the transverse profile, based on the Stokes parameters and intensity likeness.

Based on the evidence provided, I wholly recommend consideration of the DMD as a diffractive optical element for arbitrary monochromatic vector beam shaping. The super-fast maximum switching rates make this device of immediate use to the characterisation of propagation through dynamic turbid media, which relies on real-time beam shaping to be effective. Provided there are viable workarounds for the loss in efficiency, the DMD can be advantageous in both research and real-world environments over the more established LC-SLMs. My investigation reaffirms the growing sentiment that when in need of a beam shaping solution, there is no outright winner – only by considering the specific application and its needs will the optimum device be known. The table in figure 7.1 outlines the key findings of this chapter, in the wider context of the beam shaping community.

### 7.3 Chapter 4

The investigation of chapter 4 arose from a simple question: given the successful implementation of monochromatic vector beams in chapter 3, what is required to
## Chapter 7. Conclusion

### Figure 7.1: General findings on DMDs vs LC-SLMs

The general attributes listed aim to inform future users on the pros and cons of using each technology. Relatively cheap options exist for both, whilst top tier products are available for a higher price. The number of LC cells/micromirror pixels is comparable, however recall that binary amplitude modulation uses multiple adjacent mirrors to achieve complex modulation, which also limits the number of independent spatial modes achievable. LC-SLMs are lauded for their efficiency, whilst DMDs can achieve super-fast switching rates. Whilst the efficiency per $\lambda$ of DMDs is more achromatic, they suffer from extreme dispersion with non-monochromatic light, and compensation may be compromised. The sinc$^4$ profile of diffraction from a DMD results in higher fidelity modes, compared to the random scattering of liquid crystals in LC-SLMs [176]. The key attributes of each technology may then be exploited for specific applications in the shaping of light.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>LC-SLM</th>
<th>DMD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>• Basic devices for scientific use ~£1000.</td>
<td>• £200 for cheap commercial digital projectors, £1000 for standard TI DMDs</td>
</tr>
<tr>
<td></td>
<td>• &gt;£10k for increased bit depth, switching rate and AR coating.</td>
<td>• £10,000 for superfast DMD (more RAM)</td>
</tr>
<tr>
<td>Resolution</td>
<td>• Typically side length ~256-1024 pixels w/ 3.5-20 $\mu$m pitch</td>
<td>• Similar, also with standard display sizes (VGA, XGA, HD, 4K UHD)</td>
</tr>
<tr>
<td></td>
<td>• 4K UHD (Holoeye)</td>
<td>• Reduced by Binary amplitude modulation</td>
</tr>
<tr>
<td>Polarisation</td>
<td>• Phase modulation for only 1 axis (Ver/Hz)</td>
<td>• Polarisation insensitive</td>
</tr>
<tr>
<td>Switching Rate</td>
<td>• Via HDMI, standard monitor rate (60-200 Hz)</td>
<td>• Via HDMI, standard monitor rate (60-200 Hz)</td>
</tr>
<tr>
<td></td>
<td>• High cost devices up to ~1kHz with reduced stability, bit-depth</td>
<td>• Binary patterns preloaded onto RAM for 4-32.5kHz</td>
</tr>
<tr>
<td>Diffraction Efficiency</td>
<td>• ($\pm$1) Up to 95% with AR coatings</td>
<td>• Array diff. eff. 86% (all on)</td>
</tr>
<tr>
<td></td>
<td>• ($\pm$1) Radial vector beam: &lt;60%</td>
<td>• ($\pm$1) Radial vector beam: &lt;5%</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>• Rated for 400-700 nm with gradual drop in efficiency, Custom AR coatings available</td>
<td>• Rated for 400-700 nm, mirrors reflective beyond visible, only limited by (pitch:$\lambda$)</td>
</tr>
<tr>
<td>White Light Diffraction</td>
<td>• Requires chromatic dispersion compensation</td>
<td>• Fixed Mirror tilt ($\pm 12^\circ$) causes extreme levels of dispersion</td>
</tr>
<tr>
<td></td>
<td>• Successful shaping at $\Delta \lambda$ =100 nm</td>
<td>• Aberrations occur even for $\Delta \lambda = 0.1$ nm</td>
</tr>
<tr>
<td>Spatial Modes</td>
<td>• # independent focused spots in FP $\propto$ # pixels</td>
<td>• Less than LC-SLM, max diff. angle limited by binary shaping, unwanted orders</td>
</tr>
<tr>
<td>Fidelity</td>
<td>• Random scattering from LC subdomains on scale of overall scatter- reduces corrected power ratio of diffraction modes, performance deteriorates with # modes</td>
<td>• DMDs suffer no random scattering, typically outperform LC-SLMs in power ratio (mode vs background) fidelity by 10-15%</td>
</tr>
<tr>
<td>Applications</td>
<td>• Industry-standardized diffractive optical elements with large knowledge base</td>
<td>• High fidelity raster scan imaging through complex media, in vivo imaging, MMF</td>
</tr>
<tr>
<td></td>
<td>• Well established in micromanipulation, microscopy, quantum optics &amp; others</td>
<td>• High speed Mode Division Multiplexing through fibres &amp; airspace</td>
</tr>
<tr>
<td></td>
<td>• High efficiency diffractive beam shaping with suppressed unwanted orders.</td>
<td>• High speed optical trapping, SIM, STED microscopy</td>
</tr>
<tr>
<td></td>
<td>• Various application-specific complex amplitude modulation methods</td>
<td>• Compressive sensing with structured light, LiDAR</td>
</tr>
<tr>
<td></td>
<td>• White light arbitrary vector beam shaping</td>
<td>• Low cost, dynamic and repeatable beam modulation or pattern projection.</td>
</tr>
</tbody>
</table>
extend such a beam shaping capability to white light sources? As is often the case, a search for the answer raised even more questions: how well do wavelength-dependent SLMs diffract quasi-monochromatic sources? What is the impact of laser coherence? Finally, what geometries of orthogonal beam overlapping are feasible given the above constraints?

I began this chapter by conducting feasibility studies to probe SLM diffractive behaviour and dispersion correction using broadband light. I was taken aback at the extreme skew of the angular dispersion observed with a DMD, which may only be attributable to its tilted mirror array. Ultimately this forced the use of LC-SLMs instead. A clever optical geometry using a pair of LC-SLMs within a Sagnac interferometer resulted in a system which, although more complex, used the same holographic beam shaping algorithms as before. The combination of incorporating an optical delay element and utilising in-situ wavefront correction proved crucial to interfering orthogonal modes with a workable path length, and an accurate transverse spatial profile. The final system was a proof-of-concept to experimentally generate beams of near-arbitrary polarisation, such as vector vortex and Poincaré beams, across a chosen bandwidth of 100 nm.

The results obtained in this investigation accurately portray the increased difficulty in the alignment process over that in chapter 3. Great care was taken to implement the 4F imaging system between SLMs, and correctly overlap the two arms throughout the Sagnac interferometer. Nevertheless, there was a limit of precision on both the dispersion compensation and alignment procedure, which manifested as a loss in the range of polarisation states achievable. The Stokes parameters measured indicate that the orientation and ellipticity of modes is wavelength dependent, with spatially varying mode combinations achieving an image subtraction likeness which deviates from the theory by 10%. I believe this work serves as a fascinating study into the wavelength dependence of SLMs and dispersion compensation, providing meaningful advice for would-be users of such devices for ultrafast and even white light beam shaping.

In future, this work may be emulated by customisation of the bench optics; using optimised coatings, a more precise delay element, replacing the SLMs with a static DOE and replacing the beamsplitter with a knife-edge mirror should increase the efficiency dramatically. The system was arranged in stages with an emphasis on being able to track the relevant diffraction orders for dispersion-compensated vector
beam shaping – as such, its applicability in white light beam shaping could improve with miniaturisation of the optical setup. Lastly, the vector beams may be probed with time-of-flight detection to demonstrate their direct application as a source of ultrafast structured light.

7.4 Chapters 5 and 6

The investigation introduced in chapter 5, and extended in chapter 6, aimed to incorporate the beam shaping and alignment techniques acquired from the previous investigations to probe the fundamental $v_g$ delay of structured light. The experiment was proposed as a classical interpretation of previous works which probed the behaviour of structured photons; as such, several iterations of classical interferometry were investigated. A broadband source was split into two beams; one beam received scalar beam (de)structuring over a finite path length, whilst the other propagated with a Gaussian profile. Interference of these beams after a similar propagation distance resulted in a visibility-modulated interferogram; the associated $v_g$ delay of Bessel and focused beams manifested as a lateral shift in the visibility envelope, and could be predicted by simple geometry.

The result presented for the Bessel beam case using the improved visibility profile marks a significant step in demonstrating a system which is both accurate and stable. Despite featuring systematic offsets from the theoretical model, the first SLD Bessel test behaves in the same manner as the work which precedes it [201]. A post-submission overhaul of the original alignment and collimation was found to reduce these offsets considerably, however further testing and refinement of alignment principles into a fool-proof repeatable procedure are deemed necessary to advance this project.

In chapter 6, the longstanding issues with the visibility profile hindered any meaningful delay testing for confocal and speckle structures. A post-submission introduction of SLM Gaussian aperture masks in D was found to give a strong fit at smaller beam waists. In light of the visibility issues, a significant effort was made to prepare both structure regimes; this included probing the beam waist width of the incident beam on SLM1, and investigating the generation and de-structuring of optical speckle. The latter was necessary to establish whether the components within speckle could
be coupled through an optical fibre after appropriate modulation. The preliminary results presented for confocal lens delay show promise – although highly dependent on $w$ and $(u_{off}, v_{off})$, the system is clearly sensitive enough to detect the subtle delays created. It remains a matter of improving the alignment strategy and bolstering our confidence with the theoretical model used.

Throughout this final project, a significant attention to optimum optical alignment strategies ensured an experiment whose behaviour was well characterised. This in turn aided the degree of accuracy which could be attached to the measurements recorded, in spite of the numerous difficulties to ensure precision. The nature of interference and coherence of quasi-monochromatic light was studied in multiple testing environments, which upheld the theoretical arguments for the behaviour I expected. The breakthrough of matching the propagation arms (beyond just OPL) to include equal media and lens elements was a major turning point in achieving well-defined low coherence interferograms suitable for delay measurements.

The results depicted in chapters 5 and 6 have now been supplemented by the appendices C and D. I am confident that the final $v_g$ delay behaviour reported for Bessel beams is sufficiently stable and an accurate account of the physical propagation, within my system in particular. Further analysis is required to confirm the repeatability of this dataset. In chapter 6, the focused beam results presented are more ambiguous due to the significant role of beam waist characterisation; further testing, such as applying both centre and edge stop holographic apertures and beam profiling throughout the system may be required. Given the above are found to be reliable measures of known structured beams, the necessary preparations have now been made to attempt $v_g$ delay of optical speckle; the (de)structuring of holographic optical speckle down a fibre has been demonstrated using several regimes of wavefront correction.

I believe the work presented in these final chapters demonstrate a conscientious approach to optical alignment within a challenging experimental setup; the level of scrutiny applied to every step was necessary to successfully analyse the optical effects in a meaningful way, and maintain sufficient confidence to report on minute interferometric behaviours. The apparatus proved to be temperamental under such sensitive analysis, however a combination of routine alignment and various stability enhancements throughout the project mitigated most problems. After a lengthy and rigorous investigation to achieve the interferograms first predicted, the system
is now well-behaved and able to probe the propagation behaviour of any number of structured light profiles.

Future work in this investigation therefore ought to confirm the delay trends reported thus far; it should also identify and incorporate the physical discrepancies observed, to update the theory. The optical speckle structuring technique is now primed for delay analysis; there remains questions about which components of the original optical speckle successfully couple into the fibre. This may require time-of-flight analysis, to determine the spread of wavelengths and k vectors which enter the interferometer; indeed, the use of a diffusor promises to provide unbiased low-level coupling down the fibre. This investigation has been a success as an exercise in advanced beam structuring and alignment procedures; furthermore, it confirms the propagation behaviour of structured light with a direct and intuitive measurement. There is now a clear route forward to investigate the peculiar propagation of optical speckle.

7.5 Final remarks

Our curiosity with the nature of light and its fundamental properties is innate, and the extent of its potential has only begun to be realised in many applications across many fields. This study marks a humble but well-informed contribution to this global endeavour, by demonstrating the use of spatial light modulation in new and exciting ways. Furthermore, this study presents the findings of a personal pursuit to engage with the laws of nature at the forefront of scientific knowledge – to couple established optical theory with innovative new technologies in order to advance our collective understanding. It is my hope that this body of work serves to inform and motivate my peers in the beam shaping community, and that the field continues to thrive as the real-world potential of structured light approaches unprecedented new heights in the years to come.
Appendix A

Relating phase and group velocities in a waveguide

In a waveguide, we may generalise the propagation of light using the propagation constant: specifically, we define $v_p = \omega/\beta$ and $v_g = d\omega/d\beta$, where

$$\beta = \sqrt{k_0^2 - k_c^2},$$  \hspace{1cm} (A.1)

is the guided propagation constant. Note that here, $k_0 = \omega/c$ and $k_c$ are the free space and cut-off wavenumbers; the latter is a constant, dependent on the boundary conditions of the waveguide being considered.

It follows that for a general waveguide,

$$\frac{d\beta}{d\omega} = \frac{d}{d\omega} \left( \frac{\omega^2}{c} - k_c^2 \right)^{\frac{1}{2}} = \frac{\omega}{\beta c^2}.$$ \hspace{1cm} (A.2)

Finally, we can see that

$$v_p v_g = \frac{\omega \beta c^2}{\beta \omega} = c^2.$$ \hspace{1cm} (A.3)
Appendix B

Expectation value of $r^2$ for a Gaussian beam

The following is a derivation of the expectation value of $r^2$ for a Gaussian beam, used in chapter 6 to theorise the $v_g$ delay of a confocal telescope.

A Gaussian intensity distribution of $1/e^2$ radius $w$ may be defined as:

$$I(r, w) = A * e^{-2(\frac{r}{w})^2},$$  \hspace{1cm} (B.1)

where $r$ is the axial distance and $A$ is the amplitude of the beam. The expectation value of some function $g$ weighted by an arbitrary intensity distribution $I$ is written as

$$\langle g \rangle = \frac{\int_0^{2\pi} d\theta \int_0^\infty dr \ (r * g * I)}{\int_0^{2\pi} d\theta \int_0^\infty dr \ (r * I)}.$$  \hspace{1cm} (B.2)

In our specific case, $g = r^2$ and $I = I(r, w)$ as stated above, which leads to

$$\langle r^2 \rangle = \frac{\int_0^{2\pi} d\theta \int_0^\infty dr \ left( r^3 * A * e^{-2(\frac{r}{w})^2} right)}{\int_0^{2\pi} d\theta \int_0^\infty dr \ left( r * A * e^{-2(\frac{r}{w})^2} right)}.$$  \hspace{1cm} (B.3)
Without dependence on $\theta$ and at a constant amplitude $A$, this simplifies to:

$$\langle r^2 \rangle = \frac{\int_0^\infty dr \left( r^3 \ast e^{-2(\xi^2)} \right)}{\int_0^\infty dr \left( r \ast e^{-2(\xi^2)} \right)}.$$

(B.4)

Using the standard solutions of the definite integral of a Gaussian function, we find that:

$$\int_0^\infty dr \; e^{-2(\xi^2)} = \frac{w}{2} \sqrt{\frac{\pi}{2}},$$

(B.5)

$$\int_0^\infty dr \; r \; e^{-2(\xi^2)} = \frac{w^2}{4},$$

(B.6)

$$\int_0^\infty dr \; r^2 \; e^{-2(\xi^2)} = \frac{w^3}{8} \sqrt{\frac{\pi}{2}},$$

(B.7)

$$\int_0^\infty dr \; r^3 \; e^{-2(\xi^2)} = \frac{w^4}{8}.$$  

(B.8)

Using the second and fourth forms, we may define the expectation value of $r^2$ for a Gaussian beam:

$$\langle r^2 \rangle = \left( \frac{w^4}{8} \right) / \left( \frac{w^2}{4} \right) = \frac{w^2}{2}.$$

(B.9)
Appendix C

SLD Bessel beam delay with improved alignment

The following results related to 5 were obtained after the original submission of this thesis, and are included here to better inform the reader of the subtleties in the system alignment and collimation procedures. The trends in figure C.1 and C.2 are a noteworthy improvement over those first presented, indicating that great care must be taken in preparing the experimental setup - this includes correctly measuring the aberrations present in the structured arm, and fine-tuning the destructuring and coupling alignment.
Figure C.1: Optimising $\alpha_2$ in an improved alignment: (a) In a repeat of the previous test shown in 5.18, the strength of $\alpha_2$ was optimised for power down the fibre; what we find is a linear trend which more closely matches the ideal $\alpha_2 = \alpha_1$. (b) This manifests as an improved coupling strength throughout the axicon range, such that there is sufficient power to disregard the optimisation entirely, and retain the ideal lenses on each SLM.
Figure C.2: SLD Bessel beam delay with equal $\alpha$: This result was obtained after the re-collimation of fibre coupling lenses F1 and F2, and a re-evaluating the aberrations on the LC-SLMs. As such, no optimisation was used in the axicon strengths, such that $\alpha_2 = \alpha_1$. The resulting measurements depicted show an improved fit with the predicted $\alpha^2$ theory. Note that an outlier “kink” in the curve was observed at different $\alpha$ for differing carrier tilts (here at $\alpha = 0.00225$). This is perhaps due to a characteristic bleeding of an unwanted order which happens to overlap the Bessel profile when considering that specific tilt and $\alpha$ together.
Appendix D

SLD lens delay with Gaussian apertures

The following result for the group velocity delay of a beam within a confocal lens setup was obtained after the initial submission of this thesis; as discussed in section 6.2, a Gaussian aperture amplitude mask was applied to both SLMs, which constrained the perpendicular $k$ vector components in use. Figure D.1 depicts the impact of decreasing the aperture radius $w_1$ on the experimental delay trend. In short, a smaller beam waist necessarily results in a lower group velocity delay detected, whilst at the same time the overall fit to the theory also improves.
Figure D.1: Confocal lens delay with Gaussian apertures. This result was obtained by applying identical Gaussian apertures of radius $w_1$ onto both SLM1 and SLM2. In the probable event that not all of the higher order components of structured light are coupled down the fibre, applying an aperture on the SLMs is a means to constrain the beam waist. This result suggests an agreement with the theory (adapted for concurrent Gaussian expectations) at beam waists smaller than the previously measured $w$, but also the increased loss of higher structure components as $w_1$ increases to the half width of the SLM.

\[
\Delta z_{g,\text{lens}}(\alpha) = \frac{w_1^2}{4f}
\]
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