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Abstract

Over the past decade, monetary policy has beemeispotlight as one of the key
drivers of the real economy due to its aggressegpanse to the global financial crisis of
2007 - 2009. This has revived the debate of tleel1800s regarding the role of asset prices
in policy decision making and has renewed intemeghe impact of monetary policy on
financial markets. Therefore, the focus of thissthas the relationship between monetary
policy conduct and financial market developmentsthia United States (US) over the
period spanning the Great Moderation, the glob@rfcial crisis and its aftermath. Three
empirical chapters analyse different aspects ofetayg policy interaction with financial
markets using alternative methodologies.

The first empirical chapter provides a comprehensstudy of conventional
monetary policy in the US. It investigates the Fall&keserve's response to financial
market stress during the Great Moderation and #re qf the global financial crisis by
addressing two main questions. Firstly, does tluefat Reserve (Fed) react directly to the
indicators of financial stress and, if so, is swehction symmetric? Secondly, does the
policy response to inflation and output gap chaimgéght of financial turmoil? These
guestions are examined with respect to the foderdifit dimensions of financial market
stress: credit risk, stock market liquidity riskosk market bear conditions and poor
overall financial conditions. In addition, the ays separately evaluates the impact of the
latest crisis on US monetary policy. The resultdidate the direct policy reaction to
developments in the stock market price index, der@st rate spread, the measure of stock
market liquidity and broad financial conditions tths found to be strongly dependent on
the business cycle. Financial market developmeat® mmuch more weight on the Fed’s
decisions during economic recessions as comparedai@omic expansions. Furthermore,
in times of elevated financial distress, the Fewaction to inflation declines to some
extent, while the output gap parameter becomeistatatly insignificant. Nevertheless, the
finding that financial stress implies a lower pyglicate appears to be largely driven by
monetary policy actions during the period 2007 60Thus, the financial crisis has had
important implications for US monetary policy.

Chapter 2 investigates what explains the variatonnexpected excess returns on
the 2-, 5- and 10-year Treasury bonds and how netuespond to conventional and

unconventional monetary policy in the period spagrihe Great Moderation, the recent
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financial crisis and its aftermath. In addition.edpected excess returns are decomposed
into three components related to the revisiongimnal market expectationsgwg about
future excess returns, inflation and real interages to identify the sources of the bond
market response to monetary policy. The main figgimmply that news about future
inflation is the key factor in explaining the vdbty of unexpected excess Treasury bond
returns across the maturities. Regarding the efdéatonventional and unconventional
monetary policy actions, monetary easing is geheeasociated with higher unexpected
excess Treasury bond returns. Furthermore, thdtseBighlight the importance of the
inflation news component in explaining the reactmnthe bond market to monetary
policy. The positive effect of monetary easing oexpected excess Treasury bond returns
is largely explained by the corresponding negatfect on inflation expectations.
Nevertheless, the bond market reaction to conveatipolicy shocks has grown weaker
over the more recent period, perhaps reflectingngbs in the implementation and
communication of the Fed’s policy since the mid@i#0s. Meanwhile, the results with
respect to unconventional monetary policy are driteea great extent by the peak of the
financial crisis in autumn of 2008.

Finally, Chapter 3 aims to revisit the role of centional Fed's policy in
explaining the size and value stock return anorsaliile taking fully into account the bi-
directional relationship between monetary policyl aeal stock prices. As interest rate-
based policy is of main interest here, the sameted ends prior to the crisis in 2007. The
results confirm a strong, negative and significaohetary policy tightening effect on real
stock prices at both aggregate and disaggregatddjpm) levels. Furthermore, there is the
evidence of the “delayed size effect” of monetargliqy actions. Following a
contractionary monetary policy shock, an immeda#eline in stock prices of large firms
IS more pronounced as compared to small firms. KHewdarge stocks recover to a great
extent in the second period after the shock, wéntall stocks drop sharply. Meanwhile,
the findings overall are not very supportive of tlierential impact of monetary policy on
value versus growth stocks as predicted by theitccbédnnel. Finally, the results do not
indicate the strong Fed’s reaction to stock prieestbpments.
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Introduction

In order to achieve the dual mandate of price btatind the maximum level of
employment, the Federal Reserve (Fed) typicallydoots monetary policy by setting the
target level for the federal funds rate, i.e. aeraight interest rate at which depository
institutions lend reserve balances held with theitre¢ bank to other depository
institutions. Initially, policy rate changes influge other market interest rates. Generally,
monetary policy tightening increases interest raa#tbough the effect at the long end of
the yield curve is typically weaker (Evans and Nhatk 1998; Kuttner, 2001). According
to the standard interest rate channel of transamsstontractionary monetary policy
increases the real cost of borrowing and both acopsion and investment spending
decline. The link between market interest rates aswkt prices, such as of stocks, bonds,
and currency, enables monetary policy to have madit effects on aggregate demand
through the wealth and credit channels (MishkirQ2Xuttner and Mosser, 2002).

The dramatic and widespread impact of the glolafcial crisis of 2007 - 2009 on
the functioning of financial markets and on thel reeonomy prompted an aggressive
response by the Fed as well as other major cerdwrgts. The federal funds target rate hit
the zero lower bound, while various liquidity faiéds were launched to reduce strains in
financial markets. After exhausting conventionaln@i@ary policy tools, the Fed initiated
the large-scale outright purchases of longer-tessets, mainly Treasuries and agency-
guaranteed mortgage-backed securities, with antaineduce longer-term interest rates
and to fulfil the dual mandate. Consequently, teéefal funds rate has fallen short of
being an adequate measure of monetary policy stansead, quantity-based measures,
such as the monetary base, bank reserve balancesntral bank’s assets, have been
widely used to gauge unconventional policy actidifge transmission channel associated
with these outright purchases, also known as quaint easing, likely works through
changes in relative asset prices due to centrat-baluced changes in the outstanding
guantities of these assets available to the p(Klittner and Mosser, 2002).

This thesis examines the relationship between tbé'sFpolicy decisions and
financial market developments. It considers both tble of asset prices in setting the
policy rate and the impact of monetary policy atsimn the two key financial assets, i.e.
government bonds and stocks. Motivated by the sventhe period 2007 — 2008 and
respective policy actions by the Fed, Chapterfttaased on the impact of financial market

stress on setting the policy interest rate. It basn noted by some that the Fed may be
20



responding to developments in financial marketamasymmetric manner, i.e. easing
policy stance in response to worsening financiahdtmons but being relatively
unresponsive to upside developments in financiaketsa, such as the build-up of stock
price bubbles (Neely, 2004; Roubini, 2006; Kahn1l®O0 Others show that a different
policy framework with respect to standard macroeoaic variables may be followed in
times of intense financial distress (Alcidi, Flamiand Fracasso, 2011; Gnabo and
Moccero, 2015). The motivation for the empiricabbsis in Chapter 1 also stems from
somewhat mixed empirical evidence of the Fed’'s treacto financial market
developments. A great number of studies find supijoorthe Fed’s response to asset price
movements, mostly stocks, interest rate spread$eoatier financial conditions (Chadha,
Sarno and Valente, 2004; Alcidi, Flamini and Fraoag011; Baxa, Horvath and Vasicek,
2013). Recent studies also indicate that the glbbahcial crisis had a significant impact
on the Fed’'s policy reaction function (Baxa et &Q13; Belke and Klose, 2013).
Meanwhile, others demonstrate that there is noifgignt reaction to asset price
developments or broad financial conditions over ahdve their impact on expected
inflation and output (Bernanke and Gertler, 199¢hier and Tootell, 2008; Castro, 2011).

Following the implementation of quantitative easitige vast amount of empirical
literature turned to evaluate its effects on loAgem interest rates as well as other
financial assets. Typically, central bank’s assetcpases are found to be effective in
reducing longer-term interest rates. The existitegdture identifies two key channels of
transmission that explain the decline in long-tesnelds: the signalling channel
(Christensen and Rudebusch, 2012; Bauer and Rucleh2314) and the portfolio balance
channel (Gagnon et al., 2011; D’Amico et al., 20N®vertheless, the empirical evidence
as to which channel is more important is ratherediindicating that the understanding of
how quantitative easing led to lower bond yieldstib incomplete. Consequently, Chapter
2 investigates the sources of variability in unestpe excess government bond returns and
estimates the impact of both standard monetarycypand unconventional policies on
bond returns and the components of these returasthA majority of related studies
employ either an event study, a structural VAR nhaatevarious term structure models,
this chapter takes an alternative approach.

As the recovery of the real economy has eventggliged a strong momentum, the
Fed has started to normalise its policy by raishg federal funds rate target for the first
time in nearly a decade at the end of 2015. Thuspnventional policies are to be
gradually phased out and interest rate-based pokggpins its importance. Given the

prominent role of asset prices in the monetarygydifansmission mechanism, especially
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that of stock prices, Chapter 3 examines the efééatonventional monetary policy on
stock returns and revisits the role of the Fedlcgan explaining the size and value stock
market anomalies. In the literature, it is gengrétiund that monetary policy tightening
depresses stock returns and the impact is strdogemall firms than for large ones and
for firms with a high book-to-market ratio (valumeks) as compared to firms with a low
book-to-market ratio (growth stocks). Nevertheléls, evidence for this differential stock
returns response to monetary policy shocks as @ufly the credit channel appears to be
weaker and mixed since the 1980s (Guo, 2004; T¥Hil; Kontonikas and Kostakis,
2013; Maio, 2014). Also, previous studies are nyoftcused only on one side of the
potentially bi-directional relationship between rmetary policy and stock prices.
Meanwhile, the empirical studies that do account tlus simultaneous relationship
typically examine the aggregate stock market.

The first chapter begins with a literature reviewtbe Taylor rule (Taylor, 1993)
and outlines some important developments and neieats encountered when estimating
interest rate rules. The empirical analysis is basethe estimation of several alternative
specifications of a forward-looking augmented Taytale using data for the period
1985:Q1 - 2008:Q4. Chapter 1 contributes to therdituire by providing a comprehensive
study of the Fed’s monetary policy conduct withpesd to financial market developments.
The analysis considers four dimensions of finandiatress: credit risk, stock market
liquidity risk, stock market bear conditions ancemall financial conditions. The impact of
aggregate stock market liquidity conditions onrti@netary policy interest rate has not yet
been considered in the relevant literature. Th@iemaims to answer two main questions.
Firstly, does the Fed react to the indicators péficial stress and, if so, is such reaction
symmetric? Secondly, does the policy responseftation and output gap change in the
presence of intense financial stress? Thus, thextdand indirect reaction of the Fed to
financial variables is considered. This chapteo @dds to the literature by providing an
insight into how the past episodes of financiairtall compare to the most recent financial
crisis. The impact of the latest crisis on the nfaidings is examined relative to the past
episodes of financial distress.

The results in Chapter 1 provide support for theedi policy reaction to
developments in the stock market, the interest (@edit) spread, stock market liquidity
and broad financial conditions; however, it is fduto be strongly dependent on the
business cycle. Specifically, financial market depeents have much more weight on the
Fed’s interest rate decisions in economic recess@as compared to the periods of

economic expansions. On the other hand, this reslikely to be driven by the end of the
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sample period. With respect to the indirect poli@gponse, during elevated financial
stress, the Fed’s reaction to expected inflatioclides to some extent, while the output
gap parameter becomes statistically insignificdihe indirect response to financial market
stress becomes more evident in 2007 - 2008. TheEder on expected inflation declines
significantly, turns negative and statisticallyigrgficant. With respect to the output gap,
the estimated coefficient increases slightly, boit substantially, and remains significant.
Overall, the finding that financial stress impli@dower policy rate appears to be largely
driven by the Fed’'s actions over the period 20QZ008. Thus, the latest crisis had a
significant impact on the monetary policy framewaevkh the focus shifting away from
price stability towards the functioning of the fir@al system and financial stability.

Chapter 2 rests upon two strands of literature. firseone examines bond market
determinants, such as macroeconomic factors, vthéesecond one is focused on the
effects of monetary policy actions, including quiative easing, on the term structure of
interest rates. This chapter adopts the log-lireggsroximation to the standard present
value framework in a combination with a vector aegwessive (VAR) model (Campbell
and Ammer, 1993) to investigate what explains theation in unexpected excess returns
on the 2-, 5- and 10-year US Treasury bonds overpiriod 1985:1 — 2014:2 using
monthly data. Unexpected excess returns are decmdpoto three components related to
the revisions in rational market expectationswg about future excess returns, inflation
and real interest rates. In the spirit of Bernaake Kuttner (2005), Chapter 2 identifies the
sources of the bond market response to conventarhlnconventional monetary policy.
The contribution of the analysis in this chaptethige-fold. Firstly, the empirical approach
allows explaining the bond market reaction to manepolicy changes in terms of news
about macro-fundamentals, such as real interestaadl inflation, and expected excess
bond returns, i.e. the risk (term) premium. Thisige has been largely overlooked in the
bond market literature. Secondly, special attenigopaid to the role of the financial crisis
and unconventional policy subsequently adoptedhieyRed. This is the first attempt to
analyse quantitative easing effects within the ViBd&&sed returns variance decomposition
framework. Finally, shorter maturities are also sidared, in addition to the commonly
analysed 10-year Treasury bond.

The main findings of Chapter 2 show that news alfouire inflation is the key
factor that drives the variability of unexpecteccess Treasury bond returns across the
different maturities. Regarding the effect of comw@nal and unconventional monetary
policy actions, monetary easing is generally asdgedi with higher unexpected excess

Treasury bond returns, i.e. lower bond yields. lkenmnore, the results highlight the
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importance of inflation news in explaining the bomérket reaction to monetary policy.
The positive effect of monetary policy easing oexpected excess Treasury bond returns
is largely explained by a corresponding negativectfon inflation expectations. Thus, the
evidence is generally not supportive for the pdidfbalance channel that implies a strong
role for the risk (term) premium in explaining tressponse of bond yields to quantitative
easing. Nevertheless, it is found that the reaatibbond returns to conventional policy
shocks has become weaker over the more recendpenssibly reflecting changes in the
implementation and communication of the Fed’'s polisince the middle 1990s.
Meanwhile, the results with respect to unconverianonetary policy are driven to a
great extent by the peak of the financial crisiautumn of 2008.

Chapter 3 is focused on conventional monetary paficthe period of relatively
favourable economic and financial conditions. Taibewith, it reviews the empirical
evidence from two typically employed methodologiesexamine the policy impact on
stock prices, i.e. event studies and structural ¥AHhe empirical analysis then
investigates the effects of monetary policy on lsfmtces at aggregate and portfolio levels.
Chapter 3 makes several contributions to the egstierature. Firstly, this chapter revisits
the role of US monetary policy in explaining theesiand value stock return anomalies
within a structural VAR model based upon Bjornlaardl Leitemo (2009) that fully takes
into account the simultaneous interaction betwéenpolicy rate and real stock returns.
The model is identified using the combination afnstard zero short-run restrictions and
one long-run restriction that implies monetary epli neutrality. Hence, the
contemporaneous relationship between real stoakn®tand the federal funds rate is
unconstrained. Secondly, the original model speaibn as in Bjornland and Leitemo
(2009) is augmented in line with the recommendatioy Brissimis and Magginas (2006).
Two forward-looking variables are included into ti8&/AR model: a market-based
measure of expectations about the level of the maoyeolicy rate and a composite
leading indicator of economic activity. This coresidbly improves the specification of the
monetary policy reaction function and generatehaper measure of monetary policy
shocks. Finally, the main empirical analysis is ducted over the sample period, i.e.
1994:2 — 2007:7, that is not a standard choicéénSVAR literature. The motivation for
the starting point stems from significant changeshie Fed’'s communication of policy
decisions implemented at that time.

The results confirm a strong, negative and sigaficmonetary policy tightening
effect on real stock prices. Furthermore, therthésevidence of the “delayed size effect”

of monetary policy actions. Following a contracaoyn monetary policy shock, the
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immediate decline in stock prices of large firmsnisre pronounced as compared to small
firms. However, large stocks recover to a grea¢mxin the second period after the shock,
while at the same time small stocks drop sharphe delayed response of smaller stocks
to monetary policy shocks could possibly be exm@diras the result of their relative
illiquidity and less frequent trading. Alternatiyelthe liquidity pull-back and portfolio
rebalancing effects as well as the learning procdssivestors may play a role. With
respect to the policy impact on value versus grostticks, the value effect appears to be
more evident only when firm’s size is controlled.f@here is no evidence of stronger
response of value firms as compared to growth fimnshonetary policy shocks when ten
value-sorted portfolios are considered. The evideisc more supportive of the credit
channel when double-sorted size-value portfoli@scansidered instead. Within each size
quintile portfolio, the most value stocks are mseasitive to changes in monetary policy
conditions than the most growth stocks. Overalg #mpirical findings provide some
evidence, albeit not very strong, in favour of ttredit channel of monetary policy
transmission. Finally, the results do not indictte strong policy reaction to stock price
developments.

The remainder of this thesis is structured as ¥adlo Chapter 1 reviews the
literature on Taylor rules and provides the emplrgtudy of the Fed’s reaction function.
Chapter 2 discusses two strands of the literatieging to bond market determinants and
monetary policy effects on the market interest gale then empirically examines the
sources of the variability in Treasury bond retuansl monetary policy impact on returns
and their components. Finally, Chapter 3 reviewsigoal evidence of conventional
monetary policy impact on stock prices. The empalranalysis examines the simultaneous

relationship between the Fed’s policy and reallsfwaces at market and portfolio levels.
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Chapter 1: US monetary policy in times of financialmarket

stress

1.1 Introduction

The global financial crisis of 2007 — 2009 posedoses challenges to monetary
policymakers around the globe as it was of a greater of magnitude as compared to the
previous episodes of financial market distressné@siinal interest rates reached the zero
lower bound in December 2008, the adoption of umeantional monetary policies, such as
large-scale asset purchases by central bankswidloThe events during the crisis period
have rekindled the academic debate of the late l880vhether the appropriate response
of monetary policy to financial developments is guiive (Cecchetti et al. 2000) or
reactive (Bernanke and Gertler, 1999; 2001). The-qgpisis consensus implied that
monetary authorities should respond to asset phlselopments only to the extent they
have implications for future inflation and output.was argued against attempting to
reduce or prevent asset price bubbles using monetadicy tools and many seemed to
agree that mopping up after a bubble collapsed ava®od policy (Greenspan, 2002;
Blinder and Reis, 2005). However, this consensymans to have shifted following the
recent financial crisis and the argument goesdeatral banks should respond to financial
imbalances independently of standard macroecongari@bles and the response should
be symmetric (Wadhwani, 2008; Curdia and Woodfafd,0; Borio, 2014).

The global financial crisis was not the first timéhen the Federal Reserve
conducted expansionary monetary policy in respdnséinancial market distress. For
instance, it eased monetary policy stance aggmgdiollowing the stock market crash in
1987 and 2000, the terrorist attacks in 2001, tkear financial crisis in 1997 and the
Russian default in 1998 (Neely, 2004; Roubini, 20Qéhn, 2010). On the other hand,
there is little evidence of a strong policy respoig upside developments in financial
markets, such as the stock price bubble in latel889s and the housing price bubble in
the mid-2000s (Roubini, 2006). Thus, it appears tha Fed may be using a different
monetary policy framework during the periods ofthithancial instability (Alcidi et al.,
2011; Gnabo and Moccero, 2015). Nevertheless, tistirgg empirical evidence of the
Fed’s reaction to financial market developmentsather mixed. A vast number of studies

find that the Fed sets its policy rate in respaiesasset price movements, mostly stocks,
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interest rate spreads and broader financial camdit{(Chadha, Sarno and Valente, 2004,
Alcidi, Flamini and Fracasso, 2011; Baxa, Horvail &asicek, 2013). Meanwhile, others
demonstrate that there is no significant centraklsareaction to asset price developments
over and above their impact on expected inflatiott autput (Bernanke and Gertler, 1999;
Fuhrer and Tootell, 2008) and that the Fed doescansider broad financial conditions
when deciding on the target rate (Castro, 2011).

Motivated by the above discussion, this chapteexamines this conjecture. It
begins with the discussion of the origins and degwelent of the Taylor rule as well as
some practical issues encountered in the literatarenonetary policy rules. This chapter
contributes to the existing literature by providiagcomprehensive study of the Federal
Reserve’s response to financial market developmerits respect to four different
dimensions of financial market stress. In additionthe commonly considered types of
financial distress, i.e. credit risk, stock marketar conditions and overall financial
conditions, this chapter also examines the impdcagygregate stock market liquidity
conditions on monetary policy decisions. To thet lmfsmy knowledge, this measure of
financial market stress has not yet been consideréak related literature. The empirical
analysis estimates several alternative specifioatiof an augmented forward-looking
Taylor rule over the period 1985:Q1 - 2008:Q4. Tmain questions are investigated.
Firstly, does the Fed react directly to the indicsitof financial stress and, if so, is such
reaction symmetric? Secondly, does the policy nespdo inflation and output gap change
in the presence of intense financial stress? Tdgsnple approach here considers both the
direct and indirect reaction of the Fed to finaherarket developments and also tests
whether this policy response is asymmetric. Furntioee, this chapter also adds to the
literature by providing an insight into how the papisodes of financial turmoil compare
to the most recent financial crisis. The empirieark to this respect for the US is
relatively scant. The impact of the recent crisisekamined separately in an effort to
evaluate how important it is for the overall fings

The results provide support for both the direct andirect monetary policy
reaction to financial market developments. Nevéegt® this reaction appears to be largely
driven by the Fed’s actions in the period 2007 80While stock market returns, the
credit spread, the measure of stock market liquiaiitd the financial conditions index are
found to be statistically significant in the augrezh Taylor rules, they only have a
significant impact on the policy rate in recessignperiods. Moreover, it seems that the
significant reaction to financial indicators duriagonomic recessions can be explained, to

a large extent, by the Fed’s actions in respongbeaylobal financial crisis. With respect
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to standard macroeconomic variables, the Fed'stiosato expected inflation declines
moderately in the periods of elevated financiaksdr while the output gap parameter
typically becomes statistically insignificant. Netheeless, this indirect response to
financial market stress strengthens considerabtitenperiod 2007 - 2008. The parameter
on expected inflation declines significantly, tunmsgative and statistically insignificant.
With respect to output gap, the estimated -coefiiciencreases slightly, but not
substantially, and remains significant. Overalk tiesults imply a lower policy rate in
times of severe financial market stress, especaliyng 2007 - 2008. As a result of the
financial crisis, the Fed’s policy framework apge&s put much less emphasis on price
stability and much more focus on financial markatditions. This view is in line with the
evidence in Baxa, Horvath and Vasicek (2013) ferlits and Martin and Milas (2013) for
the UK.

The remainder of this chapter is set out as folldections 1.2. and 1.3 provide the
literature review. Section 1.4. outlines the metilogy and the specifications of Taylor-
type rules to be estimated. Section 1.5. describesdata. The discussion of the main
empirical results is provided in Section 1.6. Rdbass tests are discussed and summarised
in Section 1.7., while Section 1.8. concludes.

1.2 The Taylor rule: origins and development

It is largely agreed that purely discretionary ntamg policy is outperformed by
rule-based policy in delivering better economicf@enance (Taylor, 1993; Orphanides,
2007; Taylor, 2012). Consequently, there have Imegnerous attempts in macroeconomic
literature to describe the behaviour of monetarljcgdy a rule specified as an algebraic
formula! For instance, Milton Friedmankspercent rule implies that a central bank should
adopt the target of a steady money supply growtth ira order to achieve desired price
stability on average (Friedman, 1968). AlternapyeMcCallum (1988) suggests that
monetary authorities should adjust the monetarg loasesponse to nominal gross national
product (GNP) deviations away from its target. V8elKs simple interest rate rule,
outlined in his worKknterest and Pricegn 1898, is briefly discussed in Orphanides (2007)
It determines an interest rate as a policy instninthat is adjusted with respect to
inflation, i.e. the interest rate is raised if grievel rises and vice versa. However, it has no

direct reference to real economic activity.

! Typically, such a policy rule is viewed more asimple general framework used by monetary policyensk
as a benchmark rather than as an ideal rule thatdis followed automatically.
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As argued by Taylor (1993), good policy rules gatigrimply the reaction of
policymakers to developments in inflation and reabnomic activity, i.e. a short-term
interest rate is adjusted in response to changqwide level and real income. Taylor
(1993) proposes the representative rule for thetRatlimbeds key principles outlined in
the research of that time:

i\ =r' +7+05(m-77)+05, (1.1)

where i, is the nominal federal funds rate (FFR), denotes the equilibrium real interest
rate, 77 is the current rate of inflation over the previdasr quarters,7 is the target rate

of inflation and y, represents output gap, i.e. the percentage dewiaif real gross

domestic product (GDP) from its potential leveltanet.?

According to Equation (1.1), the policy rate shobklincreased if either inflation
exceeds its target level or real GDP is aboveoitg-run trend. It also implies the “Taylor
principle”, i.e. the federal funds rate should besed by more than an increase in inflation
rate to guarantee an increase in real interes{Tatdor, 1993). To see this, Equation (1.1)
can be re-arranged as follows:

i, =a+1.57+0.5, (1.2)

wherea =1 —0.57 .

Using vintage data on inflation and real GDP foe tiS, Taylor (1993) also
demonstrates that this particular policy reactionction closely matches the actual FFR
path in the period 1987 - 1992. Nevertheless, adorfg1993) notes, such a simple
algebraic formula cannot and should not be followexthanically, although it could serve
as one of the inputs for monetary policy decisicakimg and monetary authorities could
use general principles underlying this policy rulée Taylor rule has since become the
cornerstone of the empirical work on monetary poteaction functions.

On the other hand, it has been noted that out$ideotiginal sample period the
standard Taylor rule fails to trace the actual &irate as closely (Kozicki, 1999). Thus, the

original specification has been augmented in twpartant dimensions to represent the

% Taylor (1993) sets the equilibrium real interesterat 2% and the inflation target is also saideaqual to
2%.
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behaviour of monetary authorities beftefirstly, Equation (1.2) is based on a backward-
looking measure of inflation and contemporaneouputugap. Given that there are time
lags in monetary policy transmission, central basikgpically take pre-emptive actions
towards developments in targeted economic variabigdying a forward-looking policy
reaction function (Clarida et al., 1998For instance, Orphanides and Wieland (2008)
show that forward-looking rules based on economiedasts by the Federal Open Market
Committee (FOMC) explain the Fed’s past decisiostseln than policy rules based on the
observed data for the period 1988:Q1 — 2007:Q2s Tihding is also consistent with the
earlier study by Mehra and Minton (2007). They pdevthe evidence that the Fed is
forward-looking with respect to inflation rate dugithe period 1987:Q1 — 2005:Q4.

The second dimension refers to interest rate snraptiicquation (1.2) does not
allow for gradual interest rate adjustments; howgeiteis typically a common practice
among central banks to change their policy rateluatly> Consequently, the standard
Taylor rule has been augmented by including a ldgsfeort-term interest rate as an
independent variable (Evans, 1998; Judd and Rudkbd998; Sack, 2000; Castelnuevo,
2003). For instance, Castelnuevo (2003) testsritmreést rate smoothing in the forward-
looking reaction function of the Fed over the pdri®87:Q3 — 2002:Q3. The results are
supportive of gradual federal funds rate adjustsieriio address the argument by
Rudebusch (2002), Castelnuevo (2003) also demoestthat policy inertia does not
appear to be induced by the misspecification of ésémated rule, i.e. the omitted
variables problem. Generally, empirical studieswalfor both forward-looking policy and
interest rate smoothing when estimating monetaficypoeaction functions (Clarida, Gali
and Gertler, 2000; Mehra and Sawhney, 2010; NilmRkhevskyy; 2011).

Taylor-type policy rules have attracted a greal déattention in the literature and
have been a good benchmark to examine past mongtéicy decisions that may also
provide a useful guidance for future policy makirigaylor, 1999; Kahn 2012).

Nevertheless, one should have in mind several tavezen estimating interest rate policy

® Note that there have been also some other adjnsmsuch as the inclusion of additional independen
variables, that are discussed in more detail latethe text. With respect to two dimensions hehe t
literature has reached the consensus, while wiheret to other developments the agreement is \édsrd.

“ Batini and Haldane (1999) argue that forecastdassicy rules enable timely response to inflatigna
pressures leading to better control over pricellamd, possibly, also contribute to output stahtlsn.

> There are several reasons why central banks maly t@i smooth changes in the policy rate. Firstly, a
gradual adjustment of interest rate reduces thsilpitis/ of causing disruption in financial markedsie to
potential overreaction to policy decisions. Secgnglolicy decisions are better communicated to mark
participants allowing financial sector to anticipafuture policy path. Thirdly, central banks mige
uncertain about the exact state and structure aficgay and, therefore, a gradual response is pesfarr
order to avoid policy reversals (Gerlach-Kriste®02). Furthermore, Sack (2000) suggests that alerti
monetary policy could be explained by uncertaintyr@unding monetary policy effects on economic
variables.
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rules. While many seem to agree that monetary ypa$icforward-looking and sets the
policy rate in a smooth manner, there are othesiplesalterations to the standard Taylor
rule. The following sections briefly discuss theimeaveats that one should have in mind

when estimating monetary policy rules.

1.2.1 EX post versus real-time data

The interpretation of simple interest rate rulest re based on tlex postrevised
(final) data may provide with an inadequate poli@scription and recommendations. The
informational issues arise due to the timelinesthefdata available at the time of decision
making. As macroeconomic data series are usualiged several times following their
initial release, monetary policymakers do not héngeex postrevised data, often used for
estimations, at their disposal when deciding onicgolactions. Orphanides (2001)
compares the implied interest rates by the stan@iaytbr rule using botlex postand real-
time series over the period 1987:Q1 — 1992:Q4 #hiown that the real-time data implies
a lower interest rate as compared to the rate basdtle revised data as used by Taylor
(1993). Consequently, it is concluded that “thel-teae policy recommendations differ
considerably from those obtained with #repostrevised data” (Orphanides, 2001, p.965).
In addition, theex postrevised data may obscure the fact that monetdigypis forward-
looking. When real-time forecast data is used, @nutes (2001) demonstrates that a
forward-looking specification of the Fed's policyle has a better fit. In contrast, a
contemporaneous policy rule specification is fotmde the best using tlex postrevised
data® In order to avoid these issues, more recent suekamining the Fed’'s monetary
policy typically employ real-time data (Boivin, 2800rphanides and Wieland, 2008;
Mehra and Sawhney, 2010; Nikolsko-Rzhevskyy; 2011).

Nevertheless, some argue that the real-time datee ismay not be as severe. For
instance, Osterholm (2005) finds only minor diffeces between the estimated policy rules
for the US using either thex postor real-time data with respect to output durin3:93
—1999:Q4. Using both the real-time and final datathe US, Mehra and Minton (2007)
obtain statistically significant estimates of respe coefficients in the monetary policy rule
for the period 1987:Q1 - 2005:Q4. The estimatedfiments are reasonably similar across
the two types of data. Nevertheless, the estimaigzs with the real-time data have a
better fit. Furthermore, Molodtsova, Nikolsko-Rzkkyy and Papell (2008) show that

® Alternative specifications with the respect toaiton away from the decision period are estimaisidg
either theex postrevised data with instrumental variables or, akéively, the real-time forecast data with
the ordinary least squares estimator.
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there is no substantial difference between thenedéid parameters for the US policy rule
obtained with the revised and real-time data inpgeod 1979:Q1 — 1998:0Q4.

1.2.2 Time-varying parameters

The ability of Taylor-type rules to adequately eg@nt monetary policy decisions
may also depend on the sample period. Larger ichgd@licy rate deviations from the
actual interest rate over certain periods indieapotentially time-varying response of the
Fed to inflation, output and, possibly, other fast@Judd and Rudebusch, 1998; Taylor
1999; Orphanides and Wieland, 2008; Kahn, 2010).

Taylor (1999) analyses the history of US monetarlicy during the international
gold standard era (1879 — 1914) and the Bretton d&@nd Post-Bretton Woods period
(1954 — 1997). The estimation of the standard Traylte confirms that the Fed’s reaction
to inflation and real economic activity has beemrding over time. The interest rate
response to inflation and output gap is found terleh weaker during the earlier sample
period. In the Bretton Woods and Post-Bretton Woedss, the estimated Taylor rule
parameters continue to increase in magnitude amex and are more in line with the
weights suggested by Taylor (1993) in the perio@719- 1997 as compared to the
estimates for 1960 — 1979. Furthermore, Taylor @2®mpares the rate implied by two
basic policy rules, i.e. the standard Taylor rubel dhe Taylor rule with the output gap
coefficient set to 1, with the actual FFR. The é&mstggaps between the actual and rule-
prescribed rates are identified in the 1960s, 1@ndsearly 1980s. On the other hand, such
deviations are relatively small in the period sitioe late 1980s and through the 1990s.

Similarly, Judd and Rudebusch (1998) examine tlaeti@n function of the Fed
over three periods associated with the three cleairaf the Fed: Arthur Burns (1970:Q1-
1978:Q1), Paul Volcker (1979:Q3-1987:Q2), and Atareenspan (1987:Q3-1997:Q4).
They demonstrate that the actual FFR is quite closthe policy rate prescribed by the
standard Taylor rule in the Greenspan era. Meaewthke actual funds rate is constantly
lower than the implied rate in the Burns period asdpersistently higher than the
recommended policy rate during the Volcker's chainship. The estimation of Taylor-
type rules over the three periods reveals sevengloitant differences. The reaction
function for the Greenspan era implies a strongsaguificant response of the Fed to both
inflation and output deviations from their targeteéls, in line with the standard Taylor
rule. Similar inferences can be made with respecthe Volcker period; however, the

parameters are estimated with much less preciBiatontrast, there is no evidence of the
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Fed's reaction to inflation at the time of Burndsnure; however, business cycle
conditions appear to be quite important.

Generally, the great part of the Greenspan-Bernankecan be described by a
relatively stable Taylor-type policy rule. Neveres, even over this period there have
been misalignments between the actual monetarycypolte and the rate implied by
alternative Taylor rule specifications. The ruleséd era in 1985 — 2003 was followed by
the period of significant deviations from the ru@&nce the early 2000s until the onset of
the global financial crisis, the federal funds rates persistently lower than the prescribed
policy rate, implying too accommodative monetanjiggostance (Kahn, 2010; Taylor,
2012)® Moreover, Kahn (2010) identifies the funds raéviations from the rule-implied
path also in the late 1990s. Following the finahacasis, the Taylor rule appears to
prescribe a negative rate, while the actual ratstusk at the zero lower bound (Kahn,
2012).

Several studies have attempted to explain suclatiens from the rule-based path.
For instance, Orphanides and Wieland (2008) demettesthat using real-time FOMC
economic projections to estimate policy rules digantly reduces the gaps between the
actual and implied policy rate in the period 19838007. Consequently, the Fed’s policy
can be represented by a stable Taylor-type rulehrdland Sawhney (2010) analyse the
period 1988 — 2006 and show that deviations froengblicy rule largely disappear once
changes in the policymakers’ choice of inflationasigre are accounted for. Alternatively,
monetary policy deviations from the rule-based pa#ly be explained by a central bank’s
reaction to factors not reflected in the policyerusuch as financial instability and asset
prices, or by a decline in the equilibrium realemast rates (Hofmann and Bogdanova,
2012).

1.2.3 Measurement of independent variables

Another practical issue with estimating monetanjigyorules is related to the
measurement of variables included in a central lsar@sponse function. With respect to
macroeconomic data, a great variety of data sandsmethods of calculation may be used
to obtain measures of, for instance, inflation aotput gap. As empirical studies show,
using alternative data series may result in a wateye of the implied policy rate by the

estimated Taylor-type policy rules. For instancezi€ki (1999) demonstrates that the

” Similar results are also reported in Seyfried Bremmer (2001).
® Hofmann and Bogdanova (2012) discuss that thisigmena of the policy rate being below the rule-
implied rate since the early 2000s is also truthénglobal context.
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estimated parameters of policy rules for the U$983 — 1997 and 1987 — 1997 depend on
the choice of inflation and output gap measdrBepending on the measure of inflation,
the equilibrium real interest rate may also varyerotime and, in turn, may have
implications for the policy rule recommendationsogicki, 1999). Similarly, many other
studies compare the estimated policy rules usitgrradtive series of macroeconomic
variables, including unemployment gap measure employment rate instead of output
gap, and show that there are differences in thenattd parameters across specifications
(Evans, 1998; Mehra and Minton, 2007; Orphanided ®ieland, 2008; Mehra and
Sawhney, 2010; Kahn, 2012).

Neverthelessif one allows for time-varying properties in the asares of relevant
variables, the estimated policy rule could stilsci#be the actual policy quite well. For
instance, the Fed has changed the choice of theuresaf inflation under consideration
for policy making in February 2000. After this clggnis accounted for, it is possible to
describe the historical US monetary policy with tabke forward-looking Taylor-type
policy rule over the period 1987:Q1 — 2004:Q4 (Me&nd Sawhney, 2010).

1.2.4 Non-linearity in monetary policy rules

The standard Taylor rule is a linear reaction fiomgtassociated with the quadratic
loss function of a central bank and a linear agagegupply curve, and imposes equal
weights on the devations of output and inflation agwfrom their target levels
independently of the size or direction of such dBens (Svensson, 1997). Nevertheless,
monetary authorities may be responding to the targigables in a more complex way than
suggested by a simple linear rule. For instancdad¥y Maria-Dolores and Ruge-Murcia
(2004) derive the optimal monetary policy rule gsithe model that departs from the
standard framework in two important ways. Firstlyey allow for asymmetric central
bank's preferences. Secondly, the aggregate supfation is assumed to be convex, i.e.
there is a non-linear relationship between inflatimd output gaff’ The resulting policy
rule is the non-linear reaction function of a cehtvank that implies different weights on

® In this study the following measures of inflatiare considered: CPI inflation, core CPI inflatid@®DP
price inflation, and expected inflation from ther@&y of Professional Forecasters. With respedb¢ootutput
gap, the alternative measures of potential real @@Pobtained from the Congressional Budget Office,
International Monetary Fund, the Organisation faoRomic Cooperation and Development, and Standard
and Poor’s DRI.

19 Earlier studies extended the standard frameworkelaxing the assumption about symmetric preference
of a central bank (Cukierman and Gerlach, 2003;ayand Peel, 2003). Alternatively, others assunwad n
linear aggregate supply curve, i.e. inflation isomvex function of unemployment and, through thei®&

law, the relationship between inflation and outgap is also non-linear (Schaling, 2004; Dolado, i&tar
Dolores and Naveira, 2005).
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the positive and negative deviations of inflatiomd aoutput from their respective targets
(sign asymmetry) and implies non-linear changemerest rate response to changes in
inflation and output gap (size asymmetry). SimyiacCukierman and Muscatelli (2008)
allow for changes in the nature of asymmetric @riiank’s preferences across different
monetary policy regimes, i.e. recession-avoidameéepences prevail in normal times and
inflation-avoidance preferences dominate in inflattargeting period. Meanwhile, Florio
(2009) builds the theoretical model that allowsdeymmetries with respect to upward and
downward movements in the policy rate.

Furthermore, a great number of empirical sudiesvigeo the evidence of
asymmetric monetary policy behaviour. Dolado, Md@@ores and Ruge-Murcia (2004)
estimate a Taylor-type rule for the US over thaqued970:1 — 2000:12. The results show
that the policy rule of the Fed appears to be lineith symmetric inflation preferences
prior to 1979. In the period after 1983, the bebawiof the Fed is better described with a
non-linear Taylor rule implying an asymmetric respdo positive and negative inflation
gaps with the former having a greater weight. Ahr{2@iL6) investigates the Fed’s policy
over the period 1983:Q3 — 2007:Q4. The results stimat the response to inflation is
strong in the periods of output stability and itila being outside the preferred range.
Meanwhile, the Taylor principle is typically viotd in the periods of distressed economic
activity. Finally, in good economic conditions wighice stability the Fed appears to be
relatively unresponsive. Similar findings are alsported in Bunzel and Enders (2019).

Bec, Salem and Collard (2002) show that in the-fi882 period the Fed fights
inflationary pressures more aggresively during ecaic expansion, while recessionary
periods are associated with output stabilisatiomil&rly, Kazanas, Phillippoppoulos and
Tzavalis (2011) also estimate a non-linear mongpaficy rule for the US with respect to
the business cycle. The results for the period 606- 2010:Q2 indicate that the Fed
follows the Taylor rule in economic expansions watpositive and significant response to
both inflation and output gap. However, the polieaction to inflation falls sharply and
turns insignificant during recessionary periods.edeer, the response parameter to output
gap also decreases and is only significant at 8}

Furthermore, Florio (2009) provides the empiricatlence for asymmetric interest
rate smoothing by the Fed in 1979:Q3 — 2005:Q4.irguthe Greenspan era, the Fed is

1 On the other hand, Castro (2011) demonstratesttieaFed’s policy is likely to be described well Ay
forward-looking linear Taylor-type rule over therjpel 1982:10 — 2007:12.
12 Similar evidence is also found for other two coigstunder consideration, the United Kingdom anghda
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found to be more cautious about policy rate in@sagersus cuts with a higher degree of

policy inertia, while the opposite is true in thelvker period***

1.2.5 Zero lower bound

The severe consequences of the global financiaisciieminded of another
limitation with respect to simple interest rate ipplrules. The zero lower bound (ZLB)
constrained policymakers and the estimated Tayloe-t policy rules prescribed
substantially negative rates since the early 20@8kkio and Kahn, 2014). Given that a
nominal short-term interest rate cannot go farwetero, unconventional monetary policy
tools have been heavily used in order to furtheseemonetary policy stance. Thus, the
federal funds rate has lost its ability to reflewinetary policy stance adequately. As Kahn
(2012) notes, in the absence of unconventionalcigslj if one was to follow a simple
interest rate rule when the ZLB is binding, it abhlave led to persistent undershooting of
inflation and economic activity targets. Alternatiy, one may either adjust the implied
policy rate downwards, increase medium-term irdlattarget or act more aggresively
before reaching the ZLB and less aggresively whewing away from it (Kahn, 2012).

The standard Taylor rule does not take into accthuipossibility of being at the
ZLB for an extended period of time. Therefore, #mecification has to be adjusted
accordingly to account for the zero lower bound mhecomes to estimating interest rate-
based policy rules (Taylor and Williams, 2010). imtance, Belke and Klose (2013) use
a real interest rate as opposed to a nominal sate dependent variable in the estimated
reaction function. They exploit the relation thaiqtitative easing in the US has provided
stimulus to real economy through changes in irdfatxpectations and real interet rates.
Alternatively, other studies construct a shadowefatlfunds rate in order to gauge overal
monetary policy stance before and after the c(lstsnbardi and Zhu, 2014; Wu and Xia,
2016). Most importantly, this shadow rate incorpesa both conventional and
unconventional monetary policies. For instance, kitaland Kahn (2014) evaluate the
actual Fed’s policy stance by comparing the shafdoleral funds funds rate, based on the
Wu-Xia model, with the policy rate prescribed by testimated Taylor-type rules. They
conclude that unconventional monetary policy was sudficiently expansionary at the

early stages of the ZLB.

'3 Florio (2006) provides the empirical analysis @ihdinearities in the Fed’s policy rule for the joet
1979:Q3 — 2004:Q3. The results show that the Fedstéo react to inflation more aggressively if atibn

rate is increasing and it appears to adjust treemmire gradually when the policy stance is tightdene

4 For more studies on non-linear Taylor-type poliles see also Assenmacher-Wesche (2006), Kim and
Nelson (2006), and Surico (2007), among others.
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To summarise, there are several caveats that amddskake into account when
estimating Taylor-type policy rules. Neverthelessjmple interest rate rule still appears to
be a relatively good description of the historieatl’s monetary policy, especially so in the
Greenspan period, if one allows for interest rab@@thing and accounts for the forward-
looking behaviour of monetary policy.

1.3 Financial market implications for the Taylor rule

1.3.1 The importance of financial markets for monetary pdicy

As it has been discussed above, the actual fefigrd$ rate has not always been in
line with the implied rate by Taylor-type rules ovube past few decades. The funds rate
was substantially and persistently below the legebmmended by the Taylor rule in the
periods 1998 - 2000 and 2002 — 2006. Too accomnwvedatonetary policy stance of the
Fed may have contributed to the build-up of finah@nbalances leading to the global
financial crisis (Kahn, 2010). In addition to prewsly discussed caveats, such policy rate
deviations could possibly be explained, at leastiglly, through the response of monetary
authorities to financial market developments n&etainto account by the standard Taylor
rule (Hofmann and Bogdanova, 2012). Several advwevsats in financial markets in the
past coincided with more expansionary monetarycgatance than would be justified by
the standard rule. This impligbat the Fed may operate in a different monetaficypo
framework during the periods of financial turmoiidainstability that pose great risks to
economic growth and price stability.

Roubini (2006) argues that the Fed’s response teldpments in asset prices has
been asymmetric, i.e. accommodating severe downss#s but not leaning against
excessive upward movements in asset prit€ar instance, the Fed provided support to
financial markets in light of severe disruptionsthe financial system, such as the stock
market crash in 1987, the Asian financial crisis1l®97, the Russian default in 1998
followed by the collapse of the Long-Term Capitahddgement hedge fund, the terrorist
attacks in 2001 and its aftermathOn the other hand, the Fed did not react aggrelgsiv

!> Hayford and Malliaris (2005) demonstrate empiticéhat there may be a negative relationship betwee
stock market overvaluation and the federal funtks irathe period 1987 — 2000.

'8 When the stock market crashed on the 19th of @ctisb1987, broad stock price indices plunged digarp
and financial markets suffered from the combinatibrelevated stock price volatility, low stock pr&cand
low liquidity in the banking system (Hafer and Hagl 1988). In response, the Fed provided liquibiyy
lending and lowering the funds rate target by ado8@ basis points in the following months (Neel§02).
Following the default of the Russian governmenAiugust 1998, interest rate spreads between riséysafe
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neither to the rising stock price bubble in the [2990s nor to the housing price bubble in
the first decade of this century (Roubini, 2008he most recent example of aggressively
accommodative monetary policy in response to firrdevelopments is associated with
the global financial crisis that started in Aug@607. In the early stages of the crisis, the
Fed cut the funds rate target seven times redutimg3.25 percentage points in less than
a year to alleviate adverse conditions in finanonarkets.In addition, various facilities
were launched to improve liquidity conditions, sueh the Term Auction Facility, the
Primary Dealer Credit Facility, and the Term SewesilLending Facility (Cecchetti, 2009).
Soon after the Lehman Brother’'s bankruptcy in Seper 2008, the federal funds target
rate reached its zero lower bound and unconvertiomanetary policy tools were
introduced to provide further stimulus for the U®®omy*’

The global financial crisis has had several impiaes to the pre-crisis thinking
about the science of monetary policy. Firstly, astbeen recognised that financial sector
developments have a much stronger impact on ecanactivity than previously thought.
Secondly, the linear-quadratic framework of optinmbnetary policy appears to be
inadequate in financial distress. Also, it has lbeealear that price and output stability do
not guarantee financial stability (Mishkin, 201Bven prior to the crisis, it has been
argued that financial imbalances, such as excessedit growth, unsustainable financial
leverage and large deviations of asset prices ftair fundamental values, may build up
even in the periods of relatively stable and susfae inflation (Borio and Lowe, 2002;
2004). These imbalances could lead to financiatalyibty once favourable market
conditions are unexpectedly revers®dConsequently, a high degree of uncertainty over

future financial asset prices and economic outlowy increase financing costs, tighten

assets shot up as international investors rarafetys In the US, falling long-term Treasury yielisd equity
prices and rising volatility in the stock markebppted the Fed to reduce its policy rate (Neel¥420In the
event of the terrorist attacks on 11th Septemb@0D1, the loss of people and severe physical damathe
buildings of financial institutions forced the affed markets to close. The payment systems were
significantly disrupted and financial market ligitydfell sharply. In addition to liquidity injectits via open
market operations and discount window lending, Fld cut the policy rate target to 1.75% by the ehd
2001down from 3.5% prior to Septembef"1These later cuts in the policy rate are viewetbager-term
help for weak US economy (Lacker, 2004; Neely, 2004

' For the more detailed discussion of these policiger to Fawley and Neely (2013) and the literatur
review of Chapter 2.

18 Firstly, higher asset prices directly influence tavel of wealth and have an impact on consumpiuoth
investment spending through capital gains. Secoralignges in asset prices are reflected in thenbala
sheets of firms and households, thus, increasitgpimprove the creditworthiness of both and iase2
borrowing and spending. More wealth, consumptiosh lagtter creditworthiness do not have adverse tsffec
on real economy. Nevertheless, it may be detrinémtidne economy when asset price bubble, unjestifiy
fundamentals, eventually bursts (Ferguson, 20083rfsdeclines in stock and housing prices, amohgrot
assets, reduce consumption and worsen balance cheditions since the value of collateral and edpit
declines substantially. Furthermore, lower assigeprincrease a counterparty risk potentially legdd the
systemic risk in the financial system. In turn, emvdisruptions in financial intermediation mayulesnto
the second-round effects on consumption and invegstiiiNeely, 2004).
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credit conditions, and indu@sharp and long-lasting contraction in real ecanautivity
and overall price level instability (Borio and Low2004; English, Tsatsaronis and Zoli,
2005; Hakkio and Keeton, 2009).

Due to the close nexus between financial and ecanstability, financial market
developments could be good indicators of futurartial and economic conditions that
policymakers may wish to consider in more detadlr Fastance, Borio and Lowe (2002)
examine financial conditions in thirty four coumesi over three decades and find that
substantial deviations in credit growth, stock aedl estate prices, and investment from
their respective trends are associated with fufur@ncial crises. They show that rapid
credit growth together with large increases in tagsiEes increases the probability of
financial instability and a crisis. Similarly, Sdatick and Taylor (2012) evaluate the
historical paths of money and credit growth in teen countries during 1870 - 2008. The
results imply that strong and unsustainable crgdiwth in the preceding five years
increases the likelihood of a financial crisls.

Overall, there seems to be a strong rationale @orsidering financial market
developments in a monetary policy reaction func{i@oubini, 2006). The events in 2007-
2009 have re-opened the debate with respect tagheopriate monetary policy response
to asset prices and financial conditions in gendrhé dominant view prior to the crisis
appeared to favour inflation targeting without antcal bank’s response to asset prices,
except insofar they signal shifts in inflation egfaions, as the best policy framework
(Bernanke and Gertler, 1999; 2001). Neverthelessaardinarily high costs associated
with the recent housing bubble bust in the US &edgiobal crisis that followed may have
shifted the consensus towards the opposite viewntiumetary policy should respond to
asset prices and forming asset price bubbles, tagldbuld do so in a symmetric manner
(Wadhwani, 2008; Borio, 2014). The next sectionvites a more detailed discussion of
this debate.

1.3.2 Should central banks react to financial market deviepments?

Y91t is a difficult task for monetary policymakers monitor many aspects of financial market develepis

To this respect, a composite indicator of finanstabss and overall financial conditions could beywseful
(English, Tsatsaronis and Zoli, 2005; Hakkio andet¢e, 2009; Carlson, Lewis and Nelson, 2012). For
instance, sharp deviations of an index from itsage level could imply that some preventive pobcyion

is needed. Similarly, Brave and Butters (2012) shivat the National Financial Conditions Index cédoed

by the Federal Reserve bank of Chicago appear® ta very good indicator and a powerful predictor of
financial distress in the year ahead. Kliesen, Qwyand Vermann (2012) provide the survey of various
indices of financial conditions and financial stgise. FCls and FSils.
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In one of the first papers on monetary policy reseoto asset prices, Bernanke and
Gertler (1999) argue that central banks shouldeded asset price movements and instead
focus on inflationary pressures in the economyuad enflation-targeting framework helps
to achieve both price and financial stability. Theyestigate what type of forward-looking
monetary policy rules perform best in the presenfeexogenous non-fundamental
movements in asset pricésThe “inflation accommodating” policy assigns theaction
coefficient to expected inflation of just above pneghile the “aggressive inflation
targeting” approach sets the coefficient equal wm.t Next, both policy rules are
augmented to allow for a response to stock marke¢ldpments. Model-based simulations
indicate that aggressive inflation targeting withthie reaction to stock price deviations
from their steady state performs best in terms ofimising adverse effects of an asset
price bubble on real economy (Bernanke and Gef#99). Thus, monetary policy should
consider asset prices only to the extent that thaye implications for inflation
expectations. Similarly, Bernanke and Gertler (30Q&e the previously employed
macroeconomic model to consider the entire prohglaistribution of shocks as opposed
to only taking into account the worst outcomesliie with their earlier work, the policy
rule that implies the strong reaction to expectdthiion and allows for the reaction to
output gap but not asset prices, achieves thedoésbme in reducing economic instability
following asset price and technology shocks. Similaws are also expressed by Vickers
(2000), Bullard and Schaling (2002) and Bean (2003)

The case against the monetary policy responsestt asices is also supported by
arguments about the effects, identification andsueament of asset price bubbles. Firstly,
it is argued that not every asset price bubble sezndy leads to the disruption of the
financial system with adverse consequences for eeahomy (Bernanke and Gertler,
1999; Mishkin, 2008). Secondly, it is almost impbks to clearly distinguish between
changes in asset prices due to fundamental faeimisdue to non-fundamental factors
(Cogley, 1999; Vickers, 2000). Mishkin (2008) susige that macroeconomic
consequences of an asset price bubble may be dinpitevided that monetary policy
becomes more accommodative following the busthitable?® In the absence of certainty

that an asset price bubble exists, monetary paddicions to deflate it may prove

? The simulations are based on the standard dynaenieKeynesian model with financial accelerator etffe
that also allows for asset price bubbles.

2L Generally, this view is in line with no policy @#n to a build-up of financial imbalances, while
mopping-up once the bubble bursts. Neverthelebsretargue against such an asymmetric treatmexgset
price developments (Roubini, 2006; Wadhwani, 20@&kthermore, Borio (2014) notes that, in order to
ensure monetary and financial stability, there #hdne a systematic and symmetric response of mpneta
policy to financial booms and busts. This impliearling more against the financial imbalances im@nb
phase and easing less aggressively and persistemtly there is a bust.
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destabilising and counterproductive (Cogley, 19%)thermore, the effects of interest
rate changes on asset prices are not clear-cubkiviis2008).

Using the standard dynamic stochastic general ibguin model (DSGE)
augmented to allow for excess volatility in assetgs and macroeconomic variables,
Gelain, Lansing and Mendicino (2013) examine thaseguences of monetary policy
response to financial imbalances. They find thatititlusion of house price inflation and
credit growth directly into an interest rate rukends to magnify inflation volatility.
Furthermore, Assenmacher-Wesche and Gerlach (2&stbhate a forecasting model for
inflation and output for eighteen countries ovex geriod 1986 — 2008. The results show
that the deviations of credit growth and assetesriaway from their respective trends to
contain little additional information with respett future economic conditions once
current inflation, output gap and interest ratetaken into account.

Contrary to the consensus of that time, Cecchetl.€2000) demonstrate that it is
optimal for monetary policymakers to directly (asymmetrically) respond to asset prices
in general as well as to asset price movements &way their fundamental values. Such
policy response has become known as “leaning agé#neswind”. They augment the
macroeconomic model used for the simulations byn&eke and Gertler (1999) in several
ways, such as computing optimal policy rules aholnahg for interest rate smoothing. The
simulation results clearly indicate that centrahlexrs should act pre-emptively and react
to asset price changes to deliver better macroecmnpeerformance and possibly reducing
the likelihood of asset price bubbles. Furtherm@egchetti et al. (2000) argue that even
though it is rather difficult to identify and measwasset price misalignments, the same is
true for estimating some macroeconomic indicatiarsinstance, output gap. Thus, central
banks should attempt to assess and respond topasgemisalignments. Similarly, Filardo
(2004) concludes that the optimal monetary polide does include asset prices, although
the policy response to non-fundamental movemen@sset prices is preferred. Using a
macroeconomic model allowing for wealth effects dmhncial market inefficiency,
Kontonikas and Montagnoli (2006) also provide supgdor the systematic monetary
authorities’ reaction to the deviations of assdties from their fundamental values as it
minimises output and inflation volatility. Kontorak and loannidis (2005) examine the
interactions between asset prices and monetarycypohithin a structural rational
expectations open economy model. They concludetliegatesponse of a central bank to
asset price misalignments is associated with lomassroeconomic variability.

The rationale for monetary policy to lean againstaricial imbalances has

strengthened in recent years (Mishkin, 2011). Maritheoretical studies show that it may
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be optimal to include the measures of financialdioons, such as interest rate spreads or
credit growth, into Taylor-type policy rules asinicreases welfare and macroeconomic
stability by reducing a negative impact of finamhdnstability on real economy. As Curdia
and Woodford (2010) argue, aggressive policy rate by the Fed between late 2007 and
early 2008 are likely to reflect the policy respens financial sector stress. Using a DSGE
model with credit frictions, they show that thelusion of credit spreads, i.e. differences
in borrowing interest rates across the classesoofolvers, into an otherwise standard
Taylor rule could improve macroeconomic performanchis implies setting a lower
policy rate in response to higher credit spreadsddition, Gilchrist and Zakrajsek (2011)
also demonstrate that allowing for the direct adntbank’s response to financial
conditions, measured as changes in credit spréadspens a negative impact of financial
instability on real econom’?. Furthermore, Davis and Huang (2013) show thatay foe
optimal for policymakers to respond to movementanninterbank lending spread caused
by an external financial sector shock, such asnareased financial risk or uncertainty.
Alternatively, based on a theoretical macroeconomiadel, Christiano et al. (2010)
suggest that the modification of the Taylor ruleibgluding a credit growth rate reduces
the size of boom-bust cycles. In this case, moggpaticy stance should be tightened
when credit growth is very strong and loosened rettse. According to Freixas, Martin
and Skeie (2011), central banks should respondttire® financial distress in the banking
sector. They develop a model of interbank marketangue that the policy rate should be
lowered in response to distributional liquidity ske to encourage the reallocation of
liquid assets in the interbank mark&t.

To summarise, recent theoretical studies providesasing support that monetary
policy should respond to financial market developtaeThere is little doubt that severe
disruptions to the functioning of financial markeften lead to dramatic consequences for
real economy. Nevertheless, it is also typicallyead that the policy reaction to financial
imbalances should be cautious and moderate giveerianties with respect to asset price

bubbles and the impact of monetary policy on gsseés and real economy.

1.3.3 Do central banks react to financial market developrants?

22 See also Taylor (2008) and Teranishi (2012), arsbothers.

2 For other recent theoretical studies that arguavour of the central bank’s response to asseeprsee
Pavasuthipaisit (2010), Gambacorta and Signor2@il4), among others. On the other hand, Svensson
(2016) argues that the costs of leaning againsithé may exceed the benefits.
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As it has been discussed, there is a strong thealr@otivation for central banks
to take into account financial market developmehRtgusing on the US, this and the sub-
sequent sections review empirical evidence frometeanated interest rate rules that allow
for a policy response to financial variables. Néweless, the estimation of augmented
Taylor-type rules is not the only method to gauget@l bank’s reaction to asset priéés.

Some initial empirical evidence is provided by Berke and Gertler (1999). Using
the Generalised Methods of Moments (GMM), theyneate a forward-looking Taylor rule
augmented with stock market returns for the Fed tle period 1979:10 - 1997:%2.
Since stock returns are also included as instrumherdriables, the monetary policy
response to asset prices to the extent that tHpypiedict future inflation and output gap
is accounted for. The results show that the fedearals rate’s response to stock returns is
small, statistically insignificant and negative. €Ble findings are also in line with the
model-based simulations in Bernanke and Gertle@q}9ndicating that the Fed does not
react to stock prices over and above stock pricglications for inflation and output
forecasts.

Similarly, Chadha, Sarno and Valente (2004) exantinge reaction of monetary
policy to asset prices using dividend-price ratios aggregate stock price indices and
exchange rates for the United States, the Unitedydom, and Japan in the period 1979:9
— 2000:12. The GMM estimations of augmented forawlacking Taylor rules indicate
several points. Firstly, the Fed is found to beoesling to asset prices and the estimated
parameter is positive and statistically significaBecondly, the reaction coefficient to
exchange rate, defined as a domestic price of gore@urrency, is also positive and
significant. This implies that the federal fundserancreases as stock prices increase and
the exchange rate depreciates. This evidence disgtiest asset prices are not treated

solely as informational variables to forecast itifla and output developments. Similarly,

24 For instance, Rigobon and Sack (2003) measurd=ékiés reaction to stock market movements using a
daily structural vector autoregression (VAR) motihlt is identified based on the heteroscedastidistock
market returns. The identification of stock prideosks rests upon the observed shifts in the cavegia
matrix of reduced-form residuals and the assumptiohomoscedastic monetary policy shocks. The t&sul
for the period 1985 — 1999 confirm a statisticalignificant Fed’s reaction to stock market develepts.
Nevertheless, it has been suggested that the res®just enough to offset the impact of stockgpshocks
on economy. Using the same approach, Furlanettbl{2flso finds a positive and significant respooisthe
Fed to the stock market. However, the responseusd to be much weaker in the period 1988 - 1909. |
declines further and becomes insignificant overghaod 2003 - 2007. Others use lower-frequency VAR
models identified with short- and long-run restdos and find a significant positive response & Bed to
increasing stock and house prices in the post-J88®&d (Bjornland and Leitemo, 2009; Bjornland and
Jacobsen, 2013). Finally, Finocchiaro and von Heide(2013) analyse the reaction functions of thd, Fe
BoE and BoJ within the estimated DSGE model. Theg évidence for a significant and positive central
banks’ response to house price developments in 196888.

% This estimation method allows using the actualufie) values of independent variables instead eir th
expected values. Instrumental variables known raeti-1 or earlier are chosen to empirically project
theoretical expected values. This approach provitesonsistent estimates of policy rule parameters
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the results are supportive of the direct, posiawel significant response of the Bank of
England (BoE) to stock prices and exchange rateemewts. With respect to Japan, it is
only the exchange rate variable that appears teenfit

On the contrary, Fuhrer and Tootell (2008) argws the Fed sets its policy rate
with respect to stock market developments only fenrsequity prices help to forecast
policy goal variables. For the period 1966:Q1 —&Q(, they estimate alternative interest
rate rules augmented with stock market returns emmpare the results across two
different estimation approaches. Firstly, the GMadHhnique is used with thex postdata.
The results indicate that (lagged) stock prices play an independent role in monetary
policy decisions in addition to their informatior@ntent with respect to future economic
conditions. Nevertheless, this finding does nothblinformation available to the Fed at
the time of decision making is fully taken into aoat. The second approach involves
estimating augmented Taylor-type rules using laggextk prices and the Greenbook
forecasts for inflation, real GDP growth and uneoypient rate as instrumental variables.
The estimated reaction coefficient to equity resupecomes insignificant.

Jovanovic and Zimmermann (2010) estimate augmefwedard-looking Taylor
rules for the US that include a proxy for stock kedruncertainty based on the realised
volatility, expected volatility, and implied voléty (VIX volatility index) over the periods
1991:1 — 2008:5 and 1980:9 — 1990:12. Generally GMM estimates indicate that there
is a systematic response of the Fed to the levelngertainty in the stock market. The
interest rate response coefficient with respectstmck market volatility is typically
negative and statistically significant implying ewer policy rate in times of greater
financial instability. Moreover, according to thetiemated augmented rules, the response of
the Fed to expected inflation rate declines comalulg as compared to the estimated rules
without the stock market variabié.

Gerlach-Kristen (2004) finds that in the presenicinancial stress the Fed tends to
cut the interest rate more than what is warranjehftation and output gap developments.

Initially, the study examines whether the obserugdrest rate smoothing in the policy

%6 Using the GMM approach, Botzen and Marey (2018 Similar evidence for the European Central Bank
(ECB). The results show a significant reactionh&f ECB to stock price developments independenttheaif
impact on future inflation and output during 1992005.

" In the related study, Bleich, Fendel and Rulkel@0use expected implicit stock market volatilities
proxy for financial market stress and estimate aarged forward-looking Taylor rules for the centoahks

in the US, UK, euro area and Japan allowing fordinect policy response to financial distress. Tihdings
imply a systematic (negative) response to expestizek market volatility by all monetary authoritiescept

for the Bank of Japan. Thus, higher financial stlesel triggers lower monetary policy rates in 4@, UK
and the euro area.
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reaction function for the Fed can be explained bijcg inertia or omitted variable$.
Using the unobservable components technique, deimonstrated that both the lagged
interest rate and unobserved variable are statilstisignificant in the estimated monetary
policy rule for the period 1987:Q4 — 2003:Q3. Farthore, Gerlach-Kristen (2004) argues
that this omitted unobservable variable could bated to financial market conditions. The
estimation of an augmented Taylor-type rule revélas the interest rate spread between
the yields on the 10-year Treasury and Moody’s Brafed corporate bonds enters the
policy reaction function positively and significntThis implies lower interest rates in
response to more negative credit spreads, i.eeasarg financial market streSs.

Using the OLS, Borio and Lowe (2004) estimate aléve contemporaneous
Taylor-type rules augmented with the indicatorsfinncial imbalances for a group of
countries over the period 1983:Q1 — 2002:Q2. Tosueaimbalances, they compute credit
and equity gaps defined as the deviations of thie i private credit to GDP and real
stock prices from their trends, respectively. Irdiadn, they use a dummy variable to
denote periods of potential banking distress whath baps exceed their critical threshold.
Overall, the results do not provide support forignificant monetary policy response to
financial imbalances in Australia, Germany, andahagNevertheless, the evidence of the
monetary policy reaction to financial imbalancesasewnhat stronger for the US, but only
in the case without an interest rate smoothing iarthe policy rule.

Alternatively to individual financial variables,\s&ral empirical studies employ the
composite measures of financial conditions. Fotaimse, Montagnoli and Napolitano
(2005) examine the forward-looking policy reactimmctions for Canada, the euro area,
the UK and the US. Firstly, a financial conditiomslex (FCI) is constructed for each
region with the focus on three asset prices: reaeh@&nge rate, real house prices and real
stock prices. Secondly, the FCI is then included irespective forward-looking Taylor-
type rule for each country as an additional indicaitf future developments in economic
and financial market conditions. The GMM estimasioindicate that the volatility of
residuals of the augmented Taylor rules is typycathaller as compared to the standard
Taylor rule. Furthermore, for the period 1985:5002.5, the FCI enters the estimated rule
positively and significantly in the US, the UK afidhinada. This implies that central banks

%8 The interest rate smoothing term may not onlyeeent a gradual adjustment of the short-term rate b
also some serially correlated variables that areoriectly excluded from the estimated regression
(Rudebusch, 2002).
29 Similarly, Alcidi, Flamini and Fracasso (2011)alsrovide the empirical evidence of the Fed's ieadb
the spread between the Moody's BAA corporate bamtkx and 10-year Treasury bonds in the period
1987:Q3 — 2005:Q4. If credit spread widens, thécgahte declines.

45



may be responding to developments in financial ¢mms$ in addition to their reaction to
standard policy target variables.

Similarly, Castro (2011) constructs FCls in theispif Montagnoli and Napolitano
(2005) and estimates the augmented forward-lookandor rules for the ECB, the Fed and
the BoE. The GMM approach is used to estimate tihesraugmented with the financial
conditions index for each country. With respectthe US, the results for the period
1982:10 — 2007:12 show that there is no significaattion to financial conditions by the
Fed. On the other hand, the credit spread betwasmterm risk-free government bond
and corporate bond yields (as deviations from fremders the Taylor rule with a positive
and significant parameter. In contrast to the teselported by Montagnoli and Napolitano
(2005), the ECB is found to be responding to fingnmonditions, while this is not the case
for the BoE.

1.3.4 Do central banks respond differently in bad financal conditions?

The evidence discussed above is based on the @stinaéd linear policy rules and
iIs somewhat mixed. Nevertheless, it may be argied the response of monetary
authorities to financial imbalances is likely to dgymmetric. In times of financial distress,
monetary policymakers appear to put more emphamsigancial market developments in
order to stabilise real economy. In contrast, thieaction to the build-up of financial
imbalances, for instance, stock price bubblesoitsas evident (Roubini, 2006; Mattesini
and Becchetti, 2009). One of the reasons for simchsymmetric behaviour may be the
interaction between financial conditions and readr®mic activity. For instance, Hubrich
and Tetlow (2015) find that the relationship betawegacro economy and financial stress is
non-linear, i.e. shocks to the financial systemehawre damaging effects on output in
times of financial stress as compared to normalks$imSome anecdotal evidence is
presented in Figure 1.1. Typically, federal fundsgét rate cuts are somewhat more
aggressive than rate increases. As monetary pekpgansion is usually associated with
economic recessions and financial instability, Fégl.1 suggests that the Fed’s policy may
be asymmetric with respect to economic and findrciaditions.

Recent literature on monetary policy rules providewirical evidence in favour of

a different monetary policy framework in the pesaaf intense financial stredy.

% Note that it may not only be the response of thkcp rate to financial variables that is non-linehut it
also may be the response to standard goal varititdésould vary with the level of financial stress
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Figure 1.1: Federal funds target rate

10

86 88 90 92 94 96 98 00 02 04 06 08

’ —— Federal funds target rate ‘

Notes This figure plots daily time series for the fealefunds target rate over the period 1985 — 200@. T
shaded areas denote the periods of US recessiaigdiasd by the NBER.

For instance, Mattesini and Becchetti (2009) shioat the Fed tends to cushion declining
stock prices below their fundamental values withgyaate cuts, while it does not respond
to the overvaluation of stocks. They develop thesnee of stock price misalignments, i.e.
the Index of Stock Price Misalignment (ISPM), amttlude it into the Fed’s reaction
function. The augmented forward-looking Taylor rules arenested using the GMM for
the period 1980:1 — 2001:#hey find mixed evidence with respect to the synriméted’s
response to the ISPNNext, they distinguish between the positive andatigg values of
the measure of stock price misalignments. The teshlow that the estimated parameter
for the negative values of the ISPM is positive atatistically significant. In contrast,
there is little evidence of a significant respoigethe Fed to the positive values of the
ISPM (Mattesini and Becchetti, 2009). Thisplies that the Fed responds to the
undervaluation in the stock market by conductingagsionary monetary policy, but it
largely ignores potential stock price bubbiés.

Similarly, Hoffmann (2013) investigates whether tRed and ECB respond
asymmetrically to stock price inflation deviatioftem the trend. The GMM estimations
indicate that the Fed cuts the policy rate tangeesponse to declining stock market, but it
does not increase the target to dampen rising spoicdes in the Greenspan-Bernanke

%1 In addition, Ravn (2012) also provides the emplrievidence that the Fed responds asymmetrically to
asset prices during the period 1998 - 2008ing the methodology of Rigobon and Sack (2003), it is
demonstrated that the Fed ignores increasing gidcks, but it reduces its policy rate target isp@nse to
declining stock market.
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period, i.e. 1987:8 — 2008:12. On the other hahd,ECB is not found to react to stock
market developments, but it does respond to dewetogs in the exchange rate over the
period 1999:1 — 2008:12. The ECB decreases thecypatite in response to the

appreciation of the euro with respect to the U3adi@nd vice versa.

With respect to the US and Japan, Borio and Lov@42 present some empirical
evidence of an asymmetric response to credit granthasset price deviations from their
respective trends in the period 1983:Q1 — 2002:Q% results of the estimations of
augmented Taylor rules indicate that in responsadeerse financial imbalances, i.e.
negative credit and equity gap, policymakers tencelax monetary policy stance by more
than what is suggested by inflation and output ¢@mpdencies. Meanwhile, there is
typically no significant reaction to positive credind equity gaps. This translates into
lower policy rates when financial conditions worsBevertheless, this finding only seems
to be valid in the Taylor rule specifications with@n interest rate smoothing term.

Belke and Klose (2010) demonstrate that the moynegialicy framework of the Fed
changed considerably around the crisis in 20070920 hey estimate alternative Taylor
rules augmented with financial variables prior lte trisis (1999:1 — 2007:1) and during
the crisis (2007:8 - 2009:6) with the GMM. Acrobe specifications, the Fed’s response to
inflation is positive and statistically significanh the pre-crisis period, albeit the
coefficient is smaller than one. In contrast, thaction to inflation becomes weaker during
the crisis and the estimated parameter is mosthjatnee and significant. With respect to
output gap, the estimated parameter decreases smh@wmagnitude during the crisis,
but it is typically positive and statistically sifjoant in both sample periods. Prior to the
crisis, the Fed is found to respond to commeraia imdustrial credit and money growth
with the estimated coefficients being positive aatistically significant. This implies a
lower policy rate when credit and money growth ohed. The Fed also appears to
decrease the federal funds rate target if the @sterate spread between long-term and
short-term government securities is higher, indicpta rising risk in capital markets.
Interestingly, the response parameters to stockhande price inflation are both negative
and statistically significant. In the crisis perjdte estimated parameters with respect to
additional variables change the sign, except fa ithterest rate spread, and remain
statistically significant. For instance, the resporio asset price inflation turns positive.
Thus, the policy rate is reduced if asset priclsdfaing the crisis; however, it is reduced
in response to rising stock and housing prices poidhe crisis.

Similarly, Belke and Klose (2010) also analyse isaction function of the ECB.

Before the crisis hit, the ECB’s reaction to infbat and output gap is denoted by positive
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and significant parameters. During the crisis, teégponse to inflation appears to have
increased, while the reaction to output gap hagedsed and even turned negative.
Furthermore, the ECB'’s reaction to financial valeéshis typically statistically significant.
Nevertheless, some coefficients differ in size sigth as compared to their respective pre-
crisis sample estimates. For instance, there isesevidence of more aggressive policy
easing in response to declining credit growth amgteiasing interest rate spread in the
crisis period than prior to the crisis. Moreovérrere is some indication of the asymmetric
ECB’s response to asset price inflation. In thesisriperiod, the ECB seems to have
reduced the policy rate when housing prices rosdevthe opposite response to increasing
housing prices prevailed before the crisis.

Belke and Klose (2013) extend their earlier workatipwing for monetary policy
inertia and by taking into account the ZLB period, a real short-term interest rate is used
instead of a nominal rate as a dependent varididith respect to both the Fed and the
ECB, they find that the interest smoothing parambts decreased during the financial
crisis implying more aggressive interest rate sgttolicy. For the Fed, the results are
broadly in line with those reported in Belke ando&d (2010). Firstly, the reaction to
inflation falls sharply during the crisis and ewams negative for some specifications. The
estimated parameter of monetary growth turns frawsitiye and significant before the
crisis to negative and significant afterwards, aating that inflationary pressures become
less important during the financial crisis. The ketbund to respond to credit growth only
after the onset of the crisis, although the eswahatoefficient is negative and significant.
The response to an interest rate spread is somesmiaiter during the crisis, but it is
always negative and significant. Finally, in thesisr period the Fed appears to have
lowered the policy rate in response to falling agsiees while accommodating asset price
booms before the crisis. With regards to the EQ@B, results are somewhat different as
compared to Belke and Klose (2010). The inflaticarameter turns negative in the
majority of specifications in line with the findiagor the Fed. Similarly, the ECB reacted
more aggressively to asset price inflation and somag less so to interest rate spreads in
the crisis period than before the crisis. In casttta the Fed, the credit growth and money
growth parameters are found to be negative andfisigmt prior to the financial crisis, but
they turn positive and significant during the @isi

The monetary policy reaction function for the UkKsalappears to have changed
during the financial crisis. Martin and Milas (2Q1&kamine alternative Taylor-type rules
for the period 1992:10 — 2010:7. The findings frtma GMM estimations show that prior

to the financial crisis the BoE's policy can be ali®d by a simple forward-looking
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Taylor rule. On the contrary, the response to fidffaalmost disappears in the crisis period
as the parameter becomes negative and insignifina2®07:5 — 2010:7. Meanwhile, the
response parameter to output gap also decreaddsyémains positive and significant. In
the next step, they estimate policy rules augmentitld either the IMF financial stress
index for the UK or the Federal Reserve Bank of $&nCity Financial Stress Index. Both
indices are insignificant prior to the crisis; haweg they appear to play a dominant role in
interest rate setting decisions in the crisis mertdigher financial stress is associated with
a lower monetary policy rate. Furthermore, Martivd aMilas (2013) develop a smooth-
transition model that describes full-sample polieye decisions more adequately. They
show that the non-linear monetary policy rule, daeteed as a weighted average of crisis
and no-crisis policy regimes, best explains the td&netary policy’> The model implies
that the BoE follows the conventional Taylor ruletsade the crisis regime, while the
interest rate is mainly set in response to thenfire stress index and output gap in the
crisis regime.

Similarly, Baxa, Horvath and Vasicek (2013) invgate the role of financial stress
for interest rate setting in the US, UK, Australignada and Sweden during 1981 — 2009.
They use a flexible framework to estimate forwavdking monetary policy reaction
functions with time-varying parameters. Tayloraypolicy rules are augmented with the
IMF financial stress index that is composed of éhlsab-indexes capturing several types of
financial stress: banking stress, stock markesstamd exchange rate stress. In general, the
results show that financial stress is of littleekgnce to central banks when good financial
conditions prevail. On the contrary, the monetanjiqy reaction to financial conditions
seems to change substantially in times of highnitred stress. In these episodes, policy
rate changes can be explained to a large extetitebympact of financial instability, most
evidently during the financial crisis in 2007 - 200~or instance, the calculated financial
stress effect on the interest rate implies thatraébanks set their policy rates around 50 -
100 basis points lower due to financial stress radie recent crisis. With respect to the
components of the financial stress index, mostraébanks appear to put more emphasis
on banking and stock market stress, while exchaiage stress is more relevant for
policymakers in open economies, such as Canad&warden. Finally, Baxa, Horvath and
Vasicek (2013) also briefly comment on the timeyirag response parameters to inflation

and output gap. Regarding the US, they demonsthatiethe response to inflation has

%2 The weight is the probability of a financial csisind is modelled as a function of the financiadsst index
exceeding its threshold value.
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somewhat declined in the recent decade and evaeduregative around the time of the
financial crisis, while the response to output gapained relatively stabfé.

Alcidi, Flamini and Fracasso (2011) argue that iirgpreads indicating the overall
health of financial system may have an impact om hwnetary policy is conducted in the
US during the Greenspan era (1987:Q3 - 2005:Q4gyTémploy a logistic smooth
transition regression model to estimate the Taglbe augmented with the yield spread
between the Moody's BAA corporate bond index aneyddr Treasury bonds, i.e. the
credit spread. In order to model smooth transiioross regimes, two variables are used:
the credit spread to proxy for general concernpalicymakers regarding the health of
financial system and the lagged policy rate toectfithe possibility of hitting the zero
lower bound. The policy rule differs substantiabbgtween the high- and low-spread
regimes. In the low-spread regime, all variablesthe augmented Taylor rule are
statistically significant and correctly signed. Medile, it is only the lagged interest rate
that determines monetary policy decisions in tlghtspread regimes. With regards to the
ZLB, it is demonstrated that after the policy ritks below the 3% threshold, the reaction
function of the Fed changes and the lagged inteag¢stterm remains the only significant
determinant in the augmented Taylor-type rule.

Similarly, Gnabo and Moccero (2015) employ a smdadhnsition regression and
provide some evidence of the indirect Fed’'s respdaodfinancial stress. They estimate a
non-linear Taylor rule over the period 1987:Q4 ©2@4. The transition between two
regimes is modelled on the basis of the level anemic risk. The economic risk is
captured using two measures: the measure of dispeassociated with the outlook of
inflation derived from surveys and the VXO index kye Chicago Board Options
Exchange as a proxy of financial market stress. résalts show that the Fed responds to
inflation and output gap positively and signifidgnnh normal times. However, it becomes
more responsive to output gap when the level oheeuc risk is higher, while the reaction
to inflation does not seem to change between thienes. On the other hand, the inflation
parameter becomes statistically insignificant.

Overall, empirical evidence indicates that the Bedlionetary policy framework
tends to vary across the different regimes of famnconditions. The rest of the chapter

examines the Fed’s monetary policy with respedini@ncial market developments.

% Vasicek (2012) tests for non-linearity with respiecfinancial stress in monetary policy rulestlie Czech
Republic, Hungary and Poland for the sample pefi®88:1 — 2010:3. The results from the threshold
regression of the augmented Taylor-type rule pmwidpport for asymmetric policy behaviour. Foranse,
central banks in Czech Republic and Poland redusie tespective policy rates in light of elevat@sahcial
instability; however, the direct response to theaficial stress index is mostly insignificant ordmectly
signed if the index value does not exceed the astidnthreshold.
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1.4 Methodology

As it has been discussed earlier, the Fed may $moneling to financial market
developments and this response is likely to be asstmic. High financial stress periods
tend to be accompanied with aggressive expansiananetary policy; however, the Fed
has not appeared to be eager to tighten policycstanlight of excessive asset price and
credit booms in the past. Nevertheless, the liiegadffers rather mixed empirical evidence
with respect to leaning against the wind in the USing a simple framework, this chapter
provides the comprehensive analysis of the Fedspamse to financial markets with
respect to four different dimensions of financitdess related to the credit risk, stock
market illiquidity, stock market conditions (bearsus bull markets) and overall financial
conditions. Firstly, the direct reaction to finamicmarkets is analysed and it is tested
whether the response is asymmetric, i.e. varyimgsacthe business cycle. In addition, the
analysis also considers the possibility of the necti reaction to financial stress through
changes in the response parameters on standar@enacomic variables in the Taylor
rule. The focus here is not solely on the glob@ficial crisis as other episodes of financial
turmoil over the sample period are also taken atcount. Furthermore, the impact of the
latest crisis is isolated in an effort to examine relative importance for the overall
findings.

Following Clarida, Gali and Gertler (1998), the neggion analysis is based on a

forward-looking Taylor rule with an interest rat@@othing term:
I, :[l_zpjj(a+ﬁ]2['+k+y9t)+zpjit—j +t& (1.3)
j=1 j=1

Where,oD[O;]] denotes the degree of policy inertm< 2), 77,, is an expected inflation

ratek quarters ahead € 4), Y, represents contemporaneous output gapgaisan error

term>* Equation (1.3) embeds the assumption that a ddwar sets its policy rate with
respect to expected inflation rate four periodsadhand current output gap. For the

“Taylor principle” to hold, the inflation parametes expected to be above unityg &1).

% Levin, Wieland and Williams (2003) demonstratet ihis the optimal choice to respond to one-yeseaal
inflation forecasts and current-period output galso, other studies also estimate Taylor rule djtions
involving expected inflation and contemporaneoupougap (Hoffmann, 2013; Gnabo and Moccero, 2015).
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With respect to output stabilisation, the parametes expected to be positive implying a

higher policy rate when output is above its longriérend.

Several points should be kept in mind when estimgaguch a monetary policy rule.
Typically, contemporaneous information on targetcroaconomic variables is not
available to policymakers at the time of decisioaking. Furthermore, there may exist
reverse causality between the interest rate anthesjory variables. In order to address
these issues, a great number of empirical studidiseuthe Generalised Method of
Moments (GMM) to estimate forward-looking Taylopty rules (Clarida et al., 1998,
2000; Chadha et al, 2004; Fuhrer and Tootell, 2088hra and Sawhney, 2010).
Assuming rational expectations, the GMM framewollkves replacing the unobserved
(contemporaneous or forecast) values of independetdbles with their actual (realised)
values using some instruments. These instrumemtahles should be exogenous with
respect to the interest rate and should help fstecaiables of interest, i.e. inflation and
output gap, as well as be available to policymakétie time of decision making (Clarida
et al. 1998)°

There are several advantages of this methodol&ggtly, it helps to deal with the
issues of unobserved data in real time as wellna®geneity. Secondly, it is relatively
simple and easy to implement. Moreover, the GMNh&stor is more robust with respect
to a wide range of data generating process, ieedistribution of error terms, as compared
to the full-information maximum likelihood estimaso(Hansen, 1982; Baum, Shaffer and
Stillman, 2003).

Nevertheless, there are also several disadvantdgesng the GMM. For instance,
it is well known that small-sample GMM estimatesynba severely biased (Baum, Shaffer
and Stillman, 2003). In addition to this, estimati@sults may depend on the choice of the
estimator itself, i.e. the two-step GMM versus tantinuously-updated GMM or the
iterative GMM. Furthermore, the estimates also apge depend on the procedure to
calculate the optimal weighting matrix requiredtine GMM estimations (Jondeau, Bihan
and Galles, 2004). Another drawback of this methaglois associated with instruments
used. There is little theoretical motivation praaadfor the choice of instruments in the
related literature and it is very challenging todfigood instrumental variables (Siklos,
Bohl and Werner, 2004; Nikolsko-Rzhevskyy, 2011arigbles can be considered as good
instruments if they are exogenous with respectht® folicy rate and they are highly
correlated with endogenous regressors. Howevesyviry likely that instruments typically
employed in the Taylor rule estimation may be omhoderately correlated with

% The technical details of this method are provitfethe Appendix B.
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endogenous variables, i.e. instruments are weakijig to biased GMM estimates (Baum
and Shaffer, 2003; Mavroeidis, 2004). Also, it nmept be appropriate to use the realised
values of variables in the reaction function sitiegy may not be “the cause” of the policy
decisions but rather “the result” (Nikolsko-Rzheyygk2011). Finally, Orphanides (2001)
demonstrates that instrumental variables methatgusSMM with ex postdata can easily
obscure the fact that monetary policy is forwardkiog.

As an alternative to the GMM, some studies userthgrimum likelihood estimator
(ML) (Gerlach-Kristen, 2004; Jondeau, Bihan andl€%a12004). Its main advantage in the
forward-looking context as compared to the GMMhattthe expectations obtained with
this methodology are fully consistent. Nevertheleksndeau, Bihan and Galles (2004)
demonstrate that the ML and GMM estimates are sgmlar in the sample period starting
after 1987. Following the seminal work by Orphasi@2001), it is increasingly popular to
estimate the Taylor rule using real-time data fontemporaneous variables or real-time
survey data on expectations about inflation anghututin this case, there is no need to
instrument for forecasts of macroeconomic variabéésce they are formed using
contemporaneously available data in real-time. Tthes Ordinary Least Square estimator
(OLS) can be used. A vast amount of more receataliire choose to employ the OLS
with real-time forecast data (Mehra and Minton, 2Z0@olodtsova, Nikolsko-Rzhevskyy
and Papell, 2008; Orphanides and Wieland, 2008yIsko-Rzhevskyy, 2011).

Consequently, the empirical analysis here is basethe OLS estimations using
survey data on one-year-ahead inflation expectataond theex postmeasure of current
output gap? Initially, Equation (1.3) is estimated as the Henark policy rule. Next, it is
augmented by including four different financial icetors (one by one) in order to test for

the direct Fed'’s reaction to financial market depehents?’
it=[1-Zp,-j(a+ﬁmk+y9t+u><t)+2p,-it_j +& (1.4)
j=1 j=1

where X is a selected financial variable at tirnand x4 represents a contemporaneous

central bank’s reaction to the financial indicator.

% In robustness analysis, the real-time data on@®eass Domestic Product (GDP) is used to consthet
output gap. The main findings hold.

37 with respect to financial variables, it is moréidult to defend the exogeneity assumption as passible
that asset prices respond to monetary policy agtwithin the same period. Therefore, the robustness
analysis is conducted using the GMM and reporte8eation 1.7.1. The findings are qualitatively $amto

the main results in Section 1.6. Hayford and Melig2005) also employ the OLS for the main analysi
while providing the GMM estimates for the companiso
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The analysis considers four types of financial alsles: a measure of overall
financial conditions, an interest rate spread betwasky and relatively safe long-term
assets, i.e. the credit spread, stock market retamd a stock market liquidity measure. If
the Fed responds to financial market developmahts expected that the estimated
coefficient is statistically significant and impdiea lower policy rate in the periods of
deteriorating financial conditions, and vice vetsa.

As it has been previously argued, financial indiigbis likely to lead to sharp
contraction in real economic activity. Hence, cehbank’s reaction to financial markets
may be more pronounced in recessionary periodapared to economic expansions,
especially, if the cause of a recession origin&tas the financial system. In order to test
for the Fed’s response to financial markets actbssbusiness cycle, i.e. whether the

response is asymmetric, a recession dummy varislbléded to the estimated policy rule:
I =[1-Zp,-j(a+ﬁmk +y +1PDR% + P (1-DF) X )+ i + 4 (1.5)
j=1 j=1

where D is the dummy variable that takes the value of nimdicate US recessions as
classified by the National Bureau of Economic ResdeéNBER), and zero otherwise. The

reaction coefficientsi® and 4"° denote the Fed’s response to a financial variable

economic recessions and expansions, respectival/ekpected that the monetary policy
reaction to financial market developments is stewrig recessionary periods than in good
economic conditions.

Several recent empirical studies indicate thatimarfcial distress standard target
variables could be of much less importance to poiekers and their response to them
could change substantially (Alcidi, Flamini and ¢asso, 2011; Belke and Klose, 2013).
Thus, it is worthwhile to examine whether the ppliesponse to standard macroeconomic
variables depends on financial market conditiores, whether the Fed reacts to financial
markets indirectly. In other words, it is testedvhihe Fed’s reaction to expected inflation

and output gap differ in the periods of high verkys financial stres&’ Following Borio

3 Whetheru is expected to be positive or negative dependa selected variable as it is explained in the
data section.

39 With respect to non-linear monetary policy rulesyeral methods may be used to allow for regimélsen
estimated rules: smooth transition regression nsodelorio, 2009; Alcidi, Flamini and Fracasso, 2011
Castro, 2011; Martin and Milas, 2013), Markov-Swittg models (Valente, 2003; Assenmacher-Wesche,
2006), and time-varying parameter regressions (&id Nelson, 2006; Baxa, Horvath and Vasicek, 2013).
Also, other studies split the sample to accounttierchanges in regression parameters betweeneviadg,

for example, crisis versus pre-crisis (Belke andg€l 2010), or use dummy variables to model regime
switches (Borio and Lowe, 2004).
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and Lowe (2004), a dummy-variable approach is eygoloto distinguish between the
periods of severe financial stress and the periodselatively favourable financial
conditions. Dummy variables denoting financial st are interacted with the response
coefficients to inflation and output gap.

Firstly, appropriate thresholds are set with respeceach selected indicator of
financial conditions and the financial stress dumragiables are constructed that take the
value of one if the respective threshold is bredchedicating the periods of intense
financial market distress, and zero otherwises Hssumed that changes in the coefficients
induced by financial stress occur suddenly and disarete manner, i.e. regime changes
are determined by analysing the historical datdrancial indicators and the past periods
of high uncertainty in financial markets. Thus, #dpproach taken in this chapter is more
closely related to the regime-switching methodolayp/ opposed to smooth transition
regression models. However, in regime-switching em®ddifferent regimes are not
identified ex antebut rather are estimated from the data and chabgigeen regimes
occur with a certain probability.

Secondly, the specification in Equation (1.3) igrmented using these dummy

variables one at a time:
i :(l_zpij(a"'ﬁDDX’Lk "'IBND(l_DX)]Lk +y°D7Y, "'VND(l_D X) Vt)’“zpﬂt-; +g (1.6)
=1 j=1

where D* is the financial stress dummy constructed on thantial variablex,. The
reaction coefficients to inflation and output gapidg intense financial stress are denoted

by B° andy®, respectively. The estimated parameters are eaghéotbe smaller in the

periods of financial instability than in good fir@al conditions, i.e.8° <A"° and

v’ <y®.
1.5 Data and sample period
151 Sample period
The main empirical analysis is based on quartddta for the US over the sample

period that spans the Great Moderation (GM) antudes the global financial crisis. The
significant decline in macroeconomic volatility senthe mid-1980s motivates the choice
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of the beginning of the sample in 1985:Q1. In reseoto the financial crisis, the federal
funds rate target was set to almost zero in Dece2®@8. It has remained at exceptionally
low levels for an extended period of time compiingthe estimation of interest rate-based
monetary policy rules. Following the adoption ofcanventional policy tools, the funds

target rate has become an inadequate proxy for taugnpolicy stance. Consequently, as
the specifications of the Taylor rule in this clepdo not account for the ZLB, the sample
period ends in 2008:Q4.

15.2 Data and variables

The effective federal funds rate (average of ddi#ya) is used as a proxy for
monetary policy ratei(). The measure of inflation expectatiorng,() is one-year-ahead
annual inflation forecasts based on the GDP pmcex and provided by the Survey of
Professional Forecasters (SPF). The output ggpi¢ defined as the percentage deviation

of the seasonally adjusted log real GDP series iterHodrick-Prescott trend. Data on the
effective FFR and real GDP is obtained from FREMablase maintained by the Federal
Reserve Bank of St. Louis. The SPF data is provioledhe Federal Reserve Bank of
Philadelphia.

With respect to financial indicatorsx(), the Citi Financial Conditions Index

(CFCI) is used as a proxy for broad financial conditiofise index includes information
on corporate spreads, money supply, equity valmestgage rates, the real trade-weighted
dollar index, and energy prices. It is stated im&eof standard deviations from norms and
the zero value is consistent with a normal expegace of economic expansion. The
positive values of the index indicate that finahsariables are collectively exerting an
expansionary force on the economy. Equivalentlygatige index readings represent
contractionary conditions. The credit spread icwalted as the difference between the
Moody’s BAA and AAA corporate bond yield€SPR. Stock market returns are defined
as the annual difference in the log S&P500 stodkepindex 6P.*° In order to gauge
stock market liquidity I(Q), the aggregate liquidity factor constructed bystBa and
Stambaugh (2003) is used (average of monthly d&te.liquidity factor is calculated as
the equally weighted average of the liquidity measuwf individual stocks on the NYSE
and AMEX, using daily data within the month. On eage, the value of the market

0 Annual asset price inflation is also used in otfeéated studies (Belke and Klose, 2010; Belke Kiode,
2013).
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liquidity measure is negative and more negativeleglndicate lower aggregate liquidity.
The CFCI series is made available by Mark W. Wafdofhe data on the Moody's
corporate bond indices is taken from FRED databasde the S&P500 stock market
index series is obtained from Datastream. Findllg,liquidity factor data is available from

Lubos Pastof’ In terms of the sign of the estimajedit is expected to be positive for the

CFCI, liquidity factor and stock market returns.r Rbe credit spread, the response
coefficient should be negative. Thus, in respoonsedrsening financial conditions, lower
aggregate stock market liquidity, declining stoclcgs and increasing credit spread, the
policy rate is expected to be cut.

To set the threshold values that capture elevatedsslevels and to construct the
financial market stress dummy variables, the hisabrdata on four financial indicators

described above is used. All dummy variables tedees1 when financial stress is high

CFCI

and zero otherwise. The first dumnily~ takes value 1 when the CFCI is below its

historical average, i.e. the value of index is iega Similarly, the credit spread dummy
(D®*™) takes value 1 when the credit spread is aboveistorital average. The stock
market distress is represented by the dummy’{ that takes value 1 when the S&P500

index is below its 2-year moving average. Final}/? identifies financial stress when the
aggregate stock market liquidity measure is belsvhistorical average less one standard
deviation?®

Figure 1.2 plots the financial variables togethdthwtheir respective dummy
variables. The shaded areas represent the NBERsienedates. It can be noted that the
past episodes of financial stress, such as thé& stacket crash in 1987, are captured quite
well. Also, the periods of heightened financial taslity tend to coincide with US
recessions. The stock market and CFCI stress dusnoapture all three recessionary
episodes, while the last recession, which commentddecember 2007, was associated

with elevated levels in all four measures of finahstress.

“! The data can be accessedhtp://www.princeton.edu/~mwatsorMore details on the construction of the
index are provided in the appendix in Diclementé Snhoenholtz (2008).

2 The time series for this liquidity measure is tale at
http://faculty.chicagobooth.edu/lubos.pastor/res@ar

“3 The historical averages are calculated over thevitng periods: 1983:Q1 — 2009:Q4 (Citi FCI), 1902

— 2012:Q1 (credit spread), 1963:Q1 — 2011:Q4 (@iguifactor). The reason for subtracting one statida
deviation from the liquidity factor average is tlla¢ financial distress indicator becomes too ndisymply

a historical average is used as the threshold.
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Figure 1.2: Financial indicators and financial stress dummy variables
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Notes This figure plots four financial indicators witheir respective financial stress dummy variablesr o

the sample period 1985:Q1 — 2008:Q4. The top laftep presents the Citi Financial Conditions Index
(CFCI) and the dummy variabR“"' that takes value 1 when the index is below ittohisal average. The
top right panel presents the credit spread betWwaody’'s BAA and AAA corporate bond yield€EPR

and the dummy variabB“"Rthat takes value 1 when the credit spread is alisvestorical average. The
bottom left panel presents annual stock returnthers&P500 $P) and the dummy variabB®" that takes
value 1 when the S&P500 index is below its 2-yeawimg average. The bottom right panel presents the
stock market liquidity measure and the dummy véei&b" that takes value 1 when liquidity measure is
below its historical average less one standardatiew. The shaded areas denote the periods of US
recessions as defined by the NBER.

1.6 Empirical results

1.6.1 Direct reaction to financial markets

To begin with, the basic Taylor rule in Equation3{lis estimated and the results
are reported in Panel A of Table 1.1. The sum af tagged interest rate terms is 0.89
indicating a high degree of policy inertia. The Bayprinciple is not violated as the
estimated response coefficient on expected inflasowell above one. In response to an

increase in expected inflation rate by 1% (peragmfaoint), a nominal short-term interest
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rate is raised by 2.13% that is enough to increasal interest rate. Also, the coefficient is
statistically significant at 1% level. The estinthjfgarameter on the output gap is 0.98 and
it is also highly statistically significant, implyg a strong Fed’s response to real economic
activity. For instance, given an increase in oufpap by 1 percentage point, the federal
funds rate is raised by almost 1%. Thus, the Fedwcts countercyclical monetary policy.
These findings are consistent with existing emplrgtudies (Clarida et al., 2000; Alcidi,
Flamini and Fracasso, 2011; Nikolsko-Rzhevskyy,1201

Table 1.1: Basic and augmented Taylor rules — diréceaction to financial markets

Panel A: Panel B: Augmented Taylor rules
Basic Taylor rule CFCI CSPR SP LQ
a -1.288 -1.315 1.608 -1.246 -0.176
(1.504) (1.038) (1.378) (0.978) (1.125)
1.471%* 1.442%** 1.349%** 1.400*** 1.466***
Py (0.106) (0.090) (0.091) (0.098) (0.094)
-0.579*** -0.568*** -0.477%** -0.539*** -0.579***
P> (0.088) (0.079) (0.078) (0.085) (0.083)
Ve 2.127%** 2.167** 2.341 % 1.957*** 1.90***
(0.504) (0.374) (0.436) (0.344) (0.409)
y 0.982** 1.074%* 0.912** 0.845*** 1.038***
(0.491) (0.340) (0.410) (0.310) (0.374)
u i 1.027* -3.667*** 0.050** 0.186*
(0.395) (1.207) (0.022) (0.111)
Eqg. SE 0.359 0.336 0.330 0.347 0.348
R? 0.974 0.977 0.978 0.976 0.976

Notes:This table reportthe OLS estimates of Equation (1.3) in Panel A and Eqog1.4) in Panel B over
the sample period 1985:Q1 — 2008:Q4. The finanadicators included into the augmented Taylor rule
one by one are: the Citi Financial Conditions Ind€¥Cl), the credit spread between Moody’s BAA and
AAA corporate bonds@RSBH, annual stock returns on the S&P500 ind&®( and the stock market
liquidity measure by Pastor and Stambaugh (2008).( Standard errors are reported in parentheses.
Appropriate standard errors are used based on thite \Weteroscedasticity test and Ljung-Box Q-dfiats
White heteroscedasticity-consistent standard erewes reported intalic, while heteroscedasticity and
autocorrelation-consistent (HAC) standard erroesraported irbold italic. *, **, *** indicate statistical
significance at the 10%, 5% and 1% level, respebtivEq. SE denotes the standard error of regnessid

R? denotes adjusted R-squared.

In order to examine the direct policy responseinarfcial market developments,
the augmented Taylor rule in Equation (1.4) is neated either with the financial
conditions index, credit spread, annual stock ntanidt@irns or aggregate liquidity measure
as an additional variable. Panel B of Table 1.1manses the results. Firstly, the degree
of interest rate smoothing remains very similaroasr alternative specifications as
compared to the basic rule estimation. Secondly, dbtimated response parameter on
inflation is around 2 and is always statisticaligngficant. The parametel3 is the
smallest (1.90) in the case of the Taylor rule amigted with the liquidity factor and the

largest (2.34) when the credit spread is includdte reaction coefficient on output gap
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remains statistically significant at conventioraldls with the magnitude of around 1. It is
the largest (1.07) for the specification with tieahcial conditions index and the smallest
(0.85) when annual stock price enters the polids.ru

With respect to the financial variables, the estedgparameters for the CFCI, stock
returns and credit spread are statistically sigairit at either 1% or 5% levels. Meanwhile,
the response to the liquidity factor is found todsmdy marginally significant. Thus, the
liquidity conditions in the stock market appear e of less importance to the Fed’s
policymakers. Following a decline in the financiabnditions index, that implies
deteriorating financial conditions, the federaldartarget rate is reduced. Thus, monetary
policy stance is more expansionary when financiahditions are tight. Worsening
financial conditions may eventually lead to thetcaction in economic activity and lower
price level; thus, policymakers may wish to resptmdeclining financial conditions index
with a rate cut as it that lowers the costs of ming, increases the value of collateral and
other assets as well as boosts confidence amongumns and financial market
participants. Similarly, the Fed also reduces iblicy rate in response to a decline in
aggregate liquidity, falling stock prices and tohmher credit spread which all are
associated with detiorating conditions in financrarkets. For instance, an increase in the
credit spread by 1% results in the federal funds ttaat is lower by 3.67% than otherwise.
This indicates a very strong policy response taitmaarket conditions. In comparison to
the baseline Taylor rule, the standard errors gfegsion are somewhat smaller in the case
of augmented Taylor rules, indicating a betteofice financial market developments are
allowed to enter the reaction function of the Fed.

The result showing the strong policy responsertaricial conditions is consistent
with the findings in Montagnoli and Napolitano (Z)0Also, many others find that the
Fed conducts expansionary policy when stock prabedine (Borio and Lowe, 2004;
Chadha, Sarno and Valente, 2004). The estimatddr the credit spread (-3.67) is similar

to the estimated coefficients in Castelnuevo (2@0R) Gerlach-Kristen (2004).

Overall, the results summarised in Table 1.1 sugdes the Fed responds directly
to financial market developments in addition to thsponse to standard macroeconomic
variables. Consequently, the policy rate is typycllwer in times of financial stress and it
is higher when financial conditions are good. N#waess, anecdotal historical evidence
impies that the Fed is likely to treat changesimaricial indicators differently depending
on existing financial conditions and business cy@®ubini, 2006). Thus, the policy

reaction function may be asymmetric.
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1.6.2 Direct reaction to financial markets: recession vsexpansion

This section compares the direct Fed's responsénsmcial indicators in the
periods of economic recession versus economic expanlt is expected that monetary
policymakers pay more attention to financial mad@telopments when setting the policy
rate in recessions as compared to normal econoamnditions. Table 1.2 presents the

estimation results of Equation (1.5).

Table 1.2: Augmented Taylor rules — direct reactionto financial markets across the
business cycle

CFCI CSPR spP LQ
-0.794 0.255 -0.331 0.064
a (0.986) (1.012) (1.040) (1.058)
1.380%* 1.319% 1.378 1.385%
P (0.081) (0.072) (0.088) (0.096)
-0.499% -0.442%% -0.497% -0.511%
% (0.069) (0.059) (0.076) (0.085)
P 2.098** 1.982% 1.839% 1.752%%
(0.379) (0.331) (0.380) (0.371)
, 1.027%* 1.034+ 0.872% 1.215%
(0.291) (0.252) (0.366) (0.270)
ND 0.194 -0.678 0.012 0.029
H (0.252) (0.828) (0.024) (0.051)
b 2.600% -4.336% 0.236™ 0.523**
H (1.056) (1.087) (0.104) (0.179)
Eq. SE 0.311 0.285 0.327 0.319
R2 0.981 0.984 0.979 0.980
wTX 0.033 0.004 0.060 0.005

Notes:This table reportthe OLS estimates of Equation (1.5) over the sample®oger985:Q1 — 2008:Q4.
The estimates qi¥? andu® denote the policy response to a financial indicataeconomic expansions
and economic recessions, respectivél§.takes value one in recessions and zero otherWilsee NBER
dates are used to define US recessionary peridaslabt row /T*) shows the Wald test p-values of the
null hypothesis thag™? = uP. See also Table 1.1 notes.

With respect to interest rate smoothing and thepamse to standard
macroeconomic variables, the results are consigtghtTable 1.1. The Fed sets its policy
rate in response to both inflation and output gag allows for a slow adjustment of the
interest rate towards its target as indicated kysignificant lagged interest rate terms. The

estimate of 3 ranges between 1.75 and 2.10 across the spedifisathus, always being

well above unity. With respect to the output gappeeter, it varies from 0.87 to 1.22.
In line with expectations, there is strong evideatthe asymmetric policy reaction

to financial variablesThe response coefficientg/{'"®) are significantly smaller in magnitude

during economic expansions as compared to recesyigperiods (/°). Moreover, the

62



estimates are also statistically insignificant ood times.In contrast, the Fed’s reaction to
financial indicators is strong and highly statiatig significant in recessionary periods for
all specifications. For instance, in response tona-standard-deviation decrease in the
financial conditions index, the Fed would cut th®iqy rate target by 2.6%%. Similarly,

the policy rate would be decreased by 4.34% if ¢hedit spread increases by 1%.
Meanwhile, a 10% drop in annual stock market retwmould lead to a policy rate cut by
2.36%. Finally, if the liquidity cost of tradingastks increases by 1% (on a $1m trade in
1962 stock market dollars), the Fed responds taéudining liquidity factor by lowering
the policy rate by 0.52%5.

According to the Wald test, the null hypothesist tpd = £"° can be rejected at
5% level in the case of the CFCI, credit spreadlapudity factor and at 10% level in the

case of stock returns. As compared to Table 1.lltegsthe response parameters in

recessionary periods are also larger in magnitbde the estimates qgi with respect to

all financial variables. This implies aggressived asconomically significant monetary
policy easing in response to adverse financial ldgveents during economic recessions,
while no such response is evident during econoxpamsions. Furthermore, allowing for
the asymmetric response to financial markets agpéardescribe the actual policy
behaviour better since the regression standardrsemoe now smaller than for the
symmetric specifications in Table 1.1.

The above findings are in line with the study bys&iaand Naraidoo (2012) who
demonstrate that monetary policymakers in SouthcAfrespond to financial conditions
more strongly during recessions than expansidis shown in Figure 1.2, recessionary
periods are usually associated with declining stetérns and worsening overall financial
conditions. Thus, the results reported here are edssistent with the existing evidence
that the Fed tends to respond to financial marlaetyy when financial conditions
deteriorate. For instance, Ravn (2012) finds thatFed eases policy stance when stock
prices decline, but it does not tighten when stpokes rise. Similarly, Mattesini and
Becchetti (2009) show that the Fed uses expangiopalicy to support excessively
undervalued stocks, while it does not tend to dbebpositive deviations of asset prices
from their fundamental values by increasing thegyalate. In addition, Baxa, Horvath and
Vasicek (2013) find that the effect of financialnditions on monetary policy decisions is

4 The index is stated in terms of standard deviatfoom the mean value.

“ The liquidity factor becomes more negative (desesh

“8 They estimate non-linear augmented Taylor rulésgua smooth transition regression model with ottpu
as a transition variable. Nevertheless, this asymmynaésappears during the global financial crisis.
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strong during the periods of intense financial sgrenplying a lower policy rate than

otherwise. On the other hand, the effect is nobébto be present in normal times.
1.6.3 Indirect reaction to financial markets: high vs. low financial stress

To examine whether the Fed’s policy framework clesng times of elevated
financial market stress, the reaction coefficiemsinflation and output gap in estimated
Taylor rules are allowed to vary across the periofdeigh and low financial stress. The

estimation results of Equation (1.6) are presemtédble 1.3.

Table 1.3: Basic Taylor rules - indirect reaction ¢ financial markets

DCFCI DCSPR DSP DLQ
o -1.648 -1.639 1.261 -0.478
(1.340) (1.616) (1.452) (1.106)
1.490%* 1.425% 1.446% 1.456%
P (0.092) (0.079) (0.087) (0.098)
20.597% 20.533" ~0.561% ~0.569"
P (0.081) (0.068) (0.073) (0.086)
ND 2.486% 2,377 2.218% 1.928"
s (0.531) (0.589) (0.517) (0.411)
b 2.000%* 1.689% 1.716 0.947
s (0.453) (0.558) (0.632) (0.778)
ND 1.245 0.965* 1.026™ 1.019%
y (0.498) (0.440) (0.429) (0.380)
D 1.090% 1.053 0.753 1.023
y (0.598) (1.224) (0.864) (0.995)
Eq. SE 0.355 0.353 0.356 0.353
R? 0.975 0.975 0.975 0.975
WT™ 0.126 0.169 0.246 0.148
wT’ 0.837 0.941 0.737 0.997

Notes:This table reportshe OLS estimates of Equation (1.6) over the sampléo@et985:Q1 — 2008:Q4
using four financial stress dummy variabl&g D7 indicates financial stress related to overallficial
conditions, DR denotes credit risk-related stre§s, identifies stock market bear conditions abd?
denotes stock market liquidity-related stress. &smates o> andp? denote the policy response to
expected inflation in normal times and in timesfiohncial market stress, respectively. The estisatie
yNPandyP? denote the policy response to output gap in notimes and in times of financial market stress,
respectively. The last two rowd/(’™ andWTY) represent the Wald test p-values of the null tiypses that
BNP = BP andy™P = yP, respectively. See also Table 1.1 notes.

When favourable financial conditions prevail, théerest rate response to inflation
(B"°) is statistically significant at 1% level and ivays much greater than one. The
largest coefficient of 2.49 is reported for the@peation where financial stress is defined
using the dummy constructed on the basis of thenfiml conditions index. The lowest

value of 1.93 is obtained when financial stresdafined by the stock market liquidity.

Hence, this indicates strong anti-inflationary prehces of monetary policymakers at the
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Fed in good financial conditions. The response rpatar to output gapi{") is also

positive and statistically significant across thgedfications with the estimated value
ranging from 0.97 to 1.25. The Fed conducts coagitdical policy in times of no financial
stress with the strong reaction to both macroecengoal variables. These findings are in
line with the benchmark rule estimation in Tabl&. 1.

On the other hand, the estimates are somewhatehtfevhen financial conditions

worsen considerably, i.e. when financial stress miiee become active. Firstly, the
parameter3® is smaller in magnitude thaff"® for all specifications, ranging from 0.95
in the case of stock market liquidity stress toO2when overall financial conditions
deteriorate. Furthermore, the estimajgdviolates the Taylor principle and is insignificant

when aggregate liquidity in the stock market fatmsiderably. Nevertheless, according to
the Wald test, the two inflation parameters areeneignificantly different. Secondly, the
Fed’s reaction to output gap becomes generallysstatly insignificant in times of
financial distress. However, the magnitude of théneated output gap parameter remains

broadly unchanged, lying between 0.75 and 1.09nAke case of inflation, the difference
betweeny® and )" is statistically insignificant according to the Waest. There appears

to be only a moderate decline in the Fed’s resptms&pected inflation during the periods
of financial market stress and it typically remaimghly significant and above unity. Also,
the response parameter with respect to output ge&s dot appear to change overall;
however, the response becomes statistically infgigni in times of bad financial
conditions. Thus, the Fed still cares enough alaflation even if there are signs of
substantial financial market stress, although tie®me statistical uncertainty around its
response to output gap.

In general, these findings do not provide stronglewe in favour of substantial
changes in the Fed’s policy framework with resgeanacroeconomic conditions in times
of financial stress as reported by other studies.ifstance, Baxa, Horvath and Vasicek
(2013) show that the Fed’s response to inflatioclided substantially following the
terrorist attacks in 2001 and during the recengigriwhilst the parameter on output gap
increased but only slightly. On the other hand, légnand Moccero (2015) do not find that
the Fed’s reaction to inflation changes in the gusiof heightened financial risk as
measured by expected stock market volatility. Nénedess, the response parameter on
output gap is found to increase considerably dufimancial uncertainty. The difference in
the results for the inflation parameter acrossweestudies may be due to a shorter sample

period used in the latter as they do not consitdergiobal financial crisis (Gnabo and
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Moccero, 2015). Nevertheless, the findings in Tahl@ with respect to output gap are
consistent with Alcidi, Flamini and Fracasso (201They also find that the output gap
coefficient becomes statistically insignificanttive periods of high credit spreads.

In addition, Figures 1.3 and 1.4 provide some imsigto how the monetary policy
response to inflation and output gap, respectivedyies over time. The figures plot the
regression coefficients that are obtained by estngahe basic Taylor rule over a five-
year rolling window together with 95% confidencentis’’ The shaded areas represent the

periods of high financial stress as defined byspeetive dummy variable.

Figure 1.3: The estimated response to expected iafion

St T T T T T T T T T T T T T T T T T T T BT T T T T T T T T T T T T T T T T T T T T

92 %4 9% 98 00 02 04 06 08 10 12 90 92 94 9% 98 00 02 04 06 08 10

—— Response to expected inflation —— Response to expected inflation
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l —— Response to expected inflation ] l —— Response to expected inflation ]
Shaded areas: DSP = 1 Shaded areas: DLQ = 1

Notes This figure plots the response coefficient toentpd inflation (solid line) together with +/- Zastdard
error bands (dashed lines) obtained from the firaryrolling-window OLS estimation of an equation:
iy =a+ P, +vy: + pi._4 +&. The first estimation window spans 1985:Q1 — 1@d0:The shaded
areas denote the periods of intense financial stessindicated by a respective financial stressnadym
overall financial stress (top left pan8~F' =1), credit risk-related stress (top right pamzf>""=1), stock
market stress (bottom left panél?” =1) and stock market liquidity-related stress (bwttright panelD"?
=1).

" The plotted coefficients are obtained from thdingl five-year window OLS estimations of an equatio
iy =a+ P, +vy: + pir_q + €. The initial window spans 1985:Q1 — 1990:Q1 arel shmple ends at
2012:Q1. The sample extends beyond the end of 2808 allows seeing more clearly the dynamics of
coefficients around the crisis period.
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Figure 1.4: The estimated response to output gap
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Shaded areas: DCFCI = 1 Shaded areas: DCSPR = 1
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Notes This figure plots the response coefficient topmitgap (solid line) together with +/- 2 standartbe
bands (dashed lines) obtained from the five-yellingawindow OLS estimation of an equation; = a +
BTtisa + V9 + pis_1 + €. The first estimation window spans 1985:Q1 — 1@4d0:The shaded areas denote
the periods of intense financial stress as inditate a respective financial stress dummy: overa#ricial
stress (top left paneD®™' =1), credit risk-related stress (top right par2f>""=1), stock market stress
(bottom left panelD"=1) and stock market liquidity-related stress (@wtright panelp-? =1).

In line with the estimation results discussed earlthe reaction coefficient on
inflation typically declines in times of intensadincial stress as shown in Figure 1.3. With
respect to output gap, the response parameter igpjoelde somewhat larger in the periods
of financial distress; however, this pattern does seem to hold during the latest crisis.
During the recent financial crisis both paramefets sharply and became negative and
statistically insignificant.

The finding of negative response coefficients ttiqggogoal variables is counter-
intuitive and implies that the Fed decreases theduate target if inflation and output gap
increase. Nevertheless, this does not necessailgct such systematic behaviour of
policymakers. The finding of negative parameterthwespect to inflation and output gap
may be explained by the events around the timéefihancial crisis, i.e. since the mid-
2007. Firstly, the expected one-year-ahead infiatas reported by the SPF, remained
stable and there were no signs by the end of 2@@8Binflation expectations declined

sharply in response to the financial crisis. Sebgnthe output gap was positive and
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increasing through 2007, although it declined aféeds and finally turned negative only
in the final quarter of 2008. In the meantime, fiederal funds rate target was cut
repeatedly starting in September 2007 through Dbeer2008. After the funds rate hit the
zero lower bound, the crisis eventually led to lowepected inflation and negative output
gap values, while at the same time the interest r@hained at the near-zero level. This
could explain why there is an indication of a negatelationship between the interest rate
and macroeconomic variables. Furthermore, the presen financial markets was
increasing sharply since 2007 reaching the pe&eptember 2008. It is likely that central
bankers started to pay relatively more attentionattverse financial conditions that
prevailed at that time. Thus, the Fed was potdntiaiore responsive to financial
conditions rather than to changes in expectedtiofiaand/or output gap during the crisis
period, leading to the structural break in theneated Taylor rule.

These sharp changes in the reaction coefficiemmisnar the financial crisis are not
reflected in the estimates provided in Table 113 Trisis effect may be obscured as the
sample period also includes other episodes of Giaanturmoil rather than just the most
recent one. Hence, the past episodes of financedsappear to dampen the impact of the
events in 2007 — 2008.

164 The effect of financial crisis in 2007 - 2008

In order to separately evaluate the impact of tledba financial crisis, a new

dummy variableD"® is constructed that only takes the value of 1rdu2007:Q4 —
2008:4Q, and zero otherwise. The dummy variables us Equations (1.5) and (1.6) are
replaced with the new dummy and the results arerteg in Table 1.4.

The first column of Table 1.4 presents the estiméi@m the standard Taylor rule
where the weights on inflation and output gap dmwad to change. The results indicate a
major change in the Fed’s response to inflationecBgally, the inflation parameter
decreases substantially from 1.73 prior to thesctes-1.41 during the crisis, and also turns
statistically insignificant in the crisis period.h&@ Wald test identifies a significant
structural change in the estimated inflation patemeThe negativity OfﬂD may be
reflecting the fact that the Fed cut the fundsdtrgte in response to severe financial stress
despite inflation expectations not changing sulistyy i.e. remaining relatively stable,
until the end of 2008. Also, this implies that thed potentially “ignored” the expected
inflation variable and instead was more concernbdua the conditions in financial
markets at that time, i.e. policymakers acted pnetevely based on financial data since
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inflation expectations data had not yet reflectigghs of considerably worsening outlook.
This result is in line with recent evidence by Bakarvath and Vasicek (2013) for the US
and Martin and Milas (2013) for the UK. The poli®sponse to output gap remains highly
significant over the period 2007-2008 and appearsven increase in magnitude (from
1.26 to 1.99), albeit not sufficiently for the Waledst to identify a significant shift as
compared to the pre-crisis period. Hence, the Fedirtues to respond strongly to the
output gap measure, indicating strong preferencegdonomic growth. As compared to
the estimated parameters in Table 1.3, the inatusiothe earlier episodes of financial
stress, which were less severe, seems to attethgagdfect of the global financial crisis on

the estimates of the indirect Fed’s reaction tarfitial variables.

Table 1.4: Basic and augmented Taylor rules — finanal crisis effect

Panel A: Basic Panel B: Augmented Taylor rules
Taylor rule
Do7-%8 CFCI CSPR SP LQ
a 0.062 -0.465 0.490 -0.780 0.091
(0.866) (0.800) (1.238) (0.908) (0.900)
1.293** 1.361*** 1.325%* 1.381%* 1.367**
P (0.084) (0.078) (0.072) (0.092) (0.093)
-0.445%** -0.504*** -0.468*** -0.523*** -0.503***
P2 (0.068) (0.069) (0.063) (0.080) (0.079)
: ) 1.917%** 1.893** 1.898** 1.743%*
(0.295) (0.314) (0.330) (0.321)
y ) 1.090*** 1.069*** 0.821 %+ 1.196*+*
(0.242) (0.277) (0.301) (0.243)
ND 0.484** -0.956 0.031* 0.028
H i (0.205) (0.983) (0.017) (0.051)
D ) 2.475* -3.765%** 0.209%** 0.563***
H (0.944) (1.053) (0.071) (0.152)
ND 1.730**
s (0.299) i i i i
D -1.411
s (0.881) i i i i
ND 1.260*** ) ) i i
y (0.251)
D 1.990*** ) ) i i
y (0.521)
Eq. SE 0.311 0.318 0.311 0.332 0.312
R? 0.981 0.980 0.981 0.978 0.980
WTX - 0.037 0.006 0.019 0.001
WT™ 0.000 - - - -
wT’ 0.162 - - - -

Notes:This table reportthe OLS estimates of Equation (1.6) in Panel A and Eqog1.5) in Panel B over
the sample period 1985:Q1 — 2008:Q4 using finarmials dummy variabled®"°%. D°®takes value one
during 2007:Q4 — 2008:Q4 and zero otherwise. Thienates ofu™™® andu® denote the policy response to
a financial indicator before the crisis and durihg crisis, respectively. The estimatespdf and P
denote the policy response to expected inflatioforkethe crisis and during the crisis, respectively
Estimates ofy™?and y? denote policy response to output gap before tigscand during the crisis,
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respectively. The last three rowd’T* , WT™ and WTY) represent the Wald test p-values of the null
hypotheses that"? = u? , BNP = P andy™? = y?, respectively. See also Table 1.1 notes.
The remaining columns of Table 1.4 summarise tbalte from the estimations of

Equation (1.5) with the new crisis dummy. The firgh imply that the financial crisis had
the considerable impact on the direct responsehbyRed to the financial indicators.
Specifically, it is only the CFCI variable thatsgynificant at a conventional significance

level in the period prior to the crisis, albeit theefficient 4"° is notably lower as

compared to the corresponding financial crisisneste £° . In contrast, all four financial
market variables are significant at 1% or 5% leuelghe estimated augmented Taylor rule

during the recent crisis. Furthermore, the respgasametery® is significantly different

from u"°with respect to each financial indicator. For ins& prior the crisis 1%

(percentage point) increase in the credit spre&s adot reduce the policy rate. During the
financial crisis, the same change in the spreadiém@m 377-basis-point decrease in the
federal funds rate. In addition, the sign and mtagia of the coefficients is typically quite
close to the respective estimates in economic semes reported in Table 1.2. Thus, the
evidence of the direct response to financial marksntified in Tables 1.1-1.2 appears to
be largely driven by financial developments andRbd actions since late 2007.

To sum up, the main empirical analysis implies savihings about the policy of
the Federal Reserve. Firstly, it seems to be fangll described by a forward-looking
Taylor rule allowing for interest rate smoothingc8ndly, the Fed has reacted to financial
market developments in addition to information abewpected inflation and output.
Nevertheless, the direct response to financialcatdrs is found to be highly asymmetric
and dependent on the business cycle conditionan@@conomic recessions, monetary
policy is eased much more aggressively in resptmsketeriorating financial conditions.
On the other hand, this results appear to be drivem great extent by the period of the
global financial crisis. With respect to the indirereaction to financial market
developments, there seems to be only a moderal@aelat the Fed’ response to expected
inflation in times of intense financial stress. Medile, there is no significant change in
the reaction to output gap, albeit the output gammeter turns insignificant. However, if
the financial crisis of 2007-2008 is separatelyetaknto account, the evidence of the
indirect response to financial markets strengtltemsiderably. The parameter on expected
inflation declines significantly and even turns atge in light of financial distress,
implying a significant impact of the crisis on thed’s monetary policy conduct. It appears
that the Fed typically follows a standard Taylopdypolicy rule; however, in times of
intense financial stress, such as the global fishmeisis, financial market developments
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also become important in setting the policy ratéjlevthe role of inflation potentially
decreases.

It is important to note that the analysis in thimpter does not attempt to answer
the question of whether central bankers shouldhoulsl not respond to financial market
developments. It merely provides an insight ashetiver they do and, if they do, how they

respond to financial information.

1.7 Robustness analysis

The robustness of the main findings in Sectionidt@sted in several ways. Firstly,
the GMM method is employed to estimate the mongpaticy rule. Secondly, alternative
financial variables are included into the TayloteruThirdly, the reaction functions in
Section 1.6 are re-estimated using the real-time den real GDP. Furthermore, an
alternative measure of output gap is used, i.eptiiential output is calculated by applying
a quadratic trend on real GDP series. Finally etemations are carried out for alternative
sample periods. The main results are found to beorebly robust to all changes. The

results are reported in the Appendix A.

1.7.1 Estimations using GMM

Due to the potential simultaneous interaction betwthe policy interest rate and
independent variables in the Taylor rule, the OlsSSingates may be biased. While
monetary policymakers set their policy rate in o to inflation expectations and output
gap, it is also likely that macroeconomic variabds contemporaneously affected by
interest rate decisions. It could be argued thHagtssh” macroeconomic variables, such as
inflation and output gap, are slow to respond taetary policy shocks and it may take
more than a month to adjust (Christiano, EichenbanchEvans, 2005). On the other hand,
monetary policy could have some impact on macroaeon variables over the period of
one quarter, i.e. the frequency used in the arsbfsihis chapter. With respect to inflation,
real-time survey data on inflation expectationased, thus, the endogeneity should not be
an issue in this cad8 With respect to output gap, the simultaneity ligasore likely a®x
postdata is used.

“8 Note that Survey of Profesional Forecasters tyjyicaports this expectations data in the middlenthaof
a respective quarter. Thus, if a policy decisiomide at the beginning of a quarter, such datatisy/et
available to policymakers.
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Furthermore, the problem of endogeneity becomes ewere severe when
financial variables enter the policy rule. On thme dvand, central banks may have reasons
to respond to developments in asset prices sustoak prices as well as spreads between
interest rates on risky and safe assets as exglaingection 1.3. On the other hand, asset
prices contain all information available to markeirticipants and any new information,
including monetary policy news, is immediately pdcin. For instance, monetary policy
rate changes can have an impact on stock pricesghrits effects on expected future cash
flows and the discount rate used to discount tbhash flows (Bernanke and Kuttner, 2005;
Bjornland and Jacobsen, 2013; Kontonikas and Kest2K13). In addition, some studies
find that monetary policy may also have significaffects on credit spreads (Cenesizoglu
and Essid, 2012). Given that the financial condgiondex includes the information on
asset prices and bond yields among other varialilés,also likely to be influenced by
monetary policy shocks within the same quarter tigunaFurthermore, both policymakers
and financial markets could be responding simutiasl/ to some macroeconomic news,
leading to the biased estimates of the policy respdo financial market developments.

To this regard, the endogeneity issue is addrelgesstimating Equations (1.3)-
(1.6) using the GMM that is commonly employed ie fhaylor-rule literature (Clarida et
al., 1998, 2000; Chadha, Sarno and Valente, 250@)llowing Belke and Klose (2013),
the HAC (Newey-West) weighting matrix that providéise heteroscedasticity and
autocorrelation consistent estimator of the long-oovariance matrix is choséhThe
theoretical framework and technical details of tmethodology are presented in the
Appendix B.

The set of instruments may consist of any laggedabkes that are useful to
forecast endogenous regressors, such as inflabatput and financial variables, in
addition to any contemporaneous variables thaeaogenous with respect to the interest
rate. In line with the great majority of the literee, the instruments used in the Taylor rule
specifications without any financial variables areonstant and four lags= -1 tot = -4)
of federal funds rate, expected one-year-aheadtiofl, output gap and 10-year Treasury
yield (Clarida et al.,, 1998; 2000; Mehra and Sawhn2010; Castro, 2011). These
variables are potentially good predictors of futuinfiation and economic activity. Thus, in
total there are seventeen instruments in spedditatwithout a financial variable. With
respect to the augmented Taylor rules, four lags respective financial variable are added

in addition to the instruments listed above. Thlisaistandard approach in the literature

9 The results also hold if the lagged (by one qupnmlues of financial variables are included ire th
estimated augmented Taylor rules using the GMM.
%0 A Bartlett kernel with Newey-West bandwidth seleatis used.
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since asset prices and measures of financial gondiare likely to influence future price
and output levels (Chadha et al., 2004; Castrol28tlke and Klose, 2013; Hofmann,
2013). Also, the past values of asset prices magdoel predictors of future asset prices
and financial conditions. Thus, the number of imstents in these specifications increase
to twenty one.

The results are provided in Tables A1.1-Al.4. Asaih be noted from Table Al.1,
the basic rule estimates are in line with Table. Bath the inflation and output gap
parameters are positive and highly significant. Taglor principle holds. All financial
indicators in the augmented specifications aressielly significant with correctly signed
coefficients. For each specification, the p-valfi¢he J-statistics implies that the model is
well-specified and that over-identifying restrictg cannot be rejected. In line with the
main findings, Table Al.2 provides the evidencetloed asymmetric policy reaction to
financial indicators. As shown previously, the Fedésponse to all financial variables is
significantly greater during economic recessionsijevthere is no evidence that additional
variables have any significant impact on setting folicy rate during expansionary
periods. The parameters on inflation and outputrgagain largely unchanged.

With respect to the indirect response to finaneiatkets, the estimation results are
reported in Table Al1.3. Across alternative speatfans, the reaction coefficient on

inflation declines in times of intense financialesss. In the case of stock market distress
and liquidity-related financial stress, the declineS® is statistically significant (see the
Wald test p-values). With respect to the remairiingncial stress dummies, the difference
betweenB"° and B° is not found to be significant. The response ttpougap is higher
when financial conditions deteriorate; howevers itisually insignificant regardless of the
state of financial markets. In line with the resuitt Table 1.3, the parameter8® and y°

do not appear to be significantly different accogdto the Wald test. Finally, Table Al1.4

provides some insight into the global financialsiiimpact on the Fed’'s policy. The

findings are overall in line with the results rejgor in Table 1.4. During the crisis, the

response parameter on inflation decreases shamnplytuans negative with the Wald test
indicating that this change is statistically sigraht. Meanwhile, there appears to be no
substantial change with respect to the output gagfficient. The Fed's response to

financial indicators is found to be significant ohg the financial crisis and all reaction

coefficients increase significantly in magnitude @mpared to the pre-crisis period.

Furthermore, there is no indication of significaffects from any financial variable on the

policy rate before the crisis.
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The related literature typically focuses on thstatistics alone to infer about the
validity of the model. However, this does not imm@pything about the weakness of
instruments used. Therefore, Tables Al.1 — Al.4nteiie Kleibergen-Paap rk Wale
statistics for each specification to test for thhesgnce of weak instruments, i.e. when
instrumental variables are correlated with endogsnegressors but only weakly (Baum,
Shaffer and Stillman, 2007). The null hypothesishest the equation is weakly identified
and the rejection of this null indicates the absemitweak instruments problem. As robust
GMM options are used, the critical values calculaig Stock and Yogo (2005) cannot be
used to test whether the null can be rejected. ,Tthesrule of thumb is applied that tRe
statistic should be at least as large as 10 inraaeeject the null (Staiger and Stock,
1997). In addition, a partial’Rneasure by Shea (1997) is presented for each endog
regressor to provide some insight into the relegaot instruments. Essentially, it is a
measure of the correlation between instrumentseaddgenous explanatory variables that
accounts for intercorrelations among instrumeniger@ll, there is some indication of the
presence of weak instruments, especially as inglichy the Kleibergen-Padp statistic.
Nevertheless, in the majority of cases the pafalmeasure is relatively large for all

endogenous regressors, i.e. it is above 0.50.
1.7.2 Alternative financial variables

In this section, four alternative financial indioeg are included one by one into
Equation (1.4): the Chicago National Financial Gtads Index NFCI), the credit spread
between the Moody's Baa corporate bonds and 104y8afreasury bond<CSPR2, the
Macroeconomic Advisers Monetary and Financial Cboods Index MAFCI), and the
interbank spread between the 3-month LIBOR and 8tmdJS Treasury bill rates
(IBSPR.>! The positive readings of the NFCI represent fifgmmonditions that are tighter
than on average and the negative values of theximdply that financial conditions are

looser than on average. Thus, the estimatets expected to be negative. On the other

hand, negative values of the MAFCI indicate finahconditions that lead to a contraction
in real GDP, while positive values show expansigrisrancial conditions. Therefore, the
parameter on the MAFCI is expected to be positWsth respect to the credit and

interbank spreadgy should be negative.

*! Data series for the NFCI, 10-year Treasury yigldngtant maturity), 3-month Treasury bill rate &hd
months LIBOR rate are obtained from the FRED daabaThe MAFCI data is obtained at
http://www.princeton.edu/~mwatson/
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As previously, each financial variable is useddastruct a financial stress dummy
variable that takes value 1 when the financialsstrie high and zero otherwise. The first

dummy D" takes value 1 when the NFCI is above its historsarage, i.e. when the

CSPR
D

values are positive. Similarly, the credit spreagnchy ( ) takes value 1 when the

credit spread is above its historical average. Wetspect to the MAFCI, the financial
stress is represented by the dumB{*™ that takes value 1 when the index reading is

negative> Finally, D'"®5"® identifies financial stress when the spread is alitvhistorical
average>

The results are presented in Tables A1.5 — Al.& fdsponse coefficients to
inflation and output gap are in line with expeaat. The evidence of the direct Fed’'s
response to financial variables in Table Al1.5 isiewhat mixed. Two variables, namely
the NFCI and credit spread, are statistically digant and the parameters have the
expected (negative) sign. On the other hand, tterdank spread and MAFCI are not
found to be significant determinants of the poliojerest rate. In line with the main
results, Table Al.6 indicates that the Fed’s reacto financial market developments is
asymmetric. In recessionary periods, all finaneiatiables enter the Taylor rule with a
highly statistically significant parameter that hlas expected sign. On the contrary, during

economic expansions it is only the reaction to dtetlit spread that remains statistically
significant, albeit it is weaker. Furthermore, thal hypothesis ofz/"° = 1° cannot be

rejected only in the case of the NFCI.

The findings summarised in Tables A1.7-A1.8 areally in line with the main
results in Tables 1.3-1.4. The reaction coefficiamt expected inflation declines
moderately in the periods of intense financialsgrbut remains significant. The Wald test
indicates that the difference between two inflatmoefficients is typically statistically
insignificant. The evidence on the response to wugap is rather mixed. There is also

little indication that)™° is statistically different fromy”. The results reported in Table

Al.8 indicate that the financial crisis period ietkey driver of the Fed's reaction to
financial market developments. In the pre-crisigqek it is only the credit spread that is
statistically significant in the augmented Taylader On the other hand, the policy
response to financial indicators is significantlyroager and typically statistically
significant at 1% level during the crisis.

2 With respect to the CFCI and NFCI their historiagkrages are equal to zero, thus, zero is alsbase
threshold value for the MAFCI.

*3 Historical averages are calculated over the fdhgwsample periods: 1973:Q1 — 2012:Q1 (NFCI),
1962:Q1 — 2012:Q1 (credit spread), and 1986:Q112ZD1 (interbank spread).
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1.7.3 Real-time data

Instead of theex postrevised data on real GDP, the real-time data edus
construct an alternative measure of output gap. réaétime data is obtained from the
Real-Time Data Set for Macroeconomists providedtiy Federal Reserve Bank of
Philadelphig* The starting point is to apply the HP filter seqiaty on the log real GDP
series across all quarterly data vintages ovepénod 1985:Q1 - 2008:Q4. This way, the
estimate of the potential real GDP is obtaineddach quarter using only the historical
data available in that quart®r.Next, for each quarter output gap is calculated by
subtracting the final estimate of the potential tegl GDP from the last available log real
GDP value in the respective data vintage. Bothrda-time andex postmeasures of
output gap are plotted in Figure Al.l. The diffeen are quite substantial in some
periods, thus, the results may differ dependingwdrich type of data is used for the
estimation of policy rules.

The results are reported in Tables A1.9-Al1.12. Weéhbpect to the basic Taylor
rule, the response parameters on inflation andubugpp are positive and statistically
significant at 1% level. The Taylor principle isvee violated. However, the estimated
direct reaction of the Fed to developments in fai@nmarkets appears to be rather weak.
As shown in Table A1.9, only the credit spread peater is statistically significant. With
respect to the asymmetric policy reaction, thawestes in Table A1.10 are in line with the
main findings discussed in Section 1.6. During ssmmary periods, financial indicators
typically have a significantly stronger impact ohetinterest rate as compared to
expansionary periods, albeit the parameter on t€l@ only marginally significant. In
line with the main findings, the Fed does not appta consider financial market
developments when setting the policy rate in gammhemic conditions.

From Table A1.11 it can be noted that the estimadsgonse to inflation tends to
decrease during intense financial stress, butnitanes significant and is always greater
than one. Meanwhile, the reaction to output gapcally increases, but turns statistically
insignificant in the periods of financial distrestowever, the parameters on both variables
are not significantly different across two reginses indicated by the Wald test. This is
broadly consistent with the results reported inl@db3. Finally, Table A1.12 shows the

impact of the financial crisis on the Fed’s reactfanction. During the crisis, the Fed’s

> Inflation expectations measure is not changedusecthe SPF one-year-ahead inflation forecasrésla
time measure.

%5 Each data vintage contains data that goes bat®4d:Q1. The last entry point is the measure obtitput
in the previous quarter. For instance, the lastiahie real GDP measure in the data vintage a®96914
refers to 1999:Q3.

76



response to inflation drops sharply and turns mfant, albeit the Wald test does not

indicate a significant change. The coefficigrit increases in size considerably, but it is
also insignificant and not significantly differeinom y°. Finally, the reaction to financial

indicators appears to be significant only during tbrisis. The estimategu™® is

significantly smaller in magnitude and is insigo#nt for all four financial variables. Thus,
the evidence of significant changes in respongaftation or output gap due to financial
stress is somewhat weaker as compared to the emiitg. On the other hand, the findings
with respect to the asymmetric response to findnadicators are qualitatively very
similar to the results in Section 1.6.

1.7.4 Alternative output gap measure

In this section, the quadratic trend is appliedh® log real GDP series in order to
construct an alternative measure of output gapaksbe noted from Tables A1.13-A1.14,
the response to expected inflation and output gagtrong, positive and always significant.
There is also the evidence of the significant Fedéaction to financial market
developments with most of financial indicators lgegignificant in the augmented Taylor
rules at conventional significance levels. In lwgh the main findings, this reaction is
highly asymmetric with respect to the businesseyluring economic recessions, the Fed
response to financial markets increases signifigas compared to economic expansions.
Moreover, there is no evidence of the significaedction to financial indicators in good
economic times.

Table A1.15 presents the results from the estimitpgation (1.6). As previously
found, the inflation parameter is always lowerimés of financial market stress, albeit the
Wald test does not indicate a significant diffeeeretweenS™ and B° in most of
specifications. The response to output gap typidadicomes insignificant when financial
conditions deteriorate; however, there is no intthcaof significant differences between
two coefficients across the regimes. As shown ibl§a\1.16, the response to inflation

becomes statistically insignificant during the fio&l crisis. The parameter on inflation

declines, while the output gap parameter increaBes.null of 5"° = B° can be rejected

at 1% level, while the null of"° = y® cannot be rejected, even though the response to

output gap is much smaller prior to the crisis. fuicy reaction to financial market
developments increases during the most recent diakuorisis; however, it is typically

statistically significant even in the pre-crisigipd. In the case of the liquidity factor, the
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estimatedu® is significantly greater thap"® . Overall, the findings are reasonably in line

with the main results in Tables 1.3-1.4.

1.7.5 Alternative sample periods

Firstly, the original sample period is extendedaacide with the beginning of the
Volcker's era and then it is shortened to starthwite Chairmanship of Greenspan.
Therefore, two alternative samples are consideredhis section using the data as
described earlier: 1979:Q4 — 2008:Q4 and 1987:Q008:Q4>° The results are provided
in the Tables A1.17 — A1.20. Table A1.17 reports dstimations of the basic (Panel A)
and augmented (Panel B) Taylor rules. The resuéiscansistent with those provided in
Table 1.1. The inflation parameter is statisticadignificant and it complies with the
Taylor principle. The reaction coefficient on outgap is always positive and statistically
significant. The CFCI, credit spread, and stockinet enter the estimated policy rule with
statistically significant and correctly signed pagders, while the liquidity factor does not
appear to play any significant role in the poli@action function. In line with the main
findings, the direct Fed’s reaction to the finahociariables is typically significantly
stronger in recessionary periods. Furthermores mostly insignificant during economic
expansions.

Table A1.19 reports the estimation results from d&qun (1.6) for both sample
periods. Generally, the Fed’s response to inflaisamgher in times of favourable financial
conditions and it declines in the periods of eledatinancial stress. Nevertheless, in the
majority of specifications the Wald test does maticate a significant difference between
['"° and B° at conventional levels of significance. Thus, ¢henly seems to be a
moderate change in the Fed’s response to inflatiento high financial stress. In terms of
reaction to output gap, the evidence is somewhg¢dniOverall, the response parameter is
positive and mostly statistically significant inrmmal times, but it typically declines in
magnitude and becomes insignificant during heigtdefinancial instability. Again, the
Wald test fails to provide support for any sigrafi¢ difference between™° and )°.
These findings are consistent with the main resnlSection 1.6. Finally, the effect of the
recent financial crisis is examined and shown ibl@aA1.20. As previously, there is a

clear indication that the inflation parameter dee$ significantly during the crisis and

%% Wwith respect to the longer sample period, only lageof the federal funds rate is used as the stkzaged
term is not significant. One exception is the CEB€khe data starts only in 1983 and two lags ard.us

78



becomes statistically insignificant. There is nbstantial change in the response to output
gap; however, the estimate increases slightly irgmtade. With respect to financial

indicators, the Fed’s reaction increases during fthancial crisis and, typically, the

increase is statistically significant. Also, theacgon to financial indicators tends to be
insignificant in the pre-crisis period. Thus, theding of the strong direct response of the
Fed to financial market developments appears texipiained to a large extent by the end
of the sample. Overall, the main results in Taldlés and 1.4 are robust to alternative

sample periods.

1.8 Conclusion

The global financial crisis has re-opened the atiale about whether monetary
policy authorities should or should not respondfit@ncial imbalances that may have
extremely adverse effects on real economic activitgngside, there has been a surge in
empirical studies that attempt to answer the qoestihether financial indicators play any
role in a central bank’s reaction function. Thigpter begins with the brief discussion of
the origins and development of the Taylor rule afi as some practical issues encountered
in the literature on monetary policy rules. The @mal analysis is focused on the link
between monetary policy and financial market dgwelents. While some studies argue
that the Federal Reserve reacts to financial madetelopments, the evidence is
somewhat mixed. Using data for the US covering gedod 1985:Q1 - 2008:Q4 and
employing the alternative specifications of a forvbboking augmented Taylor rule, the
chapter re-examines this conjecture. The analysiwiges a simple, but deep and
comprehensive study of the Fed’'s behaviour emptpynrange of financial variables
across the different dimensions of financial markéess. Two main questions are
investigated. Firstly, does the Fed react diretlyhe indicators of financial stress and, if
S0, is such reaction symmetric? Secondly, doepathiey response to inflation and output
gap change in the presence of intense financiedstr These questions are examined with
respect to the four different dimensions of finahonarket stress: credit risk, stock market
liquidity risk, stock market bear conditions ancemdl financial conditions.

The results provide the empirical evidence in suppbboth the direct and indirect
reaction of the Fed to financial markets. Nevedhg] this reaction appears to be largely
driven by monetary policy behaviour during the fingl crisis in 2007-2008. While stock
market returns, the credit spread, the measuréook snarket liquidity and the financial
conditions index are found to be statistically #igant in the augmented (symmetric)
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Taylor rule, financial market developments tendhdwe a significant impact on the policy
rate only in recessionary periods. Moreover, tigaificant reaction to financial indicators
during economic recessions is, to a great exteivierd by the Fed’s actions in response to
the global financial crisis. With respect to thelinect response, the Fed’'s reaction to
expected inflation declines moderately, while thipat gap parameter typically becomes
insignificant in the periods of elevated financs&less. The indirect response to financial
market stress strengthens significantly during dglabal financial crisis, i.e. 2007:Q4 —
2008:Q4. The parameter on expected inflation deslisignificantly, turns negative and
statistically insignificant. With respect to outpgap, the estimated coefficient increases
slightly, but not substantially, and remains sigaiht.

Overall, the results imply a lower policy rate imés of severe financial market
stress, especially in the period 2007-2008. Assalteof the financial crisis, the Fed’s
policy framework changed significantly with less @msis on the price stability and,
possibly, more focus on financial market conditiohisis view is in line with the evidence
in Baxa, Horvath and Vasicek (2013) for the US Btadtin and Milas (2013) for the UK.
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Chapter 1 — Appendix A

Table Al.1: Basic and augmented Taylor rules — dii reaction to financial markets

— GMM estimation

Panel A: Panel B: Augmented Taylor rules
Bas'rCuLay'or CFCl CSPR sp LQ
a 0.274 -0.747 2.576* -0.199 2.020
(1.348 (1.119 (1.339 (0.980 (1.972
1.455%* 1.455%* 1.361** 1.400%** 1.498**
Py (0.010 (0.010 (0.103 (0.1029 (0.119
-0.551*** -0.568*** -0.477%** -0.524*** -0.595***
P> (0.089 (0.089 (0.089 (0.089 (0.092
: 1.683** 2.004* 2.136%** 1.601*** 1.476**
(0.509) (0.427 (0.409 (0.369 (0.567
y 1.222** 1.076** 0.936** 1.010%** 0.795*
(0.533 (0.439 (0.429 (0.38) (0.467
U i 1.094** -3.92%** 0.055** 0.514*
(0.469 (0.9525 (0.023 (0.309
Eq. SE 0.365 0.337 0.332 0.351 0.377
R? 0.973 0.977 0.978 0.975 0.972
J-statistic 0.207 0.247 0.273 0.344 0.420
KP F-statistic 25.739 12.998 20.843 24.058 2.151
PR (79 0.833 0.808 0.787 0.798 0.838
PR &) 0.738 0.712 0.733 0.718 0.660
PR (x;) - 0.771 0.733 0.749 0.230

Notes: This table reportshe GMM estimates of Equation (1.3) in Panel A and Higuea(1.4) in Panel B

over the sample period 1985:Q1 — 2008:Q4. The €izhrindicators included into the augmented Taylor
rule one by one are: the Citi Financial Conditibmdex (CFCI), the credit spread between Moody’s BAA
and AAA corporate bondsCRSH, annual stock returns on the S&P500 ind8®)( and the stock market
liquidity measure by Pastor and Stambaugh (200Q).(Estimates are obtained using HAC (Newey-West)
weighting matrix and a Bartlett kernel with Neweye®¥ bandwidth selection. The list of instruments
includes a constant and four lags of expectedtiofiaoutput gap, interest rate, 10-year US Treagield
and an additional variable when applicable. Whétetoscedasticity-consistent standard errors e tex

in parentheses. *, **, *** indicate statistical sificance at the 10%, 5% and 1% level, respectiviety SE
denotes the standard error of regression Ridlenotes adjusted R-squared. The values reported-for
statistic are the p-values. KRstatistic denotes the statistic for KleibergengPazbust rk Wald F test. PR
presents Shea’s (1997) partidl iReasure for each endogenous variable.
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Table Al1.2: Augmented Taylor rules — direct reactia to financial markets across
the business cycle — GMM estimation

CFCI CSPR ) LQ

0 -0.257 1.128 1.798 1.463

(0.889 (1.120 (1.520 (1.120

1.299%* 1.320%* 1.321% 1.258%

P (0.087) (0.079 (0.119 (0.117)
-0.426% 0.433** 0429  -0.405***

Pa (0.070 (0.067) (0.100 (0.099

P 2.024%* 2.048%* 1.478%* 1.400%

(0.333 (0.389 (0.432 (0.364

, 1.243%* 1.138%* 1.383* 1777

(0.350 (0.389) (0.592 (0.389

ND -0.372 -1.685 -0.043 0.038

H (0.449 (1.079) (0.052 (0.139

b 3.720% -5.312% 0.500* 1.053*

H (1.436 (1.539 (0.260 (0.429
Eq. SE 0.332 0.288 0.367 0.401
R2 0.978 0.983 0.973 0.968
wTtX 0.001 0.000 0.024 0.003
J-statistic 0.300 0.241 0.271 0.531
KP F-statistic 0.889 2.325 1.162 1.846
PR (m,.,) 0.815 0.803 0.785 0.799
PR (5,) 0.677 0.665 0.706 0.447
PR? ((1-D%)x,) 0.506 0.718 0.511 0.215
PR? (D%x,) 0.386 0.711 0.298 0.247

Notes:This table reportthe GMM estimates of Equation (1.5) over the sampleopet985:Q1 — 2008:Q4.
The estimates qf"? andu® denote the policy response to a financial indicat@conomic expansions and
economic recessions, respectivdly’ takes value one in recessions and zero otherilitee NBER dates
are used to define US recessionary periods. Thalipeate row ¢ T*) shows the Wald test p-values of
the null hypothesis that"? = u°. See also Table Al.1 notes.
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Table A1.3: Basic Taylor rules - indirect reactionto financial markets — GMM
estimation

DCFCI DCSPR DSP DLQ
. 0.017 20.159 20.841 1.444
(1.372 (1.702 (1.722 (1.90§
1445+ 14817 1460  1.482%
P (0.112 (0.144 (0.127) (0.130
0.547%%  0.572%% _ 0.566*  -0.505
Pa (0.100 (0.123 (0.113 (0.112
ND 1.925% 2.032%% 2452 1518
s (0.59% (0.679 (0.719) (0.669
b 1.163* 0.956 0.689 1.812
14 (0579 (0.734 (1.059 (2.003
ND -0.500 0.369 0.689 0.077
y (1.92) (0.926 (1.152 (1.113
D 2582+ 4.409 1.496 5.420*
y (1.204 (3.29) (2.788 (2.868
Eq. SE 0.395 0.388 0.390 0.480
R2 0.969 0.970 0.969 0.954
WT™ 0.239 0.236 0.026 0.006
wT’ 0.301 0.243 0.824 0.032
J-statistic 0.159 0.208 0.136 0.169
KP F-statistic 0.961 1.004 0.489 0.576
PRE (1-D%)7,..) 0.717 0.749 0.613 0.813
PR (D"1,.,) 0.836 0.718 0.617 0.357
PR ((1-D93,) 0.207 0.407 0.160 0.253
PR (D'7)) 0.352 0.196 0.075 0.089

Notes:This table reportthe GMM estimates of Equation (1.6) over the sampleogei985:Q1 — 2008:Q4
using four financial stress dummy variabl&g) D7 indicates financial stress related to overallficial
conditions, DR denotes credit risk-related stre§k, identifies stock market bear conditions abd?
denotes stock market liquidity-related stress. simates of3"? and P denote the policy response to
expected inflation in normal times and in timesfiohncial market stress, respectively. The estisatie
yNPandyP? denote the policy response to output gap in notimes and in times of financial market stress,
respectively. The two rowdHT™ and WT7Y) represent the Wald test p-values of the null iiypses that
BNP = BP andyMP = yP, respectively. See also Table Al.1 notes.
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Table Al.4: Basic and augmented Taylor rules — finacial crisis effect — GMM
estimation

Panel A: Basic Panel B: Augmented Taylor rules
Taylor rule
DO7-08 CFCI CSPR SP LQ
o 1.021 0.201 0.778 0.264 0.932
(0.856 (0.886 (0.962 (0.948 (0.899
1.043%** 1.223%* 1.270%* 1.323** 1.225%*
P (0.133 (0.133 (0.139 (0.129 (0.139
-0.240%* -0.399%** -0.418%** -0.470%** -0.397%
Pa (0.109 (0.104 (0.112 (0.097) (0.104
8 - 1.741% 1.539%** 1.701%** 1.561%**
(0.310 (0.429 (0.340 (0.281)
v - 1.225%* 1.370%* 1.138%** 1.575%*
(0.303 (0.401) (0.380 (0.308
ND - -0.083 0.020 0.008 0.033
H (0.303 (1.179 (0.022 (0.118
b - 4.058** -6.531%** 0.410** 0.923%**
H (1.614 (2.35) (0.202 (0.340
ND 1.450%* . ) ) ]
s (0.309)
b -3.250*
14 (1.708 ) i i i
ND 1.744% . ) ) ]
y (0.344
D 1.298 ] ] ] ]
y (1.769
Eq. SE 0.396 0.366 0.367 0.367 0.375
R2 0.969 0.973 0.973 0.973 0.972
wTtX - 0.010 0.003 0.029 0.002
WT™ 0.008 R - } }
wT? 0.797 - - - -
J-statistic 0.358 0.313 0.335 0.352 0.492
KP F-statistic 0.252 0.807 0.661 0.361 1.726
PR (1,.,) - 0.780 0.800 0.775 0.760
PR (7)) - 0.540 0.496 0.651 0.498
PR ((1-D%)x,) - 0.581 0.587 0.659 0.189
PR (D*x,) - 0.323 0.579 0.305 0.317
PR (A-D)m;14) 0.750 : : : -
PR’ (D*m;.4) 0482 : : : :
PR’ ((1-D%)7,) 0.243 : : : -
PR (D*y,) 0.143 - - - -

Notes: This table reportshe GMM estimates of Equation (1.6) in Panel A and Higua(1.5) in Panel B
over the sample period 1985:Q1 — 2008:Q4 usindittacial crisis dummy variableDf"9. D°% takes
value one during 2007:Q4 — 2008:Q4 and zero otlserwi he estimates of'? andu® denote the policy
response to a financial indicator before the crsid during the crisis, respectively. The estimateg"?
andp® denote the policy response to expected inflatiefiote the crisis and during the crisis, respedfivel
The estimates of?andy® denote policy response to output gap before tlséscand during the crisis,
respectively. The three row#/("* , WT™ andWT?) represent the Wald test p-values of the null hiypses
thatu™? = uP , BNP = P andy™P = y?, respectively. See also Table Al.1 notes.
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Table A1.5: Augmented Taylor rules — direct reactia to financial markets —
alternative financial indicators

NFCI CSPR2 MAFCI IBSPR
0 -3.562% 6.118% -1.753 -0.533
(1.641) (1.814) (1.911) (1.520)
1.444%+ 1.306%+ 1.433% 1.532%+
P (0.078) (0.080) (0.102) (0.087)
-0.549% -0.435% -0.524% -0.632%
P> (0.064) (0.066) (0.088) (0.072)
2.532%% 1.485%+ 2.121% 2.54%*
A (0.512) (0.415) (0.587) (0.684)
y 1.356%+ 0.801* 0.974 1.326%
(0.461) (0.441) (0.607) (0.540)
P 2.722% -2.650%* 0.585 -2.902
(1.141) (0.647) (0.418) (2.071)
Eq. SE 0.332 0.306 0.351 0.345
R2 0.978 0.981 0.975 0.975

Notes:This table reportthe OLS estimates of Equation (1.4) over the sampléoget985:Q1 — 2008:Q4.

Standard errors are reported in parentheses. fihedial indicators included into the augmented diayl
rule one by one are: the Chicago National FinanCahditions Index NFCI), the credit spread between
Moody’s BAA corporate and 10-year US Treasury bof@RSP2, the Macroeconomic Advisers Monetary
and Financial Conditions Inde@FCI), and the interest rate spread between 3-montfORBEand 3-
month US Treasury bill IBSPR. Appropriate standard errors are used based @ White
heteroscedasticity test and Ljung-Box Q-statistitéhite heteroscedasticity-consistent standard eraoe
reported initalic, while heteroscedasticity and autocorrelation-istest (HAC) standard errors are
reported inbold italic. *, **, *** indicate statistical significance ahe 10%, 5% and 1% level, respectively.

Eq. SE denotes the standard error of regressiorRerakenotes adjusted R-squared.

1IBSPRdata starts in 1986:Q1.
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Table A1.6: Augmented Taylor rules — direct reactia to financial markets across
the business cycle — alternative financial indicats

NFCI CSPR2 MAFCI IBSPR
o 2.428 3.415% -0.786 -0.126
(1.726) (1.330 (1.850) (0.832)
1.436% 1.267 1417 1.337
P (0.087) (0.067) (0.102) (0.082)
~0.5517 ~0.390% ~0.505%* 04755
% (0.076) (0.054) (0.088) (0.069)
7 2.307 1.553% 1.955% 1.593%
(0.478) (0.323) (0.597) (0.387)
p 1.187% 1.025% 0.966 0.937
(0.358) (0.258) (0.645) (0.231)

ND -1.698 -1.269% 0.226 1.224
H (1.205) (0.420) (0.295) (0.832)

b 34877 27360 1.962* 3.3760
H (1.272) (0.593) (0.980) (1.049)
Eq. SE 0.331 0.272 0.340 0.292
R2 0.978 0.985 0.977 0.982
wTX 0.277 0.005 0.046 0.000

Notes:This table reportshe OLS estimates of Equation (1.5) over the sampléodetr985:Q1 — 2008:Q4.
The estimates qf"? andu® denote the policy response to financial indicatoeconomic expansions and
economic recessions, respectiveDf takes value one in recessions and zero otheriitee NBER dates
are used to define US recessionary periods. Thedas(WT*) shows the Wald test p-values of the null
hypothesis that"? = uP. See also Table A1.5 notes.
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Table Al1.7: Basic Taylor rules - indirect reactionto financial markets — alternative
financial indicators

DNFCl DCSPRZ DMAFCl DlBSPR
. 1,934 20.882 -0.954 1677
(1634) (1.264) (L447) (2.164)
1457w 1401 1473 1.535%
Py (0.087) (0.103) (0.119) (0.098)
0.579%%  -0.540%% 20.579 20.638"*
P> (0.075) (0.081) (0.100) (0.086)
o 2.484% 2.334% 21477 24437
s (0.623) (0.467) (0.514) (0.898)
5 2123 1.700% 1.740% 2.046%
s (0.453) (0.420) (0513) (0.527)
o 1.014% 0.325 0.562 11155
y (0.312) (0.354) (0.677) (0.424)
D 0.292 1.035 1.768" 1.002
y (1.428) (0.586) (0.751) (1.046)
Eq. SE 0.352 0.344 0.354 0.360
R2 0.975 0.976 0.975 0.973
WT™ 0.525 0.007 0.240 0.481
WT’ 0.529 0.095 0.233 0.889

Notes:This table reportshe OLS estimates of Equation (1.6) over the sampléo@et985:Q1 — 2008:Q4
using four financial stress dummy variablé®"} DN™' and DM*"“' indicate financial stress related to
overall financial conditionsD“*"*?and D'®S"R denote credit risk-related stress. The estimatgg¥8 and
BP denote the policy response to expected inflationdrmal times and in times of financial markeess;
respectively. The estimates p¥?andy® denote the policy response to output gap in notimas and in
times of financial market stress, respectively. Est two rows W T™ andWT?) represent the Wald test p-
values of the null hypotheses tigf® = g2 andy™? = y?, respectively. See also Table A1.5 notes.
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Table A1.8: Basic and augmented Taylor rules — fingcial crisis effect — alternative
financial indicators

NFCI CSPR2 MAFCI IBSPR
o 11.061 3.730% -1.340 0.293
(1.458) (1.600) (1.657) (0.740)
1.413" 1.273" 1.416% 1.330%
P (0.086) (0.063) (0.106) (0.090)
-0.536" -0.418%* 0517 -0.494
Ps (0.076) (0.052) (0.088) (0.076)
7 2.020% 1.532% 2.052% 1.324%
(0.420) (0.345) (0.533) (0.350)
p 1.022% 0.989%* 0.860 0.937+
(0.315) (0.300) (0.535) (0.205)

ND -0.623 15107 0.440 1.403*
H (0.926) (0.505) (0.303) (0.814)

b 44525 2549+ 3.443 2,848
H (1.278) (0.540) (2.310) (0.833)
Eq. SE 0.324 0.293 0.346 0.309
R2 0.979 0.983 0.976 0.980
wTX 0.011 0.023 0.202 0.000

Notes:This table reportshe OLS estimates of Equation (1.5) over the sampléo@et985:Q1 — 2008:Q4
using the financial crisis dummy variabB®("®®. D°"® takes value one during 2007:Q4 — 2008:Q4 and
zero otherwise. The estimatesdf® andu® denote the policy response to a financial indicatfore the
crisis and during the crisis, respectively. The tasv (WT¥) represents the Wald test p-values of the null
hypotheses that"? = u” . See also Table A1.5 notes.

98



Table A1.9: Basic and augmented Taylor rules — diie reaction to financial markets
— real-time output gap measure

Panel A: Panel B: Augmented Taylor rules
Basic Taylor rule CFCI CSPR SP LQ
a -2.468 -2.485* 0.458 -2.319* -1.551
(1.520) (1.465) (1.483) (1.296) (1.329)
1.404** 1.416** 1.336*** 1.390*** 1.413%*
Py (0.071) (0.075) (0.074) (0.073) (0.072)
-0.495%** -0.515%** -0.439%** -0.492%** -0.505***
P2 (0.064) (0.066) (0.065) (0.065) (0.064)
: 2.546%* 2.583** 2.714%** 2.410%* 2.368**
(0.523) (0.523) (0.456) (0.446) (0.483)
y 1.685*** 1.416** 1.288*** 1.385*** 1.594***
(0.553) (0.503) (0.406) (0.475) (0.520)
U i 0.640 -3.535** 0.028 0.157
(0.603 (1.606) (0.034) (0.129)
Eq. SE 0.338 0.335 0.322 0.338 0.334
R? 0.977 0.978 0.979 0.977 0.978

Notes:This table reportthe OLS estimates of Equation (1.3) in Panel A and Eqog1.4) in Panel B over
the sample period 1985:Q1 — 2008:Q4. The finanaidicators included into the augmented Taylor rule
one by one are: the Citi Financial Conditions Ing€¥ClI), the credit spread between Moody’s BAA and
AAA corporate bonds@RSB, annual stock returns on the S&P500 ind&®( and the stock market
liquidity measure by Pastor and Stambaugh (200Q).(Appropriate standard errors are used basedeon th
White heteroscedasticity test and Ljung-Box Q-stats. White heteroscedasticity-consistent standard
errors are reported iitalic, while heteroscedasticity and autocorrelation-tsiest (HAC) standard errors
are reported irbold italic. *, **, *** indicate statistical significance athe 10%, 5% and 1% level,
respectively. Eq. SE denotes the standard errn@gréssion andR? denotes adjusted R-squared.
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Table A1.10: Augmented Taylor rules — direct reactin to financial markets across
the business cycle — real-time output gap measure

CFCI CSPR spP LQ
0 -1.703 -0.875 -1.048 -1.397
(1.307) (1.412) (1.343) (1.358)
1.346%* 1.339% 1.355% 1.368
P (0.075) (0.069) (0.071) (0.074)
-0.437% -0.432% -0.440% -0.462%
% (0.066) (0.058) (0.064) (0.066)
P 2.462%* 2.374%* 2.283"* 2.267**
(0.499) (0.454) (0.486) (0.483)
, 1.441%* 1.136% 1.657% 1.579%
(0.462) (0.402) (0.567) (0.468)

ND -0.548 -0.525 -0.034 0.000
H (0.390) (1.186) (0.037) (0.071)

b 2.809* 4,629 0.302** 0.528*
H (1.439) (1.450) (0.147) (0.265)
Eq. SE 0.307 0.291 0.313 0.315
R2 0.981 0.983 0.980 0.980
wTX 0.035 0.017 0.052 0.046

Notes:This table reportshe OLS estimates of Equation (1.5) over the sampléodetr985:Q1 — 2008:Q4.
The estimates gf"? andu® denote the policy response to a financial indicat@conomic expansions and
economic recessions, respectiveDf takes value one in recessions and zero otheriitee NBER dates
are used to define US recessionary periods. Thedas(WT*) shows the Wald test p-values of the null
hypothesis that"? = uP. See also Table A1.9 notes.
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Table Al.11: Basic Taylor rules - indirect reactionto financial markets — real-time

output gap measure

DCFCI DCSPR DSP DLQ
. 2.338 3.330% 2018 71.588
(1.552) (1.690) (1.490) (1.240)
1.359% 1.345% 1.398" 1.397%
P (0.083) (0.076) (0.075) (0.074)
20.4517 20.435% 20,4927 20.497%
Pa (0.076) (0.070) (0.067) (0.065)
ND 2.484%% 2.991%% 2517+ 2317
s (0.583) (0.624) (0.543) (0.449)
5 2.596* 2.000%% 23165 1.902%
14 (0.518) (0.502) (0.522) (0.760)
ND 1.308* 1.9217 153207 1.386"
y (0.558) (0.617) (0.551) (0.460)
D 2.374%% 1291 1.782 2819
y (0.899) (1.006) (1.388) (1.768)
Eq. SE 0.339 0.330 0.341 0.337
R2 0.977 0.978 0.977 0.977
WT™ 0.705 0.057 0.681 0523
wT’ 0.257 0575 0.864 0.425

Notes: This table reportshe OLS estimates of Equation (6) over the sample deti®35:Q1 — 2008:Q4
using four financial stress dummy variablgg) D' indicates financial stress related to overallfiiial
conditions, D“*"R denotes credit risk-related stre§s,” identifies stock market bear conditions abt?
denotes stock market liquidity-related stress. @amates ofp"? and P denote the policy response to
expected inflation in normal times and in timesfiofncial market stress, respectively. The estisate
yNPandy? denote the policy response to output gap in notimas and in times of financial market stress,
respectively. The last two rowd/ ('™ andWT?) represent the Wald test p-values of the null hiygses that
BNP = BP andyMP = yP, respectively. See also Table A1.9 notes.
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Table Al1.12: Basic and augmented Taylor rules — fancial crisis effect — real-time
output gap measure

P#gﬁ:é"raﬁs'c Panel B: Augmented Taylor rules
DO7-08 CFCl CSPR SP LQ
o -1.412 -1.352 -0.797 -1.618 -1.317
(1.107) (1.103) (1.337) (1.112) (1.204)
1.327% 1.335%* 1.331% 1.364%+ 1.360%*
P (0.075) (0.072) (0.072) (0.073) (0.074)
-0.432% -0.441% -0.437% -0.470%* -0.460%*
P> (0.066) (0.065) (0.061) (0.064) (0.064)
8 - 2.242% 2.297* 2.315% 2.244%x
(0.411) (0.425) (0.409) (0.436)
v - 1.448% 1.34% 1.398%* 1.495%*
(0.429) (0.399) (0.453) (0.425)
ND - -0.108 -0.732 -0.000 0.004
H (0.318) (1.275) (0.025) (0.071)
b - 2.603* -3.803** 0.259* 0.572*
H (1.394) (1.195) (0.103) (0.243)
BND 2.267 ] . ) )
(0.413)
D 0.796
14 (1.226) i - - -
ND 1.452%+
y (0.392) ; ) ; ;
D 5.923
y (5.886) ; ) ; ;
Eq. SE 0.318 0.317 0.309 0.320 0.311
R2 0.980 0.980 0.981 0.980 0.981
wTtX - 0.064 0.051 0.023 0.022
WT™ 0.195 - - - -
wT? 0.448 - - - -

Notes:This table reportthe OLS estimates of Equation (1.6) in Panel A and Egog1.5) in Panel B over
the sample period 1985:Q1 — 2008:Q4 using the filaduwerisis dummy variableD”%). D" takes value
one during 2007:Q4 — 2008:Q4 and zero otherwise &$timates of™? and u® denote the policy
response to a financial indicator before the crsid during the crisis, respectively. The estimateg"?
andp? denote the policy response to expected inflatiefiote the crisis and during the crisis, respedfivel
The estimates of"?andy® denote the policy response to output gap befaetisis and during the crisis,
respectively. The last three rowdT* , WT™ and WTY) represent the Wald test p-values of the null
hypotheses that"? = u? , pNP = gP andy NP = y?, respectively. See also Table A1.9 notes.
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Table A1.13: Basic and augmented Taylor rules — dact reaction to financial
markets — alternative output gap measure (quadrati¢rend)

Panel A: Panel B: Augmented Taylor rules
Basic Taylor rule CFCI CSPR SP LQ
a -4.347** -4.977%** -0.990 -4.039%** -3.334*
(2.168) (1.562) (1.552) (1.337) (1.687)
1.473%* 1.427%* 1.337** 1.367** 1.465**
P (0.083) (0.084) (0.078) (0.095) (0.086)
-0.570*** -0.545%** -0.457%** -0.507*** -0.567***
P2 (0.082) (0.077) (0.079) (0.084) (0.082)
: 3.124%* 3.358*** 3.324**x 2.821 %+ 2.947x*
(0.687) (0.517) (0.530) (0.433) (0.587)
y 0.484* 0.595*** 0.476** 0.461*** 0.527**
(0.267) (0.181) (0.195) (0.141) (0.225)
U i 1.233%* -4.114%** 0.062*** 0.211*
(0.401) (1.050) (0.020) (0.116)
Eq. SE 0.360 0.332 0.328 0.342 0.349
R? 0.974 0.978 0.978 0.976 0.976

Notes:This table reportthe OLS estimates of Equation (1.3) in Panel A and Eqng1.4) in Panel B over
the sample period 1985:Q1 — 2008:Q4. The finanadicators included into the augmented Taylor rule
one by one are: the Citi Financial Conditions Ing€¥ClI), the credit spread between Moody’s BAA and
AAA corporate bonds@RSB, annual stock returns on the S&P500 ind&®( and the stock market
liquidity measure by Pastor and Stambaugh (200Q).(Appropriate standard errors are used basedeon th
White heteroscedasticity test and Ljung-Box Q-stai$. White heteroscedasticity-consistent standard
errors are reported italic, while heteroscedasticity and autocorrelation-tsiest (HAC) standard errors
are reported irbold italic. *, **, *** indicate statistical significance athe 10%, 5% and 1% level,
respectively. Eq. SE denotes the standard err@gréssion andR? denotes adjusted R-squared.
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Table Al.14: Augmented Taylor rules — direct reactin to financial markets across

the business cycle — alternative output gap measuguadratic trend)

CFCI CSPR spP LQ
0 -3.939% -2.001 3147 -2.930"
(1.466) (1.575) (1.345) (1.592)
1.400%* 1.337% 1.360 1.438%
Py (0.076) (0.060) (0.080) (0.088)
-0.505%* -0.444% -0.478% -0.538
% (0.069) (0.053) (0.070) (0.084)
P 3.129%* 2.960%** 2.701%* 2.783"*
(0.511) (0.559) (0.444) (0.552)
, 0.481%* 0.433* 0.446%* 0.469**
(0.156) (0.195) (0.141) (0.185)

ND 0.457 -1.304 0.027 0.083
H (0.421) (1.189) (0.026 (0.079)

b 2.693* -5.033% 0.234** 0.522**
H (1.153) (1.637) (0.102 (0.243)
Eq. SE 0.318 0.295 0.326 0.335
R2 0.980 0.983 0.979 0.977
wTtX 0.065 0.005 0.082 0.059

Notes:This table reportshe OLS estimates of Equation (1.5) over the sampléodetr985:Q1 — 2008:Q4.
The estimates gf"? andu® denote the policy response to a financial indicat@conomic expansions and
economic recessions, respectiveDf takes value one in recessions and zero otheriitee NBER dates
are used to define US recessionary periods. Thedas(WT*) shows the Wald test p-values of the null
hypothesis that"? = uP. See also Table A1.13 notes.
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Table A1.15: Basic Taylor rules - indirect reactionto financial markets - alternative

output gap measure (quadratic trend)

DCFCI DCSPR DSP DLQ
o 5.972 5321 ~4.308% "3.250%
(2.413) (2.765) (2.019) (1.584)
1.483 1.463% 1.400%* 1.453%
P (0.082) (0.084) (0.080) (0.089)
~0.5817 ~0.549% -0.512% ~0.558%
% (0.078) (0.084) (0.075) (0.083)
D 3.097 3.618" 3,244 2.856%
s (0.890) (0.980) (0.700) (0.548)
3 3.2617 2.804% 2.609% 1.142
(0.654) (0.864) (0.558) (1.245)
D 0.685 0.442 0.602 0.411
y (0.248) (0.286) (0.176) (0.169)
D 0.672* 1.268 0.278 1.177
y (0.375) (0.995) (0.630) (0.773)
Eq. SE 0.351 0.351 0.349 0.350
R2 0.975 0.975 0.976 0.976
WT™ 0.073 0.131 0.232 0.132
7% ki 0.967 0.370 0.574 0.317

Notes:This table reportshe OLS estimates of Equation (1.6) over the sampléo@et985:Q1 — 2008:Q4
using four financial stress dummy variablgg) D' indicates financial stress related to overallfiiial
conditions, DR denotes credit risk-related stre§s,” identifies stock market bear conditions abt?
denotes stock market liquidity-related stress. @amates ofp"? and P denote the policy response to
expected inflation in normal times and in timesfiofncial market stress, respectively. The estisate
yNPandy? denote the policy response to output gap in notimas and in times of financial market stress,
respectively. The last two rowd/ ('™ andWT?) represent the Wald test p-values of the null hiygses that
BNP = BP andy™P = yP, respectively. See also Table A1.13 notes.
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Table A1.16: Basic and augmented Taylor rules — fancial crisis effect - alternative
output gap measure (quadratic trend)

P#gﬁ:é"raﬁs'c Panel B: Augmented Taylor rules
DO7-08 CFClI CSPR SP LQ
o -2.887* -4.118% -1.293 -3.332%** -2.716*
(1.575) (1.368) (1.535) (1.252) (1.473)
1.406*** 1.410%** 1.351%** 1.377%* 1.435%**
Py (0.092) (0.079) (0.080) (0.088) (0.083)
-0.515% -0.529%** -0.470% -0.511%** -0.538%**
P> (0.087) (0.074) (0.080) (0.079) (0.078)
8 - 3.105%* 3.050%** 2.674% 2.719%
(0.461) (0.543) (0.421) (0.515)
v - 0.514% 0.424** 0.388%** 0.432**
(0.157) (0.202) (0.133) (0.178)
ND - 0.920%* -2.807** 0.046** 0.083
H (0.288) (1.389) (0.019) (0.840)
b - 2.096* -4.369% 0.185** 0.560**
H (1.241) (1.194) (0.081) (0.230)
ND 2.722%**
s (0.509) i ) i i
D -0.069
P (1.123) i ) i i
ND 0.390* ] . ) )
y (0.210)
b 1.378*
y (0.647) ” - ’ ”
Eq. SE 0.339 0.329 0.326 0.336 0.333
R2 0.977 0.978 0.979 0.977 0.978
wTtX - 0.357 0.199 0.117 0.039
WT™ 0.006 ; - ; ;
wT? 0.139 - - - -

Notes:This table reportthe OLS estimates of Equation (1.6) in Panel A and Egqog1.5) in Panel B over
the sample period 1985:Q1 — 2008:Q4 using the filaduwerisis dummy variableD”%). D" takes value
one during 2007:Q4 — 2008:Q4 and zero otherwise &$timates of™? and u® denote the policy
response to a financial indicator before the crsid during the crisis, respectively. The estimateg"?
andp® denote the policy response to expected inflatiefiote the crisis and during the crisis, respedfivel
The estimates of"Pandy® denote thepolicy response to output gap beforerises and during the crisis,
respectively. The last three rowd’T* , WT™ and WTY) represent the Wald test p-values of the null
hypotheses that"? = u? , BNP = P andy™? = y?, respectively. See also Table A1.13 notes.
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Table A1.17: Basic and augmented Taylor rules — déct reaction to financial markets — alternative sarple periods

Panel A: Basic Taylor rule Panel B: Augmented Taylor rules
1979:Q4 — 1987:Q4 — 1979:Q4 — 2008:Q4 1987:Q4 — 2008:Q4
2008:Q4 2008:Q4 CFCI CSPR SP LQ CFCI CSPR SP LQ
a -0.837 -0.639 -1.238 0.454 -1.194* -0.684 -1.321 2.848** -1.019 0.398
(0.754) (1.425) (0.849) (0.849) (0.685) (0.666) (1.260) (1.324) (1.161) (1.301)
0.716*** 1.569*** 1.319%** 0.732*+* 0.700*** 0.713** 1.511*** 1.426*** 1.485%** 1.558***
P (0.068) (0.099) (0.134) (0.067) (0.061) (0.068) (0.101) (0.097) (0.105) (0.099)
-0.672%* -0.471%* -0.632*** -0.559%** -0.619%** -0.665***
P> i (0.091) (0.100) i i i (0.091) (0.088) (0.094) (0.091)
;i 1.986*** 1.862*** 2.136*** 2.341%* 1.946%** 1.984*** 2.194%* 1.964*** 1.872%** 1.668***
(0.193) (0.537) (0.350) (0.284) (0.186) (0.188) (0.481) (0.392) (0.425) (0.499)
y 0.961*** 0.891* 0.864*** 0.767** 0.878*+* 0.966*** 1.037*** 0.797** 0.772* 0.966**
(0.257) (0.454) (0.268) (0.313) (0.241) (0.255) (0.374) (0.296) (0.330) (0.406)
u i i 0.944 % -2.303** 0.051%* 0.052 1.094** -4.085%** 0.053* 0.186
(0.291) (1.148) (0.017) (0.066) (0.450) (0.997) (0.025) (0.119)
Eq. SE 0.853 0.358 0.411 0.830 0.821 0.854 0.335 3200. 0.346 0.348
R? 0.947 0.973 0.973 0.950 0.951 0.947 0.977 0.979 750.9 0.975

Notes:This table reportthe OLS estimates of Equation (1.3) in Panel A and Eqog1.4) in Panel B over the sample periods 1949+ 2008:Q4 and 1987:Q4 — 2008:Q4. The
financial indicators included into the augmentegl@arule one by one are: the Citi Financial Coiwtlis Index CFCI), the credit spread between Moody’s BAA and AAApmrate
bonds CRSH, annual stock returns on the S&P500 ind8®( and the stock market liquidity measure by Paatat Stambaugh (2003)@). Appropriate standard errors are used
based on the White heteroscedasticity test andgtRox Q-statistics. White heteroscedasticity-caiesis standard errors are reporteditalic, while heteroscedasticity and
autocorrelation-consistent (HAC) standard erroesraported irbold italic. *, **, *** indicate statistical significance atie 10%, 5% and 1% level, respectively. Eq. SE dentite
standard error of regression aRd denotes adjusted R-squared.

107



Table A1.18: Augmented Taylor rules — direct reactn to financial markets across the business cyclealternative sample periods

1979:Q4 — 2008:Q4 1987:Q4 — 2008:Q4
CFCI CSPR sp LQ CFClI CSPR SP LQ
o -1.041 -1.710* 1.470% -1.004 -0.724 0.369 0.032 0.501
(0.904) (1.009) (0.626) (0.671) (1.190) (1.516) (1.281) (1.217)
1.267*+ 0.769% 0.687* 0.721% 1.440%* 1.372%%  1.455%* 1.463%+
P (0.127) (0.057) (0.071) (0.062) (0.092) (0.080) (0.099) (0.108)
-0.416% “0.551%*  -0.486%**  -0.566™* ~0.582%*
% (0.091) ” ” - (0.081) (0.067) (0.090) (0.100)
5 2.169%* 2.395%% 1.975%+ 2.063"* 2.084%* 1.005%*  1.687** 1.574%+
(0.363) (0.259) (0.155) (0.184) (0.478) (0.430) (0.477) (0.456)
y 0.772% 0.725% 0.882%* 1.016%* 1.023%** 1.051%+ 0.830% 1.188%+
(0.218) (0.316) (0.234) (0.256) (0.325) (0.294) (0.409 (0.303)

ND 0.428* 0.265 0.063** -0.063 0.247 -0.556 0.014 0.030
H (0.244) (1.352) (0.023) (0.053) (0.264) (1.122) (0.026 (0.053)

b 2.186% -2.885** -0.005 0.277% 2.678% 44625+ 0.235* 0.531%
H (0.894) (1.072) (0.095) (0.101) (1.182 (1.191) (0.119 (0.203)
Eq. SE 0.395 0.755 0.818 0.827 0.312 0.284 0.328 3180.
R2 0.975 0.959 0.951 0.950 0.980 0.983 0.978 0.979
wTX 0.075 0.005 0.526 0.003 0.054 0.014 0.101 0.011

Notes: This table reportshe OLS estimates of Equation (1.5) over the sampléogerl979:Q4 — 2008:Q4 and 1987:Q4 — 2008:Qf4takes value one in recessions and zero
otherwise. The NBER dates are used to define USssimnary periods. The estimates:8P andu® denote the policy response to financial indicatogconomic expansions and
economic recessions, respectively. The last 16W%) shows the Wald test p-values of the null hypdth#satu™” = uP. See also Table A1.17 notes
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Table A1.19: Basic Taylor rules - indirect reactionto financial markets — alternative sample periods

1979:Q4 — 2008:Q4 1987:Q4 — 2008:Q4
DCFCl DCSPR DSP DLQ DCFCl DCSF’R DSP DLQ
a -1.705 -1.559* -0.755 -0.878 -1.809 -0.529 -0.832 0.109
(1.208) (1.014) (0.741) (0.812) (1.798) (1.196) (1.439) (1.292)
1.383%** 0.712%** 0.723%** 0.720%** 1.560% 1.454% 1.536%* 1.552%**
P (0.130) (0.072) (0.068) (0.071) (0.100) (0.109 (0.089) (0.102)
-0.515%** -0.660%** -0.571%%* -0.644%x* -0.660%+*
Ps (0.099) ) ) ) (0.092) (0.093 (0.083) (0.092)
ND 2.494%x% 2.315%** 2.014%** 1.981 % 2.627*** 1.960%* 2.043%** 1.695%**
B (0.461) (0.332) (0.234) (0.222) (0.784) (0.462 (0.580) (0.506)
D 2.011%** 2.041%** 1.627* 2.124%x* 2.031%** 0.583 1.597% 0.703
s (0.441) (0.186) (0.289) (0.156) (0.598) (0.729 (0.569) (0.891)
ND 0.493 1.014% 1.104% 1.104% 1.305** 0.897** 0.925%* 0.894**
y (0.34) (0.294) (0.308) (0.279) (0.647) (0.352 (0.428) (0.402)
D 1.041* 0.832** 0.340 0.392 1.071* 0.384 0.795 1.068
y (0.509 (0.339) (0.584) (0.475) (0.637) (1.133 (0.967) (1.028)
Eq. SE 0.431 0.852 0.847 0.852 0.356 0.341 0.357 3530.
R2 0.970 0.947 0.948 0.947 0.974 0.976 0.974 0.974
WT™ 0.052 0.219 0.231 0.479 0.140 0.036 0.276 0.172
wT? 0.359 0.636 0.231 0.125 0.787 0.676 0.901 0.879

Notes:This table reportthe OLS estimates of Equation (1.6) over the sampléoger1979:Q4 — 2008:Q4 and 1987:Q4 — 2008Q4 using financial stress dummy variabld3}.
D “'indicates financial stress related to overallritial conditionsP“*"Rdenotes credit risk-related streBS’ identifies stock market bear conditions @t® denotes stock market
liguidity-related stress. The estimates@f® and 82 denote the policy response to expected inflattomarmal times and in times of financial markeess; respectively. The
estimates of"?andy? denote the policy response to output gap in notimals and in times of financial market stresspeetively. The last two row${T™ andWT7) represent the
Wald test p-values of the null hypotheses #dt = g2 andy"? = y?, respectively. See also Table A1.17 notes.
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Table A1.20: Basic and augmented Taylor rules — femcial crisis effect — alternative sample periods

Panel A: Basic Panel B: Augmented Taylor rules Panel C: Basic Panel D: Augmented Taylor rules
Taylor rule Taylor rule
1979:Q4 — 2008:Q4 1987:Q4 — 2008:Q4
DO CFClI CSPR SP LQ Do CFClI CSPR SP LQ
a -0.329 -0.848 -0.129 -0.974 -0.507 -0.312 -0.363 1.371 -0.489 0.486
(0.638) (0.806) (0.844) (0.617) (0.654) (0.925) (0.992) (1.293) (1.063) (1.057)
0.695*** 1.250%*** 0.702*** 0.693*** 0.703*** 1.366*** 1.431*** 1.401*** 1.468*** 1.445%***
Py (0.066) (0.130) (0.071) (0.061) (0.066) (0.091) (0.087) (0.087) (0.099) (0.102)
] -0.418%+ ] ] ] -0.509*+ -0.567%*  -0.540%*  -0.604** -0.573%+
P> (0.096) (0.082) (0.080) (0.079) (0.088) (0.090)
ﬁ ) 2.059%** 2.002*** 1.925%** 1.914%*** ) 1.876*** 1.744%** 1.784*** 1.582***
(0.305) (0.284) (0.180) (0.186) (0.387) (0.367) (0.405) (0.403)
*kk *kk *kk *kk *kk *kk *% *kk
y ) 0.839 0.906 0.851 0.991 ) 1.067 0.987 0.757 1.170
(0.200) (0.273) (0.239) (0.243) (0.265) (0.241) (0.323) (0.267)
ND ) 0.593*** -0.546 0.042%*+* -0.040 ) 0.522* -1.599 0.032* 0.029
H (0.193) (1.150) (0.014) (0.042) (0.219) (1.107) (0.019) (0.053)
D ) 2.257%* -2.648*** 0.136*** 0.359*** ) 2.467** -3.962*** 0.210** 0.569***
H (0.789) (0.947) (0.028) (0.076) (1.026) (0.935) (0.080) (0.170)
ND 1.904%+ ] ] ] ] 1.625%+ ] ] ] ]
14 (0.182) (0.358)
D -0.321 ] ] ] ] -1.595 ] ] ] ]
4 (0.466) (1.197)
ND 1.032%+ ] ] ] ] 1.236%+ ] ] ] ]
4 (0.257) (0.260)
P 1.152%+ ] ] ] ] 2.316%* ] ] ] ]
(0.196) (0.728)
Eqg. SE 0.809 0.397 0.817 0.817 0.822 0.313 0.319 3090. 0.331 0.311
ﬁz 0.952 0.975 0.951 0.951 0.951 0.980 0.979 0.980 770.9 0.980
wTrX - 0.037 0.007 0.04 0.000 - 0.064 0.067 0.038 0.002
WT™ 0.000 - - - - 0.004 - - - -
WTY 0.645 - - - - 0.239 - - - -

Notes: This table reportshe OLS estimates of Equation (1.6) in Panel A and @ Bguation (1.5) in Panel B and D over the sampigods 1979:Q1 — 2008:Q4 and
1987:Q4 — 2008:Q4 using financial crisis dummy atle 0°%). D% takes value one during 2007:Q4 — 2008:Q4 and atrerwise. Estimates @f'? andu® denote
policy response to a financial indicator before ¢hisis and during the crisis, respectively. Estasaofs"? andB” denote policy response to expected inflation leetbe
crisis and during the crisis, respectively. Estisabfy¥?andy? denote policy response to output gap before tisésaand during the crisis, respectively. The thste
rows WTX , WT™ and WTY) represent Wald test p-values of the null hypakehatu? = u? , p¥? = pP andy"P = yP, respectively. See also Table A1.17 notes.
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Figure Al.1. Real-time andex post measures of output gap
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Notes:The figure plots output gap measures based ortirralreal GDP data (solid line) awed postreal GDP
data (dashed line) over the sample period 1985:Q008:Q4. The output gap is constructed using Hédri
Prescott filter.
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Chapter 1 — Appendix B

This Appendix presents the technical details arglcbéneoretical framework of the GMM

estimation based on Hayashi (2000).

Firstly, a linear regression model can be writtericdlows:

Y =XB+y t=123.T (B1.1)

where y, is a dependent variableg, is a  x 1) vector of regressorg3 is a 0 x 1) vector of
parameters and, is an unobserved error term. In order to estirttagevector of parameters, it
is assumed that there is a set of moment conditltatss should satisfy. Defing, as a ¢ x 1)
vector ofq instruments. The estimation ¢# is based on the population moment conditions

that all instruments are orthogonalug i.e. the orthogonality condition holds:

E[z(y-%8)]= H zuB)]=0 (B1.2)

In addition, the instruments also must be corrdlatgh the regressors. The true valueffis

the solution to the system of equations in (B1T2)e order condition of identification states

that there should be at least as many instrumentpasameters to estimate ¥ p). The
parameters are said to pest-identifiedby the population moment conditions gf= p and

over-identifiedby the population moment conditionsgf p.

The basic idea of the method of moments is to famd estimate for3 such that the

corresponding sample moment conditions are alsaletpuzero and solves thgpequation

system below:

0 (B) =7 T a(y-%8)=7% 2u(B)=7 2¢8)=0 (B13)

t

=l

For q> p, the above system of equations may not have at sgaution, i.e. there may not be
possible to find a,é’ that sets all sample moment conditions to zerceréane,B will be

A

chosen so thaty, (ﬁ) is as close as possible to zero. Then, the GMMabive function is:
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(Bw)=Ta(8) W a(B) (B14)

where W, is a @ x ) weighting matrix used to construct a quadratiorfaf the moment

conditions. The GMM estimator ¢f is the[} that minimises Equation (B1.4):
BGMM =arg min/}J(,[;’ V\4) (B1.5)

Following Clarida, Gali and Gertler (1998), an exstble basic Taylor rule specification is

written as follows:

i, =(1-p)a + BE[ ., |Q]+VE[ ¥ 1Q]+pi +u, (B1.6)

wherei, represents the policy interest rate that partiadijysts to the target with the degree of
smoothingp, 7z,, is the rate of inflation betweedrandt + k, the contemporaneous output gap
is denoted byy, , E is the expectations operatd®, represents the information available to
policymakers at the time of decision making, ands an exogenous random shock to the

interest rate.

Using the GMM framework, the unobserved forecakiesin (B1.6) can be replaced with

their actual (realised) values assuming rationpketations:

i, =(1-p)a+(1-p) (B + 1¥.) + Py + & (B1.7)

where¢, = —(1—,0){,8(7z+k ~E[7., 1Q])+ (% - E[ % |Qt])} +0,, i.e. a linear combination
of the forecast errors and the exogenous shodietoterest rate. Let, (z JQ,) be a vector

of instrumental variables that are orthogonal ®efror terme, so thatE[é:t | ;] =0. Thus,

the following set of orthogonality conditions mib&t satisfied:

E[ii—(1-p)a-(1- ) (B +19) - Pl 12 |= C (B1.8)
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Chapter 2: Variance decomposition of US governmenbond

market and the impact of monetary policy

2.1 Introduction

Low and stable inflation along with sustained ecaitogrowth define the period of
the so-called Great Moderation that started imtinek 1980s. Macroeconomic stability was
accompanied by - some argue delivered by - relgtigeable, simple and predictable
monetary policy conduct. Regrettably, this erarahguillity was brought to an abrupt end
with the global financial crisis in 2007 - 2009. A& zero lower bound (ZLB) on policy
rates constrained policymakers around the glob@yver@tional monetary policy was
proved to be powerless to boost aggregate demamaseQuently, the Federal Reserve
(Fed) turned to unconventional policies, such gsidiity facilities to improve financial
market conditions and quantitative easing (QE),dwgright purchases of Treasury bonds
and other similar assets from the private seatoretluce longer-term interest rates and to
increase aggregate demand. Within six years, thenba sheet of the Fed underwent an
unprecedented expansion until the end of QE waswaroed in October 2014. The first
increase in the federal funds rate (FFR) targetaarly a decade followed in December
2015, indicating the beginning of going back tomal. Understanding the wider asset
market impact of this monetary strategy is crud@ policymakers and particularly
important is the relationship between monetarygyolincertainty and the bond market
developments.

This chapter investigates the sources of variatiodS government bond returns
and the role of monetary policy over the last thdeeades. Two strands of the bond market
literature are relevant for the empirical analysése. The first strand includes studies that
assess the role of macroeconomic forces, most tamty inflation, in determining
developments in the term structure of interest statés Duffee (2015) notes, the
significance of a model-implied inflation risk fearominal bonds within term structure
models varies considerably from very high (Piazzesil Schneide 2007; Bansal and
Shaliastovich, 2013) to relatively low (Wachter,0B). As an alternative to theoretical
models, another common approach to determine estsehs in terms of macroeconomic

forces is the log-linear approximation to the staddpresent value framework used in a
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combination with a reduced-form vector autoregressnodel (VAR) in the spirit of

Campbell and Shiller (1988). The decomposition ohd returns to the revisions in
expectations (“news”) about future excess retumiation and real interest rates was
pioneered by Campbell and Ammer (1993). Usingdpisroach, it is commonly found that
inflation news explains most of the variance inggarm government bond returns in the
US (Campbell and Ammer, 1993; Engsted and Tanggaard, 2007) as well as in other

countries (Barr and Pesaran, 1997; Cenedese and Malluci, 2016).

The second strand of the literature examines thpa@iof monetary policy on the
term structure of interest rates. With respectaioventional monetary policy, the evidence
shows that Treasury yields across maturities respgmsitively and significantly to an
exogenous increase in the FFR, nevertheless, thgnitnde of a response tends to
diminish at longer maturities (Kuttner, 2001; Cochrane and Piazzesi, 200Gurkaynak,
Sack, and Swanson, 2005). Following the implemamntaif QE, there has been a surge of
studies that examine its impact on bond yieldsn@siarious econometric techniques, it is
generally found that QE was effective in reducingg-term Treasury bond yields. The
existing literature identifies two key channelst@Ensmission that explain the decline in
long-term yields: the signalling and portfolio bata channels. According to the signalling
channel, QE leads to lower expectations about éushort-term interest rates that through
the expectations theory of the term structure tasulower long-term rates (Christensen
and Rudebusch, 2012; Bauer and Rudebusch, 2014). On the other hand, the portfolio
balance channel implies that the decline in thelupf long-term bonds in the market
compresses the term (risk) premium and, thus, esdtieeiryields (Gagnon et al., 2011;
D'Amico et al., 2012). Nevertheless, the empireadence as to which channel is more
important is rather mixed, indicating that the ustending of how QE led to lower bond
yields is still incomplete.

This chapter takes an alternative approach to agtithe bond market response to
monetary policy and to identify the sources of tieisponse. Specifically, the extension of
Campbell and Ammer’s (1993) framework suggestedbgnanke and Kuttner (2005) is
applied to bond market returns with respect to bmthventional and unconventional
monetary policy” Firstly, unexpected current period excess retomshe 2-, 5- and 10-
year Treasury bonds are decomposed to news aliowe fexcess returns, inflation and real

interest rates. Secondly, the impact of conventiand unconventional monetary policy on

" The study that is close to the analysis in thiaptér is that by Bredin, Hyde and O'Reilly (201They
employ a similar approach to examine the pre-c(i£#94-2004) conventional monetary policy impact on
domestic and international bond markets in the WKSand Germany. In the case of the US, they ddindt
significant effects.
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Treasury bond returns and their components is enaiThe sample period commences
during the Great Moderation and ends in the aftédrrofithe recent financial crisis (1985:1
— 2014:2). In order to capture conventional polgtyfts, the federal funds rate-based
measures are used, while unconventional policies captured using changes in the
monetary base. The use of quantity-based indicasonsotivated by a number of recent
studies that evaluate the role of the monetary ,baseghe supply of reserves, as an
alternative operating target for monetary policyrd@a and Woodford, 2011; Gertler and
Karadi, 2013). Thus, the contribution of the aniglya this chapter is three-fold. Firstly,
the empirical approach allows explaining the bonarkat reaction to monetary policy
changes in terms of revisions in expectations aloatro-fundamentals, such as real
interest rates and inflation, and future expectecess bond returns, i.e. the risk (term)
premium. This set-up has not been widely appliediHe bond market. The sample period
covers the last three decades including the gldin@ncial crisis. Secondly, special
attention is paid to the role of the financial riand unconventional policies subsequently
adopted by the Fed. This is the first attempt talyse the effects of quantitative easing
within the VAR-based returns variance decompositipamework. Finally, shorter
maturities are also considered in addition to tbenmonly analysed 10-year Treasury
bonds. Thus, it is possible to compare the effactsss the yield curve.

The main results can be summarised as follows. $sctioe maturities, news about
future inflation is the key factor in explainingetivariance in unexpected excess Treasury
bond returns during the sample period. MeanwHile,role of news about expected excess
bond returns and real interest rate news is tylgicauch less relevant. Regarding the
effect of conventional and unconventional monetpolicy actions, monetary easing
typically leads to higher unexpected excess bohadngs Nevertheless, the bond market
response to conventional policy has grown somewileaker since the early 1990s. This
may reflect changes in the way that the Fed implgsnand communicates its monetary
policy decisions. With respect to quantity-basedatary policy indicators, the results are
largely driven by the peak of the financial crigisautumn 2008 when unprecedented
expansion in the Fed’s balance sheet was accontphpia stronger bond market response
to money growth. Furthermore, the findings highligie importance of inflation news in
explaining the bond market reaction to monetarycyolThe positive effect of monetary
easing on unexpected excess returns mainly comesdrcorresponding negative effect on
inflation expectations. Thus, the evidence is alfenot supportive for the portfolio
balance mechanism’s prediction of a strong rolethar risk (term) premium to explain
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bond market reaction to QE policy. The resultsrassonably robust to various sensitivity
checks, related to the specification of the undiegly)¥ARs and monetary policy proxies.
The chapter has the following structure. The reviefnrelevant literature is
presented in Sections 2.2, 2.3. and 2.4. Sectirex@plains the methodology. Section 2.6
describes the dataset and explains the proxies toset&ntify monetary policy changes.
Section 2.7 contains the empirical results from thain analysis, while Section 2.8

discusses the robustness analysis. Section 2cucias.

2.2 Bond market determinants

This and the next sections provide the review thteel studies from the two
strands of the literature that are relevant fos tbhapter. The survey starts with the
overview of studies that assess the role of maoromuic forces, most importantly
inflation, in determining the term structure ofdardst rates. The review in the following
sections is focused on empirical studies investigathe impact of conventional and
unconventional monetary policy by the Federal Resen market interest rates.

In general, yield curve dynamics are influencedelipectations about short-term
nominal interest rates, i.e. the sum of short-tezal rates and inflation, and the term (risk)
premium (Campbell, Pflueger and Viceira, 2015).a8tvamount of literature is focused on
the models of the term structure of interest rébesapture dynamics in the yield curve.
Several macroeconomic factors are distinguishethaspotential determinants of bond
yields. These factors range from inflation, reativaty, and consumption (Ang and
Piazzessi, 2003; Piazzesi and Schneider; 2007; nGheand Mueller; 2012; Joslin,
Priebsch and Singleton, 2014) to monetary policgg/At al., 2011). Campbell, Pflueger
and Viceira (2015) build a general equilibrium mioide asset pricing and investigate how
macroeconomic shocks and changes in monetary pafiegt the bond risk premium.
Inflation factor has received a lot of attentiontire literature. However, Duffee (2015)
notes that the model-implied relative importancen@tion risk in explaining yield curve
volatility varies substantially across these modél#h respect to standard dynamic term
structure models, inflation risk accounts for almestire variation in nominal yields
(Piazzesi and Schneider, 2007; Bansal and Shaliak{®013). On the other hand, models
with habit formation preferences imply a much seratble of inflation expectations for
the variance of bond yields (Wachter, 2006).

Alternatively, a common approach to determine asetirns in the empirical
finance literature is to use the combination of lttgglinear approximation to the standard
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present value framework and a reduced-form VAR rhadé¢he spirit of Campbell and
Shiller (1988).This method does not rely upon strong theoretisaLmptions and uses
accounting identities to link unexpected excesarnst on assets to revisions in rational
expectations (“news”) about the components of theserns. Since its origination, this
methodology has been widely applied to stock marketrns (Campbell, 1991; Campbell
and Ammer, 1993; Ammer and Mei, 1996; Vuolteend®)2; Engsted and Tanggaard,
2004; Bernanke and Kuttner, 2005; Bredin et alQ72@otshekan, Kraeussl|, and Lucas,
2012; Garrett and Priestly, 2012; Maio, 2014).

In one of the initial studies, Campbell (1991) deposes unexpected real returns
on the US stock market into two components: theadisted sum of revisions in rational
expectations regarding future dividend flowsash flow news) and the discounted sum
of revisions in expectations regarding future staekurns f(discount rate news).
Alternatively, he also proposes a three-way decatipa for stock returns in excess of a
risk-free short-term interest rate. In this caseexpected excess stock returns are
explained in terms of cash flow news, discount naevs and the discounted sum of
revisions in expectations about future real shemmt interest rate“real interest rate
news”). Consequently, the variance of unexpected retaamsbe written in terms of the
variance of the components and the covariance tebeisveen them. A vector
autoregression model can then be used to obtainirieaipproxies for the news
components from reduced-form residuals. Campb8&91] finds that the variance of the
cash flow news component explains approximatelii@l tof the total variance of stock
returns, while the variance of discount rate neypsgcally accounts for the major part of it.
With respect to the US, the dominance of discoatd news in determining stock returns
is also highlighted in the subsequent literaturanj@bell and Ammer, 1993; Engsted and
Tanggaard, 2004; Bernanke and Kuttner, 2005). @mother hand, several recent studies
point out that the role of cash flow news may bderatated (Garrett and Priestly, 2012;
Maio, 2014).

The VAR-based returns variance decomposition isredéd to the bond market by
Campbell and Ammer (1998.They analyse returns on the US stock market anuira
zero-coupon US government bonds with 10-year ntgtavier the period 1952:1 — 1987:2.
Unexpected excess bond returns are decomposetheitoflation news” component, i.e.

the sum of revisions in expectations about futmfiation, the“real interest rate news”

*8 This methodology has also been applied to asskés than stocks and government bonds. For instance
Nozawa (2014) decomposes corporate credit spraesalthie expected credit losses innovations andatege
returns news components. Several studies employafignce decomposition of asset returns for tlzdyais

of housing or real estate markets (Bredin, O’Redlyd Stevenson, 2011; Engsted and Pedersen, 2014).
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and “risk premium news”components, i.e. the sums of revisions in expectatabout
future real rate and future excess bond returrspetively>® With respect to the bond
market, the results indicate that inflation newsthe key driving force of the overall
variance of unexpected excess returns or at lsast@ortant determinant as risk premium
news. On the other hand, real interest rates dplagtany role in explaining excess bond
returns (Campbell and Ammer, 1993).

Subsequently, a large number of studies used tipeoagh by Campbell and
Ammer (1993) to examine bond market developmenteenUS and other countries (Barr
and Pesaran, 1997; Engsted and Tanggaard, 200dkxy&004; Engsted and Tanggaard,
2007; Bredin, Hyde and O’Reilly, 2010; Breedon, 20Nozawa, 2014; Cenedese and
Mallucci, 2016). Typically, inflation news is founw be the dominant component of
excess bond returns, whilst real interest rate niewgenerally irrelevant. For instance,
Engsted and Tanggaard (2007) estimate a multi-cp0AR model to analyse the co-
movement of US and Germany government bond mafkethe period 1975:7 — 2003:2
based on the cross-correlation between the compomémreturns across countries. The
positive and strong correlation between bond retisrexplained by the fact that inflation
news component is the key driver of unexpectedrmstin both countries (Engsted and
Tanggaard, 2007).

Similarly, Engsted and Tanggaard (2001) analysecthmovement of the Danish
stock and government bond markets in 1922 — 198é.ré&sults of variance decomposition
confirm that the dominant component in explainiragiability in the government bond
market is inflation news, while stock returns aasgely determined by news about future
cash flows. Despite the positive relationship betwactual returns on stocks and bonds,
the findings also indicate that news about futuxeess returns in the two markets are
negatively correlated. Possibly, stock and bondrnstrespond to different information or
to the same information but in a different manmargsted and Tanggaard, 2001).

Bredin, Hyde and O’Reilly (2010) analyse bond markevements in the US, UK
and Germany. They estimate a multi-country VAR nhodled conduct the variance
decomposition of unexpected excess bond returngdoh country in the period 1975:2 —
2004:12. The results indicate that inflation newsance accounts for the major part of the
total variability in excess bond returns for altel countries. In line with other studies,
they do not find a strong role for expected exdes®l returns in determining bond market

developments and the share of returns volatilipf@red by real rate news is negligible.

% The risk premium associated with holding bondths term premium in the case of government bonds
(Campbell and Ammer, 1993; Engsted and Tangga&ii])2
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Barr and Pesaran (1997) examine the variabilitgxoess returns on nominal and
index-linked (real) bonds in the UK over the perib@83:4 — 1993:10. They find that
revisions in expected inflation are clearly the tmiogportant component of unexpected
returns when nominal bonds are considered. Neuedhethe risk premium also accounts
for a considerable share of the total variancestifrns. In the case of index-linked bonds,
risk premium news becomes much more relevant aftation news only accounts for a
small share of returns volatility. Interestingliietreal interest rate news component is not
important for either type of bonds. With respectdfative returns, over 90% of variance in
relative returns is explained through revisiongxpectations about future inflation, while
news about future expected excess returns onlyspdagmall part (Barr and Pesaran,
1997).

The recent study by Cenedese and Mallucci (201&yigees some insight into the
variance of bond market returns for thirty one daes, including advanced and emerging
market economies. The results for the sample pezi@d4:1 — 2013:12 indicate that
revisions in future expected inflation are the magurce of variation in bond market
returns for both groups of countries and for alirtiies taken together. On the other hand,
other two news components of unexpected bond remnmnot found to be important.

The vast majority of empirical studies report thatisions in inflation expectations
determine bond returns to a great extent. Neversselseveral studies find the opposite
result. For the period 1975:1 — 2013:7, Nitschkal@® provides the evidence that the most
relevant determinant of the variability in US boreturns is news about future excess
returns. Similarly, Valckx (2004) demonstrates thrdtation news may not be the key
factor driving the volatility of bond returns inghJS during 1954:6 — 2000:12. At least
over the long horizon, news about expected futaterns appears to be a more important
factor.

2.3 Conventional monetary policy effects on market inteest rates

Generally, monetary policy tightening increasesrist rates at the short-end of the
yield curve as the supply of credit tightens. A¢ tbng-end, the overall effect is much less
clear. It depends on expectations about futuretgbon interest rates, according to the
expectations theory of the term structure, and lmenges in expected inflation and real
long-term rates (Rolley and Sellon, 1995; Estraltal Mishkin, 1997). In response to a
monetary policy shock, long-term interest rateddgity change to the same direction as
short-term rates, but to a smaller degree. Neviedbethe direction of a change and the
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degree of responsiveness of long-term rates madgr diepending on market expectations
about future monetary policy and the perceivediginsce of policy actions (Rolley and
Sellon, 1995). For instance, if policy actions seen as relatively permanent or as the first
in a series of future actions, the response of-teng rates may even be greater than the
response of short-term rates. Equivalently, if @okctions are expected to be fully offset
and reversed in the future, longer-term rates nadlyifi response to monetary policy

tightening.
231 Early evidence: money and market interest rates

Initial studies investigating the impact of US mtamg policy on market interest
rates typically use money supply growth, actual andxpected, as a measure of policy
instrument. According to Gibson (1970), the respaoisinterest rates to changes in money
supply can be explained through the effects ofididy, income, and inflationary (price)
expectations. The liquidity-preference relationship. the negative relationship between
the quantity of money demanded and interest ré&desis the basis for the liquidity effect.
An increase in money stock, which must be helddigenne, induces a shift towards other
assets and to a fall in yields on these assetseirsprices increas8. Thus, money growth
should lower interest rates. Alternatively, thelatibnary expectations effect implies
higher interest rates due to higher expected dagel following expansion in money
supply. Finally, if nominal income increases at gane time as money stock growth
accelerates, this leads to higher demand for mddegsequently, it puts upward pressure
on interest rates counteracting the negative ligueffect. According to the income effect,
the net impact of higher money supply on interag¢s may then be very small or even
zero if the liquidity effect is fully offset.

In order to test for these effects, Gibson (197063efs short- and long-term interest
rates as the functions of current and lagged vatfiesonetary aggregates. The findings
indicate a significant and negative initial effeftan increase in money stock on a short-
term interest rate. Nevertheless, it is offset iy positive income effect within several
months. Also, the initial liquidity effect is fourtd be insignificant in the case of long-term
interest rates, i.e. yields on government and catpdonds.

The early findings of the liquidity effect are cle@ged by subsequent studies.

Reichenstein (1987) provides a brief survey of ¢nepirical evidence with respect to

% Money demand is assumed to be constant. The yitddine until the new equilibrium is reached where
the new money supply is equal to money demand.
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money supply effects on short-term interest ratisargues that, at least since 1975, the
evidence is generally not supportive of the liquidéffect. On the one hand, this could
simply indicate that the inflationary expectati@ifect is stronger than the liquidity effect.
In addition, Reichenstein (1987) emphasises theyahticipation effect that implies the
tendency of market participants to expect correcsistions by the Fed in the near future in
response to higher than expected money stock grd@itice both effects tend to push up
interest rates, the liquidity effect, even if pneisen the short-term, is likely to be fully
offset relatively quickly. Given rather mixed evide of the impact of money supply
changes on interest rates, Reichenstein (1987)wmex that the Fed has little influence
over short-term interest rat&s.

With respect to long-term interest rates, earhpeical evidence using quantity-
based monetary policy measures is also rather m{@ddhtar, 1995). For instance,
Feldstein and Chamberlain (1978)d a significant and negative effect of monethase
growth on a long-term yield. Also, Cochrane (198&)ues in favour of the liquidity effect
and demonstrates that there is a significant agdtie correlation between money supply
growth and both the 3-month Treasury bill rate @@elyear bond yield. On the contrary,
Mishkin (1981) shows that unexpected changes ineayosupply generally have no

significant impact on bond returns.

2.3.2 Federal funds rate target and market interest rates

The empirical evidence is more consistent acrasdiest if the federal funds rate
target is used as a monetary policy instrument. HlRR was set as the monetary policy
target for the first time from 1972 through 197%efeafter, the Fed implemented the non-
borrowed and borrowed reserves operating procedwesthe periods 1979 — 1982 and
1982 — 1988, respectively. Since the late 198@sfatieral funds rate targeting has been in
operation and this procedure continues to be imgged today (Strongin, 1995; Walsh,
2003). Accordingly, it is a standard practice ia titerature to use the funds rate as a proxy
for monetary policy actions over this period. Twaperical approaches are predominantly
applied to estimate monetary policy effects ontdren structure of interest rates, which

also account for the endogeneity problem: everdissubased on higher-frequency data

61 Akhtar (1995) notes that when using narrow qugsiititsed variables to measure monetary policy shocks
it is typically found that expansionary policy leaih a decline in short-term interest rates. Orother hand,
broader monetary aggregates, such as M1 or M2, teeistiow that monetary expansion does not result in
lower short-term interest rates.
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and vector autoregression models typically usingelsfrequency dat¥ The evidence
with respect to both approaches is discussed isuhsequent paragraphs.

The prominent study of Cook and Hahn (1989) is fired one to examine the
response of market interest rates to changes ifetteal funds rate target. For the period
1974:9 — 1979:9, the regression analysis over #lys df changes in the target rate reveals
a positive and significant impact of funds rateg&rchanges on the term structure of
interest rates. In response to a 1-percentage-pargase in the target rate, the 3-month
and 1-year Treasury bill rates rise by 55 and Slsbpoints, respectively. Although the
effect becomes smaller towards the long-end oflyeelrve, the effect remains statistically
significant and the 5-, 10- and 20-year Treasupgldg increase by 21, 13 and 10 basis
points, respectively.

Nevertheless, subsequent event studies examinieagdample periods fail to find
strong evidence of a significant monetary policypauot on long-term rates. For the period
1987:10 — 1995:7, Rolley and Sellon (1995) show tbifowing a 1-percentage-point rise
in the FFR target the 1-year and 30-year Treasi@lgsincrease by 22 and 4 basis points,
respectively. Furthermore, the response of the-teng rate is statistically insignificant.
Kuttner (2001) revisits the findings by Cook andhHg1989) for the later sample period
spanning 1989:6 — 2000:2. The magnitude of interatd responses is smaller across
maturities than in the earlier period as in theyioal study. Furthermore, there is no
significant monetary policy effect on market intgreates with maturities beyond 5 years.

Rolley and Sellon (1995) note that markets tendntcipate policy actions in
advance and market rates move prior to actual @saimgthe funds rate target. As Kuttner
(2001) explains, monetary policy actions have bexonuch less of a surprise to market
participants in more recent period. To address #émscipation effect, he constructs a
measure of the unexpected component of a chantieeifunds rate target using data for
the federal funds rate futures. Subsequently, kuttR001) investigates the effects of both
expected and unexpected changes in the targebmatearket interest rates for the period
1989:6 — 2000:2. First of all, an expected ratengkais found to have no significant
impact. In contrast, the unexpected component hassdive and significant effect on all
interest rates under consideration. Secondly, éspanse tends to gradually decline with

the maturity. For instance, a 1-percentage-poiitiye shock to the funds rate target is

®2 The endogeneity issue may arise due to a monptidiyy response to developments in financial market
or a simultaneous reaction of both to other newgdBon and Sack, 2004). Alternatively, it may adsize if
policy actions reveal some private information ttieg Fed possesses about future economic develdépmen
(Romer and Romer, 2000).
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associated with an increase in the 3-month Tredsillryate and 30-year bond yield by 79
and 19 basis points, respectively.

Ever since Kuttner (2001), the focus in the literathas shifted towards the effects
of unexpected monetary policy actions. Poole, Rasmid Thornton (2002) argue that
monetary policy surprises as in Kuttner (2001) aona measurement error due to other
news that potentially cause movements in the fédarals futures market even outside
monetary policy events or headline news days. Toepunt for this potential bias in the
estimated interest rate response using the emevariables estimator. Nevertheless, the
results remain largely in line with the previousdence. Overall, an unexpected change in
the FFR target has a significant and positive ihpacinterest rates across the maturities
of three months to thirty years. Also, the magretuaf the effect declines as maturity
lengthens. The sub-sample analysis shows that Béeruary 1994, when changes in the
Fed’s communication practice took place, longemteyields become somewhat less
responsive to policy surprises. Possibly, this nisy the consequence of greater
transparency and better predictability of monetpojicy conduct (Poole, Rasche and
Thornton, 2002).

As Gurkaynak, Sack and Swanson (2005) demonsaaiagle factor, i.e. changes
in the current target rate, may not be enough teqaately capture monetary policy
surprises. They identify two factors, target anthpthat determine the effects of monetary
policy on the 2-, 5- and 10-year Treasury yieldsl890:1 — 2004:12. The target factor
represents unexpected changes in the FFR targes amehsured using tick-by-tick data on
the current-month federal funds futures contraig. réhe path factor is associated with the
expectations about future monetary policy overrbgt one year and is estimated using
Eurodollar futures rates. The results show that tdrget factor has a positive and
statistically significant effect on Treasury yieltgat declines in magnitude towards the
long-end of the term structure. Furthermore, vyielalso respond positively and
significantly to the path factor that appears t@len more important than the target factor
in the case of the 5- and 10-year rates.

With respect to the federal funds futures data tedidentification of monetary
policy shocks, Hamilton (2008) proposes the gersatbn of formulas suggested in the
literature. The approach takes into account théatiens of the effective federal funds rate
from its target and does not condition on the dafysarget changes. Despite this new
methodology, the results, obtained for the peri®88L10 — 2006:12, are consistent with
Kuttner (2001) and Pool, Rasche and Thornton (20D2¢ unexpected federal funds rate
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target change has a positive and significant efbecboth short- and longer-term interest
rates, with long-term yields being less responsive.

On the other hand, Thornton (2014) argues that mrapistudies using market-
based measures as proxies for monetary policy shdoknot account for th§oint-
response bias” In addition to monetary policy news, both markesed measures of
monetary policy surprises and interest rates dheeinced by other news. Thus, Thornton
(2014) develops the methodology that corrects lier ltias in the estimated interest rate
responses. The impact of the federal funds targiet on market interest rates is much
smaller and less significant than reported in earsitudies after the joint-response is
accounted fof?

In addition to event studies, several other methwale been applied in empirical
studies to estimate the monetary policy impact arket interest rates. For instance,
Rigobon and Sack (2004) achieve the identificatioh shocks through the
heteroscedasticity that is present in daily dathis Tnethodology mainly requires the
assumption that the variance of monetary policyckbas higher on the days of the FOMC
meetings and/or other relevant policy events. Hetheeshift in variance is enough to trace
down asset price response to policy shocks. Thaltseare largely consistent with the
evidence from event studies. For the sample peti@@4:1 — 2001:11, the yields on
Treasuries with 6-month, 1-, 2-, 5-, 10-, and 3@rymaturities increase significantly in
response to a contractionary policy shock. Alse, riksponse is found to be declining in
magnitude with the maturity.

Another strand of the literature utilises a struattVAR framework. For instance,
Edelberg and Marshall (199@&)vestigate the effects of monetary policy on gowneent
bond yields with 1-month to 15-year maturity in theriod 1947 - 1995. The estimated
impulse response functions show a significant aositipe effect of an exogenous increase
in the federal funds rate on short-term interegs.aln line with the event-study evidence,
the response of a yield declines considerably aecbines much less significant as
maturity increases above one year. Similarly, Evam$ Marshall (1998) estimate three
VAR models using alternative identification schenmerder to examine the effects of
exogenous monetary policy shocks on nominal inter@gs in 1965:1 — 1995:12. The
findings from all three models provide support tbe liquidity effect. A contractionary

monetary policy shock induces a significant, algifotemporary, increase across the short

% Furthermore, the estimated response of Treasues @ monetary policy surprises is negative in the
period since early 2000s and, for longer maturiiieis also statistically significant. One possileixplanation
for this finding is that monetary policy tighteningnds to raise real interest rates due to low#ation
expectations (Thornton, 2014).
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end of the term structure. On the other hand, Iotgyen rates, such as the yields on 3- and
10-year bonds, are almost unaffected by monetdrgypiightening.

As noted by Berument and Froyen (2009), strong naoypepolicy effects with
respect to long-term market interest rates arectyfyi found using a single-equation
approach, such as an event study. They provide citraparative study of two
methodologies to estimate monetary policy effect$omger-term interest rates. The VAR-
based results indicate a rather mild positive rteacbf the 1-year interest rate to an
increase in the federal funds rate. The correspgnéstimate for the 10-year rate is much
smaller. Also, the effects of monetary policy orthtboterest rates become even smaller
and insignificant in the period since the mid-1980% the contrary, the results from
single-equation estimations show a positive andiignt response of both interest rates
to an unexpected change in the federal funds taaget

On the other hand, several recent VAR-based stuaiefirm the strong effect of
monetary policy shocks on longer-term yields asythake alternative identification
approaches. For instance, Beckworth, Moon and T@@%2) estimate the structural VAR
model that is identified long-run monetary neutyafestrictions. For the period 1979:10 -
2007:12, the results imply that an expansionaryeteny policy shock, identified through
innovations in the monetary base, leads to siguitiy lower interest rates across all
maturities considered. Moreover, the magnitudénefresponse does not appear to decline
sharply with the maturity. In addition, Gertler addradi (2015) employ high-frequency
measures of monetary policy surprises in a lowdeegy VAR model. Their identification
method also takes into account the effects of éinedrd guidance of monetary policy. For
the period 1979:7 — 2012:6, the impulse responsdysis shows that a contractionary
monetary policy shock significantly increases naahirates on government bonds with 1-,
2-, 5-, and 10-year maturities, albeit longer-teates are affected to a smaller degree.

2.3.3 Monetary policy and bond returns

Alternatively, one could analyse the effects of etany policy on bond returns
instead of bond yields. The price of a bond is iegly related to its yield, thus, tighter
monetary policy stance is expected to decrease pooes and, in turn, bond returns. For
instance, Johnson et al. (2003) examine returrgogarnment and corporate bond indices
for the period 1973:1 — 1999:6. They distinguishween the restrictive and expansionary
monetary policy regimes and find that an averadermeon an index is greater during
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expansionary monetary policy periods as comparedntaverage return in restrictive
monetary conditions.

An alternative and attractive approach to analysedlreturns reaction to monetary
policy is based on the returns variance decomposdeveloped by Campbell and Ammer
(1993). This framework is taken one step furtheBbgdin, Hyde and O’Reilly (2010). In
the spirit of Bernanke and Kuttner (2005), they reixee the response of unexpected
government bond returns and three components winseto monetary policy surprises in
the US, UK and Germarfy. For the period 1994:2 — 2004:12, they find no iigant
impact of US monetary policy on the 10-year Trepdond returns. Similarly, monetary
policy shock has no significant effect on news dhoflation, real interest rate or future
excess bond returns. Also, there is no evidenabekpillover effect since foreign bond
returns do not appear to respond to the Fed'sretivith respect to Germany, a positive
effect on current excess bond returns of surpr@eaestic monetary policy tightening is
explained by significant downward revisions in espéions regarding future inflation
(Bredin, Hyde, and Reilly, 2010). For the UK, theyd a significant and negative impact
of a contractionary domestic monetary policy shack domestic bond returns that is
mainly due to upward revisions in inflation expdéictas. This contrasting effect of
monetary policy tightening on inflation expectasom the UK and Germany may be
explained by the degree of credibility of the cahbvank in each country. With respect to
international spillovers, the evidence also imptlest monetary policy in the UK has some
significant impact on the German bond mafRet.

2.4 Unconventional monetary policy effects on market iterest rates

2.4.1 The Fed’s response to the crisis: a short overview

Several major events caused havoc in global fimhmearkets in September 2008.
This had severe consequences on the functioningnahcial markets and liquidity

conditions, and triggered a prompt response bycpoiakers at the Fed and other central

% Bernanke and Kuttner (2005) extend the VAR-basethodology of returns variance decomposition by
adding a market-based measure of monetary poliogkshs an exogenous variable in the estimated VAR
model. This allows estimating the impact of mongtawlicy shocks on unexpected excess stock retmds
three news components of these returns. Howewey,db not consider the bond market.

® Another related study of US monetary policy effeah bond returns and their respective components i
provided by Valckx (2004). Nevertheless, monetaslicy is not the main focus of the study; therefdre
discussion is not well-developed. For the perio84t6 — 2000:12, an unexpected increase in the wirco
rate significantly lowers current unexpected exdsmsd returns. This effect is mainly accounted dgra
positive and significant impact on expected futinféation and future excess returns. On the otteardh an
increase in real money supply appears to loweeatgxcess returns.
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banks. Between September and November, the Fediacea various changes to existing
liquidity facilities and introduced new facilitigs alleviate liquidity strain&® In addition,
central banks in the US, Canada, the UK, SwitzdrlaBweden and the euro area
simultaneously cut their policy rates by 50 basisits on 8 October.

Nevertheless, the enhanced liquidity provision emghplementary monetary policy
actions were not sufficient given weak economidamit at that time. Consequently, the
first round of quantitative easing (QE1) was anromahon 25 November 2008. In order to
revive the housing market, the Fed committed taclpase up to $100 billion worth of
direct obligations of the housing-related governtrsgonsored enterprises (GSEs) and up
to $500 billion of mortgage-backed securities backy Fannie Mae, Freddie Mac and
Ginnie Mae. This is also known as the first roufthoge-scale asset purchases (LSAPs).
In addition to setting the federal funds targeeraithin the range of 0 - 0.25% on 16
December, the Fed also introduced the explicit &wdaguidance about a future path of its
policy rate. It was announced that the FOMC angitdd “exceptionally low levels of the
federal funds rate for some time” due to weak eognoconditions. The language was
later updated on 18 March 2009 to indicate thaeptionally low funds rate target is to
prevail for “an extended period”. At the same tin@E1l was extended by announcing
further purchases of the MBS and agency debt w8®B0 billion and $100 billion,
respectively. In addition, the Fed introduced pasds of $300 billion of longer-term
Treasury securitie®

By the summer of 2010, the economic recovery fatterigain, potentially due to
intensifying sovereign debt problems in the eumaain response to high unemployment
and low inflation, the new round of quantitativesieg (QE2) was announced on 3
November 2010. It included an additional $600brchases of longer-term US Treasuries
spread out until the end of the second quarterGhl2 Moreover, the Fed’s forward
guidance about the policy rate path was updateith agghe FOMC statement on 9 August
2011: the federal funds rate target was to remiaiovalevels “at least through mid-2013”.
In order to put further downward pressure on lorigem interest rates, the Maturity
Extension Program (MEP) was announced on 21 Segte@il. It involved swapping
$400 billion worth of Treasuries with the remainimgturity of three years or less for the

Treasuries with the remaining maturity of six totthyears.

% Federal Reserve Bank of St Louis provides the ltivaeof the crisis-related events and policy action
https://www.stlouisfed.org/financial-crisis/fullrieline#2008

®7|n this chapter terms LSAP and quantitative eaéig) are used interchangeably.

% The first round of LSAPs was completed by the efiflarch 2010.
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Finally, the third round of quantitative easing @Ewas announced on 13
September 2012 amid increasing concerns abouttetbwamemployment rate and weak
labour market conditions. It was then decided txipase $40bn of MBS every month and
the language regarding the funds rate target wdsatag to signal an exceptionally low
level of the target rate “at least through mid-2018Gn 12 December 2012, QE3 was
expanded to add monthly purchases of longer-termTté#asuries worth $45 billion. In
addition, the date-based forward guidance was ceglay the forward guidance subject to
economic thresholds. The Fed announced that arpeenally low interest rate would
prevail as long as the unemployment rate remaitheden6.5%, inflation projections for
between one to two years ahead did not exceed arig#dong-run inflation expectations
remained well anchored. Overall, these policieseweplemented to “maintain downward
pressure on longer-term interest rates, supportgage markets, and help to make broader
financial conditions more accommodativé”.

Eventually, as the economic and financial condgi@ontinuously improved, the
monthly purchases were gradually reduced and ealiyterminated in October 2014. As
the result of asset purchases financed by cenamt Imoney, the total assets of the Fed
expanded from $869 billion in August 2007 to ne&#5 trillion. The end of QE3 was
followed by the increase in the federal funds targte in December 2015, the first upward

change in almost a decade, indicating the beginoiimgonetary policy normalisation.

2.4.2 QE transmission channels

The literature distinguishes two main transmisstbiannels through which asset
purchases by a central bank can potentially redaoger-term yields on government
bonds: theportfolio balancechannel andsignalling channel® In order to get a better
understanding how each channel works, it is usefulecompose a long-term nominal
government bond yield into the average level ofeexed future short-term risk-free

interest rates over the life of a bond and the feremium component (Neely, 2018)The

% See the FOMC minutes and the statement in DecePHer:
http://www.federalreserve.gov/monetarypolicy/formecalars.htm#11655

0 Several other channels are also discussed iritéature. For instance, the liquidity or marketdtioning
channel implies that a central bank is able to roddiquidity and improve market trading conditidmg
creating additional demand for long-term assetsraddcing the liquidity premium (Gagnon et al., 21
Krishnamurthy and Vissing-Jorgensen (2011) diseusariety of other channels, such as the prepaynsnt
and the default risk channels. Nevertheless, imgesf the QE impact on government bond yields,niost
important channels are likely to be the portfoladdmce and signalling channels.

n Mathematically it can be expressed as follows;, = Y*¢1n + TPy, Wherey, ., is the yield on am-year
bond at time ty*; . is the average expected short-term interest re¢e o years andTP,, is the term
premium on am-year bond at time t.
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first component reflects expected returns earnednwiolling over short-term risk-free
investmentswhilst the second component represents a required adaligspected return
for holding the risks related to long-term assiets the risk premiunf?

The portfolio balance channel implies that cenbrahk purchases of longer-term
assets compresses excess returns required onagsete and on their close substitutes, i.e.
asset purchases reduce the risk (term) premium coemp (Gagnon et al., 2011). The
portfolio-balance effect rests upon the preferratifat literature that assumes imperfect
substitutability between assets across maturitied asset classes, i.e. the market
segmentation assumptio@ylbertson, 1957, Modigliani and Sutch, 1966). Under this
assumption, a yield on a specific maturity is deiaed by demand and supply shocks
associated with that maturitiylore recently, Vayanos and Vila (2009) have devetbihe
preferred-habitat model of the term structure dénest rates that includes risk-averse
arbitrageurs. The model is useful to analyse thergial effects of quantitative easing on
bond yields.

It follows that, contrary to standard term struetumodels, prices and yields of
long-term assets depend on changes in the supphesé assets that is publicly available.
There are two mechanisms relevant to the portfbldance channel (D’Amico et al.,
2012). The first one is the so-callddration riskchannel. As a result of central bank long-
term asset purchases, the overall supply of sexsntith long duration available to the
private market is reduced. Consequently, the aeemagrket duration risk, which is
associated with future developments in interesestatalls. This leads to lower risk
premiums and, in turn, lower yields across the tetmcture. The second mechanism
works through thdocal supplyor scarcity channel(D’Amico et al., 2012; D’ Amico and
King, 2013). Asset purchases by a central bank nspleeific assets, such as long-term
Treasuries, scarcer. Due to the mismatch betweemdimand for and the new (reduced)
supply of these assets, upward pressure on thHeegspwill compress yields through lower
risk premiums demanded by investors.

It is important to note that the portfolio-balandeannel does not only work with
respect to the assets being purchased but withecedp other assets that are close
substitutes for the assets bought. For instanoejged that central bank money and other
assets are not perfect substitutes, the selldmngér-term assets may want to invest their
increased cash holdings to other, possibly motg/,ressets that earn positive yields. This

way, asset prices and aggregate wealth would iser@aagnon et al., 2011).

"2 While the term premium is the largest componerthefrisk premium on government bonds, the cratit a
liquidity premiums may be a part of the risk premiwn other long-term assets, such as MBS or agency
debt.
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On the contrarythe signalling channel works through changes in ékpected
future short-term interest rates induced by moweparicy actions, such as the forward
guidance and asset purchases. The mechanism id bpee the standard expectations
hypothesis of the term structure of interest ré¥amico, et al., 2012; Bauer and Neely,
2014). For instance, QE announcements typicallypadignore accommodative policy
stance than otherwise. Thus, it implies a lowenripolicy rate, i.e. lower expected short-
term rates, perhaps due to weaker economic conditidoreover, unconventional policy
may also imply that a central bank is willing tonjgorarily change its reaction function or
deviate from a normal policy path in order to kelee policy rate unusually low (Bauer
and Neely, 2014). Consequently, lower expectedtdban interest rates for a longer

period lead to a decline in longer-term yields.
2.4.3 Empirical evidence: QE and Treasury yields

The implementation of quantitative easing aroureldglobe has sparked a boom of
empirical studies evaluating short-term and lontgem effects of such unconventional
monetary policies. The literature is largely foaisen the QE effects with respect to
longer-term Treasury bonds and other long-termrésterates (Gagnon et al., 2011;
Christensen and Rudebusch, 2012; Hamilton and \W12;2Thornton, 2012; D’Amico and
King, 2013). On the other hand, a number of studies look into the effects on other
asset prices, such as stocks and exchange rateggh{\\2012; Rogers, Scotti and Wright,
2014), and macroeconomic variables (Chung et @ll22Baumeister and Benati, 2013;
Gambacorta et al., 2014). Others examine the iatiemal effects of unconventional
monetary policy (Chen et al., 2015; Neely, 2015)other strand of the literature sheds
some light on the forward guidance effects at th& ZCampbell et al., 2012; Moessner,
2013; Raskin, 2013). Nevertheless, it is inherewlil§icult to accurately measure the
unexpected component of quantitative easing pdfidhus, the majority of the empirical
studies analysing the response of bond yields setgsurchases rely on the event-study
approach. As discussed in Bauer and Neely (20145,dlso not an easy task to separate
the effects of the forward guidance from the eHeuft asset purchase announcements as

the policy statements tend to contain both typesesfis’ This section provides a brief

3 Martin and Milas (2012) provides a brief summafystudies evaluating the effects of the quantiativ

easing programmes in the US and UK. They also dis@conometric methods typically used and outline
some of their weaknesses. With respect to the estadly approach, see also Thornton (2014b).

™ Some argue that lower bond yields may as well>igaged by a global downward trend in long-term
interest rates (Belke, Gros and Osowski, 2016).
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review of the existing empirical evidence with respto the impact of US quantitative
easing on longer-term government bond yields iniB8eand abroad.

In order to estimate the effects of unconventiomalnetary policy on various
nominal longer-term yields, Wright (2012) applies methodology developed by Rigobon
and Sack (2004). The period of investigation inekidhe selected FOMC meetings and
speeches during 2008:11 — 2011:9. The structurd Wodel, containing daily financial
data, is identified by assuming the heteroscedpsti¢ monetary policy shocks, i.e. the
variance of monetary policy shocks on the daysoditp meetings and certain speeches is
particularly high as compared to the remaining ¢dayisile other structural shocks are
assumed not to exhibit such heteroscedasticity.mietary policy shock is normalised to
lower the 10-year Treasury yield by 25 basis pamimediately. The impulse responses of
the 10-year Treasury, AAA and BAA corporate bonelds show that the long-term rates
decline and this reaction is also statisticallyngigant. Nevertheless, it is significant for
only a short period of time as the impact diesrelatively quickly. Meanwhile, the 2-year
yield decreases moderately and the decline istatistcally significant. Similar findings
are obtained using a high-frequency event study tve same set of monetary policy
events. The results show that a one-standard-amviatonetary policy shock reduces the
10- and 2-year Treasury yields by around 12 arzh€s points, respectively (Wright,
2012). These effects on yields are highly stafdificsignificant. Furthermore, the event-
study analysis provides the evidence of the intenal effects of US unconventional
monetary policies, i.e. yields on long-term goveeminbonds in Canada, the UK and
Germany also decline and this decline is statibyisagnificant.

The international effects of the Fed’s quantitatieasing have been also
documented by several other studies. FratzscheDuaa, and Straub (2013) investigate
the impact of QE and the liquidity facilities orsas prices and capital flows in the US and
65 foreign countries. Using a daily panel regrassiramework, they distinguish between
the QE-related announcements and actual Fed’sverigon, i.e. liquidity provision and
the purchases of longer-term Treasury bonds, ageleby and MBS. The model is
estimated over the period 2007:1 — 2010:12. Widgpeet to announcements, the first
round of asset purchases resulted in a signifieuction in the 10-year government bond
yields domestically and globally. On the contrapE2 had a much smaller, albeit still
significant, impact on the 1fear Treasury yield; however, it did not have any impact on
international bond yields. In addition, liquiditperations also were successful in reducing
the 10-year Treasury yield and, to some smalleergxtyields in advanced economies.

While MBS purchases had no significant effect, gbhechases of Treasury securities raised
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slightly the US vyield. Fratzscher, Lo Duca, anda8lr (2013) suggest that these findings
are in line with the portfolio balance channel. ¥r&how that QE1 triggered capital
inflows into US bonds and equities and contribuieautflows out of emerging market
economies. In contrast, QE2 caused capital to 8atwof the US bond and equity markets
into foreign equity markets, in addition to a gext@utflow from bonds into stocks within
countries’’

Using the event-study approach, Neely (2015) deimates that the
announcements related to the Fed’s unconventiorahetary policies in 2008-2009
significantly compressed nominal yields on longvtegovernment bonds not only in the
US but also in Australia, Canada, Germany, Japantta® UK. In the second part of the
analysis, a simple portfolio balance model of boetdirns is used to provide some insight
as to whether the decline in yields can be expthithgough lower expected return on
bonds, i.e. the term premium component. The estichatodel predicts that central bank
asset purchases should reduce expected excessrdtonas. As the actual data is also
consistent with these predictions, the portfolidabhae channel is likely to explain the
decline in yields associated with US unconventionahetary policy (Neely, 2015).

The event study by Gagnon et al. (2011) is focumedhe effects of the selected
QE-related announcements between November 2008Viamdh 2010 on the Treasury
yields and the term premium, among other long-ten@rest rates. The cumulative yield
changes around the baseline set of events showhba- and 10-year Treasury yields
declined substantially and the response of the-terg yield was much stronger. The
response of the 10-year term premium, which isvedd using the model of Kim and
Wright (2005), is similar in magnitude to the oukdecline in the long-term yield. This
implies that the impact on the long-term yieldasgely explained by the reduction in the
term premium component, providing support for toetfplio balance channel (Gagnon et
al., 2011). In addition, the pre-LSAP time seriealgsis of the historical developments in
the term premium on the 10-year Treasury bond oviged. The term premium is
modelled as a function of business cycle factdus, et public sector supply of debt
securities with long maturities, and factors redate uncertainty surrounding economic
fundamentals over the period 1985:1 — 2008:6. Thémated coefficients across
alternative specifications suggest that $1.72Bamilassets purchased by the Fed in 2008 —
2010 could have reduced the 10-year term premiumaligut 38 to 82 basis points
(Gagnon et al., 2011).

’® The analysis of stock returns indicates that timancements related to QE1 and QE2 led to sigmifiy
higher US stock prices. In addition, QE2 increastedk prices in foreign markets.
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Several studies take the advantage of the sedawig)- data and analyse the
portfolio balance channel in more detall, i.e. tlkstinguish between the local supply and
duration effects. For instance, D'Amico et al. (2P4nalyse the impact of the Treasury
bond purchases associated with QE1 and QE2 progeanon medium- to long-term
nominal Treasury yields. In order to measure theces on the nominal term premium and
its components, i.e. the real term premium andiith risk premium, nominal yields are
decomposed using several term structure models. régpession analysis of Treasury
yields in the pre-LSAP period shows that their ¢arded measures of the aggregate
duration and local supply of Treasuries are bothartant explanatory variables carrying
positive and significant coefficients. From thentepremium regressions it can be noted
that themajor part of the local supply and duration effemtsnominal yields is transmitted
via the term premium (nominal or real) componenas®&l on their preferred model
specification, D’Amico et al. (2012) suggest thaedsury purchases reduced longer-term
yields through both the duration and the local $gppannels, in addition to any potential
signalling channel effect.

D'Amico and King (2013) test for the local supplifeet, i.e. the response of
Treasury yields with a given maturity to changesthe supply of securities with that
maturity, across the yield curve with respect te ffreasury purchases during QEL.
Furthermore, the regression analysis of returns Toeasury securities also allows
partitioning the local supply effect into the “skd@nd “flow” effects’® The findings show
that yields on specific securities declined follogiithe purchases of these securities and
the securities of similar maturity, supporting tleeal supply channel. Based on the
estimations, D’Amico and King (2013) construct theunterfactual yield curves by
deducting the impact of the stock effect from tleeual Treasury prices as of the end of
QEL1. On average, Treasury yields declined by ar@thdasis points over the course of
the programme. The flow effect resulted in a furtdecline in the yields of purchased
securities of around 3.5 basis points on the ddythese purchases. Overall, this study
provides support for the preferred-habitat thearyekplaining the LSAPs effects on
longer-term interest rates.

The study by Cahill et al. (2013), also using tkeusity-level data, examines the
relative importance of the duration and local sypgilannels in explaining the decline in
long-term yields. They estimate the cross-sectemgrassions of changes in yields for each

of the selected announcements related to QE1, QH2VEEP programmes and a pooled

"® The stock effect refers to the aggregate effecti@asury yields of all relevant asset purchaseatipas
between 17 March 2009 and 30 October 2009, whéefltw effect reflects immediate changes in yiedtls
the time of purchases.
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data regression for all announcements togethererAfillly accounting for the pre-
announcement market expectations, the resultsatelihat the duration and local supply
channels explain almost the entire variation irastey yields. Furthermore, both channels
appear to be equally important with respect todyalanges.

With respect to the portfolio balance channel, Istagp, Reynard and Sutter
(2012) argue that there may have been the liquafilgct at work, in addition to the local
supply effect. This implies that changes in cenbahk liabilities, induced by the asset
purchases that have been financed with central Ipaokey, have an impact on bond
yields!” Within a single framework, they analyse both tbeal supply and liquidity
effects. The regressions of the 10- and 5-yearstgayields are estimated with weekly
data over the period 1990:2 — 2011:1. The estimatesults show that changes in the
supply of Treasuries available to the public anaingfes in bank reserves both contribute to
a decline in yields. Overall, the liquidity effeotay have reduced longer-term interest rates
by around 46 - 85 basis points between January 200@P January 2011 (Krogstrup,
Reynard and Sutter, 2012).

On the other hand, as noted by Thornton (2012, thieoretical basis for the
portfolio balance channel, typically emphasisedhia literature, is somewhat weak and
requires a strong assumption about investors’ pFetes. In the empirical analysis, he
closely follows Gagnon et al. (2011) and examinlks portfolio balance effect of
quantitative easing for the US. In addition to treginal variables, the slope of term
structure is considered as an alternative dependanable and a larger number of
measures of government debt supply is used inageessions. Thornton (2012) argues
that the results based on the specification asagn@n et al. (2011) are driven by common
trends in the term premium and the public debt Bupffter including the trend in
regressions, there is no evidence for the portfoéitance channel, i.e. the supply of debt
securities held by public is not important in thel¢ or term premium equations. Thus,
possibly, the signalling channel has been undexdiatthe literature (Thornton, 2012).

In line with Thornton (2012), other studies alsanpaut a potentially relevant
contribution of the signalling effect of quantitadi easing. For instance, Krishnamurthy
and Vissing-Jorgensen (2011) argue in favour ofsigaalling channel, in addition to the

" This type of the liquidity channel is distinct frothe market functioning channel discussed by Gagto
al. (2011). According to the liquidity channel, karare left with more reserves following asset pases by
a central bank and trade their excess reservestlier (positive yielding) assets. In turn, the gsiof those
assets increase and yields decrease. This chdmarefdre also relies upon the imperfect substitlitylmf
assets, making it somewhat similar to the portfbli¢ance channel.
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“safety” channel® They examine the responses of Treasury bond aret tinger-term
yields to the selected announcements associated @&l and QE2 programmes.
Regarding the first round of asset purchases, teng-yields decreased across the term
structure with the response being stronger at dmgdr-end of the yield curve. The
cumulative effects over the five selected events faund to be negative and typically
significant. To gain some insight about the trarssmoin channels, Krishnamurthy and
Vissing-Jorgensen (2011) take a model-free approsctording to changes in the yields
on federal funds rate futures around the eventsgdéte signalling channel is found to be
very important in explaining the decline in Treasyrelds. Furthermore, they separately
evaluate the inflation channel using market-basedsures of inflation expectatioffsThe
QE announcements appear to be associated withcegase in inflation expectations and
reduced inflation uncertainty. With respect to Qi effects on yields appear to be much
smaller. Nevertheless, the evidence is still suppyp®of the signalling, safety and inflation
channels.

Within the event-study framework, Christensen andébusch (2012) evaluate the
contribution of the portfolio balance and signajlichannels to the decline in government
bond vyields following quantitative easing policiesthe UK and US. For the US, eight
announcements between November 2008 and Novembér &@ selected. The total net
reduction in the yields on 5- and 10-year Treasooyds is 97 and 89 basis points,
respectively. On the other hand, the 1- and 2-yedals declined by much less. Using four
different dynamic term structure models, the respoof yields is then decomposed into
three components, i.e. changes in future expecdtedt-term interest rates, the term
premium and the residual term. Based on the pexfarrodel, the decomposition of the 10-
year yield response reveals that more than a halffeocumulative decline in the Treasury
yield is accounted for by the decline in the expdduture interest rate component and
only about a third of the yield change is due ®rduced term premium (Christensen and
Rudebusch, 2012). Thus, the signalling channel ap® be relatively strong in the US.
On the other hand, the results for the UK show thatcumulative decline in the 10-year
gilt yield over the QE announcements between Fepr2@09 and October 2011 is largely
explained by the decline in the term premium congmbnindicative of the strong portfolio
balance effect (Christensen and Rudebusch, 2012).

8 The safety channel refers to a part of the bropaeifolio balance channel. It can be thought ottes
portfolio balance channel for safe long-term asgtsshnamurthy and Vissing-Jorgensen, 2011). A® al
discussed in D’Amico et al. (2012), the safety ateris subsumed within the scarcity (local supglyannel.
" Nevertheless, D’Amico et al. (2012) note that iméation channel should not be considered in itmo
right since the response of inflation expectatisnsotentially the result of other channels.
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Bauer and Rudebusch (2014) also consider bothneffmand evaluate the relative
contribution of each with the focus on QE1 sinaghfer rounds of quantitative easing were
largely anticipated by market participants. Speaify, the same eight announcements are
considered as in the baseline analysis of Gagnah €011). Initially, they take a model-
free approach and explain changes in Treasury sjialdund the announcement dates
based on the money market futures rates and Idegerovernight index swap rates. Both
types of data indicate the signalling channel sithgeannouncements are associated with
lower expectations about future short-term rateshé second part of the analysis, changes
in the yields on 5- and 10-year Treasury bondslamemposed into changes in short-term
interest rate expectations, i.e. the expected poate, and changes in the term premium
using a variety of term structure models. As disedsby Bauer and Rudebusch (2014),
standard dynamic structure models suffer from sgvaatistical problems. In this study,
they address two key issues, i.e. the small-sanyds and statistical uncertainty.
Consequently, the results imply that the role ef$ilgnalling channel is much greater than
is typically reported in other studies. The actoahtribution of the signalling channel in
explaining yield changes is likely to be around 40%0%, as opposed to approximately
22% based on the estimates in Gagnon et al. (20hig.is consistent with the view that,
through the announcement and implementation ofdotgym asset purchases, the Fed has
signalled to the market that it would conduct exgd@mary monetary policy for longer than
previously expected (Bauer and Rudebusch, 2014).

Bauer and Neely (2014) extend the analysis of Ushtiiative easing transmission
to international bond markets. With respect tatalke rounds of quantitative easing, they
evaluate the contribution of the signalling andtfmdio balance channels to the observed
reduction in domestic and foreign government baettly. The results from an event study
show that QE1 announcements are associated witlfisegnt declines in the 2- and 10-
year government bond yields across the countrids tve largest effects felt in the US and
Canada. In contrast, the announcements relatecE® @pd QE3 had much smaller and
typically insignificant impact on the US and intational yields. The model-free analysis
of OIS rates implies that QE-related announcemesdsced long-term yields to a large
extent through decreases in future expected poditgs. Using a variety of dynamic term
structure models, the changes in the 10-years gyieldl the announcement days are
decomposed into changes in short-term rate expatsadnd the term premium for each
country. With respect to all rounds of asset pusebathe signalling channel explains
between 45% and 90% of the total decline in the/d#x Treasury yield. Similarly, very

strong signalling effects are found for the 10-ygavernment yield in Canada. In the case
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of Australia and Germany, the contribution of expgons about a short-term rate to the
decline in long-term yields is smaller but stijsificant, while it is negligible for Japan.

Wu (2014) further strengthens the argument in fawduhe signalling channel. The
nominal 10-year Treasury yield is decomposed uiagnodel by Kim and Wright (2005)
and a time series regression is estimated for eantponent of the long-term yield over
the period 1992:1 — 2013:9. The explanatory vaesbinclude macroeconomic and
financial variables as well as the constructed-tiea measure of LSAP-related policy,
which denotes market expectations about the sideparsistence of asset purchases. The
results show that unconventional monetary policgelsiced significantly the term premium
on the 10-Treasury yield as well as lowered theeetgul path of future short-term interest
rates. The portfolio balance and signalling chambeth appear to be active. Also, there is
the evidence of spillover effects between the twannels. The Fed’s forward guidance
contributes to lower term premium as it leads te tjradual extension of market
expectations about holding period of purchasedtas®n the other hand, the LSAPs help
reduce the expectations component of yields, peigntue to the increased credibility of
the forward guidance (Wu, 2014). In line with theepous studies, the findings also
indicate that the final round of quantitative egsimas the least effective in reducing
longer-term yields.

In general, it is found that quantitative easindigyoimplemented by the Fed
significantly lowered longer-term yields on govermh bonds in the US as well as bond
yields in foreign countries. Nevertheless, the iotpe the second and third rounds of the
LSAPs appears to be much smaller and less persisterally, the literature has not yet
reached the consensus on which channel, the portialance or signalling, explain the
movements in Treasury yields in response to unadioveal monetary policy shocks. It is
also likely that both channels are at work and rbayequally important in explaining
changes in longer-term interest rates induced kg ¢bntral bank’'s asset purchase
programmes.

Several points should be noted. Firstly, the litema that applies the VAR-based
returns variance decomposition methodology to eranmonetary policy effects on the
bond market is rather scant. Secondly, the exisindies are focused on long-term bonds.
Thirdly, the sample period examined in these stitlipically starts in the 1970s and ends
prior to the global financial crisis. Thus, the iagp of the crisis itself and the effects of
unconventional monetary policy tools are not comsd within this framework. Finally,
there is still a debate about which channels afisttassion explain quantitative easing
effects on bond yields. To this respect, the metlogy applied in Bredin, Hyde and
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O’Reilly (2010) allows tracing down the componehttis driving the response of bond
returns to conventional monetary policy shocks.réfuee, it may be useful to gain some
insight to the channels of quantitative easingatfen bond returns using this approach.
The analysis here attempts to fill this gap. Usangimilar approach to Bredin, Hyde and
O'Reilly (2010), it firstly provides the varianceecbmposition of unexpected excess
returns on medium- and long-term US government doiecondly, it investigates the
impact of US conventional and unconventional maryepalicy on bond returns and their

components.
2.5 Methodology

2.5.1 Excess bond returns decomposition

Using the framework of Campbell and Ammer (1993rrent period unexpected
excess bond returns are decomposed into the surasisions in expectations about future
one-period excess bond returr) {nflation ¢z) and real interest rates)(

n-1 n-1 1
)N(n,t+1 = (Et+1_ E) _Z Xﬂ—j,t+1+j _Zn[-+1+j _Z r+1+j = _XH 1 ~)grt,+ 1 ~)§‘t+l (21)
=1 =1 i=1

where X, ., = X, 1~ E[ qu] represents the unexpected one-period log retura on

period zero-coupon bond in excess of continuousisngounded one-period nominal

interest rate (the bond becomes— 1)-period bond at + 1), X denotes revisions in

X, t+1

expectations regarding future excess bond retuisis gremium new&’, x represents

er,t+1

revisions in expectations about future inflatiorflation new$ and X, denotes revisions

in expectations regarding future real interestsr&esal interest rate newWs*

The decomposition implies that positive unexpeardess bond returns must be
associated with decreases in expected future exetsss during the life of the bond,
decreases in expected future inflation rates, @sesein expected future real interest rates,
or the combination of the three. Equation (2.13 dynamic accounting identity that arises

8 |n line with the related literature, news aboutfe excess bond returns and risk (term) premiuwsrare
used in the text interchangibly (see Campbell amdmfr, 1993; Barr and Pesaran, 1997; Engsted and
Tanggaard, 2007).

81 E, represents expectations formed at the end of greree Appendix A for the derivation of this ideptit
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from the definition of bond returns and imposesiinal consistency on expectatidfst is
not a behavioural model containing economic theangl asset pricing assumptions.
Nevertheless, both the Fisher hypothesis and theatations theory of the term structure
have important implications for the decompositidrexcess bond returns. Specifically, the
former hypothesis implies thak antereal interest rates are constant and thereforeetie
interest rate news term is zero. The latter hymishassumes time-invariant expected
excess bond returns which are consistent with i$le premium news term being zero.
Therefore, in the extreme, if both hypotheses hioittion news will be the only source
of the variation in bond returns in excess of asteym risk-free raté®

From Equation (2.1) it follows that the total vawt@ of unexpected excess returns
can be decomposed into the sum of the three vari@mms plus the respective covariance

terms between the components:

Var (%) = Var( 5% .) + Var( % )+ Va( %) +2 Cof g 1)

(2.2)
+2COV( Xote1r X ,t+1) +2 CO\( Ko ~%»”1)

In order to evaluate the relative importance of sieatbout future excess bond
returns, inflation and real interest rates, eachamnae and covariance term in Equation

(2.2) is normalised by the total variability of returns.
2.5.2 Vector autoregressive model and news

The implementation of the variance decompositiarefacess bond returns requires
empirical proxies for directly unobservable revigoin expectations regarding future
excess returns, inflation and real interest rat€ampbell and Ammer's (1993)
methodology links these multi-period expectatiomshte stationary dynamics of a vector
autoregressive model. Specifically, a first-ordsgduced-form VAR is employed, involving

the variables of interest along with other indicatthat may be useful in forecasting them,

8 Unlike in the case of stocks, the dynamic accawntilentity for zero-coupon bonds holds exactiheat
than approximation.

8 Existing evidence regarding the empirical validifithe expectations hypothesis and the Fisher thgsis
can be described as mixed with the role of the sbfesting procedures being crucial. Sarno, Toarand
Valente (2007) use a more powerful test with eittmaicroeconomic factors or more than two bond yields
and overturn evidence from conventional tests ywahg that the expectations hypothesis can be tegjec
throughout the maturity spectrum. Christopoulos bedn-Ledesma (2007) attribute the lack of wideagdre
empirical evidence for the Fisher hypothesis imtagration-based studies to non-linearities inltmg-run
relationship between nominal interest rates andtiof.
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to obtain empirical proxies for the news componentEquation (2.1} The forecast
errors and the estimated parameters from the VARemare used to construct the time
series of revisions in expectations for the vagabdf interest. The calculation of these
empirical proxies does not depend on the orderfrijestate variables since it is based on
the reduced-form residuals.

With respect to the standard errors for the terfribevariance decomposition, this
chapter follows the approach in Campbell and Am(683)%° The VAR coefficients and
the elements of the variance-covariance matrixesfduals are jointly estimated by the
generalised method of moments. The coefficienimeds are identical to the standard
OLS estimates. However, this method delivers therbecedasticity-consistent variance-
covariance matrix\() for the full set of the VAR parameterg.(The terms of the variance
decomposition in Equation (2.2) are nonlinear fiomg of the estimated VAR parameters,
l.e. f(y). Then, the standard errors for these varianaegeran be obtained utilising the

delta method and computed @g,(y) v f,(y) >

The starting point is the definition of a state teecontaining stationary variables
that help to measure and forecast excess bondhseinflation and real interest rates:

Ziy = AL+ W, (2.3)

whereZ; is the state vector of endogenous variables ieclud the modelA denotes the
matrix of VAR parameters, andi.; is the vector of forecast residuals. The stateovec
includes the first difference of the nominal sherm risk-free rate Ay.), the spread
between long-term and short-term yields,), the real interest rate.], the relative bill
rate (b ), i.e. the difference between the nominal shartaterest rate and its 12-month

backwards moving averageé.

8 The VAR(1) assumption is not restrictive. The rsimess analysis shows that the findings obtaingdyus
the VAR(1) model are robust to the use of higheileoVARs.

% This approach is also employed by Barr and Pega@9v) and Bernanke and Kuttner (2005).

% This chapter uses the RATS code for the replioatioCampbell and Ammer (1993) kindly made avagabl
by Tom Doan at RATS online forum. With respect lte matrix of partial derivatives, it is derived ngi
numerical derivatives.

8 Three separate VAR models are estimated for tmagerities as a “long-term” bond in the term spreg
5- and 10-year zero coupon bonds. This is relaiea parsimonious 3-factor yield curve model by Nels
and Siegel (1987). A flexible, smooth parametrinclion provides an approximation of the zero-coupon
yield curve describing the relationship among shonedium, and long-term yields. The three factorthe
model, i.e. the long-, short- and medium-term congmas of the yield curve, capture well the shagabe
term structure typically observed in data over t{idelson and Siegel, 1987; Moench, 2012). Dieboid lai
(2006) interprets these factors as dynamic laergl] slope and curvature factors. The loadinghenlong-
term factor is a constant and is the same at allmt@s. Thus, an increase in this factor affetityields
equally, consequently changing the level of thédy@irve. The short-term factor is also known asgtope
factor. Its loading decays to zero as maturity éases implying that the loading is greater on sieonh
rates. Hence, an increase in this factor affecbstdbrm rates more than long-term rates, therdtanging
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The first two variables in the state vector areduse construct innovations in
excess bond returns. The term spread has strordicfive power over bond returns
(Campbell and Shiller, 1991; Fama and Bliss, 198reenwood and Vayanos, 2014),
while the relative bill rate is a forecasting vatathat can capture longer-run dynamics of
interest rate changes without introducing long l@@mpbell and Ammer, 1993; Barr and
Pesaran, 1997; Bernanke and Kuttner, 2005). Thienastd VAR allows computing

unexpected excess bond returns and the three cemizon Equation (2.1) as follows:

Rower = ~(=D(§ W+ § W), 24
%1 =S (1= AT (A= R) W, (2.5)
% =% S {(1-A7[(md) 1+(1- A7 (&~ A w, (2.6)
SFEES SUES SRS S @7

wheres is the unit vector with representing th&" equation in the model and accordingly
thei™ element of the vector is set tolis the identity matrixX®

Equation (2.4) shows that current unexpected exbesd returns are obtained
using innovations from two VAR equations: the chang§ nominal short-term rate and the
term spread. The inclusion of the real interest matthe state vector allows the extraction
of news about it directly from the model as indechby Equation (2.5). In Equation (2.6),
the inflation news term is computed by combiningawations in the change of the
nominal short-term rate with real interest rate sieMinally, Equation (2.7) shows that risk
premium news, i.e. the sum of revisions in expemtatabout future excess bond returns,
Is obtained as the residual term using the dynatgounting identity and the estimates of
other components. This is necessary fgperiod zero-coupon bonds since shrinking
maturity over the life of the bond precludes theedl forecasting of excess returns using
the VAR model. Hence, excess bond returns are inettty included in the state vector
and the related news component is backed out agsidual term. Alternatively, one may
take a slightly different approach by calculatingess bond returns using a bond index

and including returns directly into the VAR. Thisayy inflation news is backed out as a

the slope of the term structure. Finally, the medierm factor loads more heavily on the medium-term
yields and less on the short- and long-term radesincrease in the third factor will increase thedium-
term yields but will only have a small effect omet rates, i.e. the curvature of the term structhenges.

8 See Appendix B for more details.
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residual component instead (Bredin, Hyde and ONRe#010). Nevertheless, this would
require assuming the perpetuity of 10-year govenirbends.

As Engsted, Pedersen and Tanggaard (2012) expeameed to account for the
shrinking maturity is crucial within the framewoddopted in this chapter. Ignoring this
may lead to unwarranted conclusions about theliétia of the bond market variance
decomposition as in Chen and Zhao (2009). ChenZinad (2009) argue that since the
nominal cash flows of Treasury bonds are fixed,abttmated cash flow news (of which
inflation news is a component) must be zero. Tmesys about future expected excess
returns should be driving current unexpected returfio illustrate, they decompose
unexpected excess bond returns on Treasuriesvi@a@dmponents: cash flow news and
risk premium news, where the former is backed aitttee residual from the VAR
estimation. The findings are inconsistent with gnediction as the estimated variance of
cash flows news is not zero, and is at least ge las that of risk premium news. Chen and
Zhao (2009) attribute this to the problem of ondittrelevant state variables to forecast
excess returns. However, as Engsted, Pedersenaagtidard (2012) point out, Chen and
Zhao (2009) neglect the shrinking maturity of tlends over their lifetime. Furthermore,
while they analyse excess bond returns in the ViR, formula that they use for the
decomposition holds for raw returns only.

The VAR model that is estimated to obtain the neesiponents is assumed to
contain all relevant information that investors niewe when forming expectations about
the future. Given variability in the components efcess bond returns, the variance
decomposition is indeed conditional upon this infation. If investors have additional
information that is not present in the state vectioe relative importance of the residual
component (news about future excess bond returttisranalysis) may be overstated. In
the robustness analysis section it is demonstitii@dthe baseline findings, based on the
state vector described above, are robust to th@pocation of additional macro-financial
predictor variables in the state vector. Furtheemas it is discussed later, the key
component that drives bond returns variability & the residual term. Thus, it is less
likely that the results are driven by the misspeatfon of the model.

2.5.3 Monetary policy effects

The above sections explain how the variance of p@ebed excess bond returns can
be linked to news about future excess returnsatiofi and real interest rates, and how

these news terms can be obtained from the estinvgi®&model. This section presents the
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framework that is used to estimate the impact ohetary policy actions on the bond
market. To do so, the extension of Campbell and Ansn(1993) methodology by
Bernanke and Kuttner (2005) is modified for theecathe bond market? This approach
generates the estimates of the impact of monetaligypactions on unexpected excess
bond returns and the related news components faph@reviding insights to the sources of
the bond market’s response to monetary policy. Stagting point is the inclusion of a

monetary policy indicatoMP) as an exogenous variable in the VAR(1) model:

Z,,= AZ + MR, + W,, (2.8)

where ¢ is the vector of the response parameters of stiables to contemporaneous

monetary policy actions. As it is explained in $&tt2.6.3, four alternative monetary
policy indicators are employed that relate to dctunal surprise changes in the policy rate

and the quantity of money.

From the above it follows that the original VAR éoast error vectoW,,, in
Equation (2.3) is decomposed into the componeratael to monetary policy actions
(#MP,,), and the component related to other informatiaw, (). Firstly, the original
VAR(1) model is estimated to obtain the estimatesAoSecondly, the one-step-ahead

forecast residuals are regressed on the monetdrgy padicator variable in order to

estimate@. This two-stage procedure is preferred over thectliestimation of Equation

(2.8) as it allows estimating the VAR dynamics otlee longer sample period than the
period used for monetary policy regressions, irgirggthe precision’
It is now possible to calculate the effect of mamgtpolicy on current unexpected

excess returns and on news about expected reakshtetes, inflation and excess bond

returns, i.e. the risk (term) premium. In Equatigi@s4)-(2.6), W,,, is replaced with

¢oMP_,+ W/, and partial derivatives with respect tdP,, are computed. Then, the

responses of bond returns and three componentstietary policy shifts can be written as

follows:

S =—(N=1)(s + 9)p 2.9)

8 As mentioned earlier, Bredin, Hyde and O'Reild{®) also consider the impact of monetary policy on
bond returns and their components using Bernankk Kartner’'s (2005) VAR-based approach. Their
analytical framework, however, is different. Therfmlas used for the decompositions of bond retapy

to the case of infinite maturity coupon bonds. Tdliews them to include excess returns directlthasnVAR.

% The monetary policy effects are estimated for hermative (shorter) sample period in the robusines
analysis.
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0. =s(1- A (A R)p (2.10)

RE =-S(-A (A Mg+ 3{( - A[(w) k(- A (A= No e

MP
xt+1

~ X1~ Xrea— Xip (2.12)

X P+l
As in Bernanke and Kutner (2005), the delta metisodsed to compute standard

errors for these responses.
2.6 Data and sample period

2.6.1 Sample period

The empirical analysis is based on monthly US dater the period 1985:1 —
2014:2. The sample commences during the early y&fatise Great Moderation period,
while its latter part contains the recent globadaficial crisis and its aftermath. The
estimations are conducted over both the full samppteod (1985:1 — 2014:2) and a shorter
sample (1985:1 — 2007:7) that ends prior to thebokthe recent financial crisi$.Doing
so, allows getting some insight about the impact tio¢ crisis on the variance
decomposition of unexpected excess bond returnghendelationship between monetary

policy actions and bond returns.

2.6.2 VAR state variables

The 1-month Treasury bill rate, obtained from thent@e for Research in Security
Prices (CRSP), is used as a proxy for the nominaitderm risk-free interest ratg().
The long-short spreads,() are calculated as the difference between the 30-and 2-
year zero-coupon Treasury bond yields gnd Data on continuously compounded zero-
coupon yields is obtained from the daily datasetvijoled by Gurkaynak, Sack, and Wright
(2007)?? The ex postreal interest rate is defined as the differendsvéenys ., and the
current monthly inflation rate, measured by thengi®in the log of seasonally adjusted
Consumer Price Index All items (CPI). The CPI datarovided by the Federal Reserve

°1 The start of the financial crisis is dated to Asig@007 when doubts about global financial stapilit

emerged and the first major central bank interearstiin response to increasing interbank marketspres

took place (Brunnermeier, 2009; Kontonikas, MacDdmand Saggu, 2013).

%2 The dataset is available onlinehdip://www.federalreserve.gov/pubs/feds/2006/200828628abs.html
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Bank of St Louis (FRED database). The relative flaite is calculated as the deviation of
y1t from its 12-month backwards moving average. Adltestvariables are expressed in

percentages per annum on continuously compoundssl (emd of month data is used).
2.6.3 Monetary policy indicators

Both the Fed’'s operating procedures and underlymagro-financial environment
have changed over time. By the early 1980s, Volsketisinflation was largely
accomplished with inflation sharply reduced to awB% in 1983. This development
allowed interest rates to decline and eventualheted the Great Moderation era that was
characterised by overall macroeconomic stabilityonktary policy conduct during that
period was characterised by the federal funds teaggeting and increasing transparency,
with the Fed announcing its decisions for the taFfeR after each FOMC meeting since
February 1994* The financial crisis of 2007-2009 brought this igenregime to an end
and had a significant impact on the Fed’s apprdacimonetary policy implementation.
The Fed responded aggressively to the crisis buciad the target FFR to near zero.
Moreover, it used various tools (liquidity faciés and quantitative easing) to improve
financial market conditions and put downward presson longer-term interest rates,
thereby supporting economic activiy.

Conducting the LSAPs programmes, the Fed purchaggdficant amounts of
longer-term assets from the private sector, maingasury bonds and agency mortgage
backed securities, leading to significant changeshe size and the composition of its
balance sheet. The holdings of short-term Treasungve declined due to the initial
sterilisation of liquidity operations and the MatyrExtension Programme that followed
later on. Meanwhile, longer-term securities heldright have significantly increased
reflecting changes in the nature and the scopeh®fRed’s Open Market Operations

(OMOs) as a result of the LSAPSThe increase in the Fed's assets was matchedeby th

% Figure C2.1 in Appendix C presents the state b

% US monetary policy operating procedures have dwtuthe period of targeting the FFR, i.e. the &ger
rate on overnight loans of reserves between bafles2—79 and 1988—present), non-borrowed reserves
targeting (1979-82) and borrowed reserves targetl®$2—-88). There is substantial empirical evidence
indicating that the FFR is the key US monetary golindicator during both the pre-1979 and post-1982
periods (Bernanke and Blinder, 1992; Bernanke aittbi 1998; Romer and Romer, 2004).

% These included (i) the provision of short-termnteliquidity to banks and other financial institui®
through the discount window lending and other fed, such as the Term Auction Facility; (ii) tdeect
provision of liquidity to borrowers and investorsimportant credit markets via e.g. the Commereimper
Funding Facility; (iii) the large-scale asset pasbs that aimed to support credit markets and wepro
overall financial conditions. See Table C2.2 in Apgix C for the list of relevant announcementshzyFed.

% Figure C2.2 in Appendix C shows developments ia Bed's holdings of Treasury securities across
different maturities. Note that, traditionally, OMQnvolved the repurchase (repo) and sale-repuechas
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expansion in its liabilities. Particularly, reserbalances have increased considerably
relative to their level prior to the financial agasand are highly in excess of the regulatory
requirements. Reserves became the main componéné ohonetary base since currency
in circulation continued to exhibit only a graduatrease over time. Figure 2.1 shows the
dramatic rise in the total reserves and monetasg snce late 2008. It also highlights that,
in contrast to narrow money, broad money (M2) di expand significantly. The lack of

the more dramatic shift in broader monetary agdesge related to the fact that banks let

their excess reserves to increase sharply (FawieWaely, 20135’

Figure 2.1: Policy rate and monetary aggregates
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Notes This figure plots the target federal funds rd&R target), the St. Louis adjusted total resefues
$bn), the M2 money stock (in $bn) and the St. Ladgisted monetary base (in $bn) over the full damp
period (1985:1 — 2014:2). The dashed vertical iméhe upper left panel denotes the start of the kmwer
bound period. In the rest of the panels, the thieshed vertical lines denote the announcementsediirst
round of quantitative easing (QE1, 2008:11), theord round (QE2, 2010:11) and the third round (QES3,
2012:9). Shaded areas denote US recessions a#iethby NBER business cycle dates. Data is obthine
from FRED database.

(reverse repo) of securities, mainly short-termagreies, by the Fed in order to keep the FFR dioghe
target. Fama’s (2013) empirical evidence indic#tes indeed the FFR adjusts quickly towards thgetar

" Fama (2013) attributes this development to thememy of interest on excess reserves by the Fee sinc
October 2008, which implies that they no longer dsga cost on banks.
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These developments renewed the focus of centrdlepsrand monetary economists to
quantity-based policy indicators with a number a@cant theoretical (Curdia and
Woodford, 2011 Gertler and Karadi, 2013) and empirical studieo@strup, Reynard and
Sutter, 2012; Gambacorta, Hofmann and Peersmad,) 20\estigating the financial and
macroeconomic role of quantitative easing and extadg the monetary base, or the supply
of reserves, as an alternative operating target.

The empirical analysis in this chapter uses founetary policy indicators that are
related to actual and unexpected changes in therdetlinds rate and the (log) monetary
base. The interest rate-based measures are cgptamventional monetary policy, while
unconventional policy actions are gauged by thentityabased measuré®.The first
indicator is changes in the FFR defined\&%R; = FFR; — FFR..;. This proxy is frequently
utilised in several previous studies (Chen, 200@ntkinikas and Kostakis, 2013; Maio,
2014).

The second indicator isolates unexpected (surpf§® changes using the data
from the federal funds futures and the methodoldgyeloped by Kuttner (2001). The
earlier literature that employs this proxy includzsnanke and Kuttner (2005) and Bredin,
Hyde and O'Reilly (2010), among others. The mantimexpected FFR changeRFR"),

is calculated as follows:

1<
AFFRU :BZ ha ~ ftl—l,D (2.13)
d=1

whereiq denotes the target federal funds rate on addafya montht, and f, ; is the rate

corresponding to the 1-month federal funds futwestract on the last)(") day of the
montht-1.%°

The rate on the futures contract is defined asribus the settlement price of the
contract that is based on the average of the relavanth’'s effective FFR. Hence, the
futures rate is a natural, market-based measusxéctations about future Fed’s policy

actions'™® Gurkaynak, Sack and Swanson (2007) demonstrate fthares rates are

% After reaching the ZLB, the Fed has relied incirgly on the forward guidance. It is not an easktto
take into account the role of such policy tool safgy given that monthly data is employed. Thugernthat
the policy indicators used here does not accourthforole of the forward guidance explicitly.

% The federal funds target rate was defined as tervial 0-0.25% in December 2008. As a result, the
effective federal funds rate is used instead ofRR& target to denotey between then and the end of the
sample. Alternatively, the mid-point of the intelrvaay be used, albeit the results do not changenmiit
the ZLB, given the Fed’s forward guidance, monetamprises should be close to zero.

1991t should be noted that measuring surprise chausies an average FFR may understate the magrofude
policy surprises. The time-aggregation issue idyaed in Evans and Kuttner (1998).
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dominant among financial market instruments witbpext to forecasting the changes in
the federal funds rate at horizons within six metih

The third indicator is the growth rate of narrowmay, measured by the change in
the log of seasonally adjusted (St. Louis adjustadhetary base (MBAMB; = MB; —
MB:.1. A number of studies that focus on the JapaneseXpErience use developments in
narrow money as a proxy for unconventional monepaticy (Kimura et al., 2003; Harada
and Masujima, 2009). Monetary base developmentsildhbe more informative, as
compared to asset-side measures, about the Fetbswantional policies. This is because
the asset side of the Fed’s balance sheet justctefLSAPs and shows a significant
activity only since early 2009, while monetary babanges further capture the impact of
non-sterilised liquidity provision through variotdcilities of the Fed that were heavily
used in autumn 2008. Indeed, the highest monetsyg Qrowth rates occurred in October
and November 2008 reaching 20% and 26% per magghectively'®?

The fourth indicator is based upon the previouskway Cover (1992) and Karras
(2013). The surprises in narrow money growtMB,”) are obtained as the residuals from
the regression of monetary base growth on its ags land the lags of unemployment

measure:

AMB, :a+Zn:,6’jAM3_j +iViUN4 +g (2.14)

whereUN; = log[U; /(1- Uy)] andU; denotes the unemployment raté.

The data for the FFR, monetary base and unemplaymnag@ is obtained from
FRED database, while federal funds futures ratesanrced from Bloomberg. Figure 2.2
plots all four monetary policy indicators. Towartte end of 2008, the quantity-based
proxies become highly active, while the volatildf interest rate-based proxies displays a

negative trend over time and dies out since the oever bound was reached.

191 Note that federal funds futures contracts mayyc#ne risk premium implying that the measures of
monetary policy surprises using futures rates maybiased (Piazzesi and Swanson, 2008). Nevertheless
Cenesizoglu and Essid (2012) show that after adgisnonetary policy surprises for the potentiakris
premium, the estimated monetary policy effects rlit spreads do not change substantially.

192 The corresponding figures for the total reservesvth were 78% and 66%. They also constitute hisabr
highs.

193 The number of lag:Em=7) is chosen by the Akaike Information Criteridihe least squares estimation
of Equation (2.14) indicates that monetary basevtiras mainly explained by its own lags, witlf Being
equal to around 50%. In the robustness analysisoseseveral alternative empirical specificatidas the
monetary base growth are used but this does nogehidie baseline results.
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Figure 2.2: Monetary policy indicators
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Notes This figure plots four indicators of monetary igygl actions over the full sample period (1985:1 —
2014:2); the change in the Federal funds rate (F&RR)unexpected FFR change, the change in log teagne
base (MB change) and the unexpected change in tetary base. For further details, see Sectior82.6.
Shaded areas denote US recessions as classifBBR business cycle dates.

2.6.4 Exogeneity assumption for monetary policy indicatos

The indicator of monetary policy actions is inclddgs an exogenous variable in
Equation (2.8). However, the exogeneity assumptiouald not hold in the following three
cases. First, if the Fed responds contemporanedastievelopments in the market for
Treasuries. Second, if the Fed and the Treasura&ahjointly and contemporaneously
respond to new information. Third, if policy act®oreveal some private information that
the Fed possesses about future economic developimefdted to the superior resources
that it commits to forecasting (Romer and Romer0®@6™ Previous studies have
attempted to directly address the potential endeiggeproblem in the relationship between

monetary policy and asset prices by employing wericempirical approaché®

194 Eor example, if expansionary monetary policy sigmeeaker economic outlook, commercial forecasters
may respond by revising their inflation expectasi@townwards based on the inferred information fthen
Fed’s actions, leading to lower yields and higteturns for bonds.

15 One approach advocates the use of high-frequeaieyahd the measurement of monetary policy shocks
and market returns over a narrow time window aropolicy announcements. Thornton (2014a), however,
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Nevertheless, as it is argued below, the exogenasisumption should not be too
restrictive, i.e. the assumption holds. In otherdgo the potential endogeneity issue with
respect to the measure of monetary policy actiensat likely to have significant
implications for the results reported here.

With respect to the first potential source of ergtugty, some argue that the Fed
may be reacting to bond market developments dderteard-looking information about
current and expected economic conditions likelypeoreflected in bond prices (Piazzesi,
2005; Farka and DaSilva, 2011). Nevertheless, nngirecal evidence on whether the Fed
is systematically following Treasuries is overalconclusive and rather elusive when
medium- and longer-term yields, as the data usatiisnchapter, are examined (Nimark,
2008; Vazquez, Maria-Dolores and Londono, 2013¢08d, in order to examine whether
the policy indicators react to economic news, they regressed on variables that capture
surprises in nonfarm payrolls, industrial produetgrowth, retail sales growth, core and
headline CPI inflation (Bernanke and Kuttner, 200bhe results do not indicate any
significant contemporaneous monetary policy respotts macroeconomic surprises.
Furthermore, this analysis is focused on unexpeebeckss returns, thus, the direct
monetary policy response to this measure is rathékely. Finally, the arguments made
by Romer and Romer (2000) have been questionedt,F@wanson and Wright (2004)
find little evidence that Fed policy surprises sipadditional information about the state of
economy or have any significant influence on thiegte sector forecast8’ Furthermore,
Barakchian and Crowe (2013) demonstrate that efsanonetary policy surprises are
contaminated with the Fed’s private informatiore thsulting simultaneity bias is likely to

be small (see also Gertler and Karadi, 2015).

2.7 Empirical results

2.7.1 VAR estimation results

points out that using intraday data, as in Gurk&ysack and Swanson (2005), the response of thketnar
may reflect initial overreaction to monetary poliskifts. Instead, he proposes an approach basefhityn
data that helps to correct for the potential biae tb the joint response of monetary policy andlbad
market to non-policy news. Alternatively, RigobondaSack (2004) suggest an approach based on the
heteroskedasticity in high-frequency data assotiaiéh monetary policy actions.

1% pye to data availability, the sample period farst regressions starts only in 1991:10. See Tahl@ i6
Appendix C for the results.

97 see also Faust and Wright (2008).
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Table 2.1: VAR estimates

10-year bonds 5-year bonds 2-year bonds
1985:1 — 2014:2
Ayl,t Sn,t rtl r bt R2 Ayl,t Sn ,t rtl r bt R2 Ayl |t Sn Wt rtl rbt RZ

Ay -0.425**  (0.085*** -0.010  0.103** 0196 -0.414%+* (0,148 -0.011  0.110%* 0.236 -0.359**  (0.271** -0.017***  0.067* 0.322
L+l (0.072) (0.026) (0.007) (0.041) ' (0.073) (0.032) (0.007) (0.038) ' (0.073) (0.041) (0.006) (0.035) '

s, 0.431**  (0.885*** -0.000 -0.129*** 0.814 0.396**  0.834*** 0.003  -0.107* 0.719 0.328***  (.754%** 0.008 -0.031 0,557
1 (0.078) (0.028) (0.009) (0.047) ' (0.078) (0.035) (0.008) (0.045) ' (0.080) (0.046) (0.007) (0.042) '

[ 0.139 -0.366**  0.515*** -0.106 0324 0.124 -0.215  0.545** 0.042 0313 0.137 -0.018  0.557*** 0.132 0.400
t+1 (0.284) (0.150) (0.077) (0.217) ' (0.282) (0.143) (0.070) (0.220) ' (0.283) (0.169) (0.068) (0.219) '

rb -0.382***  0.096*** -0.010  0.974** 0711 -0.369***  0.157**  -0.012** 0.978*** 0.726 -0.315***  0.272** -0.018*** (0.931*** 0.756
1 (0.070) (0.026) (0.007) (0.039) ' (0.071) (0.032) (0.006) (0.037) ' (0.071) (0.041) (0.006) (0.033) '

1985:1 — 2007:7

Ay -0.443**  0.087*** -0.015  0.098** 0215 -0.433***  (0.148*** -0.013  0.112* 0.249 -0.374***  0.279*** -0.015 0.075* 0.334
L+l (0.075) (0.032) (0.012) (0.048) ' (0.073) (0.032) (0.011) (0.045) ' (0.076) (0.046) (0.010) (0.038) '

s, 0.431**  0.886*** 0.007  -0.121** 0.802 0.394**  (0.830*** 0.004 -0.110* 0.708 0.323**  (0.736*** 0.003 -0.038 0523
1 (0.081) (0.036) (0.015) (0.055) ' (0.082) (0.043) (0.014) (0.054) ' (0.084) (0.053) (0.012) (0.048) '

[ 0.242  -0.488** (0.399***  -0.358* 0.266 0.204  -0.416*** 0.434***  -0.215 0.250 0.157 -0.281  0.465*** -0.032 0.236
t+1 (0.265) (0.140) (0.083) (0.195) ' (0.265) (0.155) (0.081) (0.193) ' (0.266) (0.183) (0.080) (0.194) '

b -0.401**  0.098*** -0.015  0.971** 0.687 -0.390***  0.156*** -0.015 0.982** 0.700 -0.332***  0.278**  -0.017* 0.940*** 0.733
1 (0.074) (0.032) (0.012) (0.046) ' (0.075) (0.038) (0.011) (0.043) ' (0.075) (0.046) (0.010) (0.037) '

Notes This table reports the estimated parameterseobénchmark VAR(1) model shown in Equation (2.3)1f0-, 5- and 2-year bonds. The state vector costdie first difference
of the 1-month Treasury bill ratay;), the yield spread between 10-, 5- and 2-yearstmgabonds and the 1-month Treasury ls]),(the real interest rate' and the relative bill rate
(rb). All variables are expressed in percentages paura on continuously compounded basis. The uppeelfd the table provides the full sample (19852014:2) estimates, while
the pre-crisis period (1985:1 — 2007:7) estimatesshown in the lower panel. Heteroscedasticity aumdcorrelation-consistent standard errors argyshio parentheses. ***, *x *

denote 1%, 5% and 10% level of significance, retpey.
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Table 2.1 reportgshe estimated VAR(1) coefficients for the full apde-crisis
sample periods for three alternative models th&y diifer in terms of the zero-coupon
bond yield used to calculate the long-short spr€a@-, 5- or 2-year yields).
Heteroscedasticity and autocorrelation-consisteiaindard errors are shown in the
parentheses. The results can be summarised awgollo

Firstly, the one-month ahead forecasting powehefMAR is quite reasonable. The
highest R values are recorded in the spread equation, rgrighm 56% to 81% in the full
sample estimations and from 52% to 80% in the pisiscsample. The Rralue decreases
monotonically as the maturity of a longer-term balegreases. With respect to the relative
bill rate, the coefficient of multiple determinatids also large and it is very similar across
the three maturities. The full samplé Res between 71% - 76%, while the pre-crisis
values are within 69% - 73% range. In the remaining equations, the ®alue is lower
but still reasonably high. For the first differenicethe bill rate, it varies between 20% -
32% and 22% - 33% in the full and pre-crisis sanpgigods, respectively. It also increases
in magnitude as the maturity of a longer-term bomskd to calculate the term spread,
shortens. The Rreported for the real interest rate equation falthin the range of 32% -
40% in the full-sample. The highest value is assed with the 2-year bonds. Thé R
declines somewhat in the pre-crisis sample, ranfiogp 24% to 27% across the three
models.

The change in the nominal short-term rate is ptediby its own lag, the lagged
long-short spread and the lagged relative bill.r&tee term spread parameter increases as
one moves from the model with the 10-year bond2-year bonds. Other coefficients in
the first equation seem to be quite similar actbgsmaturities. The long-short spread is
highly persistent with its autoregressive coeffitibeing close to 0.90 across the VAR
models, although it is slightly smaller in the cadethe 2-year bonds. In addition, the
spread can be forecast by the lagged relativedidi, albeit not for the 2-year bonds, and
the lagged change in the nominal short-term ratee €hange in the bill rate has a
somewhat smaller weight in the model with the gsirmaturity bonds. The real interest
rate typically follows an AR(1) process with theefficcient around 0.52 — 0.56 in the full
sample estimation and between 0.40 — 0.47 pritheacrisis. The lagged spread generally
helps to forecast the real rate in the case oflhgear and 5-year bonds. The relative bill
rate is forecast by its own lag with the coefficiestimate being around 0.94 — 0.98, the
lagged spread and the lagged change in the nostioal-term rate. The coefficient on the
term spread increases as maturity of a longer-teyma decreases, while the coefficient on

the change in the short-term rate remains largetylas across the models.Regarding the
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magnitude, sign and statistical significance of dséimated coefficients, the findings in
Table 2.1 are broadly in line with Campbell and Aenr{l.993).

Overall, there are no substantial quantitative gudlitative changes in the VAR
estimation results across the full and pre-criaim@es. This indicates that the dynamics of
the system are not significantly affected by theaficial crisis period. Finally, the

estimated VARs are dynamically stable since no liestoutside the unit circfé®

2.7.2 Variance decomposition results

The results of the variance decomposition in Equa(R.2) for the 10-, 5- and 2-
year bonds are shown in Table 2.2. The first sixsr@resent the variances of the three
components of unexpected excess bond returns &ndothariance terms between these
components normalised by the total variance of peeted returns. In addition, thé R
statistics are reported from the univariate regoessof unexpected excess returns on each
of the estimated components in turn.

The key finding in Table 2.2 is that across différenaturities news about future
inflation is the dominant factor in explaining thariation of Treasury bond returns. With
respect to the full sample, the variance decomiposdttributes 83% of the variance of
unexpected excess returns on the 10-year bondsetwdriance of inflation news. The
share of the total variance explained by the iidtahews component increases as maturity
decreases and amounts to 161% in the case of ylear2bonds. It should be noted that
both the volatility of inflation news and that ofiexpected excess returns decrease as one
moves from longer-term to shorter-term bonds, bhe tatter's decrease is more
pronounced? Hence, the ratio of the volatility of inflation we to the volatility of
unexpected excess Treasury returns is higher incéise of shorter maturitie§™® The
dominant role of inflation in explaining the bondrket movements is also highlighted by
the high R values in the regressions of returns innovatiomshe inflation news term.

Finally, the inflation component is also alwaydistacally significant.

198 Note also that Augmented Dickey-Fuller and PhlliBerron unit root test results indicate that &ites
variables are stationary (see Table C2.1-PanelAppendix C).

199 The standard deviation of unexpected excess Tmngasnd returns declines from 35.08, in the castef
10-year bonds, to 18.18 and 6.69 for the 5- an@at-yponds, respectively. The corresponding figfoes
inflation news are 32.02, 19.14 and 8.49.

110 This finding is also in line with several studigsat carry out the variance decomposition for the-o
month interest rate and show that inflation newmigh more volatile than the short rate itself (pagil
and Ammer, 1993; Bar and Pesaran, 1997). As cordparethe results for long-term bond returns
decomposition, this implies that the revisions kpectations about inflation tend to revert but fet
enough to leave the long end of the yield curvefented.
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Table 2.2: Variance decomposition for excess boneturns

10-year bonds 5-year bonds 2-year bonds

1085:1-20142  1085:1-2007:7  1985:1-2014:2 1085020 1985120142 1985:1—2007:
Var(x,) 0.833* 0.799%% 1.108% 1116 1607 1675
(0.264) (0.243) (0.430) (0.447) (0.763) (0.700)
A -0.087 -0.085 -0.189 -0.225 0.674 -0.673
2Cov(%,. %) (0.083) (0.087) (0.189) (0.191) (0.698) (0.595)
o - 0.046 0.148 -0.008 0.015 -0.553 -0.314
2Cov(%,.%) (0.285) (0.200) (0.352) (0.331) (0.448) (0.421)
var(x,) 0.018* 0.017 0.038 0.035 0.266* 0.143
: (0.010) (0.012) (0.023) (0.024) (0.147) (0.111)
I -0.068 -0.102* 0.025 -0.052 0.252 0.081
2Cov(%..%) (0.056) (0.058) (0.067) (0.069) (0.171) (0.128)
Var(x) 0.258 0.223 0.116 0.112 0.102 0.088
% (0.168) (0.177) (0.101) (0.109) (0.074) (0.070)
R (%) 0.793 0.863 0.8397* 0.915 0.614 0.834
(0.154) (0.140) (0.113) (0.083) (0.163) (0.102)
= (%) 0.199 0.334% 0.050 0.314 0.011 0.164
' (0.145) (0.152) (0.133) (0.202) (0.087) (0.252)
R(%) 0.236 0.271 0.054 0.078 0.023 0.009
% (0.202) (0.203) (0.221) (0.268) (0.149) (0.103)

Notes This table reports the variance decompositionneixpected excess returns of 10-, 5-, and 2-yesasTiry bonds into the variances of inflation negg,(real interest rate news
()~(r. ), risk premium news X ) and the covariances between these three comsoriéevs components are extracted from a VAR(1) iinatiere the state vector contains the first

difference of the 1-month Treasury bill rate, theld spread between 10-, 5- and 2-year Treasurgd$and the 1-month Treasury bill, the real interat# and the relative bill rate.
The first and second column for each bond matueiport the full sample (1985:1 — 2014:2) and pisisperiod (1985:1 — 2007:7) results, respectivBfyvalues are obtained from
the regressions of unexpected excess returns ¢nneazs component in turn. The standard errors tegan parentheses are computed using the deltaochet**, **, * denote 1%,
5% and 10% level of significance, respectively.
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On the other hand, the estimates of the relativeanee terms of news about risk
(term) premium are substantially smaller, especit the 5- and 2-year bonds, and are
never statistically significant. Nevertheless,tili €xplains about 26% of the total excess
return volatility for the 10-year maturity. This e®nsistent with longer-term bonds being
viewed by market participants as more risky se@sitMeanwhile, the relative variance of
real interest rate news is less than 5% for lomgaturities; however, it becomes greater
for the 2-year bonds and is approximately 27% foe full sample estimatiot?!
Nevertheless, this term is statistically insigrafit at conventional significance levels. The
finding that real rate news is not relevant for denterm bonds but its importance
increases somewhat for shorter-term bonds indicttats the revisions in expectations
about real rate decay over the long period eveanghdt may be more variable in the short
run. In the long run, investors seem to be accgptie Fisher hypothesis (Campbell and
Ammer, 1993; Barr and Pesaran, 1997).

With respect to the covariance terms, they typycallay only a minor and
statistically insignificant role in the decompasitiof returns variability. Nevertheless, for
the 2-year bonds, large and negative covariandegeba news about inflation and future
excess returns and between inflation and realmaves partially offset the large relative
share of the inflation component in this case. Thwken investors revise their
expectations about future inflation upwards, thisp @ppear to be expecting lower future
excess returns and lower real interest rates.

When the financial crisis and its aftermath arel@d from the VAR estimation
sample, the obtained variance decompositions rebraiadly unchanged:his finding is
consistent with the fact that the VAR estimatiosules in Table 2.1 do not indicate
significant changes across the two samples in tedigtability of the components of
excess bond returri$

Overall, news about future inflation appear to leyvimportant for the bond
market in the US as it explains a large share efvélriability in unexpected excess bond
returns across the term structure. Also, this tesdicates that bond yields may have some
ability to forecast inflation over the long and gleo horizons. The importance of inflation
news is consistent with the previous evidencelierWS over sample periods that include
the highly inflationary 1970s and the early 198Cartpbell and Ammer, 1993; Engsted
and Tanggaard, 2007; Bredin, Hyde and O’Reilly, ®0Thus, revisions in inflation

1 However, the Rvalues do not confirm such tendency. This mayumetd the fact that the coefficients of
determination are not orthogonalised.

12 The R statistics from the VAR model equations for themde in the nominal short-term risk-free rate
and the term spread remain fairly stable when thential crisis and its aftermath are removed fithin
sample.
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expectations maintained their dominant influencerdwe Treasury bond market even in

the era of lower inflation since the mid-1980s.

2.7.3 Monetary policy effects on unexpected excess retusrand their
components

Tables 2.3-2.6 repotthe estimates of the impact of monetary policy actions
unexpected excess Treasury bond returns and thmipanents over the full and pre-crisis
sample period$' The results in Tables 2.3 and 2.4 are based omtibest rate measures

of monetary policy (actual and unexpected chandkarFFR, respectively).

Table 2.3: Impact of monetary policy on excess boneturns — FFR change

10-year bonds 5-year bonds 2-year bonds

AFFR 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7

gMP -20.876*** -20.440**  -15588***  -13.840*** -8.507*** -7.871%**
n (4.662) (4.411) (2.969) (2.801) (1.349) (1.305)
gMP 0.940 1.553 -1.514 -0.714 -2.094 -1.293
r' (1.829) (1.663) (1.257) (1.078) (1.593) (1.374)

gMP 36.292%** 32.902%** 23.033%** 19.671%* 13.117%** 11.192%*
i (8.331) (7.532) (3.668) (3.332) (1.947) (1.661)
gMP -16.356** -14.014** -5.932* -5.117* -2.509** -2.028*
X (7.833) (6.878) (3.544) (3.089) (1.265) (1.126)

Notes This table reports the impact of a change infdueral funds rate (FFR) on the unexpected excess
returns of 10-, 5-, and 2-year Treasury bongg (inflation news & ), real interest rate new§(r() and risk

premium news X ). The news components are extracted from a VAR{&ylel estimated over the full

sample period (1985:1 — 2014:2). The state veaintains the first difference of the 1-month Tregdit
rate, the yield spread between 10-, 5- and 2-yeaastry bonds and the 1-month Treasury bill, tla re
interest rate and the relative bill rate. The fastd second column for each bond maturity repartfiti
sample (1985:1 — 2014:2) and pre-crisis period $1B8 2007:7) results, respectively. The standamare
reported in parentheses are computed using the aedthod. ***, **/ * denote 1%, 5% and 10% level of
significance, respectively.

13 Note that the VAR model that generates excess bretatns innovations and the associated news
components is estimated over the full sample peridte use of a longer sample should improve the
precision of the estimates. Nevertheless, if the-quisis monetary policy regressions are estimatgdg
returns and news components extracted from the #sfinated with pre-crisis data only, the resulist (n
reported to preserve space) are very similar tegteported in Tables 2.3-2.6.
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Table 2.4: Impact of monetary policy on excess bonceturns — Unexpected FFR
change

10-year bonds 5-year bonds 2-year bonds
U 1989:2 — 1989:2 — 1989:2 — 1989:2 — 1989:2 — 1989:2 —
AFFR 2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
gMP -24.318**  -54,002***  -25568**  -34,730**  -17.340**  -19.219%**
n (1.963) (3.511) (1.341) (1.799) (0.712) (0.732)
gMP -1.780** -2.367 -0.564 -0.729 2.041 1.898
r' (0.863) (1.444) (1.616) (1.943) (3.305) (3.461)
gMP 16.704***  44.209*** 24.037** 33.432%** 16.314*** 18.450***
7 (3.687) (6.009) (5.145) (5.804) (4.713) (4.726)
gMP 9.394** 12.159* 2.096 2.028 -1.016 -1.129
X (3.951) (6.963) (4.521) (5.736) (2.551) (2.727)

Notes This table reports the impact of an unexpectedngh in the federal funds rate (FFR) on the
unexpected excess returns of 10-, 5-, and 2-yezasliry bondsX ), inflation news § ), real interest rate

news (>~(r|) and risk premium newsy(). Due to data availability on the FFR futures tall sample that is
used for the estimations of monetary policy effectismimences in 1989:2. See also Table 2.3 notes.

The first main finding is that monetary policy acts significantly affect the bond
market across all three maturities and across bathple periods. In the case of actual
changes in the funds rate, the impact is smalles ¢éxpected since this proxy of policy
actions also includes the expected component bhage in the rate that should not affect
financial markets. Monetary easing (FFR cuts) soaemted with higher contemporaneous
unexpected excess returns. For instance, the respfrunexpected excess returns on the
10-year bonds to a 1-percentage-point (1%) surpfSR cut is approximately 24%
(around 2% on a monthly basis) in the full sampibe change in bond returns is
economically relevant, although it tends to deceesih the maturity of bonds? In the
case of the 2-year bonds, the full sample respoosticient is 17.34% (1.45% monthly).
The estimated reaction coefficinets are similamiagnitude to the response of unexpected
stock and bond returns as reported in similar sgi@alckx, 2004; Maio, 2014). Higher
bond returns imply lower longer-term yields indingtthat while central banks control a
short-term policy rate directly their actions alsave implications for the whole term
structure of interest rates. This provides supfmrthe interest rate channel of monetary
policy transmission mechanism.

The second main result is that the effect of magegpalicy actions on the bond
market is largely explained through the inflatioewrs channel regardless of the interest

14 As discussed in the literature review, it is tyig found that the monetary policy impact decliries
longer-term interest rates. The approach hereganstconsiders unexpected excess bond returnsoiite
there are various possible explanations for thaifsignt reaction at the long end of the bond marker
instance, Rolley and Sellon (1995) point out thatalicy actions are seen as relatively permanerasothe
first in a series of future actions, the responsing-term rates may be larger than the respofishart-
term rates. Finally, longer-term bonds are moreosgd to uncertainty about future developments,, thus
returns are more volatile.
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rate proxy used. Specifically, it is found that #ey driver of the positive bond returns in
response to expansionary policy is its negativecefbn inflation expectatiort$® In the
full sample, the monetary policy impact on revision expectations about future inflation
explains 16.70 percentage points of the responsetafns on the 10-year bonds to a
monetary policy surprise. This amounts to more thamalf of the total policy effect on
long-term bonds. With respect to the 5- and 2-yeaturities, a change in inflation
expectations following a policy surprise accoums dlmost entire bond returns reaction.
In the case of raw funds rate changes, inflatiomsheomponent is even more responsive
than returns themselves. As with the bond retutres response of their main component,
inflation news, tends to increase in magnitudeeialbot monotonically, as the maturity
increases.

While expansionary monetary policy exerts a largé atatistically significant
effect on inflation expectations, the impact on satout expected excess bond returns
(term premium) is typically smaller, especially fie shorter-term bonds. In the case of
the 10-year bonds, the response of future expeekegss bond returns to a surprise
decrease in the funds rate is 9.39%, i.e. less @hlaalf of the total returns response. It is
also statistically significant at the 5% level. Bhuunexpected policy expansion is
associated with a decrease in the expected termiyme This is consistent with the
findings for the stock market in Bernanke and Keitt(2005). Nevertheless, the sign of the
parameter on risk premium news differs acrosswloeinterest rate measures. Using actual
FFR changes, the positive effect of monetary easingexpected excess returns is
outweighed by the negative effect on inflation estpgons, so that the total effect on bond
returns is positivé™® Moreover, both actual and unexpected rate chahges a much
smaller and typically insignificant impact on ne®lsout future excess returns for the 5-
and 2-year bonds. Finally, the response of revssionreal interest rate expectations to
both actual and surprise changes in the policyisatery small and typically statistically

insignificant across the three maturities.

1Bredin, Hyde and O'Reilly (2010) report a similanding for the UK. It could possibly be explained
through the ability of a central bank to contrdlation. If surprise policy expansion leads to lovirflation
expectations, it may be indicative of the lack oédibility with respect to fighting deflationary gssures.
Also, when monetary easing takes place duringptir@ds of financial turmoil, it may reinforce fligto
safety and therefore increase the price of TreesufKontonikas, MacDonald and Saggu; Goyenko and
Ukhov, 2009). Alternatively, such a bond markegsponse could be explained by the monetary policy
impact on financial market sentiment. If expansignaolicy actions induce the pessimism among irorsst
regarding the future state of economy, bond yialeslikely to fall.

116 Re-arranging the dynamic identity shown in Equat2.12), it can be seen that the total monetaligyo
effect on unexpected excess bond returns must b &mthe negative sum of the effects on inflaticzal
interest rate and risk premium news.
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With respect to the pre-crisis sample period, #silts are very similar to those for
the full sample analysis if actual FFR rate changes used to measure policy actions.
Nevertheless, there are some notable changes initmdgs of response coefficients across
the two sample periods if surprise policy rate ¢ are employed. This may be
explained by several positive monetary policy ssgs in the late 2008 that coincide with
increasing asset prices and decreasing bond yi€hus. could have reduced the overall
response of the returns and its components inulhedmple as compared to the pre-crisis

period. On the other hand, the findings are qualgty the same.

Table 2.5: Impact of monetary policy on excess badmreturns — MB change

10-year bonds 5-year bonds 2-year bonds
AMB 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
gMP 0.779%** -0.913 0.796%** 0.749 0.337*** 0.491**
n (0.271) (1.076) (0.095) (0.531) (0.034) (0.207)
gMP 0.167* -0.552** 0.254%* -0.463** 0.273*** -0.456**
r' (0.095) (0.251) (0.085) (0.189) (0.090) (0.184)
ZMP -2.136%** 0.725 -1.485*** -0.255 -0.787%*= 0.059
” (0.354) (1.495) (0.198) (0.748) (0.117) (0.361)
gMP 1.191** 0.740 0.434* -0.031 0.177%*= -0.094
X (0.541) (0.786) (0.224) (0.331) (0.066) (0.117)

Notes This table reports the impact of a change in ognetary base (MB) on the unexpected excess
returns of 10-, 5-, and 2-year Treasury bongg (inflation news ), real interest rate new§(r() and risk

premium news § ). See also Table 2.3 notes.

Table 2.6: Impact of monetary policy on excess banreturns — Unexpected MB
change

10-year bonds 5-year bonds 2-year bonds

0 19851 — 19851 — 19851 — 19851 — 19851 — 19851 —

AMB 2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
FMP 1.054*** 1.232** 1.187*** 1.066*** 0.510*** 0.332**
n (0.102) (0.537) (0.048) (0.328) (0.018) (0.147)
)~(MP 0.301** 0.017 0.340** -0.293 0.305* -0.520***
v (0.123) (0.251) (0.138) (0.209) (0.159) (0.184)

gMP -2.160*** 1.650 -1.862*** 0.383 -1.007*** 0.532
n (0.596) (1.233) (0.407) (0.719) (0.234) (0.322)
gMP 0.805 -2.899*** 0.335 -1.156** 0.193* -0.343**
x (0.533) (1.102) (0.294) (0.511) (0.103) (0.151)

Notes This table reports the impact of an unexpectedngh in log monetary base (MB) on the
unexpected excess returns of 10-, 5-, and 2-yesaslry bondsX ), inflation news { ), real interest

rate news {(ri) and risk premium newsy( ). See also Table 2.3 notes.

The findings in Tables 2.5 and 2.6 are based on pely indicators that are
related to the (log) monetary base (actual and peeted change, respectively). The focus

here is on the full sample estimation results stheepre-crisis sample excludes the period
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when quantity-based indicators became stronglywaatue to the unconventional policies
adopted by the Fed. The main insights that cardéstified using the interest-rate-based
measures remain overall valid in the full samplénesgtions with the quantity-based

measures. For instance, an unexpected 1% (pereepi@igt) increase in the monthly

growth of monetary base leads to 1.1% (0.09% onoatinhy basis) unexpected excess
returns on the 10-year Treasuries. In November 20@Bunexpected growth in monetary
base as measured in Equation (2.14) was 10.679%. fithire is associated with 0.96%

response in unexpected monthly excess bond retorrtee 10-year bonds. The impact is
the smallest for the 2-year bonds, in line with theults in Tables 2.3 — 2.4. The full

sample estimated response parameters are somemhlérsin magnitude when actual

change in monetary base is used. This again iredidhtt financial asset prices are more
reactive to unexpected changes in monetary potancs.

With respect to the news components, the positifecte of monetary easing
(higher monetary base growth) on unexpected exbessury bond returns comes through
downward revisions in inflation expectations, wiile impact being even stronger than the
total response of unexpected returns and also lggingrally stronger at longer maturities.
For instance, the response of the inflation newspmment for the 10-year bonds to a
surprise monetary base growth is -2.16% as comparedl.1% response of unexpected
returns. For all maturities, the effect on retulng the negative impact on inflation news is
dampened by the positive policy effects on othey hews components. The full sample
results indicate that money growth significantlfeafs real interest rate expectations,
whereas the impact on risk premium news tends tetdistically significant only when
actual changes in the (log) monetary base are Udedresponse of the expected excess
returns component is greater in the case of longgurities, meanwhile the real interest
rate component tends to be more responsive foteshmaturities. Hence, monetary policy
expansion through a higher monetary base growghisaassociated with upward revisions
in expectations about future real interest rate exxkss bond returns, i.e. risk premium.
This finding likely reflects the impact of the finaal crisis since the pre-crisis sample
estimates are both negative instead. Neverthdlesgositive effect of monetary easing on
expected future excess returns and real interéss ia more than compensated by the
negative impact on inflation expectations leadim@n overall increase in unexpected bond
returns.

Comparing the full sample with the pre-crisis résudrom the quantity-based
measures of monetary policy, it becomes appareat the former largely reflect

developments that occurred during the financiaisriFollowing the collapse of Lehman
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Brothers in September 2008, inflation expectaticharply deteriorated in line with
worsening economic outlook (Campbell, Shiller antéifa, 2009). By the autumn of
2008, inflation became strongly negative recordangample minimum of -1.8% (month-
on-month) in November 2008. The nominal short-teénterest rate fell to almost zero,
thereby pushing up the ex post real interest ateghly positive values. At the same time,
the Fed significantly expanded the pace of monetasing, both in the conventional and
unconventional sense. The federal funds rate detloy 160 basis points from September
to November and the monetary base growth rate dedadnistorical highs due to the heavy
usage of non-sterilised Fed liquidity facilitiesglires 2.3 and 2.4, which plot the recursive
estimates of the impact of actual and unexpected) (monetary base changes on
unexpected excess Treasury bond returns and arflagws, also suggest that an important
structural shift took place in autumn 2008. Follogvithe unprecedented expansion in the
monetary base and the announcement of QE1, theredhip between money growth and
bond returns tends to increase in magnitude, whigeimpact on inflation expectations
becomes strongly negative. The response paranextbitsit a tendency to become smaller
in size after the initial shock, suggesting thatHer rounds of QE may not have been as
influential as the first one.

Summarising the main results, the positive effeCtnmnetary easing on the
Treasury bond market is principally due to fallsimflation expectationsMoreover, the
results reported in this chapter are overall ngppsutive of the portfolio balance
mechanism, according to which, monetary easingamiaxpansion of the Fed’s balance
sheet should increase current period bond returmeagly through downward adjustments

in expected excess returns, i.e. the risk (termjnpum.

162



Figure 2.3: Recursive estimates of MB change impact

Panel A: 10-year bonds

Response of unexpected excess returns: 10-year bonds Response of revisionsin inlfation expectations
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the recursive estimation is 1985:1 — 1995:1 anch thiee month is added at each step. The shaded area
denotes the period of quantitative easing, staftimg the announcement of QE1 (2008:11).
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Figure 2.4: Recursive estimates of unexpected MB ahge impact

Panel A: 10-year bonds
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2.8 Robustness analysis

The robustness of the empirical findings is examhimea number of ways. It is
shown that overall the baseline results reporte@antion 2.7 are not sensitive to these
changes. First, monetary policy effects are esgth@aver an alternative sample period.
Second, alternative state vector specificationstlier underlying VAR model are used.
Third, an alternative interest-rate-based polididgator that accounts for the Fed’s private
information is employed. Fourth, higher-order VARbdels are considered. Fifth, the
model that is used to extract monetary base grosutprises is modified. Finally,
alternative quantity-based monetary policy indicatare considered. The results are

contained in Appendix C.

2.8.1 Alternative sample period

In the early 1990s, the Fed’s decisions to cut ghkcy target rate may have
reflected an endogenous reaction to labour mar&getitons. Between June 1989 and
September 1992 (the date of the last FFR cut astsdcivith employment news), nearly
half of the FOMC meetings coincided with the rekeasf a worse-than-expected
employment report (Bernanke and Kuttner, 2005)this section, the sensitivity of the
baseline findings is examined with respect to tlRkelusion of the pre-October 1992
period'!’” The results are presented in Tables C2.4 and 62tBe Appendix C. With
respect to the 2-year bonds, they are qualitatigetyilar to the main findings, with the
positive effect of monetary easing on bond retlo@isg primarily explained by downward
revisions in inflation expectations. Nevertheldbg, magnitude of the related coefficients
is reduced. Meanwhile, the results for the 5- a®dydar bonds are sensitive the
exclusion of the pre-October 1992 period. Spedlficthe evidence of the significant bond
market reaction to monetary policy shifts, expldirierough the inflation news channel,
becomes overall weaké&®

In addition, an alternative sample period commemamFebruary 1994, when the
Fed started to announce FFR target changes andecdiubstantially the number of

intermeeting policy rate changes, is also consiai€rbe results (see Tables C2.6-C2.7) for

7 Only conventional monetary policy measures aresiclemed here since the results with respect to
unconventional policies are driven by the end &f $mple. For monetary base measures, the resatts (
reported to preserve space) are qualitatively inees

18 The puzzling full sample finding of a positive asthtistically significant response of 10-year bond
returns to monetary tightening surprises is dribgnhe crisis period developments.
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the 5- and 10-year bonds deteriorate further, winilehe case of the 2-year bonds they
remain broadly similar. The weaker bond market tteacto FFR shifts over the more
recent period may be related to changes in the thay the Fed implements and
communicates monetary policy (Fawley and Neely,420These changes have enhanced
transparency and enabled financial markets to fimone accurate expectations regarding

the policy rate, leading to overall smaller ang leslatile target rate surprises over time.
2.8.2 Alternative state vector specifications

The benchmark VAR state vector includes the changhbe nominal short-term
risk-free rate, the term spread, the real intenast, and the relative bill rate. In addition to
interest rate variables, some studies find that raemonomic factors and financial
conditions indicators are helpful in predicting Horeturns (Ang and Piazzesi, 2003;
Ludvigson and Ng, 2009; Fricke and Menkhoff, 20IMptivated by this evidence, it is
examined whether the baseline findings are robmshdorporating measures of macro-
financial conditions in the VAR state vector. Tledldwing variables are considered: the
industrial production growth rate, unemploymeneyahe Chicago Fed National Activity
Index (CFNAI), and the Chicago Fed Adjusted NatloR@nancial Conditions Index
(ANFCI).**® CFNAI is a measure of overall economic activitgloalated as the weighted
average of 85 monthly indicators of national ecoiwomictivity. ANFCI isolates the
component of financial conditions (in money markelsbt and equity markets, and the
traditional and “shadow” banking systems) thatrisarrelated with economic conditions.

The variance decomposition results using the atama state vectors are shown in
Tables C2.8-C2.11 in Appendix C, while the corregpng monetary policy effects
regressions are presented in Tables C2.12-C2.2@éralDvas in the benchmark case,
inflation news is the major component of unexpectadess Treasury bond returns.
Furthermore, in line with the baseline results, plositive effect of monetary easing on
bond returns comes from a corresponding negatieetebn inflation expectations. Thus,
accounting for additional forecasting variablesgoet alter the conclusions from the main

analysis.

2.8.3 Alternative interest rate-based policy measure

119 Both CFNAI and ANFCI may provide useful informati@bout current and future developments in
economic and financial conditions. More details wbothe indices can be found at:
https://www.chicagofed.org/publications/cfnai/ing@ktps://www.chicagofed.org/publications/nfci/index
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If policy actions reveal some private informatiogichby a central bank about the
future state of the economy, the estimates of naopqtolicy effects on economic and
financial variables may be biased. Romer and Rq@®)4) propose an alternative way to
identify monetary policy shocks that takes intoaot the central bank’s response to
expected economic conditioffS. The results presented in Table C2.28 are obtaised
Romer and Romer’s monetary policy shocks. The emmmhs that can be drawn are
similar to those from the baseline findings in E#bl2.3 and 2.4, since bond returns
respond positively to monetary easing and inflatexpectations play a key role in
explaining this reaction.

2.8.4 Higher order VARs

The benchmark VAR model is a first-order VAR. Irder to examine whether a
more complex dynamic structure affects the basetawilts, higher order VARs are
estimated (Barr and Pesaran, 1997; Maio, 2014). Vé&eance decomposition and
monetary policy effects results in Tables C2.29 &2d30-C2.33, respectively, are based
upon a third-order VAR model. They indicate tha thain conclusions about the role of
inflation news in the variance decomposition, adl we the relationship between bond
returns and monetary policy, and are not affecie@dysimony in the VAR order. Similar
insights are provided by the VAR(6) model with tlesults summarised in Tables C2.34
and C2.35-C2.38.

2.8.5 Alternative models for monetary base growth surprigs

The monetary base growth surprises in the baselmaysis are obtained as
residuals from the regression of monetary base thram its own lags and the lags of
unemployment measure. Following the previous woykComver (1992), monetary base
growth is modelled using three alternative speaifans with respect to the set of
explanatory variables. Firstly, the lags of mongtaase growth and unemployment
measure are complemented with the lags of the Gbi€&d Adjusted National Financial

Conditions Index in order to take into account &ilplle policy response to financial

120 The calculation of Romer and Romer’s (2004) manyapmlicy shocks involves two steps. First, intethde
federal funds rate changes around the FOMC meetingsidentified. Second, the intended funds rate
changes are regressed on the internal FOMC foredastinflation and real economic activity, i.e.eth
Greenbook forecasts, around the dates of thesedafsi® see Equation (1) in Romer and Romer (2004).
Residuals from that regression represent monetaligypshocks. To obtain these shocks, the STATAecod
and data provided by Wieland and Yang (2015) isluse
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conditions. Also, the lags of monetary base groarththen combined with either the lags
of industrial production growth, or the lags of urstkial production growth and the first
difference of the 3-month Treasury bill rate. Tiséiraates of monetary policy effects using
these alternative measures of monetary base grewrbrises are presented in Tables
C2.39 - C2.41 in Appendix C. They are overall sanito the benchmark results. The
positive bond market response to monetary easingiasly explained by downward

revisions in inflation expectations.

2.8.6 Alternative quantity-based monetary policy indicata

The large increase in the total reserves, sinceetite of 2008, made them the
dominant component of the monetary base. Motivhatethis development, two additional
guantity-based measures of monetary policy are ideres]: actual and unexpected
changes in (log) the total reserves. As with maryebase growth surprises, the latter are
obtained as residuals from the regression of tted teserves growth on its own lags and
the lags of unemployment. The results from the rteogepolicy regressions with the total
reserves as a quantity-based indicator are showmalies C2.42 and C2.43 in the
Appendix C. The main conclusions from the basedinalysis remain valid since monetary
policy shifts have a significant effect on bond kedrperformance and inflation news is

typically the main component of bond returns tsaffected.

2.9 Conclusion

Following the recent financial crisis and the agctidaken by the Fed, the analysis
of the sources of variation in the bond market tnedrole of monetary policy came to the
focus of academics, investors and policymakerss Tdhapter extends the analysis of
Campbell and Ammer (1993) to investigate the saumfkvariation in Treasury bond
returns across different maturities. This framewadmbines a dynamic accounting
identity with a VAR time-series econometric modelkiecompose unexpected excess bond
returns into the revisions in expectations (nevisud future excess returns, inflation and
real interest rates. Furthermore, the extensio@ahpbell and Ammer’s framework by
Bernanke and Kuttner's (2005) is modified to obteasights to the sources of the bond
market response to monetary policy actions. Ushig dpproach, the impact of actual and
unexpected changes in monetary policy indicatorband returns and their components is
estimated. The federal funds rate-based indicatwes used to capture conventional
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monetary policy, whereas shifts in the monetaryebase employed to capture the
unconventional dimensions of monetary policy dutimg crisis and its aftermath.

The variance decomposition results show that newsuta future inflation
constitutes the largest component of unexpectedssxéreasury bond returns, while the
contribution of news about future excess returisk @remium) and real interest rate news
is typically negligible. Hence, the findings comfiand update previous empirical evidence
about the importance of inflation news for longemt bonds by showing that it
maintained the dominant influence during the erbbwkr inflation that commenced in the
mid-1980s. Moreover, this chapter completes theupecby providing new evidence which
shows that inflation news also dominates the vasadecomposition of medium- and
shorter-term bonds.

With respect to the impact of monetary policy aasiothe results generally indicate
that monetary easing is associated with higher bretarns. Nevertheless, the effect of
interest rate-based policy measures on bond retumssbecome weaker over the more
recent period possibly reflecting changes, evaresthe mid-1990s, in the way that the Fed
implements and communicates monetary policy. In tdase of the quantity-based
monetary policy indicators, the bond market respdasgely reflects developments that
occurred at the peak of the financial crisis inuaut 2008. As to why the bond market
responds in this manner, the results highlightrtie of inflation news. The results show
that the positive effect of monetary easing on beoetlirns mainly comes from the
corresponding negative effect on inflation expectet. On the other hand, the evidence in
favour of the portfolio balance mechanism’s pradittof a strong role for the risk

premium within the context of expanding Fed’s batasheet is rather elusive.
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Chapter 2 - Appendix A

This Appendix provides the summary of the derivatiof the log-linear relationship
between current unexpected excess bond returnecexpfuture excess returns, inflation

and real interest rates. The derivation is in uith Campbell and Ammer (1993).

The gross nominal holding-period retL(rihl- le) on ann-period bond front to t+1 is:

P S A .

P, (@+Y, )"

n,t

where P,, andY, , denote the price and yield on asperiod zero-coupon bond at tirhe

Taking logs on both sides of Equation (A2.1), tbg hominal holding-period return is

obtained:
r-n,t+1 = pn—l,t+1_ pn,t = yn,t _(n_l)( yn— 1w 1_ yn ,t) (A22)

Re-arranging (A2.2) in terms of the current log ¢ébgnice and solving forward:

n-1

pn,t = _Z rn—j,t+1+j (A23)

j=0

Taking expectations at timteon both sides of Equation (A2.3) it can be writterfollows:

n-1
pn,t :_El|: r—j,t+1+j:| (A24)
0

j=

Using Equations (A2.4) and (A2.2) one can obtainegpression for current unexpected
bond returns which shows that they are negativelgted to the revisions in expectations

about future bond returns:

n-1
Mo~ E, I:rn,t+l] ==(Epi~ Et){ Mo jer jj| (A2.5)
1

j=

Following Campbell, Lo and MacKinlay (1997, p.41dXcess bond returns are defined as

follows:
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Xn,t+1 = r.n,t+1_ yl,t = rn hes 1_ 7Tt+ 1_ r.’[I+: (A26)
where vy, . is the log nominal short-term risk-free rate ateimn 7z,, is the inflation rate

betweent andt+1 (defined as the log difference of the consumi@epindex), andr,, is

the real interest rate at tinhel.

Using Equation (A2.6), (A2.5) can be re-writtentémms of excess bond returns and then

one can obtain (A2.7) which corresponds to Equafoh) in the main text:

n-1 n-1 L
)~(n,t+1 = Xn,t+1_ E[[ X\,t+1:| :( E+1_ E) _; )'g_””H _;ﬂ;Jr&j _J-Zzl tt *l (A2.7)

= _Xx,t+1 - Xn,t+1_ Xri t+1
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Chapter 2 — Appendix B

This Appendix shows how empirical proxies for tlegisions in expectations in Equation
(2.1) can be obtained using the VAR approach. Ttayais is based upon Campbell and
Ammer (1993). The starting point is a first ordek® model:

Zy= AZ+W, (B2.1)

where Z, is the vector of endogenous state varialfelenotes the matrix of VAR

parameters, and/, is the vector of forecast residuals.

The state vector contains the change in nominat4$éon risk-free rate4y, ), the spread
between long-term and short-term yields (), the real interest rate;() and the relative

bill rate rb,, i.e. the difference between the short-term nomimzrest rate and its 12-

12
month backwards moving average; = vy,, —(éjz Yiei -
i=1

Innovations to one-period excess bond returns raé t#+1 (% ,,,) are related to the
innovations in the nominal short-term risk-freeergy,,,,) and innovations in the yield

spread betweenn{1)-period and 1-period bonds (, ,.,):

>~(n,t+1 =-(n-1) yn—l,t+1 = _(n_l)(ym 1t ~$ﬁ— 1+ 1) (82-2)

Hence, the first and second equations in the VARIehare used to extract the proxy for

unexpected excess bond returns at time t+1:
)~(n,t+l = _(n_l)(§ VV+1+ é Vt\-ll) (82-3)

where s' is the unit selection vector with representing theé" equation in the VAR

model and accordingly theé" element of the vector is set to 1. For instargle,is the

vector that takes the value of one in the cell esponding to the position of the first
variable in the VAR Qy; , ).
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This approach is appropriate since innovationhélével of the nominal short-term risk-
free rate are the same as innovations to the chantpe short rate, given that the lagged

rate is known to the investors beforehand. Furteeenthe distinction betwees, _, ,,, and
... can be safely ignored given that the approximaémor becomes very small as

increases.

To obtain the estimates of the revisions in expgiExta about future real interest rates, one

can use the projections from the error vector:

(Ea=B)[ Zowj |= AW, (B2.4)

Real interest rates news is estimated using infoom#he third equation in the VAR:

n-

1 .
Rin =S AW, (B2.5)
=1

J

Using the geometric series properties it can bevaltbat Equation (B2.5) becomes:

1 -1+1
. T[A—A" +
ri,t+1

_A jV\’u: s(= A (A AW, (B2.6)

wherel is the identity matrix.

Inflation news is calculated using information abonaminal short-term interest rates and

real interest rates:

%y = (Borm BV ny = (B BYY (e, = i)
" = (B2.7)
= (E1+1 - Et)z Visj — Xi t+1

Since the VAR state vector contains the first ddfece of the nominal short-term interest
rate, the first term in (B2.7) is converted to tieighted sum of the first differences of the

short rate:

Koor = (Bt~ E)i(n— DYy =% (B2.8)
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It can be shown that Equation (B2.8) can be retenrias follows:

% =S {(1- A7 () 1+(1- A7 (A= A W, 529)

Finally, the estimates for revisions in future esscébond returns are obtained as the

residual component using Equation (2.1):

Koot = X1 ™ X ™ Kraen (B2.10)
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Chapter 2 — Appendix C

Table C2.1: Descriptive statistics and unit root tets

Panel A
Variables 1985:1—2014:2 1985:1—2007:_7
Mean St. dev. Min. Max. Mean St. dev. Min. Max.
Ay, -0.0219 0.5397  -2.9858 2.0324 -0.0106 0.5971 -B9852.0324
Sio0; 2.1306 1.3374  -1.0859  5.0091 19888 14003 -1.0859.0091
S0t 1.4257 1.0714 -1.5288  4.4923 1.4530 1.1549  -1.52884923
Souy 0.7751 0.8091 -1.7930 3.6581 0.8926 0.8636  -1.7930.6581
I‘ii 0.9893 3.5285 -12.8149 22.3965 1.6556 2.9451 -BP.8112.9246
I‘bt -0.1760 0.8809 -2.7729 2.4335 -0.1089 0.9239 -A4022.4335
AFFR -0.0237 0.2066 -0.9600 0.8700 -0.0115 0.2136 -@M6600.8700
AFFF\’J -0.0313 0.0933 -0.6265 0.3300 -0.0414  0.1017 -(®6260.3125
AMB 0.8570 23134  -8.4381 259621 0.5484 0.5657 -2.673R8956
AMB’ -0.0000 1.6363  -9.6332 12.7958 -0.1033 0.7291 €831 2.5903
Panel B
Variables ADF constant ADF constant & trend P ddnstant PP constant & trend
Ay, -3.69 [11]*+* -3.68 [11]** -27.39 [7]+* -27.36 [7]**
S0 -4.08 [12]** -4.08 [12]*** -4.28 [8]** -4.27 [8] ***
Sso; -4.15 [12]%* -4.30 [12]*** -5.57 [7]*** -5.90 [8]* **
Spus -4.09 [12]%* -5.04 [12]*** -8.07 [9]*** -9.19 [9]* **
r -2.81 [14]* -3.64 [14]* -9.94 4]+ -11.12 [4]
rb, -4.46 [15]** -4.45 [15]* -6.38 [9]*** -6.38 [9]* **
AFFR -5.01 [4]*** -5.00 [4]*** -11.64 [10]*** -11.63 [10]***
AFFR -2.58 [11]* -4.68 [14]** -14.65 [5]*** -15.62 [7]**
AMB -5.43 [8]*** -7.59 [B]*** -8.85 [5]*** -9.00 [6]***
AMB’ -18.59 [0]*** -18.70 [0]*** -18.59 [2]*** -18.70 [O]***

Notes Panel A of this table reports the summary siafisor variables used for the benchmark VAR
estimations as well as four indicators of monefaoiicy actions over the full sample period (1985:1
2014:2) and pre-crisis period (1985:1 — 2007:7¢; finst difference of the 1-month Treasury billeat
(Ayy), the yield spread between 10-, 5- and 2-yearstngabonds and the 1-month Treasury Silld Sso
ands,, respectively), the real interest rat§ @nd the relative bill raterlf); the change in the federal
funds rate 4FFR), the unexpected FFR change~FR"), the change in log monetary basdVi) and
the unexpected change in log monetary baséBl’). Due to data availability on FFR futures, in the
case of the unexpected change in the FFR, thesdnfiple commences in 1989:2. Panel B of this table
reports the full sample test statistics for theraegted Dickey-Fuller (ADF) and Phillips Perron (PP)
unit root tests with (a) constant and (b) constartt trend. In brackets the lag-length of the ADdt ie
reported, based on Akaike information criteriond dhe Newey-West bandwidth for the PP test. ***,
** * denote 1%, 5% and 10% level of significancespectively.
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Table C2.2: Fed announcements and balance sheet é®pments

Date Facility/programme Description Source

2008:9-11 Liquidity facilities: Increased usage of the existing and newly setwidiity facilities led to a substantial increase in Federal Reserve: Recent
Balance sheet expansion the Fed’s balance sheet as operations were norlsteydised. balance sheet trends

2008:11 QE1 announced: Further Federal Reserve announces purchases of up to $li60 im direct obligations of housing- FOMC statement

balance sheet expansion related government-sponsored enterprises (GSE)farmlto $500 billion in agency mortgage-
backed securities (MBS).

2008:12 QE1 expansion hint First hint on purcha$dgeasuries: “...the Fed could purchase longer-t€reasury...in Chairman Bernanke’s speech
substantial quantities”.
2008:12 QEL1 expansion hint FOMC considers QE eidaris Treasuries: “The Committee is also evaluptire potential FOMC statement
benefits of purchasing longer-term Treasury seegfit
2009:1 QEL1 expansion hint FOMC confirms the intamtio purchase Treasuries: “The Committee alsoepared to FOMC statement
purchase longer-term Treasury securities”.
2009:3 QE1 extended: Further = FOMC announces additional purchases of $750 billiaBS, $100 billion in GSE debt and of FOMC statement
balance sheet expansion up to $300 billion in longer-term Treasuries ove hext six months.
2010:8 QE2 hint Chairman Bernanke hints about QE2Zhe Committee is prepared to provide additional Chairman Bernanke’s speech
monetary accommodation through unconventional nreasu
2010:11 QE2 announced: Further FOMC announces additional purchases of $600 billicfreasuries ($75 billion per month) by FOMC statement
balance sheet expansion the end of the second quarter of next year.
2011:9 Operation Twist FOMC announces purchas&4@® billion in Treasuries with remaining maturstief 6 to 30 FOMC statement
years and $400 billion sales of Treasuries maturirgyor less years.
2012:6 Operation Twist extension  Programme extetidedigh to the end of 2012. FOMC statement
2012:8 QE3 hint FOMC considers additional stimulusadditional monetary accommodation would likely b FOMC minutes
warranted fairly soon.”
2012:9 QE3announced: Further FOMC announces additional purchases of MBS ($4@biper month). FOMC statement
balance sheet expansion
2012:12 QE3 extended: Further FOMC announces additional purchases of longer-Teneasuries ($45 billion per month). FOMC statement

balance sheet expansion

Notes This table reports the months that were assatiatth the Federal Reserve announcements and pudikgrs’ speeches related to unconventional polipiewvides details about
their content and lists the sources. The liquithtilities include: central banks liquidity swapsjmary Dealer Credit Facility, Asset-Backed ComonarPaper Money Market Mutual
Fund Liquidity Facility, primary and secondary dtedeasonal credit, Commercial Paper Funding Fgceind Term Auction Facility. More details areopided by the Federal
Reserve alttp://www.federalreserve.gov/monetarypolicy/bstemgtrends.htm
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Table C2.3: Impact of macroeconomic news on monetgaipolicy indicators

M . . 1991:10 — 2014:2
acroeconomic surprise AFFR AFFR AMB B
CPI inflation 0.064 -0.050 -2.883 -2.160
(0.087) (0.041) (2.448) (1.761)
Core CPI inflation 0.002 0.038 -0.030 1.190
(0.148) (0.046) (2.092) (1.581)
Nonfarm payrolls 0.007 -0.005 -0.083 -0.050
(0.012) (0.005) (0.161) (0.095)
Industrial production 0.020 -0.020* -0.286 -0.076
(0.031) (0.011) (0.448) (0.419)
Retail sales excl. autos 0.002 0.009 0.286 0.437
(0.018) (0.009) (0.494) (0.511)
R? 0.006 0.020 0.026 0.032
1991:10 — 2007:7
CPI inflation -0.002 -0.064 0.337 0.991*
(0.091) (0.044) (0.452) (0.599)
Core CPI inflation -0.156 0.090 -0.218 -0.344
(0.169) (0.057) (0.527) (0.741)
Nonfarm payrolls 0.002 -0.005 0.019 0.009
(0.014) (0.006) (0.038) (0.048)
Industrial production 0.037 -0.010 -0.158 -0.220
(0.045) (0.018) (0.106) (0.180)
Retail sales excl. autos -0.015 0.022 “0.112 -0.014
(0.029) (0.016) (0.200) (0.321)
R? 0.012 0.024 0.014 0.035

Notes This table reports the estimated parameters frenregressions of monetary policy indicators on
macroeconomic surprises. The monetary indicatedter change in the federal funds ratERR), the
unexpected FFR chang&RFR"), the change in log monetary baad/B) and the unexpected change in
log monetary baseAMB'). The macroeconomic surprises relate to Reuteond@uic Polls and are
calculated based on 'Actual' (the actual value Wes reported by the primary source) minus 'Median
Forecast' (the forecast figure from the polls pteothe announcement) after the actual value easeld.
The following macroeconomic variables are considef@PI inflation, core CPI inflation, change in
nonfarm payrolls, growth rate of industrial prodantand growth rate of retail sales (excluding auto
The upper panel of the table provides the full denfp991:10 — 2014:2) estimates, while the preiris
period (1991:10 — 2007:7) estimates are shown @ ltdtwer panel. Due to data availability on
macroeconomic surprises, the full sample commeimc£891:10. Data is obtained from the Datastream.
rxx k% denote 1%, 5% and 10% level of signifioge, respectively.
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Table C2.4: Impact of monetary policy on excess banreturns (since October 1992)
— FFR change

10-year bonds 5-year bonds 2-year bonds
AFFR 1992:10 - 1992:10 — 1992:10 - 1992:10 - 1992:10 — 1992:10 -
2014:2 2007:7 2014:2 20077 2014:2 20077
FMP -9.196 -1.606 -10.978** -3.907 -6.727*** -4.053**
n (6.307) (6.466) (4.108) (4.249) (1.839) (1.962)
gMP 1.805 3.519 -1.450 0.306 -2.470** -0.940*
r (2.192) (2.153) (1.216) (1.138) (1.192) (0.560)
FMP 28.431%** 15.705 18.768*** 8.185 11.571%** 6.164*+*
d (10.347) (10.358) (4.527) (5.224) (1.663) (1.502)
FMP -21.040*  -17.617* -6.340* -4.584* -2.374** -1.164*
X (8.812) (7.550) (3.306) (2.571) (1.029) (0.628)

Notes This table reports the impact of a change infédueral funds rate (FFR) on the unexpected excess
returns of 10-, 5-, and 2-year Treasury bongg (inflation news ), real interest rate new§(r() and risk

premium news X ). News components are extracted from a VAR(1) rhedeémated over the full sample
period (1985:1 — 2014:2). The state vector contdiadirst difference of the 1-month Treasury talte, the
yield spread between 10-, 5- and 2-year Treasung$and the 1-month Treasury bill, the real interate
and the relative bill rate. The first and secontucm for each bond maturity report the alternatiwvi
sample (1992:10 — 2014:2) and pre-crisis period21B0 — 2007:7) results, respectively. The standard
errors reported in parentheses are computed ulangedlta method. ***, ** * denote 1%, 5% and 10%
level of significance, respectively.

Table C2.5: Impact of monetary policy on excess banreturns (since October 1992)
— Unexpected FFR change

10-year bonds 5-year bonds 2-year bonds
1992:10 — 1992:10 — 1992:10 — 1992:10 — 1992:10 — 1992:10 —
AFFR' 50140 2007:7 2014:2 2007:7 2014:2 2007:7
FMP 36.748*** -15.600*** -0.443 -13.134*** -11.626*** -13.511***
n (2.500) (2.536) (1.427) (1.246) (0.885) (0.540)
)~(MP -0.687 -3.356** 0.263 -1.330 3.068 1.511
v (1.453) (1.366) (0.935) (1.163) (2.589) (2.724)
gMP -45.644*** 3.273 -5.377 9.446** 7.581* 11.456***
” (5.850) (6.324) (3.312) (3.956) (4.038) (3.914)
gMP 9.583 15.684*** 5.557** 5.018 0.976 0.544
x (6.670) (5.574) (2.370) (3.274) (2.046) (2.230)

Notes This table reports the impact of an unexpectedngk in the Federal funds rate (FFR) on the
unexpected excess returns of 10-, 5-, and 2-yezasliry bondsX ), inflation news § ), real interest rate

news (>~(r|) and risk premium newsx( ). See also Table C2.4 notes.
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Table C2.6: Impact of monetary policy on excess banreturns (since February
1994) — FFR change

10-year bonds 5-year bonds 2-year bonds
AFFR 1994:2 — 1994:2 — 1994:2 — 1994:2 — 1994:2 — 1994:2 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
FMP -9.991 -2.411 -11.709*+* -4.872 -6.900*** -4.277**
n (6.353) (6.610) (4.142) (4.349) (1.856) (2.001)
gMP 1.727 3.393 -1.571 0.112 -2.600** -1.133*
r (2.229) (2.193) (1.254) (1.134) (1.251) (0.627)
FMP 29.684*** 16.905 19.783*** 9.447* 11.967*** 6.695%**
d (10.515) (10.580) (4.566) (5.193) (1.729) (1.520)
FMP -21.420*  -17.886** -6.503* -4.687* -2.468** -1.284*
X (9.009) (7.712) (3.423) (2.618) (1.067) (0.675)

Notes This table reports the impact of a change infédueral funds rate (FFR) on the unexpected excess
returns of 10-, 5-, and 2-year Treasury bongg (inflation news ), real interest rate new§(r() and risk
premium news X ). News components are extracted from a VAR(1) rhedeémated over the full sample

period (1985:1 — 2014:2). The state vector contdiadirst difference of the 1-month Treasury talte, the
yield spread between 10-, 5- and 2-year Treasung$and the 1-month Treasury bill, the real interate
and the relative bill rate. The first and secontucm for each bond maturity report the alternatiwvi
sample (1994:2 — 2014:2) and pre-crisis period 4139 2007:7) results, respectively. The standamre
reported in parentheses are computed using the ohedthod. ***, ** * denote 1%, 5% and 10% level of

significance, respectively.

Table C2.7: Impact of monetary policy on excess bahnreturns (since February 1994)
— Unexpected FFR change

10-year bonds 5-year bonds 2-year bonds

1994:2 — 1994:2 — 1994:2 — 1994:2 — 1994:2 — 1994:2 —

AFFR' 5014 2007:7 2014:2 2007:7 2014:2 2007:7
FMP 54.330*** -0.046 10.088*** -0.096 -8.470*** -90.028***
n (3.861) (3.252) (1.283) (1.502) (0.692) (0.455)

)~(MP 1.630 -1.153 1.686 -0.061 -3.862* 1.884
v (1.880) (1.105) (1.039) (0.845) (1.993) (1.839)
FMP -62.918*** -11.526** -17.733*** -4.731 3.005 6.057**
” (7.706) (5.791) (2.692) (2.894) (3.136) (2.674)

gMP 6.958 12.725** 5.959** 4.887** 1.603 1.087
x (9.085) (4.969) (2.863) (2.170) (1.635) (1.589)

Notes This table reports the impact of an unexpectedngh in the federal funds rate (FFR) on the
unexpected excess returns of 10-, 5-, and 2-yezasliry bondsX ), inflation news § ), real interest rate

news (>~(r|) and risk premium newsy( ). See also Table C2.6 notes.
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Table C2.8: Variance decomposition for excess bomdturns — alternative VAR specification [1] — addirg industrial production growth

10-year bonds 5-year bonds 2-year bonds
1985:1-2014:2 1985:1-2007:7 1985:1-2014:2 1985:D720 1985:1-2014:2 1985:1-2007:
Var( X‘[) 0.832*** 0.814*** 1.111* 1.128** 1.636** 1.708**
(0.264) (0.246) (0.433) (0.444) (0.787) (0.697)
2(:0\/(X7 5 ) -0.086 -0.085 -0.190 -0.226 -0.698 -0.685
r (0.083) (0.086) (0.192) (0.186) (0.717) (0.582)
X X 0.048 0.113 -0.102 -0.017 -0.592 -0.377
2Co\( %, %) (0.284) (0.216) (0.356) (0.338) (0.472) (0.436)
Var()”( ) 0.018* 0.017 0.039* 0.035 0.272* 0.145
' (0.010) (0.012) (0.023) (0.024) (0.148) (0.107)
2Cov( % X) -0.068 -0.103* 0.026 -0.050 0.269 0.102
" (0.056) (0.060) (0.068) (0.069) (0.180) (0.129)
var(,) 0.256 0.244 0.117 0.131 0.113 0.107
(0.167) (0.184) (0.101) (0.115) (0.079) (0.074)
R2 ( X{) 0.795*** 0.842*** 0.837*** 0.897*** 0.600** 0.811***
(0.153) (0.147) (0.114) (0.089) (0.157) (0.102)
R2 ( % ) 0.197 0.338** 0.049 0.310 0.012 0.147
' (0.145) (0.151) (0.132) (0.197) (0.089) (0.239)
RZ(X) 0.236 0.254 0.054 0.073 0.021 0.009
(0.203) (0.197) (0.219) (0.243) (0.134) (0.091)

Notes This table reports the variance decompositionr@xpected excess returns of 10-, 5-, and 2-yezaslry bonds into the variances of inflation news),(real interest

rate news f(ri ), risk premium news X() and the covariances between these three comoriéenivs components are extracted from a VAR(1) matiere the state vector

contains the first difference of the 1-month Tregsill rate, the yield spread between 10-, 5- @ngkar Treasury bonds and the 1-month Treasurythdl real interest rate,
the first difference in log industrial productiamdiex and the relative bill rate. The first and setoolumn for each bond maturity report the fulthgde (1985:1 — 2014:2) and
pre-crisis period (1985:1 — 2007:7) results, retipely. R values are obtained from regressions of unexpetedss returns on each news component. The staadars
reported in parentheses are computed using the ahelthod. ***, **, * denote 1%, 5% and 10% levelsi§nificance, respectively.
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Table C2.9: Variance decomposition for excess bonmdturns — alternative VAR specification [2] — addirg unemployment rate

10-year bonds

5-year bonds

2-year bonds

1085120142 1985:12007.7 1985120142 1985020 1985120142 _ 1985.1—2007:
Var(x) 0.838% 1578 0.833" 1.703* 1.069" 1797
(0.397) (0.978) (0.361) (0.894) (0.610) (0.761)
2003, %) 0.227 20.093 0.199 -0.186 20.357 0.632
r (0.183) (0.180) (0.174) (0.302) (0.472) (0.625)
- -0.264 20.688 20.280 20.709 -0.509 -0.495
2Co\( %, %) (0.510) (1.206) (0.385) (0.963) (0.386) (0.503)
var(%,) 0.063 0.012 0.133* 0.026 0.303* 0.134
: (0.051) (0.008) (0.080) (0.019) (0.122) (0.105)
2Covx.%) -0.061 20.026 0.004 0.006 0.193 0.106
f (0.148) (0.076) (0.129) (0.104) (0.151) (0.140)
var(x) 0.197 0.217 0.110 0.160 0.102 0.090
(0.159) (0.303) (0.096) (0.196) (0.075) (0.062)
R (%) 0.801 0.894 0.755%* 0.926"* 0.5507 0.846"
(0.152) (0.107) (0.152) (0.067) (0.175) (0.088)
R (%) 0.339% 0.193 0.415% 0.162 0.161 0.124
: (0.150) (0.327) (0.188) (0.362) (0.271) (0.249)
R (%) 0.006 0.090 0.007 0.229 0.031 0.121
(0.084) (0.304) (0.103) (0.449) (0.170) (0.349)

Notes This table reports the variance decompositionr@xpected excess returns of 10-, 5-, and 2-yezaslry bonds into the variances of inflation news),(real interest

rate news f<r. ), risk premium news X() and the covariances between these three comoriéenivs components are extracted from a VAR(1) matiere the state vector
contains the first difference of the 1-month Tregsill rate, the yield spread between 10-, 5- @ngkar Treasury bonds and the 1-month Treasurythdl real interest rate,

the civilian unemployment rate and the relativé faite. See also Table C2.8 notes.
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Table C2.10: Variance decomposition for excess bonmdturns — alternative VAR specification [3] — addhg Chicago Fed National Activity Index

10-year bonds

5-year bonds

2-year bonds

1085120142 1985:12007.7 1985120142 1985020 1985120142 _ 1985.1—2007:
Var(x) 0.862% 0.847% 1.146™ 1.178" 1,655 1.781
(0.298) (0.253) (0.467) (0.456) (0.825) (0.722)
2003, %) -0.082 -0.085 0.188 20.230 20.693 -0.708
r (0.085) (0.089) (0.203) (0.195) (0.744) (0.615)
- -0.003 0.046 0171 0111 0.643 -0.496
2Co\( %, %) (0.350) (0.230) (0.413) (0.365) (0.528) (0.465)
var(%,) 0.018* 0.018 0.038 0.036 0.268* 0.150
: (0.010) (0.012) (0.023) (0.025) (0.151) (0.114)
2Covx.%) 0.071 -0.110* 0.022 -0.056 0.260 0.107
f (0.057) (0.061) (0.075) (0.072) (0.206) (0.140)
var(x) 0.277 0.283 0.152 0.183 0.154 0.168"
(0.184) (0.185) (0.114) (0.117) (0.097) (0.081)
R (%) 0.778% 0.809"* 0.816"* 0.8617* 0.588" 0.7807
(0.167) (0.145) (0.122) (0.089) (0.153) (0.095)
R (%) 0.195 0.347% 0.051 0.320 0.010 0.153
: (0.152) (0.153) (0.137) (0.198) (0.078) (0.233)
R (%) 0.208 0.223 0.039 0.054 0.009 0.004
(0.208) (0.184) (0.174) (0.186) (0.075) (0.050)

Notes This table reports the variance decompositiothef unexpected excess returns of 10-, 5-, and 2-yessury bonds into the variances of inflationvagx ), real

interest rate newsf(. ), risk premium newsfg() and the covariances between these three comporidevs components are extracted from a VAR(1) hatiere the state
vector contains the first difference of the 1-momtkasury bill rate, the yield spread between %0and 2-year Treasury bonds and the 1-month Tredwily the real interest

rate, the Chicago Fed National Activity Index ahd telative bill rate. See also Table C2.8 notes.
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Table C2.11: Variance decomposition for excess boneturns — alternative VAR specification [4] — addhg Chicago Fed Adjusted National

Financial Conditions Index

10-year bonds 5-year bonds 2-year bonds

1985:120142 1985120077  1985:12014:2 19850720  1985:12014:2 _ 1985:1_2007:
Var(%,) 0.847% 0.757% 1181~ 1.059% 1911 1.860%
(0.341) (0.218) (0.568) (0.414) (1.118) (0.814)
. 0.124 -0.085 -0.283 0.241 1.106 -0.990
2Cov( %) (0.136) (0.092) (0.323) (0.212) (1.201) (0.782)
- - -0.079 0.064 -0.280 -0.082 -0.876 -0.538
2Co( %) (0.470) (0.270) (0.559) (0.359) (0.717) (0.502)
Var(x,) 0.025 0.023 0.062 0.054 0.419 0.278
: (0.017) (0.015) (0.052) (0.038) (0.320) (0.198)
2o %) -0.019 -0.052 0.115 0.031 0.471 0.254
& (0.099) (0.079) (0.158) (0.116) (0.366) (0.220)
Var(%) 0.351 0.293 0.206 0.178 0.182 0.135
(0.241) (0.218) (0.174) (0.166) (0.134) (0.104)
R (%) 0.656 0.737 0.685 0.7617 0.443 0.646°
(0.248) (0.218) (0.207) (0.198) (0.185) (0.180)
R (%) 0.090 0.092 0.008 0.047 0.025 0.029
; (0.118) (0.145) (0.049) (0.129) (0.109) (0.112)
R (%) 0.260 0.305* 0.074 0.131 0.002 0.000
(0.197) (0.171) (0.204) (0.251) (0.035) (0.016)

Notes This table reports the variance decompositiothef unexpected excess returns of 10-, 5-, and 2¥esmsury bonds into the variances of ianatiomvae(X,), real

interest rate news>7g ), risk premium news X() and the covariances between these three commorideivs components are extracted from a VAR(1) inatiere the state

vector contains the first difference of the 1-momtkasury bill rate, the yield spread between %0and 2-year Treasury bonds and the 1-month Tredwily the real interest
rate, the Chicago Fed Adjusted National Financ@mhditions Index and the relative bill rate. Se@ dlable C2.8 notes.
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Table C2.12: Impact of monetary policy on excess bd returns with alternative
VAR specification [1] — FFR change

10-year bonds 5-year bonds 2-year bonds

AFFR 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7

FMP -22.553** .21 550***  -15517**  -13.798*** -8.235*** -7.734%*=
n (5.369) (4.810) (3.044) (2.831) (1.379) (1.317)
FMP 0.845 1.494 -1.518 -0.716 -2.071 -1.264
r' (1.785) (1.635) (1.245) (1.071) (1.545) (1.338)

FMP 36.576***  33.075*** 22.921*** 19.602*** 12.847**= 11.008***
4 (8.184) (7.433) (3.672) (3.333) (1.886) (1.617)
FMP -14.868* -13.019* -5.887* -5.088 -2.541** -2.011*
X (8.034) (6.977) (3.555) (3.093) (1.247) (1.117)

Notes This table reports the impact of a change infédueral funds rate (FFR) on the unexpected excess
returns of 10-, 5-, and 2-year Treasury bonﬂs,(inﬂation news (>~<,,), real interest rate new§(r() and risk

premium news &). News components are extracted from a VAR(1) rhedémated over the full sample

period (1985:1 — 2014:2). The state vector contdiadirst difference of the 1-month Treasury talte, the
yield spread between 10-, 5- and 2-year Treasung®¥and the 1-month Treasury bill, the real interat®,
the first difference of log industrial productiamdiex and the relative bill rate. The first and setoolumn
for each bond maturity report the full sample anekgrisis period (1985:1 — 2007:7) results, respelt.
The standard errors reported in parentheses arputethusing the delta method. ***, ** * denote 1%8p
and 10% level of significance, respectively.

Table C2.13: Impact of monetary policy on excess bd returns with alternative
VAR specification [1] — Unexpected FFR change

10-year bonds 5-year bonds 2-year bonds

AFFR 1989:2 — 1989:2 — 1989:2 — 1989:2 — 1989:2 — 1989:2 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7

P -26.994***  .56.238**  -25408**  -34.603**  -16.565***  -18.633***
n (4.168) (4.880) (2.097) (2.203) (0.973) (0.887)
VP -2.163* -2.518* -0.469 -0.736 2.251 1.934
r (1.195) (1.512) (1.613) (1.936) (3.032) (3.349)

P 17.993**  44.666*** 23.389*** 33.236*** 15.067**= 17.981**=
4 (5.609) (6.209) (5.553) (5.785) (4.420) (4.536)
FMP 11.164* 14.090* 2.487 2.103 -0.753 -1.282
X (5.000) (7.587) (4.541) (5.732) (2.396) (2.651)

Notes This table reports the impact of an unexpectedanghk in the federal funds rate (FFR) on the
unexpected excess returns of 10-, 5-, and 2-yezaslry bonds)~g1), inflation news &), real interest rate

news (>~(r|) and risk premium news)?((). Due to data availability on FFR futures, thd fample that is used
for the estimations of monetary policy effects coemees on 1989:2. See also Table C2.12 notes.
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Table C2.14: Impact of monetary policy on excessond returns with alternative
VAR specification [1] — MB change

10-year bonds 5-year bonds 2-year bonds
AMB 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
FMP 0.916*** -1.078 0.790%** 0.757 0.313%** 0.531*
n (0.337) (1.055) (0.114) (0.538) (0.041) (0.212)
FMP 0.166* -0.538** 0.260** -0.477% 0.282%** -0.483**
r' (0.100) (0.267) (0.090) (0.211) (0.095) (0.205)
FMP -2.128%** 0.668 -1.494*** -0.214 -0.799*** 0.126
4 (0.360) (1.530) (0.205) (0.783) (0.122) (0.396)
FMP 1.046* 0.948 0.445* -0.066 0.205%** -0.174
X (0.598) (0.858) (0.239) (0.383) (0.073) (0.151)

Notes This table reports the impact of a change in iegnetary base (MB) on the unexpected excess
returns of 10-, 5-, and 2-year Treasury bonﬂs,(inﬂation news (>~<,,), real interest rate new§(r() and risk

premium news &). See also Table C2.12 notes.

Table C2.15: Impact of monetary policy on excessold returns with alternative
VAR specification [1] — Unexpected MB change

10-year bonds 5-year bonds 2-year bonds
AMBY 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
P 1.202%* 1.159** 1.179%* 1.069*** 0.478*** 0.339*
n (0.198) (0.557) (0.087) (0.329) (0.034) (0.146)
VP 0.306** 0.024 0.342** -0.300 0.308* -0.532%**
r (0.123) (0.253) (0.138) (0.205) (0.157) (0.177)
P -2.174% 1.622 -1.858*** 0.403 -0.995*** 0.563*
4 (0.588) (1.235) (0.406) (1.716) (0.229) (0.314)
FMP 0.666 -2.805** 0.336 -1.172** 0.210** -0.371**
X (0.571) (1.125) (0.300) (0.518) (0.104) (0.153)

Notes This table reports the impact of an unexpecteahgk in log monetary base (MB) on the unexpected
excess returns of 10-, 5-, and 2-year Treasury$)()}~$g, inflation news (X,), real interest rate new§(r()

and risk premium news>~((). See also Table C2.12 notes.
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Table C2.16: Impact of monetary policy on excess bd returns with alternative
VAR specification [2] — FFR change

10-year bonds 5-year bonds 2-year bonds

AFFR 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7

M -21.101***  -20.791**  -15.450**  -13.603*** -8.508*** -7.832%**
n (5.042) (5.145) (3.014) (2.919) (1.351) (1.293)
FMP 5.369* 5.387* 2.761 2.750 -0.080 0.285
r' (3.156) (2.794) (2.076) (1.782) (1.682) (1.473)
M 35.622**  31.954** 20.297*** 17.350*** 11.168*** 9.707**
d (9.892) (8.634) (4.258) (3.626) (2.053) (1.744)
FMP -19.889* -16.551* -7.608* -6.497* -2.580** -2.160*
X (10.627) (9.327) (4.250) (3.682) (1.243) (1.121)

Notes This table reports the impact of a change infdueral funds rate (FFR) on the unexpected excess
returns of 10-, 5-, and 2-year Treasury bonqu,(inflation news (X,), real interest rate news~(r() and risk

premium news X(). News components are extracted from a VAR(1) rhedémated over the full sample

period (1985:1 — 2014:2). The state vector contdiadirst difference of the 1-month Treasury Lilte, the
yield spread between 10-, 5- and 2-year Treasungd#and the 1-month Treasury bill, the real interate,

the civilian unemployment rate and the relativd hite. The first and second column for each bond
maturity report the full sample and pre-crisis pdr{1985:1 — 2007:7) results, respectively. Thadzad
errors reported in parentheses are computed uBengdlta method. ***, ** * denote 1%, 5% and 10%

level of significance, respectively.

Table C2.17: Impact of monetary policy on excess bd returns with alternative VAR
specification [2] — Unexpected FFR change

10-year bonds 5-year bonds 2-year bonds
1989:2— 19892 —  1989:2—  1989:2— 1989:2 — 1989:2 —
AFFR’ 2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
QP 24200 54280™  25728"%  -34.502% 173817  -10.113"
n (1.999) (4.049) (1.427) (1.960) (0.709) (0.789)
P 10.554*  17.922* 11.228  14.764% 6.609* 7.176*
g (4.625) (7.532) (3.915) (4.968) (3.386) (3.660)
P 17.371  44.258* 16.941%  23.765"*  11.914*  13.464™
,, (11.754)  (18.447) (7.015) (8.448) (4.563) (4.722)
P -3.703 ~7.900 2.441 4.028 1.141 1527
x (12.333)  (21.634) (6.189) (8.376) (2.461) (2.665)

Notes This table reports the impact of an unexpectedngh in the federal funds rate (FFR) on the
unexpected excess returns of 10-, 5-, and 2-yesaslry bonds&), inflation news &), real interest rate

news ()~(ri) and risk premium newsf(((). Due to data availability on FFR futures, thd f@mple that is used
for the estimations of monetary policy effects coemees on 1989:2. See also Table C2.16 notes.
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Table C2.18:

VAR specification [2] — MB change

10-year bonds 5-year bonds 2-year bonds

AMB 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
M 0.791*** -0.883 0.778*** 0.712 0.329%** 0.471**
n (0.290) (1.113) (0.120) (0.549) (0.041) (0.210)
FMP -0.334 1.105 -0.158 0.415 0.112 -0.016
r' (0.228) (0.744) (0.152) (0.363) (0.103) (0.203)
M -2.117%** 0.865 -1.220%** -0.757 -0.635*** -0.389
d (0.614) (2.292) (0.278) (0.862) (0.130) (0.367)
FMP 1.660* -1.087 0.600* -0.370 0.194** -0.067
X (0.850) (1.755) (0.318) (0.485) (0.074) (0.128)

Notes This table reports the impact of a change in hognetary base (MB) on the unexpected excess

Impact of monetary policy on excessond returns with alternative

returns of 10-, 5-, and 2-year Treasury bonqu,(inflation news (X,), real interest rate news~(r() and risk

premium news K(). See also Table C2.16 notes.

Table C2.19:

VAR specification [2] — Unexpected MB change

10-year bonds

5-year bonds

2-year bonds

o 1085:1-  1985.1— 19851  19851-  19851— 19851 -
AMB 2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
e 1.051%% 1.203* 1.185+ 1,089+ 0,508 0,339
n (0.104) (0.573) (0.049) (0.331) (0.019) (0.144)
P 0.056 0.093 0.011 -0.359 0.193 20.421%
g (0.179) (0.340) (0.177) (0.277) (0.154) (0.183)
e 2.170% 1561 1.659% 0.407 -0.898%* 0.438
n (0.651) (1.217) (0.403) (0.628) (0.227) (0.300)
P 1.062 ~2.856% 0.463 ~1.138* 0.197* 20.356%
x (0.698) (1.287) (0.344) (0.551) (0.102) (0.160)

Notes This table reports the impact of an unexpecteahgk in log monetary base (MB) on the unexpected

Impact of monetary policy on excessond returns with alternative

excess returns of 10-, 5-, and 2-year Treasury$)()}~$g, inflation news (X,), real interest rate new§(r()

and risk premium news>~((). See also Table C2.16 notes.
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Table C2.20: Impact of monetary policy on excess bd returns with alternative VAR
specification [3] — FFR change

10-year bonds 5-year bonds 2-year bonds

AFFR 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7

M -18.963***  -18.966***  -14.380***  -13.010*** -8.125%** -7.705%**
n (5.835) (5.237) (3.133) (2.901) (1.367) (1.312)
FMP 0.857 1.306 -1.529 -0.812 -2.150 -1.388
r' (1.781) (1.555) (1.246) (1.031) (1.507) (1.210)

M 35.285%*  31.220*** 22.443%* 18.680*** 12.770%** 10.712%**
d (8.262) (7.311) (3.694) (3.415) (1.815) (1.508)
FMP -17.178** -13.560* -6.533* -4.858 -2.494** -1.619**
X (8.642) (7.047) (3.623) (3.078) (1.238) (1.109)

Notes This table reports the impact of a change infdueral funds rate (FFR) on the unexpected excess
returns of 10-, 5-, and 2-year Treasury bonqu,(inflation news (X,), real interest rate news~(r() and risk

premium news X(). News components are extracted from a VAR(1) rhedémated over the full sample

period (1985:1 — 2014:2). The state vector contdiadirst difference of the 1-month Treasury Lilte, the
yield spread between 10-, 5- and 2-year Treasungd#and the 1-month Treasury bill, the real interate,
the Chicago Fed National Activity Index and theatiele bill rate. The first and second column foctea
bond maturity report the full sample and pre-crigegiod (1985:1 — 2007:7) results, respectivelye Th
standard errors reported in parentheses are cothpaieg the delta method. ***, **, * denote 1%, 5¥ad
10% level of significance, respectively.

Table C2.21: Impact of monetary policy on excess bd returns with alternative
VAR specification [3] — Unexpected FFR change

10-year bonds 5-year bonds 2-year bonds
1989:2— 19892 —  1989:2—  1989:2— 1989:2 — 1989:2 —
AFFR’ 2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
QP 23299 B16A7™  24104™% 32266  -16.348™  -17.850"
n (2.747) (5.510) (1.657) (2.459) (0.833) (0.956)
P 2.182% 2231 -0.760 20.651 1.811 1.810
g (0.972) (1.534) (1.447) (2.052) (2.796) (3.323)
P 14.389"  44.131%*  22.134*  32.953™*  15.0857*  17.803"
,, (4.890) (6.105) (4.866) (5.810) (4.008) (4.437)
P 11.092* 9.746 2.730 20.035 20.548 1.763
x (4.257) (8.290) (4.265) (5.957) (2.311) (2.604)

Notes This table reports the impact of an unexpectedngh in the federal funds rate (FFR) on the
unexpected excess returns of 10-, 5-, and 2-yesaslry bonds&), inflation news &), real interest rate

news ()~(ri) and risk premium newsf(((). Due to data availability on FFR futures, thd f@mple that is used
for the estimations of monetary policy effects coemees on 1989:2. See also Table C2.20 notes.
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Table C2.22: Impact of monetary policy on excessold returns with alternative
VAR specification [3] — MB change

10-year bonds 5-year bonds 2-year bonds

AMB 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7

M 0.566 -0.644 0.608*** 0.968* 0.255%** 0.61 1%+
n (0.451) (1.009) (0.159) (0.538) (0.052) (0.216)
FMP 0.114 0.549** 0.226* -0.456** 0.261* -0.456**
r' (0.139) (0.262) (0.130) (0.199) (0.136) (0.192)
M -2.329%** 0.653 -1.599%** -0.296 -0.825*** 0.034
d (0.546) (1.487) (0.299) (0.752) (0.179) (0.363)
FMP 1.649* 0.540 0.765** -0.215 0.309*** -0.189
X (0.869) (0.910) (0.339) (0.382) (0.101) (0.130)

Notes This table reports the impact of a change in hognetary base (MB) on the unexpected excess
returns of 10-, 5-, and 2-year Treasury bonqu,(inflation news (X,), real interest rate news~(r() and risk

premium news K(). See also Table C2.20 notes.

Table C2.23: Impact of monetary policy on excessolnd returns with alternative
VAR specification [3] — Unexpected MB change

10-year bonds 5-year bonds 2-year bonds

AMBY 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7

P 0.978*** 1.477* 1.119%* 1.274%* 0.479%** 0.413%**
n (0.143) (0.687) (0.063) (0.356) (0.023) (0.149)
FMP 0.218 -0.044 0.301 -0.314 0.285 -0.535**
r' (0.182) (0.237) (0.200) (0.220) (0.222) (0.203)
FMP -2.544* 1.272 -2.092*** 0.170 -1.091**=* 0.449
4 (0.940) (1.211) (0.573) (0.776) (0.332) (0.358)
FMP 1.348 -2.705** 0.673 -1.129** 0.326** -0.328*
X (0.897) (1.108) (0.428) (0.545) (0.144) (0.169)

Notes This table reports the impact of an unexpecteahgk in log monetary base (MB) on the unexpected
excess returns of 10-, 5-, and 2-year Treasury$)()}~$g, inflation news (X,), real interest rate new§(r()

and risk premium news>~((). See also Table C2.20 notes.
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Table C2.24: Impact of monetary policy on excess bd returns with alternative VAR
specification [4] — FFR change

10-year bonds 5-year bonds 2-year bonds

AFFR 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7

M -21.102%**  -22.970**  -15.615**  -14.930*** -8.357*** -8.111%**
n (4.647) (4.684) (2.962) (2.832) (1.356) (1.291)
FMP 2.193 4.003* -0.468 1.582 -1.270 0.730
r' (1.931) (2.350) (1.282) (1.829) (1.232) (1.335)
M 29.886*** 21.440** 19.765*** 13.267*** 11.455%** 7.778%*
d (7.858) (9.521) (3.788) (5.053) (1.524) (1.853)
FMP -10.977* -2.472 -3.682 0.082 -1.828 -0.398
X (6.620) (8.519) (3.204) (4.018) (1.166) (1.233)

Notes This table reports the impact of a change infdueral funds rate (FFR) on the unexpected excess
returns of 10-, 5-, and 2-year Treasury bonqu,(inflation news (X,), real interest rate news~(r() and risk

premium news X(). News components are extracted from a VAR(1) rhedémated over the full sample

period (1985:1 — 2014:2). The state vector contdiadirst difference of the 1-month Treasury Lilte, the
yield spread between 10-, 5- and 2-year Treasungd#and the 1-month Treasury bill, the real interate,
the Chicago Fed Adjusted National Financial Coodgi Index and the relative bill rate. The first and
second column for each bond maturity report thé $ample and pre-crisis period (1985:1 — 2007:7)
results, respectively. The standard errors repant@érentheses are computed using the delta mettod

** * denote 1%, 5% and 10% level of significancespectively.

Table C2.25: Impact of monetary policy on excess bd returns with alternative VAR
specification [4] — Unexpected FFR change

10-year bonds 5-year bonds 2-year bonds
1989:2— 19892 —  1989:2—  1989:2— 1989:2 — 1989:2 —
AFFR’ 2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
QP 27.8AL™ 54337 27.168"* 34897  -18.018™  -10.337
n (3.035) (3.379) (1.769) (1.776) (0.889) (0.735)
P 2.078* -0.891 0.737 0.964 2.216 3.822
g (1.149) (1.878) (2.154) (2.066) (3.735) (3.288)
P 20.157  36.534"* 25690  28.266™*  16.839%* 15258
,, (4.616) (8.092) (6.328) (6.107) (5.352) (4.436)
P 9.762% 18.694* 2.215 5.667 -1.037 0.258
x (4.597) (7.541) (5.006) (5.649) (2.638) (2.624)

Notes This table reports the impact of an unexpectedngh in the federal funds rate (FFR) on the
unexpected excess returns of 10-, 5-, and 2-yesaslry bonds&), inflation news &), real interest rate

news ()~(ri) and risk premium newsf(((). Due to data availability on FFR futures, thd f@mple that is used
for the estimations of monetary policy effects coemees on 1989:2. See also Table C2.24 notes.
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Table C2.26:

VAR specification [4] — MB change

10-year bonds

5-year bonds

2-year bonds

19851—  19851—  19851-—  19851—  19851— 19851 -
AMB 2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
oy 0.475 20.720 0,661 0.849 0,287+ 0,537+
n (0.426) (1.008) (0.153) (0.521) (0.053) (0.207)
oy 0,229 0178 0.323"* -0.080 0.340% -0.098
o (0.121) (0.314) (0.114) (0.253) (0.118) (0.241)
P 22,2087+ 1.368 15087+ 1526  -0.851°* 20,641
n (0.390) (1.272) (0.230) (0.718) (0.136) (0.353)
o 1.595% 2.266* 0,615+ 0.757 0.225% -0.203
x (0.703) (1.233) (0.280) (0.533) (0.074) (0.158)

Notes This table reports the impact of a change in hognetary base (MB) on the unexpected excess

Impact of monetary policy on excessond returns with alternative

returns of 10-, 5-, and 2-year Treasury bonqu,(inflation news (X,), real interest rate news~(r() and risk

premium news K(). See also Table C2.24 notes.

Table C2.27:

VAR specification [4] — Unexpected MB change

10-year bonds 5-year bonds 2-year bonds

AMBY 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
P 0.723** 0.440 1.037** 0.702* 0.455%** 0.206
n (0.304) (0.814) (0.127) (0.427) (0.044) (0.169)
FMP 0.608* 0.325 0.657* -0.004 0.604* -0.265
r' (0.339) (0.327) (0.353) (0.347) (0.355) (0.296)
FMP -3.600** 0.469 -2.739%** -0.270 -1.490*** 0.179
4 (1.478) (1.226) (0.891) (0.921) (0.477) (0.437)
FMP 2.269 -1.234 1.045 -0.428 0.431** -0.120
X (1.458) (1.267) (0.690) (0.723) (0.194) (0.209)

Notes This table reports the impact of an unexpectezhgk in log monetary base (MB) on the unexpected

Impact of monetary policy on excessond returns with alternative

excess returns of 10-, 5-, and 2-year Treasury$)()}~$g, inflation news (X,), real interest rate new§(r()

and risk premium news>~((). See also Table C2.24 notes.
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Table C2.28: Impact of monetary policy on excess bd returns — Romer and Romer
policy shock

10-year bonds 5-year bonds 2-year bonds
ARR  1985:1 —2007:7 1985:1—2007:7 1985:1 —2007:7
gMP -27.695%** -17.632%** -8.729***
n (4.765) (3.108) (1.487)
FMP 2.208 -0.113 -0.779
r' (1.641) (1.006) (1.181)
gMP 39.123%* 22.428*** 11.240%*=*
n (7.343) (3.226) (1.421)
gMP -13.635** -4.683 -1.733*
X (6.788) (3.036) (1.027)

Notes This table reports the impact of a monetary gosbhock as measured by Romer and Romer (2004)
on the unexpected excess returns of 10-, 5-, apeaR-Treasury bondsX(), inflation news &), real

interest rate news)@) and risk premium newsfq(). News components are extracted from a VAR(1) rhode

estimated over the full sample period (1985:1 —42P)1 The state vector contains the first diffeen€ the
1-month Treasury bill rate, the yield spread betw&é-, 5- and 2-year Treasury bonds and the 1-month
Treasury bill, the real interest rate, and thetinedabill rate. The pre-crisis period (1985:1 — Z0Q results

are reported for each bond maturity. The standamtsreported in parentheses are computed usig th
delta method. ***, ** * denote 1%, 5% and 10% l¢wé significance, respectively.
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Table C2.29: Variance decomposition for excess bomdturns — VAR(3)

10-year bonds 5-year bonds 2-year bonds

1985:12014:2 1985120077  1985:1-20142  1985:D720 1985:12014:2  1985:1—2007:
Var(%,) 0.980% 1.042%% 1532+ 1.386" 2.339* 1.847%
(0.362) (0.370) (0.675) (0.576) (1.216) (0.892)
. 0.071 -0.049 0.226 0.120 1.078 -0.429
2Cov(,.%) (0.094) (0.069) (0.272) (0.155) (1.120) (0.658)
- - -0.058 0.122 -0.582 -0.493 1.361 -0.997
2Co\( %, %) (0.387) (0.429) (0.684) (0.656) (0.838) (0.754)
Var(x,) 0.016* 0.008 0.041 0.015 0.371 0.101
. (0.009) (0.005) (0.030) (0.012) (0.242) (0.097)
2o %) -0.020 -0.039 0.076 0.016 0.463 0.198
f (0.052) (0.040) (0.107) (0.073) (0.360) (0.239)
Var(%) 0.153 0.161 0.159 0.195 0.266 0.279
(0.126) (0.173) (0.165) (0.207) (0.179) (0.203)
R (%) 0.856" 0.877% 0.8317 0.8417 0.536™ 0.696%
(0.114) (0.137) (0.131) (0.148) (0.194) (0.179)
R (%) 0.055 0.175 0.029 0.086 0.011 0.002
: (0.096) (0.184) (0.113) (0.171) (0.091) (0.088)
R (%) 0.084 0.040 0.056 0.010 0.126 0.051
(0.222) (0.160) (0.244) (0.096) (0.252) (0.159)

Notes This table reports the variance decompositioithef unexpected excess returns of 10-, 5-, and 24emsury bonds into the variances of ianatiomvse(XT), real

interest rate news)?g ), risk premium news)K() and the covariances between these three comporidsvs components are extracted from a VAR(3) matlere the state

vector contains the first difference of the 1-moftkasury bill rate, the yield spread between %0and 2-year Treasury bonds and the 1-month Tredmil the real interest
rate and the relative bill rate. The first and setaolumn for each bond maturity report the fulingde (1985:1 — 2014:2) and pre-crisis period (1285:2007:7) results,
respectively. Rvalues are obtained from regressions of unexpepteess returns on each news component. The sthedars reported in parentheses are computed thgng
delta method. ***, ** * denote 1%, 5% and 10% l¢wé significance, respectively.
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Table C2.30: Impact of monetary policy on excess bhd returns with VAR(3) — FFR
change

10-year bonds 5-year bonds 2-year bonds

AFFR 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7

M -22.902%** .22 .432%*  -14.481**  -12.573** -7.517%** -6.898***
n (5.215) (5.290) (3.177) (3.089) (1.400) (1.362)
FMP 0.618 1.377 -2.345 -1.263 -2.570 -1.440
r' (1.789) (1.543) (1.521) (1.169) (1.980) (1.617)

M 34.913**  31.089*** 25.220%** 20.762*** 13.963*** 11.428***
d (8.991) (7.698) (5.274) (4.330) (2.485) (1.984)
FMP -12.630 -10.034 -8.395* -6.926* -3.876** -3.090**
X (8.756) (7.624) (4.882) (4.073) (1.405) (1.217)

Notes This table reports the impact of a change infdueral funds rate (FFR) on the unexpected excess
returns of 10-, 5-, and 2-year Treasury bonqu,(inflation news (X,), real interest rate news~(r() and risk

premium news X(). News components are extracted from a VAR(3) rhedémated over the full sample

period (1985:1 — 2014:2). The state vector contdiadirst difference of the 1-month Treasury Lilte, the
yield spread between 10-, 5- and 2-year Treasung®and the 1-month Treasury bill, the real interate
and the relative bill rate. The first and secondiem for each bond maturity report the full samghel pre-
crisis period (1985:1 — 2007:7) results, respebtivdhe standard errors reported in parentheses are
computed using the delta method. ***, ** * dendt&, 5% and 10% level of significance, respectively.

Table C2.31: Impact of monetary policy on excess bd returns with VAR(3) —
Unexpected FFR change

10-year bonds 5-year bonds 2-year bonds
1989:2— 19892 —  1989:2—  1989:2— 1989:2 — 1989:2 —
AFFR’ 2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
QP 30.890" 595437  28425%* 36490  -18.091%  -10.443"
n (4.348) (4.924) (2.335) (2.495) (0.966) (0.977)
S 1.745 1.534 -0.588 20.748 1.549 1.550
i (1.081) (1.534) (2.010) (2.398) (4.663) (4.748)
P 25186 535570+  31.207  40.711™*  20.411%*  21.811*>
,, (5.876) (7.563) (7.460) (8.132) (6.877) (6.728)
P 7.449 7.520 2.194 3.473 3.869 3.918
x (4.836) (8.295) (6.075) (7.483) (3.503) (3.550)

Notes This table reports the impact of an unexpectedngh in the federal funds rate (FFR) on the
unexpected excess returns of 10-, 5-, and 2-yesaslry bonds&), inflation news &), real interest rate

news ()~(ri) and risk premium newsf(((). Due to data availability on FFR futures, thé fample that is
used for the estimations of monetary policy effecisimences on 1989:2. See also Table C2.30 notes.
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Table C2.32: Impact of monetary policy on excessoind returns with VAR(3) — MB

change
10-year bonds 5-year bonds 2-year bonds
AMB 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
M 0.612* -0.009 0.673*** 0.950 0.282*** 0.527**
n (0.354) (1.219) (0.150) (0.625) (0.055) (0.243)
FMP 0.207* -0.273 0.343** -0.341* 0.349%** -0.418**
r' (0.124) (0.215) (0.135) (0.193) (0.143) (0.191)
M -1.927%** 0.781 -1.607*** -0.389 -0.887*** -0.066
d (0.673) (1.745) (0.434) (0.936) (0.211) (0.423)
FMP 1.108* -0.499 0.592 -0.220 0.256*** -0.043
X (0.644) (0.747) (0.359) (0.421) (0.098) (0.173)

Notes This table reports the impact of a change in hognetary base (MB) on the unexpected excess

returns of 10-, 5-, and 2-year Treasury bonqu,(inflation news (X,), real interest rate news~(r() and risk

premium news K(). See also Table C2.30 notes.

Table C2.33:

Unexpected MB change

10-year bonds

5-year bonds

2-year bonds

o 1085:1-  1985.1— 19851  19851-  19851— 19851 -
AMB 2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
e 0.719 1.668% 1.056% 1,308+ 0,458+ 0,415
n (0.329) (0.699) (0.136) (0.373) (0.045) (0.154)
P 0.317* 0.021 0.408** -0.434 0.367* 20.745%%
o (0.144) (0.265) (0.186) (0.271) (0.217) (0.264)
e 1021+ 1.061 2.032%% 0.410 11107 0.837*
n (0.873) (1.493) (0.623) (1.069) (0.328) (0.500)
P 0.885 2.750% 0.568 1.284 0.285+ 20.507*
x (0.674) (1.290) (0.447) (0.814) (0.139) (0.258)

Notes This table reports the impact of a change in riegnetary base (MB) on the unexpected excess

Impact of monetary policy on excessond returns with VAR(3) —

returns of 10-, 5-, and 2-year Treasury bonqu,(inflation news (X,), real interest rate news~(r() and risk

premium news K(). See also Table C2.30 notes.
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Table C2.34: Variance decomposition for excess bomdturns — VAR(6)

10-year bonds

5-year bonds

2-year bonds

1085120142  1085.12007.7 1985120142 1985020 1985120142 _ 1985:1-2007

- 1.329% 1.744% 1.836™ ) 2877 2.135%
var(%,) (0.588) (1.040) (0.898) 1.887*(1.116) ' 439) (1.190)
I 20.109 0.143 -0.410 20.297 -1.909 20.933
2Co( %) (0.172) (0.211) (0.436) (0.435) (1.490) (1.168)
I -0.458 -1.069 -0.958 1.301 1723 1371
2Cov(%,.%) (0.664) (1.383) (0.945) (1.389) (0.945) (0.910)
Var(x,) 0.031* 0.014 0.099 0.040 0.719% 0.318
. (0.018) (0.012) (0.067) (0.043) (0.419) (0.279)
2Covx.%) 0.018 0.058 0.199 0.203 0.724 0.507
f (0.096) (0.123) (0.203) (0.244) (0.475) (0.441)
var(x) 0.189 0.396 0.234 0.468 0311 0.344
% (0.184) (0.454) (0.240) (0.450) (0.187) (0.212)

R (%) 0.8207 0.743 0.723" 0.6277 0391 0.453%
Xr (0.129) (0.191) (0.180) (0.213) (0.202) (0.208)

= (%) 0.006 0.059 0.000 0.001 0.022 0.034
f (0.044) (0.154) (0.015) (0.027) (0.110) (0.145)

R (%) 0.005 0.030 0.090 0.014 0.114 0.022
X (0.070) (0.140) (0.288) (0.090) (0.219) (0.092)

Notes This table reports the variance decompositioithef unexpected excess returns of 10-, 5-, and 24emsury bonds into the variances of ianatiomvse(XT), real

interest rate news)@ ), risk premium news)K() and the covariances between these three comporidsvs components are extracted from a VAR(6) matlere the state

vector contains the first difference in 1-month&sery bill rate, the yield spread between 10-,ra 2-year Treasury bonds and the 1-month Treadliyyhe real interest rate
and the relative bill rate. See also Table C2.28s10
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Table C2.35: Impact of monetary policy on excess bhd returns with VAR(6) — FFR
change

10-year bonds 5-year bonds 2-year bonds

AFFR 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7

M -22.725%*  -20.819**  -13.819***  -12.078*** -7.422%** -6.763***
n (5.538) (5.681) (3.285) (3.238) (1.395) (1.382)
FMP -0.659 0.771 -3.990 -2.142 -3.428 -1.620
r' (2.593) (2.135) (2.456) (1.823) (2.161) (1.732)

M 39.088**  34.119*** 28.302*** 22.246** 15.072%** 11.446%**
d (11.067) (9.223) (6.455) (4.901) (2.591) (2.012)

FMP -17.703* -14.071 -10.493* -8.025* -4.222%** -3.063***
X (10.616) (8.998) (5.643) (4.425) (1.356) (1.123)

Notes This table reports the impact of a change inféukeral funds rate (FFR) on the unexpected excess
returns of 10-, 5-, and 2-year Treasury bonqu,(inflation news (X,), real interest rate news~(r() and risk

premium news &). News components are extracted from a VAR(6) rhedémated over the full sample

period (1985:1 — 2014:2). The state vector contdiadirst difference of the 1-month Treasury Lilte, the
yield spread between 10-, 5- and 2-year Treasung$and the 1-month Treasury bill, the real interate
and the relative bill rate. The first and seconiem for each bond maturity report the full samghel pre-
crisis period (1985:1 — 2007:7) results, respebtivdhe standard errors reported in parentheses are
computed using the delta method. ***, ** * dendt&, 5% and 10% level of significance, respectively.

Table C2.36: Impact of monetary policy on excess hd returns with VAR(6) —
Unexpected FFR change

10-year bonds 5-year bonds 2-year bonds
1989:2 — 1989:2 — 1989:2 — 1989:2 — 1989:2 — 1989:2 —
AFFRY 2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
FMP -32.798*** 59 358*** -28.720*** -36.332*** -17.600*** -18.986***
n (7.133) (7.060) (3.665) (3.649) (1.437) (1.467)
gMP -0.853 -1.197 0.205 -0.740 2.515 1.850
v (1.980) (2.781) (3.391) (3.565) (5.826) (5.546)
FMP 32.868*** 63.819*** 32.903*** 43.541*** 18.943*** 21.400***
ﬂ (10.459)  (11.812) (10.594) (10.172) (8.268) (7.432)
FMP 0.783 -3.264 -4.388 -6.469 -3.857 -4.264
x (7.138) (11.900) (7.562) (8.831) (3.599) (3.541)

Notes This table reports the impact of an unexpectedangbk in the federal funds rate (FFR) on the
unexpected excess returns of 10-, 5-, and 2-yesaslry bonds&), inflation news &), real interest rate

news (>~(r|) and risk premium news)?((). Due to data availability on FFR futures, thé fample that is
used for the estimations of monetary policy effectisimences on 1989:2. See also Table C2.35 notes.
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Table C2.37: Impact of monetary policy on excessoind returns with VAR(6) — MB

change
10-year bonds 5-year bonds 2-year bonds
AMB 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
FMP 0.583 0.097 0.694*** 0.998 0.301*** 0.561**
n (0.470) (1.236) (0.197) (0.650) (0.067) (0.257)
FMP 0.404* -0.472 0.590** -0.706** 0.560** -0.793**
r' (0.239) (0.339) (0.252) (0.351) (0.203) (0.327)
M -2.509%** 1.584 -2.199%** 0.402 -1.232%** 0.472
d (1.196) (2.120) (0.723) (1.210) (0.299) (0.553)
FMP 1.522* -1.208 0.915* -0.695 0.37 1%+ -0.239
X (0.918) (1.078) (0.524) (0.655) (0.126) (0.221)

Notes This table reports the impact of a change in hognetary base (MB) on the unexpected excess

returns of 10-, 5-, and 2-year Treasury bonqu,(inflation news (X,), real interest rate news~(r() and risk

premium news K(). See also Table C2.35 notes.

Table C2.38:

Unexpected MB change

10-year bonds

5-year bonds

2-year bonds

o 1085:1-  1985.1— 19851  19851-  19851— 19851 -
AMB 2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
e 0.665 1523 1.067%% 1.251%% 0,472+ 0.386*

n (0.406) (0.873) (0.166) (0.454) (0.054) (0.181)
P 0.514* -0.304 0.660** 20,044+ 0,583+ 1165
o (0.253) (0.469) (0.294) (0.527) (0.271) (0.410)
e 2539+ 2133 2675 1513 1,468 1.485%
n (1.296) (2.086) (0.857) (1.506) (0.391) (0.645)
P 1.360 ~3.351* 0.948 1.820 0,413 20.707*
x (0.965) (1.796) (0.609) (1.125) (0.159) (0.296)

Notes This table reports the impact of a change in riegnetary base (MB) on the unexpected excess

Impact of monetary policy on excessond returns with VAR(6) —

returns of 10-, 5-, and 2-year Treasury bonqu,(inflation news (X,), real interest rate news~(r() and risk

premium news K(). See also Table C2.35 notes.
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Table C2.39: Impact of monetary policy on excess bhd returns — Unexpected MB
change — alternative measure [1]

10-year bonds 5-year bonds 2-year bonds
AMEB 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7
M 0.393*** -2.531%** 0.828*** -0.855*** 0.369*** -0.325***
n (0.124) (0.383) (0.059) (0.221) (0.024) (0.090)
FMP 0.355*** 0.156 0.360*** -0.134 0.304** -0.356**
r' (0.104) (0.269) (0.120) (0.206) (0.142) (0.178)
M -1.265** 5.125%** -1.373%** 2.31 4% -0.799*** 1.166***
d (0.502) (1.252) (0.351) (0.611) (0.205) (0.279)
FMP 0.517 -2.749** 0.185 -1.324** 0.127 -0.485**
X (0.447) (1.194) (0.252) (0.564) (0.092) (0.186)

Notes This table reports the impact of an unexpectezhgh in log monetary base (MB) on the unexpected
excess returns of 10-, 5-, and 2-year Treasury$)()}~$g, inflation news (X,), real interest rate new§(r()

and risk premium news)~((). News components are extracted from a VAR(1) rhedeémated over the full

sample period (1985:1 — 2014:2). The state veantains the first difference of the 1-month Tregditl

rate, the yield spread between 10-, 5- and 2-yeaasury bonds and the 1-month Treasury bill, tlz re
interest rate and the relative bill rate. The faisd second column for each bond maturity repertfti
sample and pre-crisis period (1985:1 — 2007:7)lteswespectively. The model used to extract unetgze
changes in MB includes seven lags of its own, séags of unemployment measure and seven lags of the
Chicago Fed Adjusted National Financial Conditibmaex. The standard errors reported in parentheses
computed using the delta method. ***, ** * dendt®, 5% and 10% level of significance, respectively

Table C2.40: Impact of monetary policy on excess bhd returns — Unexpected MB
change — alternative measure [2]

10-year bonds 5-year bonds 2-year bonds

AMEB 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7

M 1.096*** 2.146%+* 1.270%** 1.322%* 0.556*** 0.461***
n (0.197) (0.515) (0.084) (0.302) (0.023) (0.137)

FMP 0.194** -0.095 0.219** -0.387** 0.179 -0.555%**
r' (0.093) (0.236) (0.110) (0.182) (0.129) (0.161)
M -2.041%** -0.010 -1.774%** -0.240 -0.887*** 0.310
4 (0.430) (1.332) (0.337) (0.672) (0.191) (0.289)
FMP 0.751* -2.040** 0.286 -0.695* 0.152* -0.217*
X (0.433) (0.859) (0.245) (0.372) (0.085) (0.116)

Notes This table reports the impact of an unexpecteahgk in log monetary base (MB) on the unexpected
excess returns of 10-, 5-, and 2-year Treasury$)()}~$g, inflation news (X,), real interest rate new§(r()

and risk premium news)~((). News components are extracted from a VAR(1) rhedeémated over the full

sample period (1985:1 — 2014:2). The state veantains the first difference of the 1-month Tregditl
rate, the yield spread between 10-, 5- and 2-yeaasury bonds and the 1-month Treasury bill, tla re
interest rate and the relative bill rate. The faisd second column for each bond maturity repetfti
sample and pre-crisis period (1985:1 — 2007:7)lteswespectively. The model used to extract unetqze
changes in MB includes seven lags of its own angrsdags of the first difference in log industrial
production index. The standard errors reportedaireptheses are computed using the delta methoy. **
** * denote 1%, 5% and 10% level of significancespectively.
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Table C2.41: Impact of monetary policy on excess bhd returns — Unexpected MB
change — alternative measure [3]

10-year bonds 5-year bonds 2-year bonds

AMEB 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7

M 1.193%** 2.201%* 1.325%** 1.190** 0.590%** 0.456***
n (0.169) (0.384) (0.067) (0.204) (0.018) (0.097)

FMP 0.205** 0.094 0.214* -0.204 0.158 -0.396***
r' (0.085) (0.223) (0.109) (0.164) (0.135) (0.141)
M -1.940*** -0.033 -1.754%** -0.278 -0.884*** 0.119
d (0.384) (1.205) (0.326) (0.599) (0.193) (0.258)
FMP 0.542 -2.262%** 0.215 -0.709* 0.137 -0.179
X (0.398) (0.824) (0.255) (0.366) (0.092) (0.111)

Notes This table reports the impact of an unexpectezhgh in log monetary base (MB) on the unexpected
excess returns of 10-, 5-, and 2-year Treasury$)()}~$g, inflation news (X,), real interest rate new§(r()

and risk premium newsf((). The model used to extract unexpected changeiBimcludes nine lags of its
own, nine lags of the first difference in log inthied production index and nine lags of the firdfetence

in 3-month Treasury bill rate. See also Table Ch8@s.

Table C2.42: Impact of monetary policy on excessond returns — TR change

10-year bonds 5-year bonds 2-year bonds

ATR 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7

M 0.166** 0.307** 0.300*** 0.47 1%+ 0.149%** 0.216%***
n (0.077) (0.142) (0.029) (0.067) (0.011) (0.025)

FMP 0.058** -0.071 0.083*** -0.108** 0.078** -0.158***
r' (0.026) (0.058) (0.027) (0.051) (0.034) (0.052)
M -0.551*** 0.209 -0.488*** -0.133 -0.277%** 0.020
d (0.101) (0.344) (0.062) (0.173) (0.043) (0.085)
FMP 0.327** -0.446** 0.106 -0.230* 0.050** -0.078*
X (0.151) (0.214) (0.069) (0.119) (0.024) (0.046)

Notes This table reports the impact of a change in daljusted St. Louis total reserves (TR) on the
unexpected excess returns of 10-, 5-, and 2-yesaslry bonds&), inflation news &), real interest rate

news ()~(ri) and risk premium news)@). News components are extracted from a VAR(1) rhedémated

over the full sample period (1985:1 — 2014:2). Stage vector contains the first difference of thednth
Treasury bill rate, the yield spread between 10-arsl 2-year Treasury bonds and the 1-month Trgasur
bill, the real interest rate and the relative bdte. The first and second column for each bonduritgat
report the full sample and pre-crisis period (1985:2007:7) results, respectively. The standardrgrr
reported in parentheses are computed using the ohthod. ***, **, * denote 1%, 5% and 10% level of
significance, respectively.
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Table C2.43: Impact of monetary policy on excessond returns — Unexpected TR
change

10-year bonds 5-year bonds 2-year bonds

ATR 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 — 1985:1 —
2014:2 2007:7 2014:2 2007:7 2014:2 2007:7

M 0.093** 0.483*** 0.334*** 0.343** 0.180*** 0.123***
n (0.041) (0.103) (0.019) (0.059) (0.007) (0.024)

FMP 0.042%** -0.015 0.036 -0.086* 0.006 -0.139***
r' (0.010) (0.06) (0.023) (0.051) (0.037) (0.047)
M -0.130%*** 0.198 -0.339*** 0.003 -0.193*** 0.096
d (0.047) (0.315) (0.076) (0.173) (0.053) (0.079)
FMP -0.005 -0.665*** -0.031 -0.261** 0.007 -0.080**
X (0.043) (0.251) (0.058) (0.121) (0.027) (0.038)

Notes This table reports the impact of an unexpectezhgk in log adjusted St. Louis total reserves (TR)
on the unexpected excess returns of 10-, 5-, apeaR-Treasury bonds)«), inflation news (>~§7), real

interest rate newsfg) and risk premium news)?((). The model used to extract unexpected chang&®fin

includes seven lags of its own and seven lagseofittemployment measure as defined in Section 8. S
also Table C2.41 notes.
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Figure C2.1: VAR state variables
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Notes This figure plots the variables used for the Ienark VAR estimations over the full sample period
1985:1 — 2014:2; the first difference of the 1-ntomteasury bill rateAy,), the yield spread between 10-, 5-
and 2-year Treasury bonds and the 1-month Tredsilirgs,), the real interest rate'Y and the relative bill
rate ¢b). All variables are expressed in percentages peurm on continuously compounded basis. Shaded
areas denote US recessions as classified by NBERd=s cycle dates.
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Figure C2.2: US Treasury securities held by the Fed
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Notes This figure plots the Federal Reserve’'s US Treasecurities holdings (in $bn). The upper left glan
plots the holdings of securities with maturity e6$ than one year; the upper right panel plothotadings of
securities with maturity between one and five ygtirs lower left panel plots the holdings of setiesi with
maturity between five and ten years; the lower trigdinel plots the holdings of securities with migyuof

more than ten years. The three dashed verticab lthenote the announcements of the first round of
gquantitative easing (QE1, 2008:11), the seconddd@E?2, 2010:11) and the third round (QE3, 2012:9).

Data is obtained from FRED database
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Chapter 3. US monetary policy and stock prices: regiting the

size and value effects

3.1 Introduction

Finance practitioners and academics largely agraentonetary policy has key
implications for financial markets and that theraynbea role for asset prices in the
monetary policy reaction function. In responsehe global financial crisis, the Federal
Reserve (Fed) has expanded its toolkit with uncotiweal monetary policies, such as
liquidity facilities and large-scale asset purclsag@own as quantitative easing. As
economy improved considerably, the purchases a@fdoterm assets were discontinued in
October 2014. The federal funds rate (FFR) targes finally raised for the first time in
almost a decade in December 2015 bringing convealtimonetary policy back to the
spotlight.

The empirical literature investigating monetaryippleffects on stock prices in the
United States goes back to the 19T@dhese early studies it is already acknowledged t
the causal relationship between stock prices andietaoy policy may run in both
directions (Keran, 1971, Cooper, 1974). Since fbba financial crisis, the old academic
debate on the appropriate response of monetargyptifinancial developments has been
revived (Bernanke and Gertler, 1999; CecchettileR@00; Kuttner, 2011). Given that
stock prices play an important role in the monetaolycy transmission, it is vital to gain a
thorough understanding of how monetary policy imtés with the stock market (Mishkin,
2001; Bjornland and Jacobsen, 2013). Consequemndgent empirical literature is
increasingly more focused on the interdependentvede® monetary policy behaviour and
developments in stock prices or, more generalhgrfcial markets.

Monetary policy may affect stock prices throughiitgact on expected future net
cash flows and the discount rate, i.e. the sumrafkafree interest rate and a risk premium
(Homa and Jaffee, 1971; Smirlock and Yawitz, 1988ith respect to empirical evidence,
contractionary monetary policy is typically assoeth with a significant decline in the
stock market. This effect tends to be more pronedria bad economic times and bear
markets (Basistha and Kurov, 2008; Jansen and TZ@10, Kurov, 2010). The
transmission mechanism of monetary policy implrest some firms may be more exposed
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to changing monetary conditions than others. lgaserally found that monetary policy

actions have a stronger impact on small and vaheks as compared to large and growth
stocks, i.e. the size and value effects of monegpaficy (Thorbecke, 1997; Ehrmann and
Fratzscher, 2004; Guo, 2004; Basistha and Kuro®82Jansen and Tsai, 2010; Tsali,
2011; Kontonikas and Kostakis, 2013). As Lioui avdio (2014) demonstrate, value

stocks earn an additional risk premium relativgrimwth stocks with respect to a monetary
policy risk factor. The strand of literature examm monetary policy effects on stocks

relates to the stock market anomalies analyseldecitoss-sectional asset pricing literature
(Fama and French, 1993; 1995) as the monetaryypfator may help to explain stock

return differentials across firms with differentachcteristics.

Nevertheless, the evidence of the differential iotpg# monetary policy on small
and value stocks versus large and growth stockseitS appears to be weaker and mixed
since the 1980s (Guo, 2004; Tsai, 2011; Kontondéwag Kostakis, 2013; Maio, 2014).
Furthermore, the majority of empirical work is tggily focused only on one side of the
potentially bi-directional relationship between ratary policy and stock prices. In two
separate studies, Rigobon and Sack (2003; 2004y shat the bi-directional causality
exists between US monetary policy and the stockketarConsequently, more recent
research examines this simultaneous relationstjgri{ind and Leitemo, 2009; D’Amico
and Farka, 2011; Bouakez, Essid and Normandin, 2008 the other hand, these
empirical studies that take into account the siamdity between monetary policy and
stock prices are typically focused on the stockkeftalevel. This type of analysis at the
disaggregated level is very scant, especially usingr frequency data.

To fill the gap, this chapter investigates the riatéion between conventional US
monetary policy and real stock prices at both tpgr@gate market and portfolio levels in
the spirit of Bjornland and Leitemo (2009). Follogi the first steps towards monetary
policy normalisation in the US, this study is uddéu future policy decision making with
respect to standard monetary policy tools. Thecsiral vector autoregression (SVAR)
model is identified using a combination of standalort-run zero restrictions and one
long-run restriction that implies monetary policgutrality. It is assumed that monetary
policy has no effect on real stock prices in thegloun leaving the short-run relationship
between real stock returns and the policy rate nstcained.

Several important contributions to the existingrétture are made. Firstly and most
importantly, this chapter revisits the role of Usmatary policy in explaining the size and
value stock market anomalies using a single mdukl allows for a fully simultaneous

interaction between the policy interest rate andl ock returns. Equivalently, the
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empirical analysis provides the insight into théigyoreaction to stock price developments
at the market level and stock portfolio level, wehihking into account a contemporaneous
stock price response to policy shocks. Secondby,ntiodel specification as in Bjornland
and Leitemo (2009) is augmented in line with theoremendations by Brissimis and
Magginas (2006). Two forward-looking variables, kedrbased expectations about the
level of monetary policy rate and a composite legdndicator of economic activity, are
included into the otherwise standard SVAR model tfog analysis of monetary policy
effects. This considerably improves the specifaratof the monetary policy reaction
function and generates a sharper measure of pshogks. Finally, the main empirical
analysis is conducted over the sample period 19942Q07:7 that is not a standard choice
in the SVAR literature. The motivation for the staf the sample stems from the
significant changes in the Fed’'s communication aliqy decisions implemented at that
time. More transparent and more predictable patimyduct may have had an impact on a
stock price response to monetary policy actionsoAthe robustness analysis extends the
sample to include the crisis period.

The key findings can be summarised as followsli¢)jra contractionary monetary
policy shock has a strong, negative and stati$isagnificant impact on real stock prices
at the market level. Secondly, the results indi¢htg both the size and value effects of
monetary policy prevail to some extent in the pérsince 1994. Interestingly, the size
effect only becomes evident in the second peridibviing the shock. Initially, large
stocks respond more negatively to an adverse mgngtack; however, the second-period
impulse responses indicate a pronounced declinemall stocks, while large stocks
recover to a great extent. The delayed responsemailer stocks to monetary policy
shocks could possibly be linked to their relatiMguidity and less frequent trading or the
liquidity pull-back and portfolio rebalancing eftsc In addition, the learning process of
investors may play a role. With respect to the eatfect, it appears to be more evident in
the case of double-sorted portfolios, i.e. whendize of firms is controlled for. Within
each size quintile, the most value stocks are reensitive to changes in monetary policy
conditions than the most growth stocks. Overalg #mpirical findings provide some
evidence, albeit not very strong, in favour of ttredit channel of monetary policy
transmission. Finally, the results overall are sigpportive of the strong Fed’s reaction to
stock price developments. After taking into accoexpectations about future economic
activity and the expected level of the policy raséock prices seem to provide little
relevant information for monetary policymakers beyavhat is already included in their

information set.
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The chapter has the following structure. Sectio2s-33.5 provide the review of
related literature. The methodology is explained Section 3.6. Data description is
provided in Section 3.7. Section 3.8 presents somi@l findings, while Section 3.9
discusses the main empirical results. The robustaealysis is presented in Section 3.10.
Finally, Section 3.11 concludes.

3.2 Monetary policy transmission to stock prices

The price that an investor is willing to pay foslaare is equal to the present value
of expected future net cash flows (dividends anuiegs) discounted at the rate equal to
the sum of a risk-free interest rate and a riskniuen. It follows that monetary policy may
influence current stock prices through its impactamy of these three terms (Homa and
Jaffee, 1971; Smirlock and Yawitz, 1985). For ins&® monetary policy tightening
increases the risk-free rate and, in turn, hasmpdaing effect on real economy. The
expectations of economic slowdown lead to a dedlinthe expected future earnings of
firms and, potentially, to increased uncertaintyowtbfuture economic and monetary
conditions. Consequently, the risk premium requisgdnvestors may also rise. Overall,
lower expected future cash flows and a higher distoate imply declining stock prices,
falling investment spending, and, eventually, eeorocontraction (Mishkin, 2001). Given
the role that stock prices play in the transmisssbmonetary policy, it is important to
understand how monetary policy decisions influesmpaity pricing.

The literature distinguishes several channels tjinorthich monetary policy may
affect stocks. According to the traditioriaterest ratechannel, an increase in the policy
rate raises the cost of borrowing and dampens #meadd for loans. Consequently, a
decrease in consumption and investment spendingréowxpectations about future net
cash flows, hence, current equity prices declireri@nke and Gertler, 1995; Ehrmann and
Fratzscher, 2004). Theredit channel works through changes in the supply of $und
available to firms. Given imperfect information awdedit market frictions, the direct
monetary policy effects on market interest rates amplified through changes in the
external finance premium, i.e. the difference betwehe cost of external funds and
internal funds (Gertler and Gilchrist, 1994; Berkamand Gertler, 1995; Kiyotaki and
Moore, 1997). Restricted access to financing reslimeestment spending and future cash
flows leading to lower equity prices. In additianthe interest rate and credit channels, one
may also consider thesk premiumchannel of monetary policy transmission. Bernanke

and Kuttner (2005) argue that monetary policy mayassociated with changes in the
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equity (risk) premium. They find that an unexpeciiectease in the policy rate induces a
decline in stock prices due to higher expectedréutexcess returns. Monetary policy
tightening may raise the expected risk premium ibhyee increasing the riskiness of firms
or by increasing risk aversion among investors ttughe higher interest burden and
weaker balance sheets of firffs.

With respect to the credit channel, there are tveaghmnisms how monetary policy
may affect the external finance premium. Tank-lendingchannel refers to changes in
the overall supply of intermediate credit. In riggive monetary policy conditions, banks
reduce their lending and charge higher rates a@rast. Hence, funds raised externally
become more expensive driving up the external imapremium. Consequently, bank-
dependent firms experience the lack of funds andae their investment spending that
leads to lower expected future net cash flows (Magh Stein and Wilcox, 1993).
Alternatively, the balance-sheet channel operates through changes in firm’s
creditworthiness. Following monetary policy tightey the balance sheet position of a
firm deteriorates due to increased interest paysyémiver collateral values and lower net
worth, and the external finance premium rises.tliyirsnonetary policy directly influences
debt-servicing expenses and the value of the asbatsserve as collateral to obtain
external financing (Bernanke and Gertler, 1995ko&dly, it may also affect firm’s net
worth indirectly through its impact on overall ecomc activity and sales revenue, i.e.
expected future net cash flows.

The above discussion suggests that monetary patay have a heterogeneous
effect on stock prices. For instance, firms opagatin cyclical and capital-intensive
industries are likely to be more affected by insémate shocks (Erhmann and Fratzscher,
2004). Similarly, monetary policy actions are expdcto have a stronger impact on
financially constrained firms. Therefore, smallnfg, which typically are more bank-
dependent and face higher external finance prenthan large firms, should also be
relatively more exposed to monetary policy risk fii@e and Gilchrist, 1994; Perez-Quiros
and Timmermann, 2000). As alternative measureshefdegree of financial distress,
various financial ratios may be used. For instafioms with high earnings-to-price (E/P),
book-to-market value (BE/ME), cash-flow-to-price/R}, and dividend-to-price (D/P)
ratios have fewer growth opportunities and are niwavily reliant on cash flows. Such
value firms typically are less profitable, expederpoor earnings, are more likely to be

financially distressed and their stocks tend toubdervalued by the market (Fama and

2L Alternatively to the risk premium channel, stocicp movements following a monetary policy shockyma
be explained by the initial overreaction of investand/or changes in investors’ sentiment (Bernaarie
Kuttner, 2005; Kurov, 2012).
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French, 1995; 1996). Consequently, monetary palegisions are likely to matter more
for value firms as compared to firms with low EBE/ME, C/P and D/P ratios, i.e. growth
firms. As Lioui and Maio (2014) demonstrate, valstcks earn an additional risk
premium relative to growth stocks with respectutufe changes in interest rates. The lack
of growth opportunities for value firms despite ithetable cash flows make their stocks
look more like long-term bonds.

Overall, there is a strong rationale why monetaoljcy actions could affect stock
prices and reflect a type of a risk relevant faseagpricing. The following three sections
summarise the existing empirical evidence with eespo monetary policy effects on stock
prices in the US and discuss the bi-directionahtr@hship between stock prices and

monetary policy.

3.3 Monetary policy effects: Early findings

The empirical literature on the relationship betwesonetary policy actions and
stock prices dates back to the 19%3sSeveral early studies provide some evidence that
increases in money stock lead to higher aggregatk price level in the post-war period
(Homa and Jaffee, 1971; Keran, 1971). On the offaerd, others argue that causality
between money and stock prices may be bi-diredti@@oper, 1974; Rogalski and Vinso,
1977). If the efficient market hypothesis holdsfrent stock prices reflect all available
information and may help to forecast changes in eyostock. Thus, only unexpected
monetary policy actions should have an impact osetaprices. Subsequently, later
empirical studies mainly use an event-study approand focus on the effects of
unexpected money supply changBseir results show that unanticipated increasethen
US money supply cause an immediate and signifidadline in the stock market (Cornell,
1983; Pearce and Roley, 1983%).

122 gellin (2001) provides a detailed survey of eatlydies on the interaction between monetary palioy
stock prices.

123 Generally, monetary expansion is associated witltesing stock prices. This “puzzling” negative
response can be explained in several ways. If higien expected growth rate of money stock increase
inflation expectations, stock prices may fall due lbwer expected future real earnings. Also, market
expectations about tighter future monetary poligjofving an unanticipated increase in money suppay
lead to higher expected market interest rates liogecurrent stock prices. In addition, Cornell (398
suggests the risk premium hypothesis: a positivprae in money stock may indicate higher risk aigr
among market participants and increased risk p&mrethat causes stock prices to decline.
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The discount and surcharge rates have also beentaiseeasure monetary policy
shifts1?* For instance, Waud (1970) analyses the discotataranouncement effects over
the period 1952 — 1967. The study shows that stoaiet returns are generally negative
around the dates of discount rate increases, wimleount rate cuts are associated with
positive stock returns. Pearce and Roley (198%) firat the discount rate announcements
have no significant impact on daily stock markdtmes prior to October 1979. On the
other hand, they provide the evidence that thekstoarket responds negatively and
significantly to discount rate and surcharge rdtanges on the announcement days after
October 1979. The study by Smirlock and Yawitz @&)98listinguishes between
endogenous and exogenous discount rate changese \line latter contain monetary
policy-related information. They show that a stquice reaction to exogenous discount
rate changes is negative and statistically sigaificin the post-October 1979 period.
Likewise, Hardouvelis (1987) also reports a negatand significant effect of actual
changes in discount and surcharge rates on stagkseafter October 1979.

In the literature it has been recognised that gtenated asset price response to
monetary policy actions may be biased due to tldegeneity issue (Smirlock and Yawitz,
1985; Cook and Hahn, 1989; Lee, 1992; ThorbeckeAdanhi, 1994; Thorbecke, 1997).
Firstly, the causality may stem from the stock neérko monetary policy (reverse
causality). Forward-looking financial markets maypyde monetary policymakers with
useful information about the future path of econcang thus may be important to policy
decision making (Bernanke and Gertler, 1999; Cedtickeal. 2000; Baxa et al., 2013).
Secondly, stock prices and monetary policymakerg si@ultaneously respond to other
information, such as macroeconomic news. Basedhemempirical approach employed to
isolate truly exogenous unanticipated monetarycgathanges, the related literature is split
into two main strands: event studies and structegator autoregression models (SVARS).
The following sections review the empirical evidenavith respect to these two

methodologies.

3.4 Monetary policy effects: Event studies

124 1n the late 1980s, the federal funds rate targetims initiated following the period of the borrawe
reserves operating procedure (Strongin, 1995; Wa&603). Thus, the majority of later empirical sasd
uses changes in the federal funds (target) rateetmsure monetary policy shocks.
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Using information in théVall Street Journabn the days following a change in the
federal funds target rate, Cook and Hahn (1989¥iroat the time series of target rate
changes to measure exogenous monetary policy shattsexamine the response of
market interest rates to these shaéRsThorbecke and Alami (1994) employ this dataset
by Cook and Hahn (1989) to investigate the US stoakket response to monetary policy
in the period 1974:9 - 1979:9. They find that targee changes have a negative and
significant effect on daily stock market returns.the same spirit, Thorbecke (1997) uses
several major newspapers and constructs the sefriesget rate changes for the period
1987:8 - 1994:12. The results show that the pahclgced increases in the funds target
rate cause stock market returns to decline sigmiflg. Nevertheless, it is unlikely that
forward-looking financial markets respond to théiggoactions that are expected. In order
to distinguish between the expected and unexpemetponents of target rate changes,
financial market or survey data may be used (Ruslgbl998; Kuttner, 2001; Ehrmann
and Fratzscher, 2004). For instance, Kuttner (2@0h¥structs daily and monthly measures
of monetary policy surprises using the federal #urfdtures data to gauge market
expectations about the federal funds rate. Thiscgmh has been widely employed in the
related literature ever since.

Bernanke and Kuttner (2005) apply the techniquesidped by Kuttner (2001) and
analyse the effect of monetary policy on the stoc&rket over the period 1989:6 -
2002:12. Daily stock returns are regressed on tbheetary policy surprises over the
Federal Open Market Committee (FOMC) meeting dayd the days of target rate
changes. The empirical evidence is in favour ofegative and significant relationship
between unexpected changes in the target rate aricetireturns. Similarly, Ehrmann and
Fratzscher (2004) identify monetary policy surpsigeking the difference between the
FOMC announced target rate and the expected taagetbased on the Reuters poll
conducted prior to each FOMC meeting. With respgecthe stock market, they find a
negative and significant response of a daily retaranexpected monetary tightening over
the period 1994:2 - 2003:1. In general, other ssicalso confirm the negative stock
market’s response to positive target rate surpii€em, 2004; Basistha and Kurov, 2008;
Jansen and Tsai, 2010; Kurov, 2010). In additicasi&ha and Kurov (2008) show that the
effect of monetary policy on the stock market gndficantly stronger during the periods of
economic recession and tight credit market conalitidAnother type of asymmetry in the

monetary policy effect relates to the stock madagtditions. In response to contractionary

125 They argue that the reverse causality is not smeisiue to delays in the policy implementationhat t
time.
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monetary policy, the stock market declines sigaifity more in a bear market as
compared to a bull market (Jansen and Tsai, 2006y\K 2010).

With respect to individual stock and stock portbaleturns, the empirical evidence
indicates highly heterogeneous monetary policy otdte For instance, Erhmann and
Fratzscher (2004) analyse the five hundred indadidstocks included in the S&P500
index. The results of the panel estimations shaat thdustry- and firm-specific factors
may help to explain the differences in stock priesponses to monetary policy shocks
over the period 1994:2 - 2003:1. The stocks of diraperating in cyclical and capital-
intensive industries decline significantly moreld@ling monetary policy contraction than
an average stock price. In addition, monetary pdtias a significantly stronger effect on
smaller and financially constrained firms (Erhmaand Fratzscher, 2004). Similarly,
Basistha and Kurov (2008) examine the FOMC annauec¢ effects on the S&P500
stocks over the period 1990:1 — 2004:12. They canthat cyclical and capital intensive
industries are more sensitive to monetary policyckl. Furthermore, financially
constrained firms experience sharper declinesaokst prices following monetary policy
tightening than relatively unconstrained firms, exsplly in bad economic times. For the
period 1990:1 — 2004:11, Kurov (2010) demonstr#tas stocks with higher sensitivity to
changes in the investor sentiment react more diydagpolicy shocks in bear markets.

Stock returns on size- and book-to-market-sortedfqims are analysed by Guo
(2004) over two sample periods 1974:9 — 1979:9 H988:10 — 2000:2. In the earlier
period that is associated with generally tight bass conditions, smaller firms’ stocks
decline significantly more as compared to mediund darge firms following an
unexpected increase in the policy rate. Also, tifeceof monetary policy is stronger for
stocks with a high book-to-market ratio, i.e. vatiecks. However, both the “size effect”
and the “value effect” of monetary policy disappéeathe later period that is associated
with generally good business conditidAS.On the other hand, Jansen and Tsai (2010)
report that there is a more pronounced and sigmifidecline in stock returns following a
contractionary policy shock for smaller firms ameinfs in transportation, communication,
services, manufacturing and retail trade industieshe period 1994:2 — 2005:12. In
contrast, Cenesizoglu (2011) finds that largerkstand growth stocks are more sensitive

126 Throughout the text, the size effect refers todHgerential impact of monetary policy on smalbsks
versus large stocks, with small stocks being masponsive. Similarly, the value effect denotes the
differential impact of monetary policy on the stookturns of portfolios formed on the basis of value
characteristic proxies, with value stocks beingemasponsive.
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to monetary policy shocks during 1989:6 - 2009:08. the other hand, the difference in
the response coefficients is not statistically gigant.*?’

The majority of event studies uses daily data thay introduce a modest bias in
the estimated stock price response to monetargyshocks (Rigobon and Sack, 2004).
Since high-frequency data mitigates the problemsrenferse causality and omitted
variables bias, researchers have turned to intrddégy within the event-study framework
(Gurkaynak, Sack, and Swanson, 2005; Ammer, Vega \Wlongswan, 2010; Rosa,
2011)'*® Nevertheless, the results of daily event studiedaxgely confirmed using high-
frequency data.

Overall, the event-study literature finds that mtang policy has a negative and
significant impact on stock prices. Generally, dnaald financially constrained firms are
more exposed to unexpected changes in monetargypstance; however, more recent
empirical evidence of the size and value effecth waspect to a monetary policy shock is

somewhat weaker and mixed.

3.5 Monetary policy effects: Structural VARs

As the alternative to large-scale structural mampaemic models widely used in
the 1970s, Sims (1980) proposed a vector autorgigre§VAR) model. Thek-equation
model defines each ¢&fendogenous variables as a linear function ofws tags and the
lagged values of the remainikgl variables. The model can then be estimated equhtio
equation using the standard ordinary least squ&#tS) method. VARs are valuable tools
to describe data and to produce forecasts. Nevesthesuch a reduced-form model says
nothing about the structural interpretation of ne@conomic relationships in the defined
system (Stock and Watson, 2001). The residuals@related across the equations since
endogenous variables are correlated with each .otheorder to recover uncorrelated
fundamental economic shocks, one needs to disdetding innovations of a structural
VAR (SVAR) model using its reduced-form residudlhis requires some economic theory

to restrict contemporaneous relationships in theesy (Sims, 1986; Stock and Watson,

127 Some academics argue that the stock market aresmalay be a time-varying phenomena (Horowitz,
Loughran and Savin, 2000; Hahn, O’Neill, and Rep@84; van Dijk, 2011). This could possibly expl#ie
mixed evidence of a significant differential morgtpolicy effect on stock returns.

128 On the other hand, Thornton (2014) discusses ssueis related to the usage of intraday data. yirstl
financial markets may over-react to policy actiteeding to some noise. Secondly, not all policyislens
used to be announced. For instance, the FOMC ¢atied announcing its decisions since February 1994
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2001)*?° Then, the identified SVAR model allows generatthg dynamic responses of
endogenous variables to each fundamental shockyrkras impulse response functions
(IRFs). It may also be used for the forecast exariance decompositions, historical
decompositions and simulations. Overall, SVARs mteva powerful and popular tool for
the empirical macroeconomic analysis and are eixtelgsapplied in empirical work
(Kilian, 2011).

The seminal work by Bernanke and Blinder (1992wshthat the innovations from
the federal funds rate equation in a structural VA8del could be interpreted as monetary
policy shocks. Subsequently, it since has becormranon practice to use SVAR models
to estimate both the macroeconomic effects of nagegtolicy (Christiano, Eichenbaum
and Evans, 1996; Kim, 2001; Leeper and Zha, 2008cKdwiak, 2007; Barakchian and
Crowe, 2013; Doehr and Martinez-Garcia, 2015) adl was the financial effects
(Thorbecke, 1997; Park and Ratti, 2000; Rapach]l2d8rgas-Silva, 2008; Bjornland and
Leitemo, 2009; Hammoudeh, Nguyen and Sousa, 2018)evertheless, there has been a
great deal of debate about the appropriatenestenfifying restrictions commonly used to
disentangle structural monetary policy shocks ilABMnodels (Stock and Watson, 2001,
Kilian, 2011). Over time, new approaches and ggiate have been developed in the

literature and the innovations to this respeck sbihtinue.

3.5.1 Recursive (Cholesky) identification

The recursive identification scheme rests on tleeirséve ordering of endogenous
variables implying specific causal relationshipsd ait is based on the Cholesky
decomposition of the variance-covariance matrix refluced-form errors (Christiano,
Eichenbaum and Evans, 1998; 2005). Typically, scoemporaneous coefficients are
set to zero so that the matrix of contemporaneoefficients is a lower triangular matrix.
For instance, Christiano, Eichenbaum and Evans 8)1%@&parate a state vector of
endogenous variables into three blocks. The fi@tkovariables have a contemporaneous
effect on a monetary policy instrument, but thespand only with a lag to the remaining
variables in the system. The policy instrumentalalg is placed between the first and the
third blocks. This implies that policymakers obseland respond contemporaneously to

the variables in the first block, but they reaclyomith a lag to those variables in the third

129 Sims (1980) recovers structural shocks assumirtgaagular matrix of contemporaneous response
coefficients. In this way, the first variable inettsystem is only explained by the lagged valueslbf
endogenous variables, while the last variabless aifluenced contemporaneously by all other véemb

130 Generally, it is only one structural shock iddatifin such studies, i.e. the monetary policy shétsnce,
these models are sometimes referred to as semitgtallVARs (Killian, 2011).
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block. Those variables ordered after the policklare assumed to be contemporaneously
affected by all preceding variables (CEE, 1998).

Numerous empirical studies have used this ideatific scheme to estimate the
effects of monetary policy on stock prices whexlstprices are ordered the last in the
VAR state vector. It is equivalent to the assumptibat policymakers do not take into
account current stock prices when making policyisiess, although stock prices adjust to
monetary policy news immediately. For instance, rbboke (1997) investigates monetary
policy effects on twenty two industry and ten ssmgted stock portfolios in the period
1967:1 — 1990:12. The initial-period responses shiost an unexpected one-standard-
deviation increase in the federal funds rate hasgative and generally significant impact
on monthly stock returns of about 0.8% on averdde response coefficients are more
negative for smaller stocks as compared to largmks offering support for the credit
channel of monetary policy transmission. Nevertb®lehere is no monotonic decline in
the magnitude of the response parameters acrosssaited portfolios. In addition,
Thorbecke (1997) also provides the evidence oftarbgeneous monetary policy impact
on returns across industry stock portfolios.

In addition to stock prices, Cheng and Jin (2018 anclude a term spread and
house prices in a SVAR model. All three financialigables are assumed to be influenced
contemporaneously by policy shocks with stock griceing the most responsive variable.
Similarly, the findings indicate that monetary pglicontraction has a negative and
significant impact on the stock market for the peri979:Q3 - 2006:Q1. A one-standard-
deviation positive shock decreases stock marketrngtby 1.5%. Moreover, the stock
market appears to have an indirect effect on moygbalicy through its impact on
inflation and output. A positive stock price shduks a delayed, positive and significant
effect on the federal funds rate.

The empirical analysis in Sousa (2014) uses theeflag methods to estimate a
SVAR model and to pin down the impact of US monetaslicy on housing and financial
wealth as well as their components in the periodi7iQ1 - 2008:Q4. Overall, the results
imply that there is a negative and significant effen asset wealth. With respect to
financial wealth, an unexpected increase in therfdfunds rate results in a relatively
short-lived but statistically significant fall inet financial wealth. Also, the stock market
declines significantly in response to unexpectedetary policy tightening (Sousa, 2014).

With respect to time-varying monetary policy efiecthe study by Chang, Chen
and Leung (2011) employ a regime-switching SVAR gldd analyse US monetary policy
effects on various asset prices in the period 19¥5: 2008:Q1. They identify two
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regimes: a high-volatility regime in the late 1970w early to the mid-1980s, while the
period starting in the mid-1980s is identified dswa-volatility regime. The findings show
that, following a contractionary monetary policyosk, stock market returns decline and
this decline is greater in magnitude in the lowatitity regime as compared to the high-
volatility regime. Park and Ratti (2000) estimateoling VAR model and investigate the
interactions between monetary policy and expecgadl stock market returns in the US.
Over the period 1973:1 - 1998:3, they find a sigaiit stock market reaction to monetary
policy shifts. In the period since the early 1980sntractionary monetary policy shocks
have somewhat less negative effects on real expesttek returns as compared to the
earlier period. In the similar spirit, Gali and Gaetti (2014) investigate whether monetary
policy shocks in the US have any effects on stoekket bubbles in 1960:Q1 - 2011:Q4.
They estimate a time-varying parameter SVAR using Bayesian methods. The results
show that the fundamental component of stock prelesys declines in response to
monetary policy contraction. The negative respopn$ethe fundamental component
remains stable over time. On the other hand, thporese of stock prices is time-varying.
Initially, the stock market declines quite subslht in response to an unexpected hike in
an interest rate. However, the decline seems tmuoeh more persistent during the 1970s.
starting in the early 1980s, the initial drop resesr quickly with stock prices overshooting
the initial level. Gali and Gambetti (2014) argimattthis finding is consistent with the
theory of rational asset price bubbles. In otherdsphigher interest rates lead to greater
expected stock price growth in the presence ofadively large bubble (Gali, 2014).

352 Non-recursive identification

The recursive identification strategy has receivgibstantial criticism in the
literature due to the lack of economic reasoningl awontroversial short-run zero
restrictions (Carlstrom, Fuerst and Paustian, 2@@&stelnuovo, 2013). An alternative
approach is to employ the non-recursive identiiicatas advocated by Leeper, Sims and
Zha (1996) and Sims and Zha (2006). Within the &aork of Sims and Zha (2006),
monetary policy is measured by total reserves &edftinds rate. Monetary policy is
assumed not to respond contemporaneously to prie# &nd output due to the fact that
there is no contemporaneous macroeconomic datéablato policymakers at the time of
decision making. Consequently, the interest raie includes the contemporaneous values
of the producers’ price index for intermediate gpadd total reserves alongside the lags of

all variables. Monetary policy has only a laggeg&tt on private sector variables, such as
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the producers’ price index for intermediate matsyiaeal output, the gross national
product deflator, average hourly earnings and hastky filings. Within the block of these

sluggish variables, the recursive ordering appdsanwhile, the money demand function
links contemporaneously total reserves to real Wutiine price deflator and a short-term
interest rate. Finally, the producers’ price indexintermediate goods is influenced by all
variables contemporaneously providing an indirecntemporaneous link between
monetary policy and the private sector variablesi§Sand Zha, 2006).

Similar strategies have been since applied in W&RSbased analysis of monetary
policy including asset prices. For instance, L¢als and Xu (2010) use a modified version
of the non-recursive identification to compare tbal stock price response to monetary
policy shocks in the US and Canada during the det@88:1 - 2003:12. The interest rate
rule includes the contemporaneous values of motwgk sand the lagged values of real
output, aggregate price level, money stock, thel$urate, oil and stock prices. The stock
market is allowed to respond without a delay to imfformation in the system.
Nevertheless, this identification approach doesatiotv for the simultaneous interaction
between the stock market and the policy interdst ta, Iscan and Xu (2010) find that an
unexpected increase in the funds rate of 25 basmsleads to an instant decline of 0.55%
in the stock market index with the effect becomstatistically significant after several
periods.

Some analysis of the interdependence between thes PBelicy and the stock
market is presented by Chatziantoniou, Duffy anlis KR013). In their identification
scheme, money supply is contemporaneously linkedflation, output, and government
expenditure. In addition, a short-term interbartleriest rate responds to the current values
of money supply, aggregate stock prices, globahecoc conditions and government
expenditure. Finally, the stock market is influesha®mntemporaneously by all variables,
but stock price developments have an immediatetefiely on the interbank interest rate.
For the period 1991:Q1 - 2010:Q4, the evidencecatds the bi-directional relationship
between the interbank interest rate and the stankeh An exogenous increase in money
supply drives down the short-term interest rate medeases stock prices. Meanwhile, a
positive stock price shock induces an increase he finterbank interest rate
(Chatziantoniou, Duffy and Filis, 2010).

3.5.3 Generalised impulse response functions
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While the non-recursive scheme may seem attractivete are some costs
associated with it. The more complex identificatistheme requires a broader set of
contemporaneous economic relationships to be defi®reover, some of assumptions
about the short-run dynamics are just as debatabl¢hose imposed in the recursive
identification. The alternative strategy to generahpulse responses from reduced-form
VARs is proposed by Pesaran and Shin (1998). Tlygested generalised impulse
response functions do not require the orthogoraliseof reduced-form residuals and
short-run restrictions on contemporaneous relakimss between endogenous variables.
Moreover, the estimation results are independetitebrdering of variables.

Ewing, Forbes and Payne (2003) use this approakivéstigate how US monetary
policy shocks affect returns on the sector-speafimck market indices for the period
1988:1 - 1997:7. The following sectors are inveded: financials, capital goods,
industrials, transportation and utilities. Theydfithat returns on all indices decline
significantly in response to an unexpected increasthe funds rate. The largest effect
materialises in the sectors of financials and ehmgbods. Nevertheless, the impact of
monetary policy shock generally dissipates witkwo thonths (Ewing, Forbes, and Payne,
2003).

The recent study by Kontonikas and Kostakis (2@18) takes an advantage of the
generalised impulse response approach. Essentlatly extend the analysis by Thorbecke
(1997) and estimate the response of stock retumspartfolios sorted by various
characteristics to monetary policy shocks. The ltesior the sample period 1967:1 —
2007:12 provide the evidence in favour of the dremid risk premium channels of
monetary policy transmission. Generally, stock metu on all portfolios decline
significantly in response to monetary policy tighitey. Moreover, value stocks decrease
significantly more than growth stocks, whilst smatbcks are also more negatively
affected than large stocks. Furthermore, the plaofaf stocks that performed poorly in
the past are also somewhat more responsive toypshiocks as compared to the past
winner stocks. However, the sub-sample analysisaigvthat the full-sample results are
mostly driven by the pre-1983 period. There is nmence of the significant monetary
policy impact on stock returns and no evidencetlfiar differential impact of monetary
policy shock on stock returns across portfolioghia post-1983 period (Kontonikas and
Kostakis, 2013).

3.54 Long-run restrictions
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The recursive and non-recursive identification sebg use short-run restrictions on
the matrix of contemporaneous parameters. In csimt®lanchard and Quah (1989)
introduced long-run restrictions in order to id@ntstructural shocks in VAR models.
Long-run restrictions have since been applied engtiuctural VAR models that estimate
an asset price response to monetary policy shdBkserally, the long-run monetary
neutrality is assumed for such restrictions to hakl monetary policy shocks have no
long-run effects on real variables at infinite zons. This assumption is in line with many
theoretical economic models. Nevertheless, Fauktasper (1997) argue that using long-
run restrictions may produce unreliable results tuehe fact that long-run relationships
may not be captured well in finite sample periddstead of applying such restrictions for
the infinite horizon, they suggest that eithertérorizon long-run or standard short-run
restrictions should be preferr&d.

For the US, Lastrapes (1998) measures monetargypshocks using money
supply and assumes that exogenous shifts in nomioaley supply have no permanent
impact on the levels of real macroeconomic vargbiecluding real stock prices. Thus,
short-run dynamics among variables in the systemanme unrestricted. For the period
1960:3 — 1993:12, the evidence indicates the stoakket liquidity effect. Following a
positive permanent 1% shock in nominal money supiblg real stock market increases
significantly by 2.4%. Nevertheless, this study slo®t analyse a systematic monetary
policy response to developments in the stock mailket related study by Rapach (2001)
takes a similar approach in order to examine réaktdck price response to money supply
innovations during 1959:Q3 — 1999:Q1. In line wlitlstrapes (1998), a positive shock in
money supply leads to a significant increase ihsteck market prices. Moreover, Rapach
(2001) demonstrates that the 3-month Treasurydid# increases significantly in response
to a positive real stock price shock. This indisatieat the Federal Reserve may act in
order to curb stock prices by raising interestgag&milarly, Crowder (2006) estimates a
daily SVAR model containing only the federal fundse and stock market returns for the
period 1970:2 — 2003:6. The long-run restrictiorplies that a stock price shock has no
effect on the federal funds rate in the long ruowiver, his findings are at odds with the
majority of studies. Firstly, equity returns sigo#éntly increase in response to monetary
policy contraction. Secondly, the funds rate desmeasignificantly in response to

unexpectedly higher stock prices.

131 | astrapes (1998) addresses this critique by assudifferent finite horizons of 1, 6 and 48 monitisen
imposing long-run restrictions. The results shoat impulse response functions using the 48-montlzto
are almost identical to those based on the infinitezon long-run restrictions.
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Bjornland and Leitemo (2009) suggest the stratémy tloes not solely rely on
long-run restrictions over the infinite horizonr®&ttural shocks are identified using the
combination of short-run and long-run restrictidhat allows for the contemporaneous
interaction between the stock market and the mopegalicy rate. With respect to
standard macroeconomic variables, the recursivatiftd@tion is applied. The long-run
restriction implies that monetary policy does navé an impact on real stock prices in the
long run. In this way, both the federal funds raed real stock returns react
contemporaneously to all information in the SVAReY find the evidence of the strong
and significant interdependence between the fuatdsand real stock returns in the period
1984:6 — 2002:12 (Bjornland and Leitemo, 2009). krexpected increase in the federal
funds rate by 1 percentage point is associated avitinstant drop in real stock prices of
around 9%. The effect is also statistically sigra@fit and quite persistent. At the same time,
the funds rate increases by about 4 basis pointesponse to a 1% positive real stock
price shock and continues upwards for about a yEae. response is also statistically
significant.

Bjornland and Jacobsen (2013) extend the modejahBind and Leitemo (2009)
to include both stock prices and house prices énatmalysis for the US. The findings for
the period 1983:Q1 - 2010:Q1 are consistent witis¢treported in Bjornland and Leitemo
(2009). A contractionary monetary policy shock ss@ciated with an immediate decrease
in the stock market of about 10%. The responseignifeant for several periods;
nevertheless, it is quickly reversed. Meanwhile, fdkderal funds rate increases following a
positive shock to stock market prices. This impties simultaneous relationship between
monetary policy and the stock market.

Within a similar framework, Laopodis (2013) analygbe dynamic relationship
between the US stock market and monetary policyr aie chairmanship of Burns,
Volcker and Greenspan. Generally, stock pricesomdmegatively to a contractionary
monetary policy shock across the three eras, leutabponse is time-varying. In addition,
the funds rate reaction to stock price shocks apgmears to depend on the sample period.
Overall, Laopodis (2013) suggests that there is cear and consistent dynamic
relationship between the policy rate and the stoakket.

3.5.5 Sign restrictions

In light of criticism towards traditional identifition schemes, sign restrictions

have become increasingly popular in recent yeaasiqfr 1998; Canova and de Nicolo,
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2002; Uhlig, 2005). Structural shocks from therasted VARS are recovered by imposing
signs on the contemporaneous response parametngdajenous variables based on some
economic theory. The identification scheme basedsigm restrictions has been also
applied in the empirical work investigating conuentl monetary policy effects on asset
prices (Vargas-Silva, 2008; Bjornland and Jacob261,3) as well as the effects of
quantitative easing policies (Gambacorta, HofmamhReersman, 2014).

For instance, Bjornland and Jacobsen (2013) usersgjrictions as an alternative
identification scheme in the robustness analystbh@f study. The baseline specification is
amended slightly and the state vector only inclunlgput, inflation, the federal funds rate
and real stock returns. In addition to the rec@rsestrictions for the first three variables,
one sign restriction is imposed. It implies a nasipve initial stock price reaction in
response to a contractionary monetary policy shdtlk. findings indicate a negative and
statistically significant reaction of stock pricesan unexpected increase in the funds rate
for several periods following the shock. Moreovéne policy rate also increases

significantly in response to a positive stock psteck.

3.5.6 Heteroscedasticity-based identification

Researchers who use sign restrictions do not haveely on other types of
restrictions that may seem ad hoc or unrealistievakheless, there are several pitfalls
associated with the usage of sign restrictions @mgt Pagan, 2011; Kilian, 2011). This
identification approach is rather agnostic andehiemo unique point estimate of impulse
response functions. Due to the lack of specifiddrmation to discriminate between the
shocks, it is also likely that there is more thare sstructural shock of the same kind
identified (Fry and Pagan, 2011). Given the shaniogs in many identification strategies,
another strand of the empirical literature solNesitientification problem in SVAR models
by taking the advantage of heteroscedasticity ptesethe data (Lanne and Lutkepohl,
2008).

Using daily data, Rigobon and Sack (2004) analliseihpact of monetary policy
on the US stock market in the period 1994:1 — 20D1Structural policy shocks are
identified assuming that the variance of monetanycp shocks is greater relative to asset
price shocks on the days of policy meetings. Tisellte show that a positive shock to a
short-term interest rate has a negative and stafligtsignificant impact on stock prices. In
the related study by Rigobon and Sack (2003),dbatification of stock price shocks rests

upon the observed shifts in the covariance matfixeduced-form residuals and the
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assumption of homoscedastic monetary policy shotkg. evidence indicates that US
monetary policy does react to stock prices in tedoo 1985:3 — 1999:12. Thus, both
studies together provide the support for the irdpeshdence between monetary policy and
developments in the US stock market.

Similarly, Bouakez, Essid and Normandin (2013) tiee heteroscedasticity-based
approach with monthly data and revisit the simwdignbetween stock returns and US
monetary policy in the single study for the perit@B2:11 — 2007:1¥*? They show that
stock returns are not significantly affected by mtamny policy shifts and the sign of the
response coefficient is counter-intuitive, i.e.c&toeturns increase in response to monetary
policy tightening. Moreover, stock prices do nogrseto contain any relevant information
to policymakers beyond their impact on aggregatneay. They also briefly analyse
stock returns on portfolios formed on the industinm’s size and BE/ME ratio. However,
they do not report these results and the discussitre results is not well-developed.

The recent study by Lutkepohl and Netsunajev (2@04k¢s the heteroscedasticity-
based approach another step further. The proposedelndetermines shifts in the
volatilities of shocks using a smooth transitiomdtion instead of assuming exogenous
changes in the variance-covariance matrix of res&dd® With respect to stock prices, the
results are in line with the existing literaturedahow that stock prices decline following

an exogenous increase in the funds rate.

3.5.7 Other identification strategies

Several other strategies have been proposed ifitéhature to identify monetary
policy shocks>* For instance, Bernanke and Mihov (1998) suggesVAR-based
methodology that does not assume a priori the naoygtolicy instrument but rather
derives it by estimating the model of central banperating procedures. Other studies use
financial market data to identify policy shocks side a VAR model (Barakchian and
Crowe, 2013) or, alternatively, a narrative apphotr deduce exogenous policy changes
(Romer and Romer, 2004; Bluedorn and Bowdler, 20Thg generated series of shocks

are then used to estimate the model. Some othenbine high and low frequency data.

132 Their model combines the methodology of Bernarie Mihov (1998) with the heteroscedasticity-based
approach. They show that the data rejects bothethiersive identification (Thorbecke, 1997) as veallthat
applied by Bjornland and Leitemo (2009). Howevéie model used by Bouakez, Essid and Normandin
(2013) is not directly comparable to the modebuseBjornland and Leitemo (2009).

133 While this study also rejects the identifying rigsions as in Bjornland and Leitemo (2009), theplg
restrictions over the different sample period (227#®007:6) than in the original study.

134 While this chapter attempts to review thoroughly ajor developments in the SVAR-based analysis, t
list of alternative approaches is by no means esthaai
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For instance, D’Amico and Farka (2011) use intradata on the federal funds futures
contract rates to identify structural policy shifia the days of policy announcements.
Then, stock returns are regressed on these shoakstitnate the response coefficient of
stock prices that is then applied as a restridtiom monthly VAR model. Their results are
supportive of the strong interdependence betweenUB stock market and monetary
policy for the period 1994:1 — 2006:9. Finally, T$a011) measures monetary policy
shocks based on an autoregressive conditional hdzZ&R model and distinguishes two
sources of positive monetary policy surprises. Tiret type of a surprise refers to an
unexpected increase in the federal funds rate wherexpected to remain unchanged. The
second type of a monetary policy surprise captanesnexpected increase in the funds rate
when it is expected to be decreased but is indteptlconstant. The results indicate that
the first-type policy surprises have a strongeratigg effect on stock returns with respect
to market level and size-sorted portfolios. The gl evidence is in favour of the size
effect of monetary policy for the period 1984:3608:9 (Tsai, 2011).

3.5.8 Developments in other dimensions

While there has been a great variety of innovatieitis respect to the identification
of structural VAR models, this is not the only dms@n of developments in the literature.
In order to account for potential structural changethe dynamics of relationships among
variables over time, it becomes increasingly papttaemploy time-varying structural
VAR models for monetary policy analysis (Primic&905; Canova and Gambetti, 2007).
Standard VAR models typically contain a relativedynall number of variables as
compared to the actual information set availablentmetary policymakers at the time of
decision making. Thus, a growing number of studébg on the methods that allow dealing
with large datasets within the SVAR framework. FRostance, Bernanke, Boivin and
Eliasz (2005) combine a factor analysis with a déad SVAR approach (FAVAR). This
way, a large set of information is summarised byess factors. Alternatively, one may
choose to use a large-scale Bayesian VAR modelirtmrovent the issue of omitted
variable bias (Banbura, Giannone and Reichlin, 20&Edally, panel VARs are helpful in
accounting for common dynamic relationships acressintries and improving the

accuracy of a structural analysis (Gambacorta, lofmand Peersman, 2014).

3.6 Methodology
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3.6.1 Motivation

Generally, SVAR-based studies tend to focus onniheket level when analysing
monetary policy effects on stock prices. Severastang articles that do examine stock
portfolios, i.e. the size and value effects of ntane policy, typically employ an
identification scheme without fully taking into awet the simultaneous interaction
between monetary policy and stock prices (ThorbetR87; Tsai, 2011; Kontonikas and
Kostakis, 2013). To fill the gap in the literatutkis chapter employs a constant-parameter
structural VAR model for the US in the spirit of @pland and Leitemo (2009) to
thoroughly analyse the bi-directional causalitywesn monetary policy and stock prices at
both market and portfolio levels. The main advaetafjthe original specification is that it
fully takes into account the potentially simultansanteraction between monetary policy
and real stock prices. This identification of mamgtpolicy shocks is achieved through a
combination of standard short-run restrictions and long-run restriction on the basis of
long-run monetary policy neutrality. As monetaryligp instrument is assumed to have no
long-run effects on real stock prices, the conterapeous relationship between the two
variables remains intact®

Structural VAR models used for the analysis of ntanepolicy effects are often
criticised for the omission of potentially importamformational variables and the
inadequate description of the monetary policy riilee price puzzle often reported in the
empirical work is considered to indicate the prablef model misspecification and
omitted variables (Rusnak, Havranek and Horvatii3pt*° Consequently, it has become
a standard practice in the literature to includeoenmodity price index to help forecast
inflationary pressures and to account for potelgtiamitted information (Sims, 1992;
Thorbecke, 1997, Bjornland and Leitemo, 2009). Heveit has been shown that the
forecasting power of a variable may not be reldatedts ability to eliminate the price
puzzle (Hanson, 2004). In response, several atieesahow to eliminate the puzzle have
been proposed. For instance, Giordani (2004) argudavour of the output gap as a
measure of economic activity. Krusec (2010) demratest that the price puzzle can be
resolved by imposing long-run identifying restracts. Furthermore, Rusnak, Havranek,

135 The combination of short- and long-run restricti@iso addresses the criticism towards the ideatitin
schemes solely based upon long-run restrictiongstrand Leeper, 1997; Abouwafia and Chambers, 2015)
136 The price puzzle refers to a positive responsgriees following a contractionary monetary polidyosk.
According to Sims (1992), the price puzzle may beggated if some information that policymakers have
about inflationary pressures is not included in #simated model. For instance, following pre-exgti
monetary policy tightening due to higher expecigdre inflation, the price level will rise, albefterhaps, to

a smaller degree than otherwise.
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and Horvath (2013) argue that the puzzle appeast@lthe model misspecification. The
model may be improved by the inclusion of the cordityoprices and output gap, the
application of non-recursive identification scheamel Bayesian estimation methods.

Some of the proposed techniques have been sudce&ssfddressing the price
puzzle to some extent. Nevertheless, most of th@hfasl to specify appropriately the
reaction function of a central bank that requirelarge set of information available to
monetary policymakers with forward-looking element® this regard, Brissimis and
Magginas (2006) propose the alternative that sobhes price puzzle and produces a
sharper measure of monetary policy shocks withémgple SVAR model. They augment
an otherwise standard VAR specification for the b\Sincluding two forward-looking
variables. The first variable is the expected lefdhe policy interest rate as inferred from
the federal funds futures contract rate. The secwvadable represents near-future
expectations about economic developments and isuns@ by a leading indicator of
economic activity. This approach controls more affely for the information set that
central bank uses for policy decision making. Thmant of contemporaneously available
information in the VAR system is increased consatér without a substantial reduction in
the degrees of freedom or explosion in the dimensé the model (Brissimis and
Magginas, 2006).

The first part of the empirical analysis in thisapkter is based on the original
SVAR model as defined in Bjornland and Leitemo @O00Motivated by the above
discussion, the original specification of the SVARaugmented for the main analysis

according to the recommendations by Brissimis amagdihas (2006).

3.6.2 Structural VAR

The p-order n-variable structural autoregressive model may bétemr in the

following form (ignoring deterministic terms for tadional convenience):
BZ=B4,+B4,+.* B{ +¢& (3.1)

whereZ; is the @ x 1) vector containing endogenous variableBy is the (i x n) matrix of
contemporaneous coefficien®,is the 6 x n) matrix of lag coefficients, for= 1, 2,...,p,
ande; denotes then(x 1) vector of serially uncorrelated structuratowations with a zero

mean and the variance-covariance makix= Ee;’), i.e. & is the vector of structural
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shocks (Kilian, 20113%” The model in Equation (3.1) can be expressednio@e compact

form using a matrix polynomial in the lag operdtor
B(L)Z =¢ (3.2)

whereB(L) = By —BiL —B,L% — ... —B,L".

In Equations (3.1) and (3.2) some endogenous \aesadre allowed to interact
contemporaneously. Consequently, the above modehotabe estimated using the
standard OLS. Therefore, the structural VAR modd to be transformed into a reduced
form to allow its estimation by the OLS. In orderderive the reduced-form representation
of the model in Equation (3.1), both sides arerprdtiplied by the matrix By™

B'B,Z=B'BZ.,+ B BZ,+.+ B BZ,+ Be (3.3)
Z,=AZ + AZ et AZ W (3.4)
A(L)Z =w (3.5)

where A = Bo'B;, fori = 1, 2, ...,p, represents the reduced-form parameters and the
reduced-form residuals denoted Wwy= By are serially uncorrelated, with a zero mean
and the constant variance-covariance maigxHence,w; is a linear combination of the
structural innovations. Also, A(L) =1 —A;L —AL?— ... —AL".

After the reduced-form VAR model is estimated udimg OLS, the structural form
of the model can be recovered in order to learnultbe responses of endogenous
variables to the identified structural shocks. Fiiva above, it is clear that the knowledge
of By matrix allows the calculation of the structuralosks usinge; = Bow, and the
reconstruction of structural parameters using tBmtionship Bj = ByA. The OLS
estimation of Equation (3.5) providegp coefficients inA(L) and anotherrf + n)/2
distinct parameters are obtained from the estim3tgdince it is a symmetric matrix.
Nevertheless, there aré + n°p free structural parameters B{L) and anotherrf + n)/2
unique structural elements in the variance-covaganatrix of the structural residuals. As
a result, there is the total of unknown variables in the structural system andhérr
restrictions are needed in the system (Enders,)2015

Given thatw; = By, the variance-covariance matrix of the reducedifeesiduals

may be written as follows®

137 Note thatB, is an invertible, square matrix aRgis a positive definite matrix (CEE, 1998).
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%, =Be(Bs) = B'E(&s) B' = BI. B (3.6)

In the SVAR literature it is common to assume thiatictural innovations are mutually
uncorrelated implying th&. is a diagonal matrix. Furthermore, structural $isagypically
are normalised to have a unit variafteThus, the variance-covariance matixis the

identity matrixl and Equation (3.6) may be re-written in the follogvform:
%, = BB (3.7)

The orthogonality assumption is equivalent 8 € n)/2 restrictions, while the
normalisation of the variance of the structural cisoprovides additionah restrictions.
The OLS estimation of the reduced-form VAR représgon provides the estimates of the
left-hand side term in Equation (3.7). If the numbEparameters iBy™ is not larger than
the number of equations, i.e. unique elememfts-)/2 in =, the model can be identified.
Since there ara’® unknown elements iBy™, after obtaining the estimate Bf, a total of
(n?> — n)/2 additional restrictions is required to be impbnBy™, or equivalently,By
(Killian, 2011; Enders, 2015). Usually, these resitsns are in the form of short-run zero
restrictions, for instance, the Cholesky factor@abfX,, or sign restrictions, and etc.

The alternative approach is to apply restrictionslang-run relationships among
endogenous variables (Blanchard and Quah, 198%)serthem in a combination with
short-run restrictions (Gali, 1992; Bjornland areitemo, 2009). With respect to long-run
restrictions, consider an endogenous variable ¢batains a unit root but is difference-
stationary and enters a VAR model in a differenfidh. The long-run restriction of no
permanent effect of a structural shock on teeel of this variable implies that the
cumulated impact of the structural shock on itsed#nces must be equal to zero.

In order to implement long-run restrictions, a VAfbdel must be expressed in a
vector moving average (VMA) forff® The VMA representation of the SVAR model in
Equation (3.2) is:

Z.=B(L) g =C(L)g (3.8)

138 Note that the formula uses the property of trasspuoatrices (AB)= B'A’. This property implies that the
transpose of a product of matrices is equal tgtbduct of their transposes in a reverse order.

139|n this case, the diagonal elementBghre not restricted. Alternatively, one could impasstrictions so
that the diagonal elements Bf are equal to unity, while leaving unrestricted thagonal elements &..
See Killian (2011) for more details.

140 such representation allows tracing out the resparfsa variable to various shocks over time, ite. i
produces impulse response functions.
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whereC(L) denotes then(x n) matrix of polynomial lag€(L) = [C;j(L)], for i, j = 1,...,n.
This way, each endogenous variable in the systeampeessed in terms of the current and

past structural shocks. An individual coefficient; (k) of a polynomial

C, (L)=> ¢ (k) denotes the response of a varidifea structural shock injavariable

k=0
afterk periods. The long-run restriction of no permarefféct of a variablg¢ on thelevel
of a difference-stationary variablghat enters VARS in a stationary form implies ttre

infinite cumulative effect of the structural shogkon Ai must be equal to zero, i.e.

icu_ (k) =0 (Blanchard and Quah, 1989).
k=0

The coefficients inC(L) must be recovered from the estimated VAR model.
Provided that the model satisfies the stabilityditon and is invertible, the corresponding

reduced-form VMA representation is:

z=AL) w=D(L)w (3.9)
The relationship between the structural and reddiced residuals is defined as:

w = Bg, (3.10)

From Equations (3.8) - (3.10) it follows that:

Z,=C(L)g =D(L)w=D(L) B's, (3.11)
C(L)=D(L)B" (3.12)
ForL = 1:

C(1)=D() &’ (3.13)

where the matrixC(1) represents the long-run responses of endogevemiables to the
structural shocks arld(1) =A(1)*, A(L) =1 —A; — ... —A,.

The OLS estimation of the reduced-form VAR modekgithe parameters 8{1)
matrix polynomial that is then inverted to obtalre testimate oD(1). If the structural
shocks are assumed to be orthogonal and normakighda unit variance, the reduced-

form covariance matrix is:

237



>, =B'B" (3.14)

The structural parameters can be identified iféha&re enough restrictions placed
on the contemporaneous matrix of the structurafficients (alternativelyBy ) and/or on
the matrix of the long-run responses of variabdethée structural shocks(1).

3.6.3 Baseline model: specification and identification

The study by Bjornland and Leitemo (2009) is keythe empirical analysis in this
chapter. The estimated models are specified onbdms of the original SVAR as
determined in Bjornland and Leitemo (2009). Thetstg point is to replicate their study
for the original sample period. Next, the sampleiqok is extended until the global
financial crisis, keeping the specification of thedel identical, i.e. the baseline model of
this chapter. Finally, the specification is augneenby replacing the commaodity price
inflation variable with two forward-looking variadd. The state variables are defined in
line with Bjornland and Leitemo (2009). This allotescompare the results reported in this
chapter with the original study and to evaluateahgmented model.

This section presents the baseline specificatibme baseline SVAR model

contains the output gaéR ), the first difference in the annual consumer giiflation
(A7), the annual commodity price inflatiomz{"™ #), monthly real stock market returns

(Asp) and the monetary policy interest rate denotethbyfederal funds rate, ). Note that

this chapter defines inflation as the annual changie price level since the monetary
policy target for inflation is typically express@tdterms of annual inflation. On the other
hand, inflation variable in Chapter 2 refers to anthly change in the price level. The
series of annual consumer price inflation is défered to stationarity for the sample period
considered. This approach is also taken by Bjochkamd Leitemo (2009). Table A3.1 in
the Appendix provides the unit root tests for alrigbles in the SVAR models
considered*! Nevertheless, as the price level is differenceidenin this chapter but only
once in Chapter 2, it is needed to address thmnsistency. Hence, the baseline model is

also estimated without differencing the annualatidin rate. The relevant impulse response

141 The federal funds rate enters the VAR in levelgnethough it is non-stationary for the sample quri
This is in line with Bjornland and Leitemo (2009 the funds rate is also non-stationary for thepdam
period in their study; however, it is included Bwvéls. Some other studies also include the politg n
levels, while other variables are differenced adisharity. For instance, see Bouakez, Essid, avmnisndin
(2013) or Bjornland and Jacobsen (2010; 2013). Alse results using the differenced federal furade in
the baseline model are reported in Figure A3.hénAppendix and discussed in Section 3.8.2.
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funtions are shown in Figure A3.2 in the Appendird are briefly discussed in Section
3.8.2.

Thus, the baseline state vector of endogenoushlasi@an be written as follows:
z,=[ gan, A7, ™ Asp, ] (3.15)

Following Sims (1992), it is common in the litenauo include commodity prices
among endogenous variables due to their potertdigdrovide timely information about
future inflationary pressures and the current statethe economy for policymakers
(Gordon and Leeper, 1994; Sims and Zha, 2006; \¢a8j&a, 2008; D’Amico and Farka,
2011). The data on commodity prices are availably ah the financial market, thus, this
strengthens the motivation to use it as an infoonat variable used by monetary
authorities. In other words, many studies usewvaigable to mitigate the price puzzle.

In order to fully identify the structural model, éwty five restrictions in total must
be imposed. The assumption of orthogonal strucgiratks and the normalisation of their
variance-covariance matrix, i.e. the structuralc&isdhave a unit variance, provide ten and
five restrictions, respectively. Thus, additionah trestrictions are required to completely
identify the system. In order to recover the sttt parameters, the combination of short-
run and long-run zero restrictions is used. Thertstum zero restrictions can be

summarised as follows:

4 B’ L

gan B, 0 0 o0 q4&”

AT Bo By 0 0 O)|&

7™ |=D(L)| By B B O 0| &7 (3.16)
Asp Bas Bz Bas Bas Bus £F

_it ] _1851 :352 ,353 1354 1355_ é’tmp

In line with the standard SVAR literature, it issamed that output, inflation and
commodity prices do not react instantaneously tmanetary policy shock, whilst the
monetary policy instrument is allowed to respondtemporaneously to all three variables
(Christiano, Eichenbaum and Evans, 2005). Conselyud¢inese macroeconomic variables
are ordered above the monetary policy rate in ttete svector Z;. Within the
macroeconomic block, recursive causal relationstaps assumed. Commodity price

inflation is the most responsive of the three \aga and reacts contemporaneously to both
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output gap and consumer price inflattdhOn the other hand, output gap does not react to
any variable contemporaneously. Finally, all vaeabn the system are allowed to have an
immediate impact on real stock returns and the naopeolicy rate. However, as in the
case of monetary policy, stock returns only affe@tcroeconomic variables with a lag.
Most importantly, two bottom rows dBy" imply that the short-run contemporaneous
relationship between real stock prices and monefailjcy remains unrestricted, i.e.
neitherfss nor fs4 is set to zero. These nine short-run zero resnistare denoted by zeros
in the first three rows of the matrBy ™ in Equation (3.16).

The final (tenth) restriction is imposed on thedamn relationship between the
monetary policy rate and real stock prices. It iegpkhat a monetary policy shock has no
long-run effect on real stock prices. This resiwittis reflected in the long-run response

matrix C(1) by setting the infinite sum of relevant lag fméents in Equation (3.8),

00

Cus(1)=> Cy(k), equal to zero. From Equation (3.13) and the lnmg-restriction

k=0

Css(1) = 0 it follows that:

Cu(l) Cu(D) Cu(d Cu(} Cd}] [ D) DAR D)L D)IDE)]

Co(1) Cu(D Cu(d Ca(d Cof X| | Do } DofL) Dy(1) Dyo(9 Do d

Cu(l) Con(D Cao() Co} Cof }|=| Daa(1) Dy(D) Dyg(d Doy ) Do 1 (BT

Cu(l) Ci() Ci(d Cu(3 0 | | Du(1) Di(l) Dug(d Dufd Duf }

Co(l) Cor(D Cao() Ca} Cof } [Daa(1) Ds() Doo(d Du( ) Do 1

(3.17)

D41(1)ﬁ15+D42(1)ﬁ25+D4i])ﬁ35+D 4(])ﬁ 45'-D 4é:Dﬁ 55: C (318)

Note that, given the short-run restrictions in Begra(3.16), it then shrinks to:

D (1) Bis+ Dus(1) Bss= 0 (3.19)

3.6.4 Augmented model: specification and identification

In the next stage, the baseline model is augmerntedline with the

recommendations by Brissimis and Magginas (20083tl¥, the annual commodity price

142 Such recursive ordering of two macroeconomic e and commodity prices is in line with Gordon
and Leeper (1994) and D’Amico and Farka (2011). fgsalts reported for the baseline model in Section
3.8.2 do not change if the commodity price inflatie placed as the first variable, i.e. it precedatput gap
and inflation. In this case, it is assumed that wmdity price inflation is contemporaneously exogene no
variable in the system has an immediate effect.on i
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inflation is removed from the state vect8t.Instead, in order to mitigate the price puzzle,
two other variables are included. The compositdifepeconomic indicator published by
the Conference Board is included as a measureguifefeconomic activity. In addition, the
current-month expected level of the monetary poliate enters the VAR system as an

exogenous variable. The current expected policy mtmeasured by the rate on the 1-
month federal funds futures contract on the lasiri®ss day in the previous montfff(_, ).

This is a near-perfect proxy for market expectaidoe to much greater transparency and
the openness of monetary policy conduct in the $arppriod considered here. The
augmented model is a VAR-X model.

The additional variables are transformed in linthwie baseline specification. The

augmented endogenous state vector contains trewfoly variables: the first difference

(lagged) in annual change in the composite leadicgnomic indicator Alead?,), the

output gap @ap), the first difference in the annual consumer griflation (A77°), the

monthly real stock returnsdsp) and the monetary policy rate)(***

Z = blead’,, gap, A7 A sp tﬂ' (3.20)

Similarly to the consumer price inflation, the anhchange in the leading indicator
enters the SVAR in first differences to ensure staionarity of this variabl&® While it
may be questioned why annual and not monthly cleage used, the robustness analysis
is conducted with respect to such data transfoonati Section 3.10.7. Finally, to address
the issue of inconsistency between Chapter 2 arapt€h 3 in terms of differencing the
price level, the main analysis is also carried with undifferenced annual inflation

variable in Section 3.10.8.

143 As it will be seen later in Section 3.8.2, thelision of the commodity price inflation does ndtréhate
the price puzzle in the baseline model that isegpitonounced. The specification and identificatibrihis
model implies that commodity prices could be pristichy the US output gap and inflation. Neverthgles
the estimation results (not reported) indicate thatlags of changes in inflation and the lags wtbot gap
are generally insignificant in the equation for eoadlity price inflation. According to the p-values the
Granger Causality test, the lags of these two klagado not Granger cause commaodity price inflation

144 Following Brissimis and Magginas (2006), the lemdieconomic index is included with a lag of one
month since some of the data used to compose thée@oce Board Leading Economic index for the US is
not available until after fifteen days since the ehthe month under consideration.

145 Note that two interest rates in the augmentediipaiion are in levels. This is again consisteiihvihe
baseline model and the approach in Bjornland angtio® (2009). Also, while they are non-stationatys
very likely the two series, i.e. the policy ratedaexpected policy rate, are cointegrated in thgdomrun.
Thus, this should not be a problem.
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With respect to the identification of the augmenteddel, the leading economic
indicator is ordered the first as it is not contemgmeously affected by any other variable

in the system, while the same long-run restrictipplies:

Z &
Alead, | 4,0 0 o0 Q&™)
gap By By O 0 O &
A |=D(L)| By B B O Ol (3.21)
Asp Bas Biz Bus Bas Bus|| &F
_it | _ﬁ51 ﬁsz ﬁ53 ﬁ54 ﬁss_ Etmp

3.6.5 Some caveats

In addition to the omitted variables problem, thare several other points to
consider when using a SVAR model for monetary goéinalysis. Firstly, the form of the
monetary policy reaction function and the structof@conomy are likely to change over
time implying that a constant parameter SVAR may lb® suitable, especially for long
sample periods (Rudebusch, 1998; Stock and Wagiil). Secondly, one must choose
an adequate proxy for monetary policy stance (Bew@aand Mihov, 1998). The third
point regards the usage of the revised (final) daada is typically used to estimate SVAR
models. Hence, the VAR system contains too muabrimmétion as the final data was not
available to monetary policymakers at the time etision making (Rudebusch, 1998).
Finally, structural VAR models use many lags imptyithe backward-looking monetary
policy behaviour (Rudebusch, 1998).

The empirical analysis in this paper is based @ dbnstant-parameter standard
SVAR model due to several reasons. Firstly, thepd@snconsidered here are the part of
the Great Moderation era, known for financial asdremic stability. The sample period
of main interest starts at the time of major changethe communication of the Fed’s
policy decisions to the public and ends prior te tflobal financial crisis. Thus, it is
reasonable to assume that the Fed'’s policy ruletladtructure of the US economy have
not changed considerably over this period. Secoradlyshown in several studies that use
Markov-switching VAR models, the period startingoand the mid-1980s is typically
described by a single regime (Chang, Chen and Le2®bl, Lutkepohl and Netsunajev,
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2015)1° With respect to a monetary policy instrument, ¢hisr little disagreement in the
literature that the federal funds rate is a suégiloxy for the sample periods in this
chapter. Finally, the use of the revised data mely ppse a severe problem since the
measure of future economic conditions, i.e. the masiie leading economic indicator, is
included in the model with a lag. It acts as a grder the information set that

policymakers use to deduce future developmentsfiation and output.

3.7 Data and sample period

3.7.1 Sample period

The empirical analysis in this chapter is basednomthly US macroeconomic and
financial data covering the period from 1985:1 00&:12.

The Fed has started to normalise its monetary ydiic raising the policy rate
target in December 2015 for the first time in aln@n years. Given this, the empirical
analysis is focused on conventional monetary pobegr the past two decades. The
findings in this chapter may prove useful to monefmlicymakers as further increases in
the federal funds rate target are looming.

The sample period of main interest is 1994:2 — Z0&7As Fawley and Neely
(2014) note, there have been major changes in #aks FEommunication of its policy
decisions to the public since February 1994. Thss led to much greater transparency and
predictability of monetary policy conduct that mlagve had an impact on how financial
markets respond to monetary policy shocks. Furtbegmthe post-93 period is not
commonly used in the standard SVAR literature foe tanalysis of monetary policy
effects. The events around the global financiasisrmay have introduced a structural
break in the Fed’s policy reaction function, hente, crisis period is excluded from the
main analysis?®

The empirical analysis begins with a longer sang@eod. More specifically, the
baseline model is firstly estimated over the perit@B5:6 — 2007:7, i.e. the Great

Moderation era that is known for low and stabldatidn and sustained economic growth

146 Given the sample period in this chapter, it may be appropriate and/or feasible to employ the
heteroscedasticity-based VAR approach with lowdesgy data as in Bouakez, Essid and Normandin
(2013) or as in Lutkepohl and Netsunajev (2015)s Benerally requires a very long sample period.

" n all cases, the sample period as reported egslitle months reserved for the lags of endogenous
variables.

148 The sensitivity of the results with respect to itheusion of the period until the zero lower bousdested

in the robustness analysis.
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accompanied by a simple and predictable rule upiderithe conduct of monetary policy.
Equivalently, the augmented model is initially estted for the period 1989:2 — 2007:7.
The sample starts slightly later due to the avditglof the federal funds futures market
data.

Note that the estimations over the full sample ocdyisider real stock market
returns. Meanwhile, the interaction between monepalicy and real returns at the stock
market and stock portfolio levels are analysed weatdpect to the period of interest in this
chapter, i.e. 1994:2 — 2007:7.

3.7.2 Macroeconomic variables

The macroeconomic time series used for the empigicalysis include the output
gap, the annual consumer price inflation, the ahoomodity price inflation, the annual
growth in the leading economic indicator, and teeefral funds rate. The potential output

is constructed by applying the Hodrick-Prescotfilto the series of the log Industrial

Production Index i, ). Accordingly, the output gapg@p ) is measured as the deviation of
actual production from its potential trend. The aanconsumer price inflation7f') is
calculated as an annual change in the log Constiriee Index for all items qpi,).
Similarly, the annual commodity price inflatiom{™ ) is computed as an annual change

in the log Commodity Research Bureau BLS Spot In@amp).

The Conference Board Leading Economic Index forUlse (CBLEI) serves as a
proxy for the future expected path of economicvatgti The annual growth in the leading
economic indicatorlead?) is calculated as a change in the log CBLII,§ from a year
ago. Finally, the effective federal funds ratgié used as a proxy for the monetary policy
rate. Monthly averages of daily rates are colle¢teth FRED database maintained by the
Federal Reserve Bank of St. Louis. Seasonally sefjudata on the IPI and CPI is also
provided by FRED, while monthly averages of the pwdity price index is constructed
using daily data obtained from Datastream databideathly CBLEI series for the US are
also available in Datastream.

3.7.3 Financial variables
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Real stock market returnsd¢p) are calculated as a monthly change in the log

S&P500 stock market index deflated by the log CBRh ). Monthly averages of the

S&P500 index are calculated using daily figuresrfrBatastreami*® In addition to the
aggregate stock market level, the empirical anslisiextended to portfolio-level stock
returns. Monthly returns on value-weighted stocktfpbos (excluding dividends) are
provided by Kenneth R. Frendf. Monthly CPI inflation is subtracted to calculatar
stock returns. The data is collected for ten siadafplios formed on the firm’s market
value (S), ten value portfolios formed on the raifdbook equity value to market equity
value (BE/ME), and twenty five double-sorted sizdue portfolios. The first decile
denotes the size (value) portfolio of the small@sbst growth) stocks, while the tenth
decile refers to the size (value) portfolio of thegest (most value) stocks. With respect to
the double-sorts, the lowest size (value) quintdpresents the smallest (most growth)

firms and the highest quintile represents the ktrgmost value) firms. Finally, the end of

month rates on the 1-month federal funds futurestraot (fff,) are obtained from

Bloomberg database.

There are several reasons why stock portfolioseddry the firm’s size and book-
to-market value ratio are chosen. Firstly, thisptBa examines the credit channel of
monetary policy transmission that provides two na@i$éms how policy decisions could
have stronger effects on relatively financially swained firms as compared to
unconstrained firms. As Bernanke and Gertler (199&)lain, the direct monetary policy
impact on market interest rates is enhanced thramglogenous changes in the external
finance premium. Following monetary policy tightegj the external finance premium
may increase due to the reduced supply of loafisnis, i.e. the bank lending channel is at
work. Alternatively, external funds may become mespensive due to the worsening
financial position of borrowers reflected via thieanges in their net worth, cash flows,
value of collateral and other indicators of balasbeet strength, i.e. the balance sheet
channel is active.

The size of a firm is often used as a proxy foaficial contraints since small firms
are typically more dependent on bank lending andpgher external finance premium
than large firms (Gertler and Gilchrist, 1994; Elrm and Fratzscher, 2004; Guo, 2004;
Basistha and Kurov, 2008; Kontonikas and Kostaki313; Maio, 2014). Thus, it is

149 The analysis is based on monthly real stock retamopposed to monthly observations of annuain®tu
This is a standard approach in this type of emglieork, especially if stock portfolio data is used

%0 The data library is accessible via this link:
http://mba.tuck.dartmouth.edu/pages/faculty/kendhgdata_library.html#Research
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sensible to use size-sorted stock portfolios tatifie the bank lending mechanism of the
credit channel. Similarly, value firms are consetkerto be relatively more financially
contrained than growth firms because they areylikebe less profitable and more heavily
reliant on cash flows, thus, more exposed to ister@e changes (Guo, 2004; Kontonikas
and Kostakis, 2013; Maio, 2014). Therefore, thelstportfolios formed on the book-to-
market value ratio provide an insight into the haka sheet channel of monetary policy
transmissiort>* While there may be other proxies for financial swaints, the selected
portfolios are in line with the existing similaruslies, making it easier to compare the
findings.

Secondly, the strand of literature examining dédfeéral monetary policy effects on
stock prices is closely related to the stock reamomalies analysed in the cross-sectional
asset pricing literature. Among most common are $ee, value and momentum
anomalies. The size anomaly refers to higher aeeraturns on small firms’ stocks as
compared to large firms (Banz, 1981). It has aksenbshown that value stocks tend to earn
higher average returns, i.e. the value premium B4983; Fama and French, 1992;
Lakonishok, Shleifer and Vishny, 1994). The momentpremium implies that winner
stocks that earned higher returns in the recentqueinue to deliver higher returns in the
future (Jegadeesh and Titman, 1993). Fama and lr(@992; 1993) demonstrate that the
cross-section of US excess stock returns can blaiaed by the excess market return and
two common risk factors related to the firm’s sarel the BE/ME ratio that are omitted in
the standard capital asset pricing model (CAP¥l)nterestingly, the beta associated with
the market risk is similar across stock portfolinghe three-factor model; however, the
slopes on the two factors related to the size amuk4o-market value vary much mor&.
They argue that higher average returns must relecompensation for a higher risk
associated with smaller and value stocks.

Subsequently, a great number of studies have atgeirtp provide the economic

interpretation of these risk factdr¥. Several studies indicate the potential of a mageta

51 Alternative proxies for value stocks, that carodie used to analyse this channel, are cash-flogvite,
earnings-to-price, and dividend-to-price ratios.

152 Fama and French (2015, 2016) add two more ristofadn the model for stock returns to capture
investment and profitability risk premiums.

53 0n the other hand, Campbell and Vuolteenaho (28ft)e that the size and value stock return anemali
could be explained by the two-beta model wherenglsibeta in the CAPM is divided into the component
reflecting cash flow news (bad beta) and the corapbrelated to discount rate news (good beta). Tinely
that value and small stocks are associated withemigash-flow betas as compared to growth and large
stocks. Thus, this may explain higher average mston value and small stocks.

154 Fama and French (1995) argue that firms with a bmwk-to-market value ratio earn sustained profits,
while firms with a high ratio tend to be relativdipancially distressed due to low profitabilitytt@rs find
that the size and value factors positively preflittire real gross domestic product (Liew and Vassal
2000; Vassalou, 2003) or, alternatively, they repre¢ the default risk (Vassalou and Xing, 2004).
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policy risk factor to explain stock market anomslggnce many macroeconomic variables,
that may be related to Fama-French risk factors, aiso related to monetary policy
conditions (Thorbecke, 1997; Jensen and Mercer2;28@hn, O’Neill and Reyes, 2004;
Arshanapalli, Fabozzi and Nelson, 2006; Kontoniiad Kostakis, 2013; Lioui and Maio,
2014; Maio, 2014). Hence, this chapter also ingastis whether the Fed'’s policy can shed

some light on the two commonly analysed size ahgevanomalies in stock returfis.

3.8 Empirical modelling and some initial results

As recommended by Sims and Zha (1999), throughusat dhapter the impulse
response functions are reported together with tbbagbility bands represented as 0.16 and
0.84 fractiles, i.e. 68% probability bant?.The median value is chosen as the central
measure of impulse responses. The Monte Carloretieg with 10,000 draws is used to
obtain the Bayesian simulated distribution of ingeulresponse functions using the
approach for just-identified VAR systems. The dram® made from the posterior
distribution for VAR parameters and residuals unther standard uninformative (“flat”)

prior for a multivariate regression model (Doanl120
3.8.1 Replication of Bjornland and Leitemo (2009)

Prior to estimating the baseline SVAR model, thiapter attempts to replicate the
findings in Bjornland and Leitemo (2008Y. The original sample period spans 1984:6 —
2002:12 and four lags of each endogenous variablealuded. Figures 3.1-3d&pict the
replication of the impulse response functions ([RE$=igure 2 presented in Bjornland and

Furthermore, the value factor is shown to be padifi related to the term spread and the size factor
negatively relates to the default spread (Hahnlaagd 2006; Petkova, 2006). In contrast, Aretz, Bantand
Pope (2010) find a negative relationship betweenvtiiue factor and expected output growth, whiistdize
factor has a positive loading on survival prob&p#ind on the average level of the term structure.

1551t may also be of interest to investigate the lstpertfolios sorted by the “good” and “bad” markesta.
As highlighted in Campbell and Vuolteenaho (20QH%, two-beta asset pricing model can explain the si
and value anomalies in stock returns. However, gactfolios are not readily available, thus, thigkysis is
out of the scope of this chapter.

156 According to Sims and Zha (1999), the traditiosyahmetric confidence intervals, reported as onvor
standard errors around the point estimate of anuisepresponse function, may be misleading. Suabr err
bands confound information regarding the locatidnceefficient values with information about overall
model fit. They show that the Bayesian posteriabability bands, simulated using Monte Carlo in&tign,
may be more useful than the confidence intervatedaipon the estimates of standard errors. Thélésc
correspond to a one standard deviation if the stahdrror bands were used.

" The original dataset and data transformation aeeluThe dataset and the RATS code for the rejalitat
are provided by Tom Doan and are availabletis://estima.coml.have amended the original version of the
RATS code accordingly to produce the results regbin this chapter.
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Leitemo (2009):>® Figure 3.1 demonstrates the responses of thedeflerds rate, real
stock prices, annual inflation and output gap dfier36-month horizon after a positive 1-
percentage-point shock in the funds rate. Figug shiows the responses of the same
variables to a 1 % increase in real stock pricearKet level). While the shape of impulse
response functions is similar to those in the aagistudy, the probability bands reported
here are much wider. For instance, the decline aal rstock prices following a
contractionary monetary policy shock is never statlly significant. Furthermore, the
response of the funds rate to a stock price shabklmecomes statistically significant with
a lag of around five months as opposed to an imatedignificant response as reported in
the original study.

Figure 3.1: Impulse responses to FFR shock - repation of BL2009
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Notes This figure plots the central measures of impuésponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation and outpap following a 1-percentage-point contractionary
monetary policy shock. The SVAR model is specifisdn Bjornland and Leitemo (2009) and is estimated
over the sample period 1984:6 — 2002:12 includintags. The dashed lines represent 68% Bayesian
probability bands generated using Monte Carlo irgggn with 2500 draws.

%8 The Bayesian simulated distribution is obtaineshgi$lonte Carlo integration with 2500 draws astia t
original paper. The median value is chosen aseh&a measure of impulse responses.
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Figure 3.2: Impulse responses to SP shock - repliben of BL2009
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation and ougmap following a positive 1% stock price shocke @dso
Figure 3.1 notes.

It is important to note that the structural modepends on the new set of
parameters for each Monte Carlo draw and one hasate sure that model’'s parameters
are reset accordingly prior to the generation ofv nenpulse response functions.
Nevertheless, some empirical work in the literatareneously identifies the structural
model using the original OLS estimates of VAR cmééhts in each draw (Doan, 2015).
This may explain why it is not possible to repleedihe results in Bjornland and Leitemo
(2009). Indeed, if the original OLS parameterssed in every draw, then their findings
can be replicated. Thus, their argument that tietee strong interdependence between
the US stock market and monetary policy appeabe tweak.

3.8.2 The baseline model

This section estimates the baseline SVAR modepasified in Section 3.6.3 over
the sample period 1985:6 — 2007:7. Panel A of TA34. ine the Appendix provides the
augmented Dickey-Fuller unit root test resultstfar variables in the vect@. The model

Is estimated using six lags of endogenous varialfiéso, two dummies are included as
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exogenous variables that take value of one in @ctdl®87 and September 2001,
respectively, to account for the stock market ciasth zero otherwise. The model satisfies
the stability condition, i.e. all inverse roots inside the unit circle, and is invertible. Also,
there is no autocorrelation or heteroscedastigiéggent in the residuats’

The impulse responses of the federal funds ras,steck prices, annual inflation
and output gap to a contractionary monetary paicyck are reported in Figure 3The
dashed lines represeédt% probability bands and the solid line denotesciéntral measure
of impulse responses, i.e. the median value. Tbekshas a positive and persistent impact
on the federal funds rate as it remains well altbeepre-shock level over the horizon of
36 months. Initially, annual inflation rate contesuto increase and this reaction is
statistically significant for several months. Ititan peaks at around 0.6% during the ninth
period and then starts to decline; however, thparese is still positive after three years
following the shock. The evident price puzzle irades a potential misspecification of the
baseline model. Following monetary policy tightapimigher cost of borrowing, lower
asset prices and reduced wealth should lead talméeen consumption and investment in
the economy. As a result, the price level is exgebtd decline and inflation rate should be
reduced. Furthermore, output gap also respondsiyedgito unexpected monetary policy
tightening but it eventually declines below thetiali level after around two years.
However, the response is generally statisticalgignificant. This persistent increase in
output is not in line with the transmission meckamiof monetary policy that predicts a
decline in aggregate demand. Overall, the findifgs inflation and output are not
consistent with predictions by standard economgoties**°

Following an unexpected increase in the federati$urate by 1 percentage point,
real stock prices decline sharply on the impace ifiitial drop of approximately 11.30% is
both statistically significant and economically ionfant. A typical surprise change in the
target for the federal funds rate of 25 basis poistassociated with approximately 2.83%
change in real stock prices. The magnitude of éspanse is somewhat greater than what
is typically found in similar studies. For instand®Amico and Farka (2011) find that a
25-basis-point unexpected increase in the funds lestds to 1.25% decline in the stock
market returns, while Li, Iscan and Xu (2010) destmate that such a policy shock results

in real stock prices declining by 0.55%. On theeothand, the pronounced real stock

159 LM test is used to detect serial correlation ia thsiduals of the estimated model and, the Whieis
used to identify heteroscedasticity.
180 As Figure A3.1 in the Appendix shows, these cauimtiitive effects of a contractionary monetarylipp
shock on macroeconomic variables are even moreopramed if the federal funds rate is differencedhia
state vector. Equally, the signs of the model n@s#jzation remain if the annual consumer inflatismot
differenced as demonstrated in Figure A3.2 in thpehdix.
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market decline in Figure 3.3 is consistent with gtadies using the restriction that
monetary policy has no long-run effects on reaklstprices in the combination with
standard short-run restrictions (Bjornland and dmib, 2009; Bjornland and Jacobsen,
2013). The monetary policy effect on real stoclcgsiremains statistically significant for
another two months following the shock. The cortoaary policy shock can lower real
stock prices via its negative impact on expectadréucash flows. For instance, higher
market interest rates increase interest paymenfisnog and also have a dampening effect
on overall economy leading to lower demand for &irproduction. In addition, monetary
policy tightening can depress the stock marketutginoa higher discount rate used to
discount future expected cash flows. The negatgpanse of the stock market to surprise
monetary policy tightening is also reported by matier studies (Thorbecke, 1997;
Bernanke and Kuttner, 2005; Bjornland and Leite2@09; D’Amico and Farka, 2011;
Bjornland and Jacobsen, 2013).

Figure 3.3: Impulse responses to FFR shock - bassi model
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation, and autgap following a 1-percentage-point contractignar
monetary policy shock. The baseline SVAR models8ngated over the sample period 1985:6 — 2007:7
including 6 lags. The state vector contains th@uaigap ¢ap), the first difference of annual inflation£?),

the annual commodity price inflation ™9, the monthly real stock market returrssfy) and the federal
funds rate if). Two dummy variables that take value of one iI87:20 and 2001:9, respectively, and zero
otherwise are included as exogenous variables.dakbed lines represent 68% Bayesian probabilitgdan
generated using Monte Carlo integration with 10868vs as suggested by Doan (2015).
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Figure 3.4: Impulse

responses to SP shock - basaimodel
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Figure 3.3 notes.

The structural stock price shock identified in thedel reflects the variation in

equity prices that is not explained by current maconomic data. Figure 3.4 shows the

dynamic impact of a positive 1% shock in real stpcices at market level on the four

endogenous variables. With respect to macroeconearmiables, both inflation and output
gap increase and the magnitude of this positivecefs moderate. The unexpected increase

in real stock prices by 10% would lead to an inseem inflation rate by 0.33 percentage
points in five months. Meanwhile, output gap woulld about 0.56 percentage points
higher after 7 months. The impulse responses ttatisscally significant after several

periods with output gap response being signifiéant longer period. These findings are

overall consistent with the view that higher stqmces boost investment through the

Tobin's Q and lead to higher consumption spendihgough changes in wealth
subsequently resulting in higher aggregate prickatput levels.

As discussed in Chapter 1, monetary policymakery ima@ave an incentive to
monitor stock prices due to their forward-lookingture. Asset prices could possibly
provide some information about future developmantonsumption, investment spending
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Figure 3.4 indicates that the positive stock psbeck results in tighter monetary policy
stance. The initial reaction of the federal fundgeris positive (three basis points) and
statistically insignificant, but it turns signifioiin the second period. The funds rate rises
to eleven basis points within one year and thertsssowly returning to its initial level.
Thus, an unexpected 10% rise in real stock priesults in the federal funds rate
increasing by approximately 0.3% initially and byi% one year after the shock. The
finding of a strong monetary policy response talstprices is consistent with a forwad-
looking inflation-targeting central bank that sét® policy rate in order to curb future
inflationary pressures in the economy reflectedsimg stock prices. It is possible that the
macroeconomic effects of the stock price shockabel larger if monetary policy did not
react to stock prices in this manner. On the oltfaard, unexpectedly higher stock market
valuation could be indicative of an asset priceldbeilthat may also prompt policymakers
to take action to preserve financial and econortabilty. Nevertheless, this model does
not allow to distinguish the bubble component afckt price shock. The positive and
significant Fed’s reaction to stock price developtseis in line with findings in the
literature (Rigobon and Sack, 2003; Bjornland amitdmo, 2009; D’Amico and Farka,
2011; Bjornland and Jacobsen, 2013).

In summary, the baseline findings indicate thatxpeeted monetary policy
tightening is associated with a sharp decline & stock market, whilst the federal funds
rate rises following a positive shock to real st@eices. This evidence provides support
for the interdependence between monetary policy #rad stock market in the US.
However, it is likely that the baseline model ig me@ll specified as indicated by the price
puzzle and the anomalous response of output gamdoetary policy shocks. This
motivates to improve the baseline model in ordergémerate the impulse response
functions that are in line with economic theorygecéions. Therefore, the SVAR model is

augmented following the suggestions by Brissimis slagginas (2006).
3.8.3 The augmented model: full-sample analysis of stoakarket returns
The augmented model is initially estimated withl sgack market returns over the

sample period 1989:2 — 2007:7 using six lags aeddtmmy variable to account for the

stock market crash in September 26%1IThe model satisfies the stability condition and is

181 panel B of Table A3.1 in the Appendix reports rialevant unit root test results. Due to the avélitgtof
the federal funds futures market data, the santpiésdater as compared to the baseline model.
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invertible. Also, there is no evidence of seriatomorrelation or heteroscedasticity in the

model’s residuals.

Figure 3.5: Impulse responses to FFR shock - augmiex model
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation, and autgap following a 1-percentage-point contractignar
monetary policy shock. The augmented SVAR modeisitmated over the sample period 1989:2 — 2007:7
including 6 lags. The state vector contains thst fififference (lagged) of annual change in the itend
economic indicator Alead?.,), the output gapgap), the first difference of annual inflatiom#£?), the
monthly real stock market returnagp) and the federal funds ratig).( The dummy variable that takes value
of one in 2001:9 and zero otherwise and the 1-méedbral funds futures contract rate (as of lasirmss
day of previous month) are included as exogenoumblas. The dashed lines represent 68% Bayesian
probability bands generated using Monte Carlo irgiggn with 10000 draws as suggested by Doan (2015)

The impulse responses of the federal funds ra&,steck prices, annual inflation
and output gap to a contractionary monetary paslsgck are shown in Figure 3.5. As
compared to the baseline model, the impact of naopgiolicy is quite different. Firstly,
the positive response of the federal funds rat&kgpem the impact and then dies out
quickly. This is in sharp contrast to the persistagrease in the funds rate depicted in
Figure 3.3. Thus, the monetary policy innovatiomapax is avoided in contrast to the
baseline model (Dueker, 200%¥. Secondly, the dynamics of macroeconomic variables

182 This paradox refers to the impulse response fandaif the federal funds rate to a monetary poltoyck,
i.e. a shock to itself, that continues upwardssieveral more periods before starting to decay. ithigies
subsequent responses of policymakers to a poligyrisa in the same direction. Such additional astio
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following monetary policy tightening are now in éirwith standard economic theory. The
initial increase in annual inflation over the nesg¢veral months is short-lived and
statistically insignificant. After about a vyear, naal inflation has declined by
approximately 0.29 percentage points indicatingl&ih the price level, as it would be
expected. The impulse response also turns statigtisignificant around this time, albeit
temporarily. An unexpected increase in the fund®e r@so depresses real economic
activity. After five months, output gap has fallsignificantly by around 0.95 percentage
points. Nevertheless, this effect is short-lived.

The magnitudes of the responses of macroeconomiables are economically
meaningful and generally in line with VAR-basedditis for monetary policy analysis
over sample periods since the mid-1980s (Boiviteyand Mishkin, 2010; Bjornland and
Jacobsen, 2013). Nevertheless, using a FAVAR-basedysis and the estimation of
DSGE model, Boivin, Kiley and Mishkin (2010) demtmase that monetary policy effects
on prices and real activity are weaker in more megeriod as compared to the period
before the 1980s.

With respect to the stock market reaction, theifige are more consistent with the
baseline model. The initial impact of a positiveligp shock on real stock prices is
negative and statistically significant for the ffitwo periods. The magnitude of the impulse
response is smaller as compared to the baselinksrsit still quantitatively importart?
Real stock prices drop by 3.53% on the impact amldstimate is now closer to what is
typically reported in other studies (Li, Iscan aXad, 2010; Cheng and Jin, 2013;
Kontonikas and Kostakis, 2013; Maio, 2014). Thelkstmarket almost entirely recovers in
the third period following the shock.

Figure 3.6 shows the dynamic effects of a 1% pasghock to real stock prices (at
aggregate level). As previously, the findings diffem the baseline results. There is no
clear and statistically significant impact on annudlation. On the other hand, the
response of output gap is positive and turns $italy/ significant for several periods
before completely dying out after about one yearp8singly, the initial reaction of the
federal funds rate to an unexpected increase insteek prices is negative, although it is
statistically insignificant. In order to act pre-ptively in response to expected future
increase in aggregate demand, a central bank shaidd its policy rate not reduce it.

Eventually, the funds rate increases and peakiserifth period. With a delay of several

would not have a surprise element and they woutdreftect the response to economic developments (se
Dueker, 2002).

183f the baseline model is also estimated over #hmessample, i.e. 1989:2 — 2007:7, it can be ndtatithe
change in the size of the stock market respondevsn by the change of the sample period. Howesxzn
then the baseline model generates the countetirgunonetary policy effects on macroeconomic Jaga.
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months, the reaction also becomes statisticallgifsognt. This slow policy response to
unexpectedly higher stock prices could possiblycaig that policymakers wait for other
signs of economy heating up before acting solelytlma information from the stock
market. Nevertheless, it is important to note thatabsolute size of the response is small
and much smaller than in the baseline case. At gbak, the funds rate is only
approximately 0.8 of a basis point above the ihiggel. Given a 10% surprise increase in
real stock prices, this translates into the fedkmatls rate going up by eight basis points
after five months To compare, D’Amico and Farkal(0show that a 1% (10%) increase
in stock market returns triggers a policy rate oese of 2.6 (26) basis points on average
over the period 1983 - 2006. Meanwhile, Bjornland dacobsen (2013) estimate that the
federal funds rate increases by about 50 basiggfuhowing a positive 10% shock to real

stock prices. Thus, the evidence of a strong Fed&ponse to the stock market is

somewhat weak in the analysis here.

Figure 3.6: Impulse responses to SP shock - augmedtmodel
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Notes This figure plots the central measures of impubsponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation, and atugmap following a positive 1% stock price shocke&lso

Figure 3.5 notes.
Overall, the augmented model produces sensibldtsesith respect to monetary

policy effects on traditional macroeconomic varebIThis implies that the model is well
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specified or at least better specified than theslr@s model. The results also confirm the
negative impact of contractionary monetary polieytbe stock market. Nevertheless, the
findings do not provide convincing evidence for #teong Fed’s reaction to the US stock
market on a monthly basi&! This is in line with the argument by Bernanke @ettler
(1999) that monetary policy should focus on macmdamentals, rather than stock market
developments, except insofar as they predict claimgeelevant economic variables. After
including two forward-looking variables in the SVARodel, it appears that real stock
prices do not contain much relevant information golicymakers in addition to
macroeconomic data and expectations about theefytaths of monetary policy and
economic activity. These results are in contrasither studies that find the evidence for
the strong interdependence between the US stockemand monetary policy (Rigobon
and Sack, 2003; Bjornland and Leitemo, 2009; D’Amménd Farka, 2011; Bjornland and
Jacobsen, 2013). On the other hand, Bouakez, EssidNormandin (2013) also find little
evidence that the stock market has a direct inflaeover the Fed’s monetary policy in
1982 — 2007.

3.9 Empirical results

This section presents the main empirical analyss is based on the estimation of
the augmented model over the period 1994:2 — 200i:addition to real stock market
returns, this section also considers real retumstock portfolios formed on the firm’s size
(market value) and BE/ME ratio, i.e. size- and eadorted portfolios. The augmented
model is estimated with four lags of each endogeneariable and also includes the
dummy variable to account for the stock marketciasSeptember 2001. As previously,
the model is found to satisfy the stability cormfitiand, hence, is invertible. There is no
serial autocorrelation or heteroscedasticity presethe residuals. Initially, the model is
estimated with stock market returns and, subsetyjentis estimated replacing stock
market returns with stock returns on each portfoliturn.

Before turning to the discussion of the resultss iwvorthwhile having a look at the
summary statistics for monthly real stock returnsiarket and portfolio levels provided in

Table 3.1. Monthly real stock market return is oarerage 0.51% per month over the

184 Note that this result is not directly comparaliettie findings in Chapter 1. Firstly, annual stqeice
inflation is considered in Chapter 1 as opposethidothly stock returns in the current chapter. Sdbgrihe
policy rule in the SVAR is not exactly the samdtesaugmented Taylor rules estimated in the firgpiecal
part of the thesis. On the other hand, the findingShapter 3 are not overall inconsistent with thgults in
Chapter 1 as it has been demonstrated that the Fesponse to financial indicators is largely dnibey the
period of the global financial crisis that is exddd from the analysis in this chapter.
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sample period. This figure lies within the rangestdck returns across size and value
decile portfolios. The portfolio of the smallesbaits (S1) earns higher average return of
0.87% as compared to 0.44% return on the portfoliothe largest stocks (S10).
Nevertheless, the decline in returns is not monotanross the remaining deciles. While
the most value firms (BM10) have 0.71% monthly ager return, the return for the most
growth firms (BM1) is only 0.46% per month. Agaitihe increase in average returns
across the remaining deciles is not monotonicelmegal, returns on smaller stocks are also
more volatile than returns on larger stocks. Thepelision is somewhat smaller across
value-sorted portfolios in terms of the standardiateons of returns. With respect to
double-sorted size-value portfolios, the smalléstis have higher average returns than
the largest stocks within all but the most growthingjle. Within three lowest size
quintiles, the most value portfolios (BM5) have lreg average returns as compared to the
most growth portfolios (BM1). Overall, Table Jptovides some evidence for the size and

value premiums in average stock returns.

3.9.1 Stock market

To begin with, it may be useful to look at the mestied parameters of the
augmented VAR with stock market returns reportedlable 3.2. This provides some
insight into how good the model is and what role farward-looking variables play?> In
the reduced form model, every endogenous variabdiefined as the linear combination of
its own lags, lags of other endogenous variablesaay exogenous variables. It does not
reveal any structural relationships between theabes and it is generally very difficult to

interpret the estimated parameters, especialheiMAR contains many variables and lags.

185 The main analysis is focused on the period sir98%1Thus, the respective estimates for this modet
the sample period 1989:2 — 2007:7 are not provideBection 3.8.3. Nevertheless, the overall conchss
are similar if the sample starts in early 1989.
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Table 3.1: Summary statistics for real stock marketind stock portfolio returns

Returns Mean Median Max Min Std. Dev.  Skewness Kudsis
Panel A: Market returns
Market 0.5051 0.5769 10.3500 -11.5131 3.3121 -0.5799 8703
Panel B: Size portfolio returns
S1 0.8716 1.2389 25.4848 -23.5809 6.0805 -0.1763 5.901
S2 0.7781 0.8644 22.5794 -26.0384 6.3909 -0.3201 3.260
S3 0.6742 1.2575 16.5870 -23.8594 5.8442 -0.7115 4,728
S4 0.5297 1.2584 15.2194 -21.9008 5.5935 -0.6852 4.598
S5 0.6105 1.2885 13.4505 -22.8125 5.4484 -0.7197 4.622
S6 0.5344 1.1608 9.2761 -22.4868 4.9117 -0.9349 5.2336
S7 0.7682 1.1055 12.0566 -20.9726 4.7182 -0.7945 B8.098
S8 0.5982 0.9888 11.8445 -19.0088 48112 -0.6720 2784
S9 0.6661 1.3482 8.6728 -16.3273 4.1423 -0.7620 4.3370
S10 0.4442 0.8267 9.4523 -15.8581 4.2214 -0.6687 4.10[71
Panel C: Value portfolio returns
BM1 0.4577 0.4172 10.2568 -16.3508 4.9469 -0.6225 8.888
BM2 0.5472 0.9967 10.6551 -15.0421 4.3103 -0.5623 8.814
BM3 0.5819 0.7698 9.3871 -18.7073 4.2674 -0.8412 5.28P0
BM4 0.6833 1.0704 9.4549 -20.8372 4.2739 -0.8870 6.3542
BM5 0.6299 1.1240 11.0589 -20.8495 4.1750 -0.8929 @.670
BM6 0.5843 0.9973 9.4532 -18.9376 4.0665 -0.9318 5.7835
BM7 0.7335 1.2867 9.1641 -15.1118 3.9496 -0.7127 4.24P3
BM8 0.5383 0.8326 8.3701 -14.9609 3.7645 -0.8318 5.2637
BM9 0.5630 1.2586 11.6249 -14.7639 4.1250 -0.7610 2512
BM10 0.7118 1.2144 13.1679 -16.8752 4.4902 -0.7757 5.009
Panel D: Size-value portfolio returns
S1BM1 -0.1033 0.6952 33.1274 -31.8679 8.9299 -0.0566 6.04
S1BM2 0.8172 1.2172 32.1863 -25.0456 7.2117 0.0519 6.41f12
S1BM3 0.9703 0.7497 23.5284 -22.3369 5.3760 -0.1290 ©.237
S1BM4 1.1807 1.2297 17.1674 -21.5904 4.8546 -0.4280 7.033
S1BM5 1.2663 1.1439 12.6727 -19.9188 5.0299 -0.7088 9.845
S2BM1 0.1911 1.2405 23.8349 -28.9040 7.7012 -0.4791 0,128
S2BM2 0.5807 0.8981 15.3305 -22.7874 5.5457 -0.7040 8,943
S2BM3 0.8113 0.9586 11.8596 -19.6145 4.6044 -0.8306 5482
S2BM4 0.8517 1.0302 9.9992 -20.4566 4.8346 -1.0513 5.8362
S2BM5 0.7310 1.2364 11.3377 -23.9974 5.2303 -1.0636 @.419
S3BM1 0.2846 1.5087 21.6374 -27.0543 7.1273 -0.5712 8.368
S3BM2 0.6232 0.8021 11.9570 -22.9632 4.9662 -0.8215 3.592
S3BM3 0.7676 1.0435 11.6556 -20.9603 4.3947 -0.9321 a.232
S3BM4 0.6217 0.9337 13.9293 -17.9993 4.4316 -0.7022 B.647
S3BM5 0.9283 1.0355 12.0463 -21.5277 4.7605 -1.1490 7.191
S4BM1 0.5838 1.0261 22.6112 -22.4368 6.3257 -0.3357 0.927
S4BM2 0.7243 0.7831 10.6660 -23.0261 4.5589 -0.9805 6.886
S4BM3 0.7572 1.0997 14.2383 -20.1385 4.3867 -0.7833 @.147
S4BM4 0.7890 1.2554 10.4586 -15.1974 4.3112 -0.8309 3.114
S4BM5 0.5764 1.1767 11.2998 -19.6824 4.5923 -0.9892 2.942
S5BM1 0.5099 0.6224 9.6368 -14.4518 4.5199 -0.5356 3.56/78
S5BM2 0.6276 0.9408 9.2958 -18.7554 4.1957 -0.7968 5.3403
S5BM3 0.5049 0.9565 9.6211 -19.6996 4.1679 -0.8706 5.67R1
S5BM4 0.4946 0.8181 13.1633 -13.4985 4.0664 -0.5422 0.023
S5BM5 0.4010 1.3450 12.5167 -16.3076 4.7603 -0.7461 5.083

Notes This table reports the summary statistics for thiyrreal stock returns on the stock market (P&)el
ten size-sorted decile portfolios (Panel B), tefusasorted decile portfolios (Panel C) and tweritye f
double-sorted size-value quintile portfolios (Pabgfor the sample period 1993:10 — 2007:7.
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Table 3.2: The OLS estimation of the reduced-formagmented model

|

Alead?; gap ATT Asp I
Alead® 0.031 0.109* 0.035 -0.459 0.007
-2 (0.084) (0.057) (0.038) (0.401) (0.010)
Aead? 0.146* -0.039 0.029 0.155 -0.012
-3 (0.084) (0.056) (0.038) (0.400) (0.010)
a 0.189* 0.047 -0.012 -0.422 -0.012
Alead?, (0.081) (0.054) (0.037) (0.385) (0.010)
. 0.037 0.013 0.045 -0.030 0.009
Alead’; (0.079) (0.053) (0.036) (0.375) (0.009)
0.362%* 0.688%** 0.027 -1.016* 0.011
gap, (0.127) (0.085) (0.058) (0.604) (0.015)
-0.397% 0.196* 0.024 1.436* -0.028
gap._, (0.156) (0.104) (0.071) (0.739) (0.019)
-0.068 0.090 -0.059 -0.800 0.025
gap._; (0.155) (0.104) (0.071) (0.737) (0.018)
-0.088 -0.155* 0.088 -0.201 -0.008
gap_, (0.134) (0.090) (0.061) (0.637) (0.016)
-0.053 0.090 0.236%* -0.931 -0.027
AT, (0.187) (0.125) (0.085) (0.886) (0.022)
0.087 0.044 -0.466% -0.442 0.021
AT, (0.193) (0.129) (0.088) (0.918) (0.023)
-0.046 0.168 0.000 -0.007 -0.004
AT, (0.195) (0.130) (0.089) (0.925) (0.023)
-0.042 0.270% -0.073 -0.335 0.001
AT, (0.188) (0.126) (0.086) (0.892) (0.022)
0.068%** 0.008 0.001 0.170% 0.001
Asp, (0.018) (0.012) (0.008) (0.083) (0.002)
0.005 -0.012 -0.003 0.014 0.002
Asp,, (0.019) (0.013) (0.009) (0.091) (0.002)
0.017 0.029% 0.005 -0.045 0.004*
Asp_, (0.019) (0.013) (0.009) (0.090) (0.002)
-0.023 -0.007 0.007 0.027 0.005**
Asp_, (0.019) (0.013) (0.008) (0.089) (0.002)
. -1.664* 0.120 -0.300 2.863 0.103
g (0.871) (0.583) (0.396) (4.133) (0.104)
. -0.432 -0.618 0.084 4.273 0.036
li—2 (0.748) (0.501) (0.340) (3.551) (0.089)
. 0.840 0.740 -0.212 -3.373 0.054
-3 (0.744) (0.498) (0.338) (3.530) (0.088)
. 0.050 -0.443 0.161 -0.730 -0.087
g (0.450) (0.301) (0.205) (2.135) (0.054)
0.086 -0.169 0.087 -0.342 0.038*
c (0.168) (0.113) (0.076) (0.798) (0.020)
. 1.164% 0.242 0.245 -2.832 0.880%*
t-1 (0.545) (0.365) (0.248) (2.585) (0.065)
D200L:9 0.634 -0.390 -0.194 -10.739% -0.391%
(0.724) (0.485) (0.330) (3.437) (0.086)
Adj. R* 0.385 0.829 0.160 0.092 0.998
F-statistic 5.573 36.358 2.392 1.739 3481.77]
P-value 0.000 0.000 0.001 0.029 0.000

Notes This table reports the OLS estimates of the redtform VAR together with standard errors in
parentheses over the sample period 1994:2 — 208dluding 4 lags. The endogenous state vector omita
the first difference (lagged) of annual changehe keading economic indicatoaléad,.,), the output gap
(gap), the first difference of annual inflatiol£?), the monthly real stock returnagp) and the federal
funds rateif). The dummy variableD?*" that takes value of one in 2001:9 and zero ottserand the 1-
month federal funds futures contract rate as df basiness day of previous montfff.g) are included as
exogenous variables. The last two rows report Rkstatistics to test the null hypothesis that alltioé
regression parameters are zero and the corresgppdialues ***, ** * denote 1%, 5% and 10% level of

significance, respectively.
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As it is shown in Table 3.2, the majority of theelfacients are statistically
insignificant and different lags of the same endwmyes variable tend to have opposing
signs within the same equation. With respect tdehding economic indicator, some of its
own lags and some lags of output gap and stockn®tare statistically significant. The
expected level of the interest rate is also sigaift. The output gap can be predicted by
some lagged values of its own, leading indicataftaiion and stock returns. With respect
to inflation, only some lags of its own have a figant coefficient. For stock market
returns, only the first lag of returns and the dwmwariable for September 2001 are
statistically significant at conventional levelan&lly, lagged stock returns, the dummy
variable and the exogenous variable that measheegxpectations about the policy rate
have significant parameters in the equation forféueral funds funds rate. Nevertheless,
even if individual parameters are insignificant am equation, they may be jointly
statistically significant. For this reason, F-#ati and its p-value are reported for each
equation in the system. The null hypothesis tHata@fficients on the regressors are equal
to zero can be rejected in each case. The adjistegared value varies from 0.092 for
the stock market returns to 0.998 for the fedarat§ rate. Thus, the model overall appears
to be specified well.

With respect to the identified structural modele tresults are summarised in
Figures 3.7 and 3.8. Generally, the impulse respdunsctions are overall similar to those
reported in Section 3.8.3. As Figure 3.7 indicatas, unexpected 1-percentage-point
increase in the funds rate has a negative effedhitation and output gap that becomes
statistically significant after several periodseféis no evidence of the price puzzle since
inflation have fallen by 0.6 percentage points witten months following the shock and
remained there until the end of horizon. Thus, ntemyepolicy impact on inflation seems
stronger as compared to the full sample (1989:D67Z) analysis using the augmented
SVAR model. The decline in output gap after fiventins is around 0.6 percentage points
but it is less persistent than in the case of figitaand is reversed in approximately one
year following the shock. Overall, the model proeithe dynamics of macroeconomic
variables in response to a positive interest rhtels that are in line with predictions by

standard economic theories and the transmissiohaném of monetary policy.
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Figure 3.7: Impulse responses to FFR shock - augmted model (since February
1994)
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation, and autgap following a 1-percentage-point contractignar
monetary policy shock. The augmented SVAR modeisitmated over the sample period 1994:2 — 2007:7
including 4 lags. The state vector contains thst fififference (lagged) of annual change in the itend
economic indicator Alead?.,), the output gapgap), the first difference of annual inflatiom£?), the
monthly real stock market returnaqp) and the federal funds ratg).( The dummy variable that takes value
of one in 2001:9 and zero otherwise and the 1-méedbral funds futures contract rate (as of lasirmss
day of previous month) are included as exogenoumblas. The dashed lines represent 68% Bayesian
probability bands generated using Monte Carlo irgiggn with 10000 draws as suggested by Doan (2015)

As expected, unexpected monetary policy tighterahgp has a negative and
statistically significant effect on real stock m¥cthat works through the corresponding
policy impact on either future expected cash flddisidends) or the discount rate, i.e. a
risk-free rate and risk premium, or the combinatdrihe two. The immediate decline of
7.61% is much more pronounced than 3.53% drop tegdor the sample period starting
in 1989:2. A typical change in the funds rate tafe0.25% leads to a 1.90% decrease in
real aggregate stock prices. This also implies thahetary policy effects on the stock
market grew stronger since 1994. The stock madsgianse is statistically significant for
two months and is almost entirely reversed theeeafbdicating a quick adjustment of
financial markets to new information.

Figure 3.8 demonstrates the dynamic effects of apb%itive stock price shock.
Both inflation and output respond positively angngiicantly, albeit the response becomes
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significant with a delay and the magnitude of timpact is moderate. With respect to the
monetary policy reaction to the stock market, thaefal funds rate increases only a little
initially and the response is insignificant. Thelipp reaction becomes statistically
significant after several months with the fund®raaving increased by approximately 0.6
of a basis point in the fifth month (at the pedigttis an even small increase than is found
in the full sample analysis. Thereatfter, it quictdils back to the initial level. Following an
unexpected increase in aggregate real stock poigd®9%, the funds rate would rise by 6
basis points over the five-month period. As comg@aie the baseline results where the
funds rate would rise by 90 basis points over #Hraestime period, the reaction is almost
five times smaller. Hence, the Fed’s response dckstnarket developments does not
appear to be quantitatively and economically imgoartonce two forward-looking
variables are included in the VAR system. It iselk that the additional variables,
especially the expected level of the policy rateprporate similar information relevant for

policymakers as stock prices do.

Figure 3.8: Impulse responses to SP shock - augmedtmodel (since February 1994)
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Figure 3.7 notes.
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In sum, the results for the period 1994:2 — 20Q0Adicate that contractionary
monetary policy depresses economic activity anddea a significant decline in the stock
market. On the other hand, there is little evideoica strong simultaneous response by the
Fed to developments in the stock market. The fuatisresponse is somewhat delayed and

rather small in magnitude.

3.9.2 Size-sorted portfolios

With respect to inflation and output gap, the inggutesponse functions obtained
using stock portfolio returns are very similar ke tiRFs reported using the stock market
returns. Consequently, in this and the followingteas the focus is on the responses of
real stock returns across various stock portfdliogs monetary policy shock and the federal
funds rate response to a stock price shock.

According to the credit channel of monetary poltegnsmission, tighter policy
stance increases the external finance premiumrgadilower stock prices. There are two
mechanisms that explain how monetary policy careltae impact on this premium. The
bank-lendingchannel works via changes in the overall supplyntérmediate credit. In
response to contractionary monetary policy, baekisice their lending and charge higher
rates of interest, i.e. funds raised externallyolbee more expensive. Consequently, more
bank-dependent firms reduce their investment spendnd their stock prices fall due to
lower expected future net cash flows (Kashyap,nSded Wilcox, 1993). Alternatively, the
balance-sheethannel works via changes in firm’s creditworthmeBollowing monetary
policy tightening, the balance sheet position @ifra deteriorates and the external finance
premium rises. Firstly, monetary policy directlycirases debt-servicing expenses and
reduces the value of assets that serve as a calltdeobtain external financing (Bernanke
and Gertler, 1995). This affects investment andhdpr decisions of a firm. Secondly, it
may also affect firm’s net worth indirectly through negative impact on overall economic
activity and sales revenue, i.e. expected fututecash flows. Overall, the negative effects
of monetary policy tightening on stock prices arpexted to be stronger for relatively

financially constrained firms.
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Figure 3.9: Impulse responses of real stock pricd® FFR shock - augmented model
(since February 1994; size decile portfolios)
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Notes This figure plots the central measures of imputsponses (median, solid line) for real stockgwic
across ten size-sorted portfolios following a lep@tage-point contractionary monetary policy shddke
augmented SVAR model is estimated for each sizéedportfolio by replacing the real stock marketureis
in the state vector with the relevant portfoliolrstack returns. See also Figure 3.7 notes.
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Since small firms are typically viewed as more fically contrained and more
heavily reliant on bank lending than large firmsyadler stocks should decline more than
larger stocks in response to a positive interets shock. As shown in Figure 3.9, an
unexpected 1-percentage-point hike in the funds lestds to a sharp decline in real stock
prices across ten size-sorted portfolios, wheretéhéh decile denotes the largest stocks.
With an exception of the smallest stocks, the imatedmonetary policy impact is
statistically significant and economically meanimgicross individual portfolios. Panel A
of Table 3.3(first column) reports the initial-period impulsesponses of stock prices for

ten size portfolios.

Table 3.3: Impulse responses of real stock prices FFR shock - augmented model
(since February 1994; size and value decile portiok)

Panel A: Size portfolios Panel B: Value portfolios
Decile Initial period Second period Initial period Second period
1 -0.514 -9.973* -11.843* -1.953
(-7.800; 6.470) (-16.712; -4.034) (-19.644; -4.838) (-8.409; 3.306)
2 -7.250* -7.907* -10.981* -3.220
(-14.800; -0.182) (-14.489; -1.817) (-16.743; -5.859) (-7.983; 0.908)
3 -8.156* -7.604* -13.288* -3.677
(-15.448; -1.350) (-14.223; -2.028) (-19.720; -7.861) (-9.420; 0.879)
4m -11.068* -7.073* -16.442* -2.187
(-18.149; -4.471) (-13.325; -1.581) (-21.681; -11.649) (-6.946; 2.067)
50 -12.392* -5.605* -13.671* -1.183
(-19.449; -5.992) (-11.783; -0.238) (-18.786; -9.090) (-5.803; 2.867)
6" -11.652* -4.672 -14.364* -3.204
(-18.369; -5.881) (-10.482; 0.389) (-20.268; -9.269) (-8.855; 1.134)
7 -11.694* -3.189 -14.797* -2.266
(-17.709; -6.097) (-8.622; 1.440) (-19.892; -10.376) (-6.843; 1.658)
gh -10.670* -2.335 -13.782* -2.970
(-16.586; -5.198) (-7.484; 2.193) (-18.269; -9.573) (-7.158; 0.810)
gh -12.006* -2.798 -14.927* -4.492%
(-17.473; -7.067) (-7.575; 1.397) (-20.070; -10.340) (-9.360; -0.181)
10" -12.601* -1.937 -9.596* -4.399
(-19.419; -6.879) (-7.632; 2.512) (-14.797; -4.621) (-9.472; 0.225)
Spread 7.875* -11.143* 1.796 -1.636
(1.719; 14.574) (-16.470; -5.717) (-4.076; 8.528) (-6.382; 3.971)

Notes This table reports the central measures (medifttje initial and second-period impulse resporges
real stock prices following a 1-percentage-pointtcactionary monetary policy shock. Panel A repdants
initial- (first column) and second-period (secoradumn) impulse responses of stocks across tenssided
portfolios. Panel B reports the initial- (first cohn) and second-period (second column) impulseoresgs of
stocks across ten value-sorted portfolios. The amed SVAR model is estimated for each decile photf

by replacing the real stock market returns in théesvector with the relevant portfolio real stoekurns over

the sample period 1994:2 — 2007:7 including 4 |3de state vector contains the first differencgdtd) of
annual change in the leading economic indicatdedd’, ;), the output gapg@p), the first difference of
annual inflation 4z%), the monthly real stock returnagp) and the federal funds ratg)( The dummy
variable that takes value of one in 2001:9 and p¢nerwise and the 1-month federal funds futurexraat

rate (as of last business day of previous monte)imecluded as exogenous variables. The 68% Bayesian
probability bands generated using Monte Carlo irsttgn with 10000 draws as suggested by Doan (2015)
are presented in parentheses. * denote statistisighificant impulse responses, i.e. the probghilands do

not include zero.
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Typically, the magnitude of the decline is evenatee than that of the aggregate stock
market reported in the previous section. As a tefuinonetary policy tightening, the first
decile stocks fall by 0.51% on the impact, whilecks in the tenth decile portfolio are
depressed 12.60% below the pre-shock level. Fumihver, the spread return, i.e. the return
on the smallest portfolio minus the return on dugést portfolio, responds positively and
significantly to an unexpected increase in the furate. This implies that monetary policy
has a significantly stronger initial effect on tlaegest stocks as compared to the smallest
stocks. Across the remaining size portfolios, tegative initial impact of monetary policy
tends to increase in magnitude as the firm sizeeases; however, the change is not
monotonic.

The intial-period responses do not provide supfaorthe credit channel theory. On
the other hand, the dynamics of monetary policgaff reveal several interesting findings.
First of all, Figure 3.9 implies that the respon$etocks in lower deciles (first to fifth) is
more persistent as compared to larger stocks insitkte to tenth deciles. The second-
period responses to the monetary policy shock amersarised in the second column of
Panel A (Table 3.3). The smallest stocks decreasfefr, i.e. to 9.97% below the pre-
shock level. In contrast, the initial decline i tienth decile portfolio is mostly reversed as
they are only 1.94% lower in the second month after shock. Furthermore, the
magnitude of the response decreases almost mooallgnas the firm size increases.
Secondly, the monetary policy effect on smallemfrin the bottom five deciles remains
statistically significant for several periods fallmg the shock. Conversely, it is not
statistically significant beyond the initial periddr larger firms in the top five deciles.
Moreover, the response of the spread return is negative and statistically significant
indicating that the smallest stocks decline sigatifitly more as compared to the largest
stocks. Hence, the second-period responses imatysthaller firms have greater exposure
to the monetary policy risk and their stocks aregargensitive to changes in interest rates
as compared to larger firms. This is consistenhhie credit channel of monetary policy
transmission. Overall, the evidence indicates theddyed size effect” of monetary policy.

The impulse responses of the federal funds ratelt® stock price shock for each
size portfolio are presented in Figure 3.10. Thersome tendency for the funds rate to
decline initially and for some portfolios this cdanintuitive negative response is also
statistically significant. This may imply that tlk@d accommodates stock price increases
by cutting its policy rate. As it has been found\pously for the stock market, there is the
evidence of a delayed positive reaction of monefmlcy to stock price developments
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that eventually also becomes statistically sigatfic Nevertheless, this reaction again

appears to be very small and does not appearqodgtitatively important.

Figure 3.10: Impulse responses of the federal fundste to SP shock - augmented
model (since February 1994; size decile portfolios)
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate following a positive 1% stock price shock asrten size-sorted portfolios. The augmented SVAieh
is estimated for each size decile portfolio by aepig the real stock market returns in the statdéovewith
the relevant portfolio real stock returns. See &lgire 3.7 notes.
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To sum up, contractionary monetary policy has @ty negative and economically
significant effect on the valuation of stock politbs sorted by the firm’s size. On the other
hand, stock price developments do not appear tofbmuch importance to monetary
policymakers. The initial-period impulse respongadicate that larger firms are more
sensitive to monetary policy shocks than smallendi However, the opposite is true in the
second period. Overall, the results provide somilee¢e of the credit channel of
monetary policy transmission. As small firms terw he more bank-dependent and
typically have weaker relationships with finandgrgermediaries, the finding that monetary
policy tightening depresses smaller stocks mora theger stocks (even though with a
delay of one month) is indicative of the bank lergdchannel (Kontonikas and Kostakis,
2013).

To some extent, the results in this section arénm with similar studies, albeit
those studies report the evidence in favour of ¢hedit channel with respect to an
immediate monetary policy effect. For instance, iT&011) provides the empirical
evidence that small firms are more exposed to tbeetary policy-related risk than larger
firms over the period 1984 — 2008. Similarly, M&i®14) demonstrates that small stocks
decline by more in response to a contractionaryetasy policy shock than large stocks in
the post-1983 and post-1993 periods. Neverthetbssnonetary policy shock does not
have a statistically significant impact on retuatsoss ten size portfolios. Also, the results
are mixed with respect to whether the differentiakponses across portfolios are
statistically significant (Maio, 2014). Kontonikasd Kostakis (2013) do not find any
significant differential effect of monetary poli@cross size-sorted stock portfolios in the
period 1983 — 200%° Similarly to Maio (2014), they also show that theee no
statistically significant monetary policy impact amdividual stock portfolio returns. On
the contrary, the analysis here shows that thesnigsmmediate, strong and statistically
significant monetary policy impact on real stockcps across ten size portfolios in the
post-1993 period. Also, while larger firms are meensitive to monetary policy shocks
than smaller firms initially, the policy effect osmaller stocks becomes significantly
stronger as compared to larger stocks in the segeridd*®’

The significant delayed effect of monetary policyg emaller stocks could be
explained in several ways. Firstly, stocks of sarafirms are typically much less liquid

relative to large stocks (Amihud, 2002; Jensen Midrman, 2010). Thus, investors may

1% They do not consider the dynamic responses dinportfolios for this sample period.

157 The statistical significance may be due to thelémpentation of a more appropriate identificationthus
monetary policy shocks in this chapter. Kontonileasl Kostakis (2013) apply the generalised impulse
response approach, while the results reported iio 2014) are based on the simple monthly regrassid
portfolio returns.
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be able to respond to monetary policy news instamyl trading the largest, i.e. the most
liquid, stocks. With respect to smaller and rekatyvlliquid stocks, it may take more time
for their prices to fully reflect the impact of metary policy shock$®® This argument is
also consistent with the findings that larger stoeke associated with greater trading
activity, whilst smaller stocks are traded muctsl&squently (James and Edmister, 1983;
Chordia, Huh and Subrahmanyam, 2007). The studyobgstaff (2009) may also provide
some explanation. The possibility of non-markeigbdf some assets, i.e. they cannot be
readily sold and/or bought, has implications foe thortfolio choice of investors and
trading volumes. The model shows that a less patrarestor ends up having a much
higher share of the liquid asset in the investnpantfolio, while a more patient investor
holds more of the illiquid asset. Also, the existef illiquid assets is associated with an
increase in trading activity of the liquid assetl andecrease in trading of the illiquid one.
Alternatively, the finding of the stronger and manstantaneous monetary policy
impact on larger stocks could possibly be explaibgceither the liquidity pull-back or
portfolio rebalancing hypotheses (Nyborg and Osth@014). Provided that monetary
policy affects the interbank market for liquidityghter liquidity conditions following a
contractionary monetary policy shock may triggeseassell-off by banks and levered
investors with the strongest effect felt on the miaguid stocks. With respect to the
portfolio rebalancing, investors may also be redgciheir exposure to stocks due to
unexpectedly higher market-wide uncertainty. Asrtist liquid stocks are easier and less
costly to sell quickly, trading would potentiallye lconcentrated in this market segment.
Finally, the learning process of an investor witiformation capacity (or attention)
constraints could possibly offer another explamatieor instance, Peng (2005) argues that
larger stocks are likely to receive more attentioom investors, thus, greater capacity
allocation and larger supply of information lead goicker stock price adjustments to

fundamental shocks.
3.9.3 Value-sorted portfolios

As it have been explained earlier, value firmslikely to be relatively financially

constrained and more heavily dependent on cashsflsvthey are characterised by high

188 With respect to daily event studies, Cenesizoglil{) reports that larger stocks decline by mosa th
smaller stocks on the days of the federal fundgetarate announcements. For the UK, Florackis, &uikas
and Kostakis (2014) demonstrate that monetary-patiduced macro-liquidity shocks have stronger etffe
on portfolio returns of more liquid stocks, posgilllue to changes in aggregate stock market liguidit
conditions. To this respect, Goyenko and Ukhov @0®rovide the evidence that US monetary policy
shocks have a significant impact on stock markguildity with tighter policy increasing stock igjuidity.
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current and near-future earnings and dividendslevthey have poor growth opportunities.

Accordingly, value stocks tend to be undervaluedh market and also are likely to be

more sensitive to the interest rate risk as contp&wegrowth stocks (Fama and French,
1995; Kontonikas and Kostakis, 2013, Lioui and M&i@14). Thus, stock portfolios sorted

by book-to-market value ratio may shed some ligld ithe balance sheet mechanism of
the credit channel.

Figure 3.11 shows the dynamic effects of a contvaaty monetary policy shock
on stocks across ten value portfolios. The immedi@sponse of real stock prices is always
negative and statistically significant but it isnalst never significant beyond the initial
period. The magnitude of the responses is also haegg indicating that monetary policy
have economically important effects on real stodkgs. Comparing the reaction of the
extreme deciles, the most value stocks (the teatile) and the most growth stocks (the
first decile) fall by 9.60% and 11.84%, respectyvdlhis is not in line with the predictions
of the credit channel theory. Nevertheless, thpaese of the spread return between these
deciles is statistically insignificant. Thus, themetary policy impact differential on value
versus growth stocks is not statistically significaAs reported in Table 3.3 Panel B, there
is no clear trend in the relationship between tioeksprice response to the policy shock
and book-to-market value ratio. For example, wiiiecks in the ninth decile are more
responsive than stocks in the second decile, segymproviding some support for the
credit channel, the greatest decline is that fer stocks in the fourth decile portfolio.
Meanwhile, the responses of the third, fifth arghedeciles are very similar.

Unlike with some size portfolios, there is littlgigence of any persistence in the
effect of monetary policy on stock prices. Acrofisten portfolios, the initial decline is
largely reversed in the next month. As can be natetthe second column in Panel B of
Table 3.3, the spread return declines in the sepemiid indicating that the most value
stocks are more negatively affected by a monetaticyp shock than the most growth
stocks. Nevertheless, this differential impactdaia statistically insignificant. Across the
remaining portfolios, the second-period responsesdwt change monotonically as one
moves from lower to higher deciles. The smalleside can be noted in the fifth decile,
alhough it is insignificant. On the other hand,ck®in the ninth decile decline the most

and it is the only case where the response issédgistically significant.
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Figure 3.11: Impulse responses of real stock pricae FFR shock - augmented model
(since February 1994; value decile portfolios)
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Notes This figure plots the central measures of imputsponses (median, solid line) for real stockgwic
across ten value-sorted portfolios following a Iegatage-point contractionary monetary policy shddie
augmented SVAR model is estimated for each valw@ledgortfolio by replacing the real stock market
returns in the state vector with the relevant plidfreal stock returns. See also Figure 3.7 notes.
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Figure 3.12: Impulse responses of the federal fundste to SP shock - augmented
model (since February 1994, value decile portfoligs
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Notes This figure plots the central measures of impubsponses (median, solid line) for the federatifun
rate following a positive 1% stock price shock asrden value-sorted portfolios. The augmented SVAR
model is estimated for each value decile portfddjoreplacing the real stock market returns in ttaes
vector with the relevant portfolio real stock retsir See also Figure 3.7 notes.
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Figure 3.12 shows the impulse responses for therddunds rate following a
positive stock price shock. There is a delayedtp@sand significant reaction; however,
the absolute size of the response is very smaf al previous cases. Thus, these results
are very similar to those reported for the sizafpbos and for the stock market indicating
the absence of the strong policy reaction to spyate developments.

Overall, the findings do not provide the support fbe differential impact of
monetary policy shocks on value versus growth st@oid, thus, are inconsistent with the
credit channel of monetary policy transmission.gtsimilar studies also fail to show that
value stocks are affected significantly more by stary policy shocks as compared to
growth stocks in the more recent period (Kontonikasl Kostakis, 2013; Maio, 2014).
Also, they do not find the evidence that monetawlicy effect on individual portfolios is
statistically significant. On the other hand, timalgsis here indicates that monetary policy
has a strong, negative and statistically significgarpact on stock prices across ten value-

sorted portfolios.

3.94 Double-sorted size-value portfolios

The results obtained using either size-sorted duevsorted stock portfolios
provide some insight into the size and value effewt monetary policy, respectively.
Nevertheless, such univariate sorts only contral doe characteristic at a time. For
instance, size portfolios do not account for thegNBE ratio of firms and, similarly, value
portfolios do not take into account the size aihfit Consequently, this section investigates
the monetary policy interaction with stock returms double-sorted portfolios that are
formed on the basis of both the size and the BE/&ti6 of firms.

Table 3.4 Panel A reports the initial-period imgulesponses across the twenty
five double-sorted size-value portfolios followiagcontractionary monetary policy shock.
The immediate stock price response is always negatid quantitatively important. It is
also mostly statistically significant with an extiep of several smaller stock portfolios. In
the case of the smallest quintile, it is only thesinvalue stocks that are significantly
affected, for instance. With respect to the sizZectfof monetary policy, for all value
quintiles, larger stocks are generally more respenshan smaller stocks with the
magnitude of the decline increasing when movingnfithe first to the fifth size quintile.
Nevertheless, the relationship between the degreesponsiveness and the size is not
strictly monotonic. This counter-intuitive differeal impact of monetary policy on the

smallest versus largest stocks is least pronoufareitie most value stocks (fifth quintile).
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With respect to the bottom four value quintilese tthifference is typically above 10%
(percentage points) as compared to only around 4ffiéerehce for the most value
portfolios. Within the first value quintile (mostayth stocks), following an unexpected 1-
percentage-point increase in the federal funds thgelargest stocks decline by 11.36% as
compared to a 3.06% drop in the smallest stockstHeostocks in the fifth value quintile,
the largest and smallest stocks are 13.78% and®IléWer, respectively. Overall, the
smallest stocks become more sensitive to monetaigypshocks when they are also the

most value stocks.

Table 3.4: Impulse responses of real stock prices tFFR shock - augmented model
(since February 1994; double-sorted size-value quite portfolios)

Panel A: Initial period

1°' Value 2" Value 3% Value 4" Value 5" Value
quintile quintile quintile quintile quintile
1% Size -3.061 -1.489 -3.819 -4.894 -9.704*

quintile (-14.114;7.613)  (-9.729; 6.705) (-10.467; 2.407)  (-10.572; 0.586) (-15.560; -4.116)

2" Size -7.145 -11.376* -11.440* -12.631* -12.171*
quintile (-16.801; 2.244) (-18.033; -5.123) (-17.128; -6.396) (-18.779; -7.133) (-18.556; -6.199)

3 Size -10.176* -14.271* -14.726* -15.689* -14.252*
quintile (-20.031; -1.343) (-20.527; -8.566) (-20.245;-9.842) (-21.208; -10.769) (-19.748; -9.421)

4" Size -8.436* -15.275* -16.295* -14.394* -15.869*
quintile (-16.663; -0.627) (-20.896; -10.196) (-21.775; -11.607) (-19.144;-9.832) (-21.211;-10.961

5" Size -11.356* -14.476* -14.417* -16.120* -13.785*
quintile (-18.396; -5.241) (-20.369; -9.521) (-20.251;-9.471) (-21.412;-11.598) (-19.606; -8.338)

Panel B: Second period

1% Value 2"Value 3% Value 4" Value 5" Value
quintile quintile quintile quintile quintile
1% Size -11.663* -8.581* -7.296* -7.577* -9.433*
quintile (-21.666; -2.980) (-15.733; -2.148) (-12.850; -2.295) (-12.533; -3.110) (-15.693; -4.327)
2" Size -9.266* -6.253* -4.816* -7.871* -8.727*
quintile (-17.690; -1.815) (-12.248;-1.101) (-9.943;-0.312) (-13.745; -2.945) (-14.881; -3.490)
3 Size -8.559* -3.581 -2.918 -4.802* -3.915

quintile (-16.780; -1.370)  (-9.318; 1.406) (-8.043; 1.379) (-9.860; -0.342) (-8.964; 0.373)

4" Size -3.929 -2.256 -1.847 -1.024 -4.875*
quintile (-10.600; 2.157)  (-7.437; 2.134) (-7.184; 2.601) (-5.514; 3.043) (-9.709; -0.644)

51 Size -2.012 -2.252 -1.978 -0.541 -3.136
quintle ~ (-7.753;2.668)  (-7.174;1.988)  (-7.093;2.263)  (-5.013;3.425)  (-8.613; 1.907)

Notes This table reports the central measures (medibth)e initial- and second-period impulse respornfes
real stock prices following a 1-percentage-pointtcactionary monetary policy shock. Panel A repdines
initial-period and Panel B reports the second-gknnpulse responses of stocks across twenty fivélgo
sorted size-value stock portfolios. The augmenté¢dFS model is estimated for each decile portfolio by
replacing the real stock market returns in theestaictor with the relevant portfolio real stockures. See
also Table 3.3 notes.
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Second, monetary policy always has a stronger imateeéffect on the most value
stocks than the most growth stocks. Within eacle gjaintile, stocks with the highest
BE/ME ratio always decline more than stocks with tbwest BE/ME"®® In addition, the
monetary policy impact differential on the mostualersus most growth stocks is larger
for the portfolios of the smallest stocks (6.64%)xampared to the portfolios of the largest
stocks (2.42%). In the case of the largest sizetigi this differential is the smallest of all.
On the other hand, there is no monotonic increaskd magnitude of the effect across the
value quintiles with an expection of the smalletick portfolios. Furthermore, the
magnitudes of the responses are quite similar & $lecond, third and fourth value
portfolios are compared for each size quintile. @ltethe most value firms appear to be
more exposed to monetary policy risk than the ngogtvth firms, in line with the credit
channel. This is especially true when these stacksalso smaller stocks. Meanwhile, the
evidence for the differential monetary policy impaa value versus growth firms is far
weaker with respect to the middle value quintilesdach size quintile.

Panel B of Table 3.4 provides the results with eespto the second-period
monetary policy effect. The reaction of real stpcices is always negative; however, it is
mostly smaller stocks in the first two size quiegithat experience a statistically significant
decline. Meanwhile, the impact on larger stockshi& top two size quintiles is typically
insignificant. In contrast to Panel A, there ioat evidence of the size effect within each

O For instance, the smallest most value stocks mdy 9.43%, whilst the

value quintile®
largest most value stocks only decrease by 3.14%mennext period after unexpected
monetary policy tightening. This confirms the dedysize effect with respect to monetary
policy shock as previously reported for ten sizeaexb portfolios. Furthermore, the

absolute magnitude of the response tends to grigddetline as the firm size increases,
albeit it is not strictly monotonous for some vamugntiles. On the other hand, the value
effect seems to diminish or even reverse in thersgeperiod following the shock. For each
size quintile, there is some decline in the responben moving away from the most
growth portfolio to the third quintile and subsenqthg tends to increase slightly for the

remaining value portoflios. Nevertheless, in theecaf smaller stocks, the most value

stocks are less sensitive to an interest rate stiackthe most growth stocks.

189 Nevertheless, the response of the spread retuwebe the most value and the most growth stocks for
each size quintile is not statistically significamhus, the differential impact on value versuswgtostocks
does not appear to be significant. On the othed htire difference between the response coefficiehthe
extreme quintiles is much greater than in the chskecile value portoflios.

179 Based on the response of the spread return bettheesmallest and the largest stocks, the diffeknt
impact seems to be statistically significant.

276



Figure 3.13: Impulse responses of real stock pricae FFR shock - augmented model
(since February 1994; size-value quintile portfolie)
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Notes This figure plots the central measures of impuessponses (median, solid line) for real stockgxic
across the selected double-sorted size-value fiodfdintersections between extreme size and value
quintiles) following a 1-percentage-point contrantiry monetary policy shock. The augmented SVAR
model is estimated for each size-value quintilefpbo by replacing the real stock market retunmghie state
vector with the relevant portfolio real stock retsir See also Figure 3.7 notes.

Figure 3.13 plots the responses of real stock pricethe four extreme size-value
portfolios. The selected portfolios represent thiersection of the first and the fifth size
quintiles with the first and the fifth value quiles. The top row in Figure 3.13 compares
monetary policy effects on stock prices for the mg®wth (left) and the most value
(right) portfolios within the smallest size quietilThe bottom row shows the stock price
response of the most growth and the most valudqgtiog for the largest stocks. The first
and second columns clearly indicate the existeficeeodelayed size effect of monetary
policy. The decline in the stock prices of the destlfirms is also more persistent as
compared to a decline in the largest stocks. Allse,response of the smallest stocks is
statistically significant for several periods aftee shock, while the largest stocks affected
significantly only on the impact. The value efféestalso evident, but it is only present in
the initial period, i.e. monetary policy has an iedrate differential effect on value versus

growth firms, with value stocks being affected madwersely.
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Figure 3.14: Impulse responses of the federal fundste to SP shock - augmented
model (since February 1994, size-value quintile ptfiolios)
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate {;) following a positive 1% stock price shock acrasdected double-sorted size-value portfolios

(intersections between extreme size and value ilpsht The augmented SVAR model is estimated fahea
size-value quintile portfolio by replacing the resibck market returns in the state vector with rislevant

portfolio real stock returns. See also Figure Jiés.

Finally, Figure 3.14 depicts the dynamic responsethe federal funds rate
following a positive stock price shock with respéetthe four selected portfolios. In all
cases, the response eventually becomes positivesignificant. The initial negative and
significant reaction of the policy rate in the ca$¢he smallest stocks is a bit puzzling. On
the other hand, the absolute size of the impulspareses are again very small. This offers
only weak evidence for the strong and quantitagiwelportant policy reaction in response
to stock price developments.

Overall, the empirical evidence implies that mongfmlicy shocks have a stronger
impact on small stocks that are likely to be mamaricial constrained and more bank-
dependent as compared to large firms. However stheseffect only becomes evident with
the delay of one month. After controlling for thenf's size, the results also indicate the
immediate value effect of a monetary policy shoskggesting that the balance sheet
mechanism of the credit channel may be actv&hus, the results obtained using double-

. This interpretation of the differential monetarglipy impact on the value versus growth firms iscal
considered by Kontonikas and Kostakis (2013).
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sorted portfolios provide some support for the itrethannel of monetary policy
transmission. As previously, there is no evidemcéavour of the strong monetary policy

response to stock price developments.

3.10 Robustness analysis

This section examines the robustness of the maipirea findings from the
estimation of the augmented SVAR model in Sectidh Jhe analysis framework is
altered in a number of ways. First, alternativeclstportfolios are used in the SVAR
model. Second, an alternative lag length is cho$kmd, an alternative measure of output
gap is considered. Fourth, the exogenous dummwpblarfor September 2001 is excluded
from the model. Fifth, the model is estimated otrer sample period that extends until
December 2008. In addition, aalternative data transformation is used and irdftati
variable is included in the state vector withoutedtencing. Finally, the dummy variable
that takes value 1 during the US recession peisodgluded as an exogenous variable. In
order to preserve space, the results are repootethé stock market returns, the extreme
deciles of the size and value portfolios, and fdouble-sorted portfolios representing the
intersections between the extreme size and valumtiles. All tables and figures are
provided in the Appendix. Overall, the main emgititndings are reasonably robust to all
alternations to the augmented model.

3.10.1  Alternative stock portfolios (quintile portfolios)

Instead of decile stock portfolios, the univariatets of quintile portfolios formed
on the market value (size) and BE/ME ratio are u3ée results are reported in Figures
A3.3 — A3.6 and Table A3.2. With respect to thenfg size, an unexpected monetary
policy tightening depresses real stock prices actios board with the initial impact being
stronger for larger firms. Generally, the immedia®ck price response is always
statistically significant. Nevertheless, the resmorof the spread return is statistically
insignificant indicating that the differential imgtais not significant. In line with the main
results, there is strong evidence of the size effieche second period following the
monetary policy shock. The smallest firms are digantly more sensitive to the shock as
compared to the largest stocks. With respect taevabrtfolios, real stock prices always
decline immediately in response to an unexpectecease in the federal funds rate. The
initial response is also statistically significdot all five value quintiles. Initially, the most
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value stocks are slightly more negatively affedteah the most growth stocks. However,
the response of the spread return is insignificihe same is true for the second-period
impulse responses, although the effect of monepaticy is now insignificant for all
portfolios. In terms of a stock price shock, theseno convincing evidence for an
economically significant monetary policy reactiam stock developments. Overall, the

results are qualitatively similar to those obtainmethe main analysis.

3.10.2  Alternative stock portfolios (industry portfolios)

The main model is now estimated for ten industriggnthly stock returns
(excluding dividends) on value-weighted portfoliase provided by Kenneth R. French.
The ten industries include consumer durable goamsisumer non-durable goods,
manufacturing, energy, high technology, telecommatons, wholesale/retail, healthcare,
utilities and “other” industries. The results atersnarised in Figures A3.7 — A3.8Cross
the industries, real stock returns decline iniahd bounce back over the next several
periods in response to monetary tightening. Typicathe response is statistically
significant in the first month only. The most atied are durable consumer goods and
manufacturing industries with stock prices declinby 17.71% and 16.98% on the impact,
respectively. In addition, retail/wholesale stock® also very sensitive to changes in
monetary conditions, while energy and utilitiesteex are less negatively affected. The
most resilient are healthcare and high-tech st@ihkse the monetary policy impact on
these stocks is statistically insignificant, allsill negative.

The results are broadly in line with the existingpérical work!”? For instance,
strong and significant monetary policy effects amadles and retail industry are reported
in several other studies (Erhman and Fratzsched4;28ernanke and Kuttner, 2005;
Kurov, 2010). Jansen and Tsai (2010) find a strargl negative response of
manufacturing sector to monetary policy shocks. IBma moderate monetary policy
effects on energy, utilities and healthcare sectres reported by Thorbecke (1997),
Bernanke and Kuttner (2005), Kurov (2010). Also,nkanikas, MacDonald and Saggu
(2013) find an insignificant and small monetaryigplimpact on the high-tech industry.
Generally, the federal funds rate increases inaesp to a positive stock price shock and

the policy reaction to higher stock prices is tgli statistically significant. The response

172 Note that the majority of these studies employesent study to estimate the monetary policy eféect
industry returns.
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is broadly similar across the industries. Neveghkg] the magnitude of the peak response

of the funds rate is even smaller than in the odslee stock market.

3.10.3  Alternative lag length

The SVAR model in the main analysis is estimatethviour lags. In this section,
the model is estimated using six and, alternatively lags. Figures A3.9 —A3.1#port
the results obtained from the SVAR(6) model for #teck market and the selected
portfolio returns. Figures A3.15 — A3.20 preseng timpulses responses obtained by
estimating the SVAR(2) model.

In general, monetary policy tightening has a negatind significant impact on real
stock prices and economic activity. The size efischoticeable with the delay of one
period, while the value effect is more evident @éentrolling for the firm’s size, i.e. when
double-sorted size-value portfolios are used. Weébpect to a stock price shock, the
response of the federal funds rate eventually tposstive and significant; however, it is
very small in absolute size. Overall, the main lssare robust to the alternative orders of
the SVAR model.

3.10.4  Alternative measure of output gap

The main empirical analysis calculates the outpyit lgy deducting the output trend
level from the actual series using the Hodrick-Po#ésfilter. This section substitutes this
measure with the output gap obtained using thergtiadrend instead.

The results are summarised in Figures A3.21 — A3AR26ontractionary monetary
policy shock has a negative and significant effestthe stock market and economic
activity, whilst a positive stock price shock leadshigher economic activity and a slightly
higher policy rate after several periods. With regao portfolio returns, monetary policy
tightening has a stronger and more persistenttefi@smaller stocks with the delay of one
month. In addition, there is also evidence in favoluthe value effect of monetary policy
following the shock. As previously reported, thematary policy reaction to stock price
shock is very moderate. Overall, the main findimgs not change substantially if the

alternative output gap measure is used.

3.10.5 Stock market crash in 2001
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The augmented SVAR model employed in the main eogbiranalysis is re-
estimated without the dummy variable that takesueabf one in September 2001 to
account for the stock market crash in the US armkis otherwise. The impulse response
functions are provided in Figures A3.27 — A3.32e€@\, the results are almost identical

to those reported in Section 3.9.

3.10.6  Alternative sample period

The sample period is extended to include the gldbancial crisis period until
December 2008 when the short-term interest ratehszhthe zero lower bound. Two
additional dummy variables are included as exogenweariables. The first dummy
accounts for the bankruptcy of Lehman Brothersiarstt to one for September 2008. The
second dummy takes value of one in October 200&hwhenthly real stock returns fell
sharply and the full effect of Lehman’s collapsecdrae apparent. Both dummies take
values of zero on all the remaining months.

The results are presented in Figures A3.33 — AF88tly, the model is estimated
using real stock market returmsn unexpected increase in the federal funds ragsliéo a
decline in real stock prices and a fall in annudllation and output gap. The response of
stock prices is statistically significant; howevéhere is some statistical uncertainty
surrounding the impulse responses of macroeconeani@bles. A positive stock price
shock gives a boost to economic activity and irdfat Also, it leads to a slightly higher
funds rate. In line with the main findings, the ratary policy reaction to the stock market
is very small in magnitude. With respect to stoaktiplio returns, monetary policy
tightening typically has a negative and significaffect on real stock prices. The results
imply the size effect of monetary policy that m&kses in the second period following
the shock. As previously, there is no strong ewigathat value stocks are more sensitive to
monetary policy shocks than growth stocks usingdile portfolios. However, the most
value stocks decline more as compared to the nmogitly stocks following an unexpected
increase in the funds rate when controlling for tin@’s size. In response to a positive
stock price shock, the policy rate tends to inaesgnificantly as in the case of the stock
market. Nevertheless, the reaction is again non@woically meaningful. Overall, the
findings for the extended sample period 1994:2080D2 are reasonably in line with the
main results reported in Section 3.9, albeit thersomewhat more statistical uncertainty

surrounding some impulse responses.
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3.10.7 Alternative data transformation

This section employs the alternative data transétion of endogenous variables.
Instead of taking annual changes in the price lare leading economic index, the
monthly changes in these variables are employeel Aéso, the measure of the output gap
is replaced with monthly growth in the industrialoguction index. With respect to
inflation variable, this specification is in lineit Chapter 2. Hence, the state vector

includes the following endogenous variables in trnder: a (lagged) monthly change in

the log leading economic indeX\gi,_, ), @ monthly change in the log industrial produgtio
index (Aip, ), the monthly consumer inflation ratezr( ), the monthly real stock returns (

Asp), and the federal funds raté)( As previously, the rate on the one-month federal

funds futures contract as of the last day of tlevimus month is included as an exogenous
variable together with the dummy variable that saitee value of one in September 2001
and zero otherwise.

Figures A3.39 — A3.44 report the impulse respoffisas the estimated model with
real returns on the stock market and stock poa$olVith respect to the stock market, an
increase in the federal funds rate leads to airfaleal stock prices, a decline in monthly
inflation and a contraction in industrial outpuh€elimmediate monetary policy impact on
stock prices is also statistically significant. Madnile, an increase in real stock prices is
associated with a positive and significant respasfseutput growth and a positive and
significant reaction of the monetary policy rateawever, the effects on monthly inflation
are not as clear. Finally, the monetary policy oese to stock price shock does not appear
to be economically significant.

In the case of stock portfolios, the findings agaidicate the delayed size effect
with respect to monetary policy shocks. In favobithee credit channel, the most value
stocks decline by more and the policy impact isenoersistent as compared to the most
growth stocks when size-value portfolios are us#ahlly, the monetary policy response to
a positive stock price shock is positive and sigaiit, albeit with some delay, but is also
very small in magnitude. Generally, the resultsagmargely unchanged as compared to

the main results.

3.10.8 Alternative data transformation — undifferenced inflation
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In all models considered, the annual inflation a&ble is differenced to stationarity.
This is in line with the original specification tie SVAR model presented in Bjornland
and Leitemo (2009). Their study provides the basishe empirical analysis of Chapter 3.
Essentially, the price level is differenced twibhewever, the price level is only differenced
once for the empirical analysis in Chapter 2. While previous chapter deals with
monthly inflation, the current chapter uses annuélation and this variable is non-
stationary for the sample period under investigatiblevertheless, this inconsistency
across chapters is addressed by testing the rassstf the main findings with respect to
annual inflation variable that is not differencedstationarity. Furthermore, the previous
section also partially addresses this point by emipy a different data transformation
where monthly inflation is used instead.

Figures A3.45 — A3.50 report the impulse respoffises the estimated model with
real returns on the stock market and stock poasolvith respect to the lowest and highest
deciles and quintiles. With respect to macroecogorariables, a contractionary monetary
policy shock has a negative and significant impactannual inflation that gradually dies
out within twenty months. Similarly, output gap tees but the response is not
statistically significant and output gap returnstgopre-shock level in about one year. In
line with the main findings, an increase in theeied funds rate leads to a significant
immediate fall in real stock prices by 6.5%. Meaileshunexpectedly higher real stock
prices are associated with a positive responseottf imflation and output gap; however,
the reaction is generally insignificant. As pre\sty the monetary policy response to a
stock price shock does not appear to be economisahificant, albeit there is some
evidence of the delayed positive response of thdSuate.

Regarding stock portfolio returns, the effect ofmatary policy tightening on the
smallest stocks turns negative with one periodydblat is never statistically significant.
On the other hand, the largest stocks decline gharg significantly on the impact but the
effect is reversed in the next month following ®teock. In line with the main results,
during the second month the first decile stocksashdarger decline as compared to the
tenth decile. The most value and the most growdbkst both fall significantly in response
to a 1% increase in the federal funds rate, negla$ls, the most growth stocks
demonstrate somewhat greater decline. With redjpedbuble-sorted portfolios, Figure
A3.49 provides some support for the delayed sitecefof monetary policy; however,
there is no convincing evidence of the value effeatally, the policy response to higher
stock prices with respect to portfolios is very #rbat positive and significant, albeit with

some delay.
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Overall, the results reported in Section 3.9 atatikely robust to a change in
inflation variable, although the evidence in favotithe credit channel of monetary policy

transmission mechanism becomes weaker.

3.10.9  Recession dummy variable

As discussed briefly in the literature review, somwgue that the impact of
monetary policy on stock prices depends on thenlessicycle and the negative stock price
reaction may be driven by the periods of bad ecoa@onditions. Thus, instead of having
the dummy variable for the stock market crash, alternative dummy that takes value of
one during recessionary periods, i.e. in 2001:3081211, is included as an exogenous
variable. The generated impulse responses reftectdynamic effects of the structural
shocks during good economic times, i.e. the dumanable controls for the recessionary
months.

The findings are summarised in Figures A3.51 — B3.Bs compared to the main
results, the impulse response functions reporte@ laee very similar. Generally, the
decline in stock prices is only slightly smallernmagnitude than its counterparts reported
in 3.9. In line with the main findings, the valuiéegt is present in the initial period for size
—value portfolios, while the size effect only apme#n the next period following the
monetary policy shock. With respect to monetaryigyoteaction to a stock price shock,
there is little evidence for economically meaningfasponse. To sum up, the results
reported here are very similar to the results wilienbusiness cycle is not controlled for.
Thus, the main findings are not driven by a potdiytistronger monetary policy interaction

with stock prices during recessions.

3.11 Conclusion

This chapter provides the in-depth analysis of emtional US monetary policy
interaction with stock prices at both market andtfpbo levels focusing on the period
1994 — 2007. The choice of the sample period isvatd by significant changes in the
Federal Reserve’s communications of its policy sleais to the public at that time. The
estimated structural VAR model is specified in sipit of Bjornland and Leitemo (2009)
to allow the simultaneous reaction between monepaticy and real stock returns. The

original framework is improved by adding two forwdooking variables following the
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recommendations by Brissimis and Magginas (2006i)s @pproach helps to eliminate the
price puzzle and produces a sharper measure cotwialimonetary policy shocks.

The main empirical findings show that monetary @plightening has a strong and
negative impact on real stock prices. The negative significant stock price response to
monetary policy shocks is also evident across siaje and double-sorted size-value
stock portfolios. The portfolio-level results prdei some evidence of the higher sensitivity
of small and value stocks to monetary policy risérsus large and growth stocks.
Nevertheless, the size effect only becomes evidétat one month following the shock,
whilst the results are more indicative of the vakféect only when controlling for the
firm’s size. The delayed response of smaller stacksnonetary policy shocks could
possibly be linked to their relative illiquidity driess frequent trading or explained through
the liquidity pull-back and portfolio rebalancing/gotheses. In addition, the learning
process of investors may also play a role. Oveth#, findings provide some support,
albeit not very strong, for the credit channel afmatary policy transmission. On the other
hand, the empirical evidence is not supportive atrang monetary policy response to
stock price developments. The response of the dkflards rate to an unexpected increase
in real stock prices is typically positive and bess statistically significant after several
months. Nonetheless, the policy reaction does ppear to be economically significant.
This finding is in line with the argument by Bertkanand Gertler (1999) that monetary
policy should focus on macro-fundamentals, rathent stock market developments,
except insofar as they predict changes in relevasgnomic variables. Finally, the
empirical findings are robust with respect to vasalterations to the main model, such as
alternative stock portfolios, different lag lengthe inclusion of the financial crisis period,
alternative data transformation, and etc.

In general, this chapter shows that monetary pol®ws is an important
determinant of financial market developments. Daethte role of stock prices in the
transmission mechanism, the understanding of monptdicy impact on stock prices may
help policymakers to take appropriate decisionthafuture. One potential limitation of
this chapter is that unconventional monetary padienis are not considered and, possibly,

the analysis could be extended to this regard.
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Chapter 3 — Appendix
Table A3.1: Unit root tests

Panel A Panel B Panel C
ADF ADF ADF ADF constant ADF ADF
constant constant
constant constant and trend constant
and trend and trend
a - Kk N Hkk N Hkk
Alead - - 3.72[14] -3.74[14] 6.81[11] 6.79[11]
gap 434 [ 441 [P -4.44[3] -4.42[3]*** - 3.99[6]*** -3.95[6]**
AT S7T2M0] -7.71[11] 4511477 -4.60[14]*** -5.06[11]***  -5.04[11]***
"™ ?  -320[15*  -3.30 [15]* - - - -
Asp 212,41 [0 -12.42 [O]*** 12.28[0] -12.30[0]*** -10.36[0]**  -10.40[0]***
I -2.15 [5] -2.73[5] -2.50[3] -2.37[3] -2.08[3] -58]
fff, - - -2.71[12]* -2.88[12] -2.22 [5] -2.38[5]

Notes This table reports the test statistics for thgraented Dickey-Fuller (ADF) unit root tests with (a
constant and (b) constant and trend for the vaggahbl the baseline (Panel A) and augmented (Paa&ldB
Panel C) SVAR models: the first difference of ardngrawth in the leading economic indicataxl¢ad?),
the output gapgap), the first difference of annual inflatiol£%), the annual commodity price inflation
(z*™%), the monthly real stock market returnssyg), the federal funds raté,)( and the federal funds
futures rate on the 1-month contraiét); The baseline model is estimated over the pet@gb:6 - 2007:7
including 6 lags, the unit root tests are repoftdthe period 1985:1 - 2007:7. The augmented mdxel
estimated over the period 1989:2 - 2007:7 includinggs and over the period 1994:2 — 2007:7 inclgidi
lags, the unit root tests are reported for thequeti988:8 - 2007:7 and 1993:10 — 2007:7. The lagtte of
the ADF test, based on the Akaike information cidte, is reported in the brackets. ***, ** * der®tl%,
5% and 10% level of significance, respectively.
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Table A3.2: Impulse responses of real stock price® FFR shock - size and value
quintile portfolios

Panel A: Size-sorted portfolios Panel B: Value-sted portfolios
Initial period Second period Initial period Secondperiod
1 -4.208 -8.909* -11.266* -2.350
Quintile (-11.606; 2.895) (-15.757; -3.301) (-18.523; -5.021) (-8.273; 2.464)
2" -9.747* -7.304* -14.394* -2.756
Quintile  (-16.976; -3.173) (-13.812; -1.746) (-20.115; -9.486) (-7.749; 1.373)
3¢ -11.956* -5.050 -13.812* -1.956
Quintile  (-18.632; -5.823) (-11.023; 0.156) (-19.104; -9.160) (-6.642; 2.006)
4" -11.126* -2.608 -14.347* -2.450
Quintile  (-17.174; -5.556) (-8.050; 1.948) (-19.334; -10.219) (-6.714; 1.331)
5" -12.655* -2.212 -13.124* -4.252
Quintile  (-19.165; -7.083) (-7.784; 2.279) (-18.046; -8.533) (-8.987; 0.081)
Spread 4.729 -90.912* -1.327 -0.054
(-0.821; 10.886) (-14.503; -5.132) (-6.039; 3.844) (-3.851; 4.335)

Notes This table reports the central measures of tlialiand second-period impulse responses of teaks
prices following a 1-percentage-point contractignamonetary policy shock. Panel A reports the ihifiist
column) and second-period (second column) imputspanses of stocks across five size-sorted (cglintil
portfolios. Panel B reports the initial (first caln) and second-period (second column) impulse resgsoof
stocks across five value-sorted (quintile) portfeli The augmented SVAR model is estimated for each
quintile portfolio by replacing real stock marketurns in the state vector with relevant real pdidfstock
returns over the sample period 1994:2 — 2007: Uil 4 lags. The state vector contains the fifg¢rdénce
(lagged) in annual change in leading economic mdic(Alead’.,), output gap dap), the first difference in
annual inflation A7), the monthly real stock market returssfy) and the effective federal funds ratg. (
Dummy variable that takes value of one in 2001:@® zero otherwise and the 1-month federal fundsréstu
contract rate (as of last business day of previmosith) are included as exogenous variables. The 68%
Bayesian probability bands generated using Montéo@ategration with 10000 draws as suggested bgrDo
(2015) are presented in parentheses. * denoteststatiy significant impulse responses, i.e. praligtbands

do not include zero.
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Figure A3.1: Impulse responses to FFR shock - chaagn FFR
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation, and attgap following a 1l-percentage-point contractignar
monetary policy shock. The baseline SVAR models8ngated over the sample period 1985:6 — 2007:7
including 6 lags. The state vector contains th@uaigap ¢ap), the first difference of annual inflation£?),

the annual commodity price inflation"""9, monthly real stock market returndsfy) and the first
difference of the federal funds rat&i§. The dummy variables that take value of one i87t80 and 2001:9,
respectively, and zero otherwise are included asgemxous variables. The dashed lines represent 68%
Bayesian probability bands generated using MontéoQategration with 10000 draws as suggested bgrDo
(2015).

298



Figure A3.2: Impulse responses to FFR shock - levef annual inflation
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Notes This figure plots the central measures of impukssponses (median) for the federal funds rate, rea
stock prices, annual inflation, and output gapdfelhg a 1-percentage-point contractionary monegenicy
shock. The baseline SVAR model is estimated oveisdmple period 1985:6 — 2007:7 including 6 ladge T
state vector contains the output gaay), the annual inflationz(}), the annual commodity price inflation
(=9, monthly real stock market returnss@) and the federal funds rat) (See also Figure A3.1 notes.
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Figure A3.3: Impulse responses of real stock pricetb FFR shock - size quintile
portfolios
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Notes This figure plots the central measures of imputsponses (median, solid line) for real stockgwic
across five size-sorted portfolios following a Irgentage-point contractionary monetary policy shddke
augmented SVAR model is estimated for each sizetitpiportfolio by replacing real stock market metsi in

the state vector with the relevant portfolio retdck returns over the sample period 1994:2 — 2007:7
including 4 lags. The state vector contains thst fififference (lagged) of annual change in the itend
economic indicator Alead?.,), the output gapg@ap), the first difference of annual inflatiom£?), the
monthly real stock market returnagp) and the federal funds ratg).( The dummy variable that takes value
of one in 2001:9 and zero otherwise and the 1-méedbral funds futures contract rate (as of lasirmss
day of previous month) are included as exogenoumblas. The dashed lines represent 68% Bayesian
probability bands generated using Monte Carlo irgign with 10000 draws as suggested by Doan (2015)

300



Figure A3.4: Impulse responses of the federal fundsate to SP shock - size quintile
portfolios
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rate following a positive 1% stock price shock a@srdive size-sorted portfolios. The augmented SVAR
model is estimated for each size quintile portfddioreplacing real stock market returns in theestegctor
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Figure A3.5: Impulse responses of real stock price® FFR shock - value quintile
portfolios
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Notes This figure plots the central measures of impuessponses (median, solid line) for real stockgwic
across five value-sorted portfolios following a érpentage-point contractionary monetary policy &hdte
augmented SVAR model is estimated for each valumtitpiportfolio by replacing real stock marketugts
in the state vector with the relevant portfoliolrgtack returns. See also Figure A3.3 notes.
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Figure A3.6: Impulse responses of the federal fundsate to SP shock - value quintile

portfolios
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate following a positive 1% stock price shock asréen value-sorted portfolios. The augmented SVAR
model is estimated for each value quintile portfdly replacing real stock market returns in théestactor
with the relevant portfolio real stock returns. S¢so Figure A3.3 notes.
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Figure A3.7: Impulse responses of real stock prices FFR shock - industry portfolios
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Notes This figure plots the central measures of impuessponses (median, solid line) for real stockgxic
across ten industry portfolios following a 1-perte@e-point contractionary monetary policy shockeTh
augmented SVAR model is estimated for each indystrfolio by replacing real stock market returnghe
state vector with the relevant portfolio real stoeturns. See also Figure A3.3 notes.
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Figure A3.8: Impulse
portfolios

responses of the federal fundsate to SP shock - industry
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Notes This figure plots central measures of impulsgoases (median, solid line) for the federal furate r
following a positive 1% stock price shock across itedustry portfolios. The augmented SVAR model is
estimated for each industry portfolio by replacirgl stock market returns in the state vector wlith
relevant portfolio real stock returns. See alsafégA3.3 notes.
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Figure A3.9: Impulse responses to FFR shock — VAR)6
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation, and autgap following a 1-percentage-point contractignar
monetary policy shock. The augmented SVAR modeisitmated over the sample period 1994:2 — 2007:7
including 6 lags. The state vector contains thst fififference (lagged) of annual change in the itend
economic indicator Alead?.,), the output gapgap), the first difference of annual inflatiom#£?), the
monthly real stock market returnaqp) and the federal funds ratg).( The dummy variable that takes value
of one in 2001:9 and zero otherwise and the 1-méedbral funds futures contract rate (as of lasirmss

day of previous month) are included as exogenoumblas. The dashed lines represent 68% Bayesian
probability bands generated using Monte Carlo irgiggn with 10000 draws as suggested by Doan (2015)
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Figure A3.10: Impulse responses to SP shock — VAR(6
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation, and atugap following a positive 1% stock price shocke&lso
Figure A3.9 notes.
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Figure A3.11: Impulse responses to FFR and SP shack- VAR(6) (size decile

portfolios)
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Notes This figure plots the central measures of impuésponses (median, solid line) for real stockgwim
the first and tenth decile size-sorted portfoliokofwing a 1-percentage-point contractionary monepslicy
shock (Panel A) and for the federal funds rateofeihg a positive 1% stock price shock in the fasd tenth
decile size-sorted portfolios (Panel B). The augie@nSVAR model is estimated for each size decile
portfolio by replacing real stock market returnstiire state vector with the relevant portfolio resdck

returns. See also Figure A3.9 notes.
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Figure A3.12: Impulse responses to FFR and SP shak- VAR(6) (value decile
portfolios)
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Notes This figure plots the central measures of impuésponses (median, solid line) for real stockgxin
the first and tenth decile value-sorted portfoliofowing a 1-percentage-point contractionary mangt
policy shock (Panel A) and for the federal funde rmllowing a positive 1% stock price shock in first
and tenth decile value-sorted portfolios (PanelB)e augmented SVAR model is estimated for eacheval
decile portfolio by replacing real stock markeures in the state vector with the relevant portfoal stock
returns. See also Figure A3.9 notes.
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Figure A3.13: Impulse responses of real stock priseto FFR shock — VAR(6) (size-
value quintile portfolios)
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Notes This figure plots the central measures of imputsponses (median, solid line) for real stockgsic
across the selected double-sorted size-value fiogfdintersections between extreme size and value
quintiles) following a 1-percentage-point contranfiry monetary policy shock. The augmented SVAR
model is estimated for each size-value quintiletfpbo by replacing real stock market returns ie ttate
vector with the relevant portfolio real stock retsir See also Figure A3.9 notes.
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Figure A3.14: Impulse responses of the federal fursdrate to SP shock — VAR(6)
(size-value quintile portfolios)
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate following a positive 1% stock price shock asroselected double-sorted size-value portfolios
(intersections between extreme size and value ilpght The augmented SVAR model is estimated fahea
size-value quintile portfolio by replacing real dtomarket returns in the state vector with the vahd
portfolio real stock returns. See also Figure ABfes.
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Figure A3.15: Impulse responses to FFR shock — VAR]
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation, and attgap following a 1l-percentage-point contractignar
monetary policy shock. The augmented SVAR modeistimated over the sample period 1994:2 — 2007:7
including 2 lags. The state vector contains thst fitifference (lagged) of annual change in theitead
economic indicator Alead’.,), the output gapgap), the first difference of annual inflatiom#£?), the
monthly real stock market returnagp) and the federal funds ratg).( The dummy variable that takes value
of one in 2001:9 and zero otherwise and the 1-méediral funds futures contract rate (as of lastirmss
day of previous month) are included as exogenouiblas. The dashed lines represent 68% Bayesian
probability bands generated using Monte Carlo irgign with 10000 draws as suggested by Doan (2015)
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Figure A3.16: Impulse responses to SP shock — VAR(2

.006
A
/1
_004,// \ 1.6
/N
|
.002 -
\‘\ 124/~
//\ \\_\ ,[,\\\
.000 -H—— —===
I\
|\ 0.8
-.0027//
|
0.4+
-.004
-.006 +————"—F—+—"—"—""7"—""—"—T " T T 2.0 +—+——+—"F"+—""—"+"—""—"T"—"TT T T
5 10 15 20 25 30 35 5 10 15 20 25 30 35
—— Federal funds rate
.024 .025
.020 AN 4
J ——— .020
AN
016 // 0154
.012 //
/ .010 |
0084 |
// 005 -|
004/
/ 000
.000
-.004 -\ - ~/0054
\ // N——
003\ / -.010
W
\
012 +——+—"F"—""r"TTT—TT T -.015 ‘+—+——+—F—"r—"r—""r71"—""""T"—" T T T
5 10 15 20 25 30 35 5 10 15 20 25 30 35
—— Annual inflation —— Output gap

Notes This figure plots the central measures of impubsponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation, and atuggap following a positive 1% stock price shocke&lso
Figure A3.15 notes.
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Figure A3.17: Impulse responses to FFR and SP shak VAR(2) (size decile

portfolios)
Panel A: FFR shock
8 50
A
25-] /\
N
0.0, A\ —— m——
- i \/,T;———
—_— i -
—— -2.5- e
— ]r\\\ ///
o[l NV
|
|
-754|
I
|
-10.0|
I
-12.5
L L A EL L L R L R AL LA | B o e o T T T T T
15 20 25 30 35 5 10 15 20 25 30 35
Panel B: SP shock
.004 .006
N
.002 I/ \\ 004
|
.000 ,/ ,'/\\\\
/// =g 002
-.0027///
// .000
—.004—/
//
-.006 ~002 1
-.008 T L e e e e e e e e B I L e e -4 +/———TTT 7T
5 10 15 20 25 30 35 5 10 15 20 25 30 35
—— SDecile 10

—— SDecilel

Notes This figure plots the central measures of impuésmponses (median, solid line) for real stockgwin
the first and tenth decile size-sorted portfoliolofwing a 1-percentage-point contractionary monepmlicy
shock (Panel A) and for the federal funds rateofelhg a positive 1% stock price shock in the fast tenth

decile size-sorted portfolios (Panel B). The augie@nSVAR model is estimated for each size decile

portfolio by replacing real stock market returnstiire state vector with the relevant portfolio resdck

returns. See also Figure A3.15 notes.
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Figure A3.18: Impulse responses to FFR and SP shack VAR(2) (value decile
portfolios)
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Notes This figure plots the central measures of impuésponses (median, solid line) for real stockgwin
the first and tenth decile value-sorted portfolioowing a 1-percentage-point contractionary mangt

policy shock (Panel A) and for the federal funde r@llowing a positive 1% stock price shock in first
and tenth decile value-sorted portfolios (PanelBje augmented SVAR model is estimated for eacheval
decile portfolio by replacing real stock markeures in the state vector with the relevant portfoéal stock

returns. See also Figure A3.15 notes.
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Figure A3.19: Impulse responses of real stock priseto FFR shock — VAR(2) (size-
value quintile portfolios)
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Notes This figure plots the central measures of impuessponses (median, solid line) for real stockgxic
across the selected double-sorted size-value fiodfdintersections between extreme size and value
quintiles) following a 1-percentage-point contrantiry monetary policy shock. The augmented SVAR
model is estimated for each size-value quintiletfpbo by replacing real stock market returns ie ttate
vector with the relevant portfolio real stock retsir See also Figure A3.15 notes.
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Figure A3.20: Impulse responses of the federal fursdrate to SP shock — VAR(2) (size-

value quintile portfolios)
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate {;) following a positive 1% stock price shock acrasdected double-sorted size-value portfolios

(intersections between extreme size and value itpght The augmented SVAR model is estimated fahea
size-value quintile portfolio by replacing real dtomarket returns in the state vector with the vah

portfolio real stock returns. See also Figure AJibEes.
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Figure A3.21: Impulse responses to FFR shock - outpgap - quadratic trend
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation, and attgap following a 1l-percentage-point contractignar
monetary policy shock. The augmented SVAR mode&istimated over the sample period 1994:2 — 2007:7
including 4 lags. The state vector contains thst fitifference (lagged) of annual change in the itead
economic indicatorAlead.,), the output gap calculated using quadratic trigrzgh), the first difference of
annual inflation Az%), the monthly real stock market returnssf) and the federal funds ratg)( The
dummy variable that takes value of one in 2001@® z&ro otherwise and the 1-month federal fundsrdistu
contract rate (as of last business day of previnosth) are included as exogenous variables. Theedas
lines represent 68% Bayesian probability bands rgéee using Monte Carlo integration with 10000 dsaw

as suggested by Doan (2015).
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Figure A3.22: Impulse responses to SP shock - outbgap - quadratic trend
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Notes This figure plots the central measures of impubsponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation, and atutggap following a positive 1% stock price shocke&lso
Figure A3.21 notes.
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Figure A3.23: Impulse responses to FFR and SP shack output gap - quadratic

trend (size decile portfolios)
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Notes This figure plots the central measures of impuésponses (median, solid line) for real stockgwim
the first and tenth decile size-sorted portfoliokofwing a 1-percentage-point contractionary monepslicy
shock (Panel A) and for the federal funds rateofeihg a positive 1% stock price shock in the fasd tenth
decile size-sorted portfolios (Panel B). The augie@nSVAR model is estimated for each size decile
portfolio by replacing real stock market returnstiire state vector with the relevant portfolio resdck

returns. See also Figure A3.21 notes.
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Figure A3.24: Impulse responses to FFR and SP shack output gap - quadratic

trend (value decile portfolios)
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Notes This figure plots the central measures of impuésponses (median, solid line) for real stockgxin
the first and tenth decile value-sorted portfolfolowing a 1-percentage-point contractionary mengt
policy shock (Panel A) and for the federal fund fllowing a positive 1% stock price shock in first
and tenth decile value-sorted portfolios (PanelB)e augmented SVAR model is estimated for eacheval
decile portfolio by replacing real stock markeures in the state vector with the relevant portfoal stock

returns. See also Figure A3.21 notes.
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Figure A3.25: Impulse responses of real stock priseto FFR shock - output gap —
quadratic trend (size-value quintile portfolios)
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Notes This figure plots the central measures of impuessponses (median, solid line) for real stockgxic
across the selected double-sorted size-value fiodfdintersections between extreme size and value
quintiles) following a 1-percentage-point contranfiry monetary policy shock. The augmented SVAR
model is estimated for each size-value quintiletfpbo by replacing real stock market returns ie ttate
vector with the relevant portfolio real stock retsir See also Figure A3.21 notes.
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Figure A3.26: Impulse responses of the federal fursdrate to SP shock - output gap —
quadratic trend (size-value quintile portfolios)
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate following a positive 1% stock price shock asroselected double-sorted size-value portfolios

(intersections between extreme size and value ilpght The augmented SVAR model is estimated fahea
size-value quintile portfolio by replacing real dtomarket returns in the state vector with the vahé

portfolio real stock returns. See also Figure A3dfes.
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Figure A3.27: Impulse responses to FFR shock - witlut stock market crash dummy
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation, and attgap following a 1l-percentage-point contractignar
monetary policy shock. The augmented SVAR mode&istimated over the sample period 1994:2 — 2007:7
including 4 lags. The state vector contains thst fitifference (lagged) of annual change in theitead
economic indicator Alead’.,), the output gapgap), the first difference of annual inflatiom£?), the
monthly real stock market returnasy) and the federal funds ratg)( The 1-month federal funds futures
contract rate (as of last business day of previoasth) is included as an exogenous variable. Tishath
lines represent 68% Bayesian probability bands rgéee using Monte Carlo integration with 10000 dsaw
as suggested by Doan (2015).
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Figure A3.28: Impulse responses to SP shock - withbstock market crash dummy
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation, and atugap following a positive 1% stock price shocke&lso

Figure A3.27 notes.
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Figure A3.29: Impulse responses to FFR and SP shack without stock market
crash dummy (size decile portfolios)
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Notes This figure plots the central measures of impuésponses (median, solid line) for real stockgxin

the first and tenth decile size-sorted portfoliolofwing a 1-percentage-point contractionary monegmlicy
shock (Panel A) and for the federal funds rateofelhg a positive 1% stock price shock in the fast tenth
decile size-sorted portfolios (Panel B). The augie@nSVAR model is estimated for each size decile
portfolio by replacing real stock market returnstie state vector with the relevant portfolio retdck
returns. See also Figure A3.27 notes.
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Figure A3.30: Impulse responses to FFR and SP shack without stock market
crash dummy (value decile portfolios)
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Notes This figure plots the central measures of impuésponses (median, solid line) for real stockgyin
the first and tenth decile value-sorted portfoliofowing a 1-percentage-point contractionary mangt
policy shock (Panel A) and for the federal funde r@llowing a positive 1% stock price shock in first
and tenth decile value-sorted portfolios (PanelBje augmented SVAR model is estimated for eacheval
decile portfolio by replacing real stock markeures in the state vector with the relevant portfoal stock
returns. See also Figure A3.27 notes.
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Figure A3.31: Impulse responses of real stock retas to FFR shock - without stock
market crash dummy (size-value quintile portfolios)
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Notes This figure plots the central measures of imputsponses (median, solid line) for real stockgwic
across the selected double-sorted size-value fiogfdintersections between extreme size and value
quintiles) following a 1-percentage-point contranfiry monetary policy shock. The augmented SVAR
model is estimated for each size-value quintiletfpbo by replacing real stock market returns ie ttate
vector with the relevant portfolio real stock retsir See also Figure A3.27 notes.
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Figure A3.32: Impulse responses of the federal fursdrate to SP shock - without

stock market crash dummy (size-value quintile portblios)
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Notes This figure plots the central measures of impubsponses (median, solid line) for the federatifun
rate following a positive 1% stock price shock asroselected double-sorted size-value portfolios
(intersections between extreme size and value itpght The augmented SVAR model is estimated fahea
size-value quintile portfolio by replacing real dtomarket returns in the state vector with the vahé

portfolio real stock returns. See also Figure A3dies.
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Figure A3.33: Impulse responses to FFR shock - extéed sample period
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation, and autgap following a 1-percentage-point contractignar

monetary policy shock. The augmented SVAR modektimated over the sample period 1994:2 — 2008:12

including 4 lags. The state vector contains thst fififference (lagged) of annual change in the itend
economic indicator Alead’.,), the output gapgap), the first difference of annual inflatiom#£?), the

monthly real stock market returnasf) and the federal funds ratg). Dummy variables that take value of
one in 2001:9, 2008:9 and 2008:10, respectivelg, zaro otherwise, and the 1-month federal fundsrést
contract rate (as of last business day of previnosth) are included as exogenous variables. Thieedas
lines represent 68% Bayesian probability bands rg¢éee using Monte Carlo integration with 10000 dsaw

as suggested by Doan (2015).
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Figure A3.34: Impulse responses to SP shock - extsad sample period
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun

rate, real stock prices, annual inflation, and atigap following a positive 1% stock price shockeSlso
Figure A3.33 notes.
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Figure A3.35: Impulse responses to FFR and SP shack extended sample period

(size decile portfolios)
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Notes This figure plots the central measures of impuésponses (median, solid line) for real stockgwim
the first and tenth decile size-sorted portfoliolofwing a 1-percentage-point contractionary monegmlicy
shock (Panel A) and for the federal funds rateofeihg a positive 1% stock price shock in the fastd tenth
decile size-sorted portfolios (Panel B). The augie@nSVAR model is estimated for each size decile
portfolio by replacing real stock market returnstiire state vector with the relevant portfolio resdck

returns. See also Figure A3.33 notes.
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Figure A3.36: Impulse responses to FFR and SP shack extended sample period

(value decile portfolios)
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Notes This figure plots the central measures of impuésmponses (median, solid line) for real stockgwin
the first and tenth decile value-sorted portfolioowing a 1-percentage-point contractionary mangt
policy shock (Panel A) and for the federal funde rmllowing a positive 1% stock price shock in first
and tenth decile value-sorted portfolios (PanelBje augmented SVAR model is estimated for eacheval
decile portfolio by replacing real stock markeures in the state vector with the relevant portfoéal stock

returns. See also Figure A3.33 notes.
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Figure A3.37: Impulse responses of real stock priseto FFR shock - extended
sample period (size-value quintile portfolios)
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Notes This figure plots the central measures of imputsponses (median, solid line) for real stockgsic
across the selected double-sorted size-value fiodfdintersections between extreme size and value
quintiles) following a 1-percentage-point contrantiry monetary policy shock. The augmented SVAR
model is estimated for each size-value quintiletfpbo by replacing real stock market returns ie ttate

vector with the relevant portfolio real stock retsir See also Figure A3.33 notes.
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Figure A3.38: Impulse responses of the federal fursdrate to SP shock - extended
sample period (size-value quintile portfolios)
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Notes This figure plots central measures of impulsgoases (median, solid line) for the federal furate r
following a positive 1% stock price shock acrosteced double-sorted size-BE/ME quintile portfolios

(intersections between extreme size and value itpght The augmented SVAR model is estimated fahea
size-value quintile portfolio by replacing real ctomarket returns in the state vector with relevaa#l

portfolio stock returns. See also Figure A3.33 aote
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Figure A3.39
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate, real stock prices, monthly inflation, and by industrial output growth following a 1-percage-
point contractionary monetary policy shock. The megted SVAR model is estimated over the sample
period 1994:2 — 2007:7 including 4 lags. The statetor contains the monthly change (lagged) inghding
economic indicatorAlei.;), the monthly output growthA{p,), the monthly inflation £™;), the monthly real
stock market returnsAép) and the federal funds ratg)( The dummy variable that takes value of one in
2001:9 and zero otherwise and the 1-month fedewrads futures contract rate (as of last businessoflay
previous month) are included as exogenous variables dashed lines represent 68% Bayesian protyabili
bands generated using Monte Carlo integration 400 draws as suggested by Doan (2015).
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Figure A3.40: Impulse responses to SP shock - altetive data transformation
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun

rate, real stock prices, monthly inflation, and iy output growth following a positive 1% stockiqe
shock. See also Figure A3.39 notes.
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Figure A3.41: Impulse responses to FFR and SP shak— alternative data

transformation (size decile portfolios)
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Notes This figure plots the central measures of impuésponses (median, solid line) for real stockgwim
the first and tenth decile size-sorted portfoliolofwing a 1-percentage-point contractionary monegmlicy
shock (Panel A) and for the federal funds rateofelhg a positive 1% stock price shock in the fastd tenth

decile size-sorted portfolios (Panel B). The augie@nSVAR model is estimated for each size decile
portfolio by replacing real stock market returnstiie state vector with the relevant portfolio retdck

returns. See also Figure A3.39 notes.

338



Figure A3.42: Impulse responses to FFR and SP shak- alternative data

transformation (value decile portfolios)
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Notes This figure plots the central measures of impuésmponses (median, solid line) for real stockgwim

the first and tenth decile value-sorted portfolfolowing a 1-percentage-point contractionary mengt
policy shock (Panel A) and for the federal fund® fllowing a positive 1% stock price shock in first
and tenth decile value-sorted portfolios (PanelB)e augmented SVAR model is estimated for eacheval
decile portfolio by replacing real stock markeures in the state vector with the relevant portfoéal stock

returns. See also Figure A3.39 notes.
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Figure A3.43: Impulse responses of real stock priesgo FFR shock - alternative data
transformation (size-value quintile portfolios)
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Notes This figure plots the central measures of imputsponses (median, solid line) for real stockgsic
across the selected double-sorted size-value fiogfdintersections between extreme size and value
quintiles) following a 1l-percentage-point contranfiry monetary policy shock. The augmented SVAR
model is estimated for each size-value quintiletfpbo by replacing real stock market returns ie ttate
vector with the relevant portfolio real stock retsir See also Figure A3.39 notes.
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Figure A3.44: Impulse responses of the federal fursdrate to SP shock - alternative

data transformation (size-value quintile portfoliog
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate following a positive 1% stock price shock asroselected double-sorted size-value portfolios

(intersections between extreme size and value ilpsht The augmented SVAR model is estimated fahea
size-value quintile portfolio by replacing real dtomarket returns in the state vector with the vahé

portfolio real stock returns. See also Figure A318€es.
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Figure A3.45: Impulse responses to FFR shock — urfterenced inflation
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation, and attgap following a 1l-percentage-point contractignar
monetary policy shock. The augmented SVAR mode&istimated over the sample period 1994:2 — 2007:7
including 4 lags. The state vector contains thst fitifference (lagged) of annual change in theitead
economic indicatorAlead’.,), the output gapg@p), the annual inflationaf,), the monthly real stock market
returns Asp) and the federal funds ratg).( The dummy variable that takes value of one 6129 and zero
otherwise and the 1-month federal funds futuredrashrate (as of last business day of previousth)aare
included as exogenous variables. The dashed lapresent 68% Bayesian probability bands generatiad u
Monte Carlo integration with 10000 draws as suggebty Doan (2015).
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Figure A3.46: Impulse responses to SP shock — unidifenced inflation
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun

rate, real stock prices, annual inflation, and atigap following a positive 1% stock price shockeSlso
Figure A3.45 notes.
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Figure A3.47: Impulse responses to FFR and SP shack undifferenced inflation (size

decile portfolios)
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Notes This figure plots the central measures of impuésmponses (median, solid line) for real stockgwim
the first and tenth decile size-sorted portfoliolofwing a 1-percentage-point contractionary monegmlicy
shock (Panel A) and for the federal funds rateofelhg a positive 1% stock price shock in the fastd tenth
decile size-sorted portfolios (Panel B). The augie@nSVAR model is estimated for each size decile
portfolio by replacing real stock market returnstiie state vector with the relevant portfolio retdck

returns. See also Figure A3.45 notes.
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Figure A3.48: Impulse responses to FFR and SP shack- undifferenced inflation

(value decile portfolios)
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Notes This figure plots the central measures of impuésponses (median, solid line) for real stockgwim
the first and tenth decile value-sorted portfolioowing a 1-percentage-point contractionary mangt
policy shock (Panel A) and for the federal funde r@llowing a positive 1% stock price shock in first
and tenth decile value-sorted portfolios (PanelB)e augmented SVAR model is estimated for eacheval
decile portfolio by replacing real stock markeures in the state vector with the relevant portfoéal stock

returns. See also Figure A3.45 notes.
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Figure A3.49: Impulse responses of real stock priseto FFR shock — undifferenced
inflation (size-value quintile portfolios)
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Notes This figure plots the central measures of imputsponses (median, solid line) for real stockgwic
across the selected double-sorted size-value fiogfdintersections between extreme size and value
quintiles) following a 1-percentage-point contranfiry monetary policy shock. The augmented SVAR
model is estimated for each size-value quintiletfpbo by replacing real stock market returns ie ttate
vector with the relevant portfolio real stock retsir See also Figure A3.45 notes.
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Figure A3.50:

undifferenced inflation (size-value quintile portfdios)
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate following a positive 1% stock price shock asroselected double-sorted size-value portfolios

(intersections between extreme size and value ilpght The augmented SVAR model is estimated fahea

size-value quintile portfolio by replacing real dtomarket returns in the state vector with the vahd

portfolio real stock returns. See also Figure A31dtes.
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Figure A3.51: Impulse responses to FFR shock — Uggession dummy
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation, and autgap following a 1-percentage-point contractignar
monetary policy shock. The augmented SVAR modeisitmated over the sample period 1994:2 — 2007:7
including 4 lags. The state vector contains thst fififference (lagged) of annual change in the itend
economic indicator Alead’.,), the output gapgap), the first difference of annual inflatiom#£?), the
monthly real stock market returnaqp) and the federal funds ratg).( The dummy variable that takes value
of one during US recessions and zero otherwisetand-month federal funds futures contract rateofdast
business day of previous month) are included agenmus variables. The dashed lines represent 68%

Bayesian probability bands generated using MontéoQategration with 10000 draws as suggested bgrDo
(2015).
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Figure A3.52: Impulse responses to SP shock — USession dummy
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate, real stock prices, annual inflation, and atugmp following a positive 1% stock price shocke&lso
Figure A3.51 notes.
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Figure A3.53: Impulse responses to FFR and SP shak US recession dummy (size

decile portfolios)
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Notes This figure plots the central measures of impuésponses (median, solid line) for real stockgwim
the first and tenth decile size-sorted portfoliolofwing a 1-percentage-point contractionary monegmlicy
shock (Panel A) and for the federal funds rateofeihg a positive 1% stock price shock in the fastd tenth
decile size-sorted portfolios (Panel B). The augie@nSVAR model is estimated for each size decile
portfolio by replacing real stock market returnstiire state vector with the relevant portfolio resdck

returns. See also Figure A3.51 notes.
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Figure A3.54: Impulse responses to FFR and SP shack US recession dummy (value
decile portfolios)
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Notes This figure plots the central measures of impuésponses (median, solid line) for real stockgwin
the first and tenth decile value-sorted portfolfolowing a 1-percentage-point contractionary mengt
policy shock (Panel A) and for the federal fund® rfllowing a positive 1% stock price shock in first
and tenth decile value-sorted portfolios (PanelB)e augmented SVAR model is estimated for eacheval
decile portfolio by replacing real stock markeures in the state vector with the relevant portfoéal stock
returns. See also Figure A3.51 notes.
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Figure A3.55: Impulse responses of real stock priseto FFR shock - US recession

dummy (size-value quintile portfolios)
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Notes This figure plots the central measures of impuessponses (median, solid line) for real stockgxic

(sp) across the selected double-sorted size-valudofiog (intersections between extreme size andevalu
quintiles) following a 1-percentage-point contraptiry monetary policy shock. The augmented SVAR
model is estimated for each size-value quintiletfpbo by replacing real stock market returns ie ttate
vector with the relevant portfolio real stock retsir See also Figure A3.51 notes.
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Figure A3.56: Impulse responses of the federal fursdrate to SP shock - US recession
dummy (size-value quintile portfolios)
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Notes This figure plots the central measures of impuksponses (median, solid line) for the federatifun
rate following a positive 1% stock price shock asroselected double-sorted size-value portfolios
(intersections between extreme size and value ilpght The augmented SVAR model is estimated fahea
size-value quintile portfolio by replacing real dtomarket returns in the state vector with the vahé
portfolio real stock returns. See also Figure Ahbtes.
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Conclusion

The financial system is the bloodline of the ecop@nd severe disruptions to the
functioning of financial markets may endanger pistability and economic growth. The
global financial crisis of 2007 — 2009 not only hi@mkncial and economic implications
worldwide, but it also left academics and monetaoljcymakers with plenty of interesting
and challenging research questions to answer. Asgmds play an important role in the
transmission of monetary policy to aggregate econand may also provide information
about future financial instability. While the lisgure documents the evidence that
monetary policy related news is a significant deieant of asset prices, there is also a
rationale for monetary authorities to consider ficial market developments when setting
the policy rate in addition to standard macroecacovariables as suggested by Taylor
(1993).

The debate of the late 1990s on the appropriateetaon policy response to
financial market developments has been rekindletl leas led to a surge of theoretical
studies analysing whether financial indicators #thoor should not be considered by
monetary authorities. The pre-crisis consensus aapp® have shifted towards the view
that financial imbalances should be addressed hyetaoy policymakers over and above
their effect on inflation and output forecasts. thRarmore, the empirical evidence on the
policy response to financial markets has been itedi®y many and special attention has
been paid to the global financial crisis. The figs regarding the direct reaction of the
Federal Reserve to asset prices and financial tondiare somewhat mixed. On the other
hand, it seems to be largely agreed that the finhndsis has changed the way monetary
policy is conducted for at least that period. Reilyg the zero lower bound on a short-term
nominal interest rate and the adoption of uncongaat monetary policy tools, there has
been a surge in the literature that examines tipadinof central bank’s asset purchases on
longer-term interest rates and other asset prisesedl as on macroeconomy. In general,
the financial crisis has reshaped the pre-crisiskihg and highlighted the importance of
financial imbalances for real economy and, thusicpanaking.

The motivation for the empirical analyses of thisgis stems from developments in
financial markets and the response of monetarycpdb these developments over the
period 2007 - 2014. This doctoral thesis revidits telationship between monetary policy
conduct and financial market developments in theo& the period of Great Moderation,

the global financial crisis and its aftermath. Cameld together, three empirical chapters
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provide the in-depth study of the role of assetqwiand financial instability in the
monetary policy reaction function and the impactcohventional and unconventional
monetary policy actions on the pricing of governiri®onds and stocks.

Motivated by events around 2007 — 2008, Chapterxdmées the impact of
financial market stress on setting the monetaricpohterest rate. The results indicate the
direct Fed’s reaction to developments in the stoekket index, the interest rate (credit)
spread, the measure of stock market liquidity arwhd financial conditions captured by
the financial conditions index. Nevertheless, italso demonstrated that this reaction is
strongly dependent on the business cycle. Speltyfi¢mancial market developments have
much more weight on the Fed’s interest rate detssio economic recessions as compared
to the periods of economic expansions. Moreovegipfiears that this significant reaction
during economic recessions can be explained, &rge lextent, by the Fed’'s actions in
response to the global financial crisis. With resp® the indirect reaction, the Fed’s
response to inflation declines to some extent dred dutput gap parameter becomes
statistically insignificant in light of elevatednfancial distress. Nevertheless, the indirect
response to financial market stress strengthe@9®7 - 2008. The parameter on expected
inflation declines significantly, turns negativedastatistically insignificant. With respect
to the output gap, the estimated coefficient ineesaslightly, but not substantially, and
remains significant. Overall, the finding that wemsng financial conditions imply a lower
policy rate is largely driven by the Fed’s actidnsthe period 2007 - 2008. Hence, the
latest crisis had a significant impact on the Fedtnetary policy framework at that time
with the focus shifting away from price stabilitpdy possibly, more towards the smooth
functioning of the financial system and financiekslity.

Chapter 2 investigates empirically what explaires\tariation in unexpected excess
returns on the 2-, 5- and 10-year US Treasury bandshow the bond market responds to
conventional and unconventional monetary policycgsoThe main findings show that the
revisions in rational expectations about futurdaitidn is the key driver of the total
variability of unexpected excess Treasury bondrmstuacross different maturities. In
general, monetary easing is associated with higlmaxpected excess Treasury bond
returns, i.e. lower bond yields. Furthermore, thguits highlight the prominent role of the
inflation news component in explaining conventioaatl unconventional monetary policy
effects on bond returns. The positive effect of gtary policy easing on unexpected
excess Treasury bond returns is largely explained lborresponding negative effect on
inflation expectations. This implies that the ewvide provided in Chapter 2 does not

support the portfolio balance channel of quantimgasing as there is no strong response
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of risk premium news to monetary base expansioneMleeless, it is also found that the
bond returns reaction to conventional policy sholeis become weaker since the middle
1990s, possibly reflecting changes in the implemigort and communication of the Fed’s
policy. Meanwhile, the results with respect to theantity-based monetary policy
indicators, i.e. unconventional monetary policee® driven to a great extent by the peak of
the financial crisis in autumn of 2008.

As the Federal Reserve has started to normalisestaugnpolicy, Chapter 3 goes
back to examining conventional monetary policy. Thain empirical analysis is focused
over the period of relatively stable economic amthricial conditions accounting for
significant changes in the Fed’s communicationh public. It investigates the impact of
interest rate-based monetary policy shocks on stk prices at aggregate market and
portfolio levels taking fully into account the pat&l simultaneous interaction between the
policy rate and real stock returns.

The results confirm a strong, negative and sigaificnonetary policy tightening
effect on real stock prices. The findings basedtook portfolios provide the insight to the
differential response of stocks to monetary polasy implied by the credit channel of
monetary transmission. The empirical evidence Ighld the delayed size effect of
monetary policy shocks. Following an unexpectedease in the federal funds rate, the
initial decline in stock prices of large firms isore pronounced as compared to small
firms. In the second period after the shock, howgeaege stocks recover to a great extent,
while small stocks drop sharply. This may be exmdithrough the relative illiquidity and
less frequent trading of smaller stocks or throtigh liquidity pull-back and portfolio
rebalancing effects. In addition, the learning pssc of investors may play a role.
Meanwhile, the value effect, i.e. value stocks pemore exposed to monetary policy risk
than growth stocks, becomes more evident when desdited size-value portfolios are
used for the estimations. Within each size quintilee most value stocks are more
responsive to changes in monetary policy conditibas the most growth stocks. Overall,
the results provide some support for the credinokaof monetary policy transmission.
Finally, the findings do not provide convincing @ence of the strong monetary policy
reaction to stock price developments at either etawk stock portfolio levels.

Overall, the empirical findings reported in the disehave important implications
for policymakers at the Federal Reserve and otéetral banks, economists, investors in
financial markets and the man in the street. Watspect to policy making, it provides a
useful analysis of the effects of both conventiomald, at the zero lower bound,

unconventional monetary policies on financial m&ékésset prices constitute a part of the
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transmission mechanism of monetary policy to brossmnomy, thus, it is crucial to
understand whether policy decisions have any infteeover this stage of the transmission.
Furthermore, unconventional policies were not exs&d before to such an extent and their
effects were not known prior to the implementatiblence, the results reported here are
important for future policy making at the zero lovmund. Financial market participants
may find it valuable to have a better insight idhat determines monetary policy
decisions. This allows them to be able to anti@gdature policy changes. Also, the thesis
sheds some light on what may be the consequendbss# changes on their investments.
Finally, the general public could benefit from tealysis here as it helps to gain a broad
understanding of how monetary policy is conducted avhat impact it may have on
financial markets and the economy, thus, it enabtasseholds to make better informed
decisions regarding their finances.

There are several potential routes for future mesedollowing from this doctoral
thesis. Firstly, Chapter 1 estimates forward-logkaimgmented Taylor rules until the zero
lower bound period started. It may be of interesestimate an interest rate-based policy
rule for the Fed over the extended sample periadaacounting for the zero lower bound
and unconventional policies. For instance, one ccagdtimate the Taylor rule using an
interest rate-based measure of monetary policycstdinat incorporates unconventional
policy actions, such as the short-term shadow tddends rate calculated by Wu and Xia
(2016). Secondly, Chapter 2 examines solely goventnibond returns; however, the
analysis could be extended to other types of bohdgether with my co-authors | have
already addressed this point by developing a wgrkpaper that applies a similar
methodology as in Chapter 2 to the US corporatal boarket. It is available online in the
discussion paper series of the Adam Smith BusiSes®ol, University of Glasgow. In
addition, the analysis could possibly be adaptediso examine the impact of the Fed’s
forward guidance. Finally, Chapter 3 leaves outahalysis of unconventional monetary
policy effects on stocks. Thus, the framework coptissibly be amended to take into
account the Fed’s balance sheet policies duringitlacial crisis and its aftermath.

Finally, | would like to highlight that three worlg papers in total have been
developed based on Chapter 1 and Chapter 2. Aetpapers are available online in the

discussion paper series of the Adam Smith BusiSebsol, University of Glasgow.
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