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Abstract

The main objective of this thesis was the development of polarisation selective gratings in silicon-on-insulator (SOI) technology. These devices can find numerous applications in the design of highly performing optical filters and, more in general, in all those devices that require on-chip manipulation of the polarisation state. The development of these devices was preceded by the optimisation of several fabrication processes, such as lithography and dry etching, and the re-design of a number of key components such as inverse polymer tapers and metallic heaters for thermal tuning. This activity culminated into a very robust process flow for SOI devices, with repeatable propagation losses in the order of 1 dB/cm, heaters with a very high tuning efficiency of 12 mW per \( \pi \) phase shift and 2dB and 1dB waveguide-to-optical fibre coupling losses for the TE and TM polarised mode, respectively. The grating designs developed in this thesis consisted of periodic holes etched onto the top surface of the silicon optical waveguide. Such geometry overlaps strongly with the TM polarised mode only and does not introduce additional losses to the TE mode. The benefit and the additional functionalities provided by the top grating geometry was assessed on two different polarisation sensitive devices. The first consisted in a microring resonator with integrated gratings for the emission of optical vortex beams, for which the top gratings provided a route to engineer the polarisation state of the emitted beam. The second device was a Bragg grating filter, where the top grating allowed the demonstration of extinction ratio values as high as 60dB by filtering the residual TM mode generated by the strong polarisation scattering.
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<td>Extinction Ratio</td>
</tr>
<tr>
<td>SLM</td>
<td>Spatial Light Modulator</td>
</tr>
<tr>
<td>SPP</td>
<td>Spiral Phase Plate</td>
</tr>
<tr>
<td>ML</td>
<td>Molded Lens</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------------</td>
</tr>
<tr>
<td>IR</td>
<td>Iris</td>
</tr>
<tr>
<td>BS</td>
<td>Beam Splitter</td>
</tr>
<tr>
<td>M</td>
<td>Mirror</td>
</tr>
<tr>
<td>L</td>
<td>Lens</td>
</tr>
<tr>
<td>PD</td>
<td>Photo Diode</td>
</tr>
<tr>
<td>IC</td>
<td>Infrared Camera</td>
</tr>
<tr>
<td>BEP</td>
<td>Beam Expander</td>
</tr>
<tr>
<td>QWP</td>
<td>Quarter Wave Plate</td>
</tr>
<tr>
<td>VC</td>
<td>Visible Camera</td>
</tr>
<tr>
<td>Col</td>
<td>Collimator</td>
</tr>
<tr>
<td>CMT</td>
<td>Coupled Mode Theory</td>
</tr>
<tr>
<td>SVA</td>
<td>Slowly Varying Amplitude</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite Element Method</td>
</tr>
<tr>
<td>FDE</td>
<td>Finite Difference Eigenmode</td>
</tr>
<tr>
<td>FDTD</td>
<td>Finite Difference Time Domain</td>
</tr>
<tr>
<td>varFDTD</td>
<td>Variational Finite Difference Time Domain</td>
</tr>
<tr>
<td>BPM</td>
<td>Beam Propagation Method</td>
</tr>
<tr>
<td>PML</td>
<td>Perfect Matched Layer</td>
</tr>
<tr>
<td>PEC</td>
<td>Perfect Electric Conductor</td>
</tr>
<tr>
<td>PMC</td>
<td>Perfect Magnetic Conductor</td>
</tr>
</tbody>
</table>
Physical Constants

<table>
<thead>
<tr>
<th>Physical Constant</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed of Light, $c$</td>
<td>$2.997 \times 10^8 \text{ ms}^{-1}$</td>
</tr>
<tr>
<td>Vacuum Permittivity, $\epsilon_0$</td>
<td>$8.854 \times 10^{-12} \text{ F/m}$</td>
</tr>
<tr>
<td>Elementary Charge, $e$</td>
<td>$1.602 \times 10^{-19} \text{ C}$</td>
</tr>
<tr>
<td>Plank Constant, $h$</td>
<td>$4.135 \times 10^{-15} \text{ eVs}$</td>
</tr>
<tr>
<td>Boltzmann Constant, $k$</td>
<td>$1.380 \times 10^{-23} \text{ J/K} = 8.617 \times 10^{-5} \text{ eV/K}$</td>
</tr>
<tr>
<td>Thermal Energy, $\frac{kT}{q}$</td>
<td>$25.7 \times 10^{-3} \text{ V at room temperature (≈ 300K)}$</td>
</tr>
</tbody>
</table>
## Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>absorption coefficient</td>
<td>cm$^{-1}$</td>
</tr>
<tr>
<td>$\alpha_{exp}$</td>
<td>expansion coefficient</td>
<td>K$^{-1}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>propagation constant</td>
<td>cm$^{-1}$</td>
</tr>
<tr>
<td>$\Gamma_{x,y}$</td>
<td>confinement factor</td>
<td></td>
</tr>
<tr>
<td>$\frac{\Delta n}{\Delta r}$</td>
<td>thermo optic coefficient</td>
<td>K$^{-1}$</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>dielectric constant</td>
<td>F/m</td>
</tr>
<tr>
<td>$\eta$</td>
<td>impedance of the medium</td>
<td>$\Omega$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>wavelength</td>
<td>m</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>period</td>
<td>m</td>
</tr>
<tr>
<td>$\mu$</td>
<td>mobility</td>
<td>cm$^2$/Vs</td>
</tr>
<tr>
<td>$\nu$</td>
<td>frequency</td>
<td>Hz</td>
</tr>
<tr>
<td>$\nu_m$</td>
<td>angular propagation constant</td>
<td>cm$^{-1}$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>resistivity</td>
<td>$\Omega$m</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>interface roughness</td>
<td></td>
</tr>
<tr>
<td>$\tau$</td>
<td>thermal time constant</td>
<td></td>
</tr>
<tr>
<td>$\phi$</td>
<td>phase</td>
<td></td>
</tr>
<tr>
<td>$\chi^i$</td>
<td>$i^{th}$ order susceptibility</td>
<td>pmV$^{-1}$</td>
</tr>
<tr>
<td>$\omega$</td>
<td>angular frequency</td>
<td>Hz</td>
</tr>
<tr>
<td>$a_G$</td>
<td>amplitude</td>
<td>m</td>
</tr>
<tr>
<td>$d$</td>
<td>diameter</td>
<td>m</td>
</tr>
<tr>
<td>$D_G$</td>
<td>duty cycle</td>
<td></td>
</tr>
<tr>
<td>$\mathbf{E}(r,t)$</td>
<td>Electric field vector</td>
<td>V/m</td>
</tr>
</tbody>
</table>
Symbols

- $h$: height \( m \)
- $H$: heat capacity \( J \)
- $I$: luminous intensity \( J \)
- $J$: electric current \( A \)
- $J$: Jones vector
- $J$: maximum current density \( A/m^2 \)
- $k$: coupling coefficient
- $k_0$: free space wavenumber \( cm^{-1} \)
- $l$: quantum number
- $L$: length \( m \)
- $m_e$: electron mass \( Kg \)
- $m_h$: hole mass \( Kg \)
- $n$: refractive index
- $n_{\text{eff}}$: effective index
- $n_g$: group index
- $N_e$: free electron concentration
- $N_h$: free holes concentration
- $P$: Power \( W \)
- $P(t)$: induce polarisation
- $q$: topological charge
- $R_{orr}$: radius \( m \)
- $R$: resistance \( \Omega \)
- $R_G$: reflection
- $t$: thickness \( m \)
- $t$: time \( s \)
- $T$: Temperature \( K \)
- $u$: velocity \( ms^{-1} \)
- $w$: width \( m \)
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Chapter 1

Introduction

1.1 Silicon Photonics

Silicon microelectronic technology is a process in continuing development that has been instrumental in supporting the information and communication technology (ICT) revolution of the 20th century. It enables to integrate several millions of components on a single chip at very low cost and with an ever increasing level of functionality. In fact, since the 1960s, the number of transistors per square inch has been doubling each year following the so called Moores law. Although this trend has slowed down in recent years, the growth is still impressive and a number of novel technologies and architectures are continuously being explored in order to sustain this growth. Currently, the main problem is in the very high power consumption required to interconnect the transistors, which is now accounting for more than 80% of the total chip energy consumption [1]. Because the maximum energy that can be consumed by a chip is governed by thermodynamics and cannot indefinitely increase, alternatives to the current copper wiring technology must be found. To this end, the most appealing approach appears to shift to photonic interconnects where electrical wires are replaced by silicon photonic waveguides that offer a large increase in the bandwidth yet maintaining cost low and low power consumption. As a matter of fact, the biggest companies such as IBM and Intel [2] have already made very large investments in integrated photonic devices.

Such large investments from large companies has fuelled a massive growth in research and industrial activities in silicon photonics. Also, with the establishment of initiatives such as multi-project wafer services [3] both the cost and know-how can
be shared amongst several users thus making the development of silicon photonic integrated circuits (PICs) accessible to a very large base of potential users. Besides the high-valued markets of interconnects and datacomms [4] (Figure 1.1), silicon photonics is becoming a platform of great interest for numerous other applications such as spectroscopy, sensors, lab-on-chip for diagnosis, imaging, logic circuits [5]. It is worth noting that historically the PIC landscape has always been fragmented across a variety of material systems that include indium phosphide (InP), germanium (Ge), gallium arsenide (GaAs), lithium niobate ($LiNbO_3$), polymers and glass. Most research has been application driven and this led to a scenario with as many technologies as applications. The shift to fewer generic technologies that can support a larger range of functionalities and decrease the entry cost for users is therefore a very welcome one.

Thanks to more than 50 years of very large investments in microelectronic technology, silicon photonics can benefit from very high quality wafers with negligible level of defects (see Appendix A). In particular, silicon on insulator (SOI) wafers fabricated with the Smart-cut technique [6] offer an excellent material platform for the development of PICs as it is transparent at telecom wavelengths and provides high index contrast waveguides thanks to silicon dioxide cladding. The latter is a key requirement for minimising the waveguide bent radius and to therefore increase the component density.

One of the main advantages of silicon is the compatibility with the metal oxide semiconductor (CMOS) technology, which not only enables the co-integration of silicon photonics and silicon microelectronics but also allows to benefit from one of the most mature technologies ever developed [7]. The fabrication of silicon photonics devices requires photolithography to define the pattern, etching for transferring the pattern to the silicon core, depositions techniques for defining multilayered structures, PIN junctions for fast modulators, metallic layers for electrical connections and tuning. All these fabrication techniques are very well-assessed in any standard CMOS fabrication line and are available on a 12 wafer size. These are the reasons why silicon photonic can offer low cost, large volume and high yield production, and is likely to dominate the integrated photonic landscape for several years to come. [5, 8–13].

As mentioned above, a main advantage of SOI technology lies in the high index contrast of the optical waveguides. In fact, with the refractive index of silicon being $n_{Si} = 3.48$ and silica $n_{SiO_2} = 1.46$ the refractive index contrast for a silicon
photonic waveguide is $\Delta n \approx 2$ allowing the fabrication of very small cross section waveguides and a very tight modal confinement. The standard cross section of $220 \times 500$ nm used for single mode operation waveguides [8] provides small bending radii as small as $R = 1.5 \mu m$ with low propagation and bending losses.

![Figure 1.1: The market forecast for silicon photonics between 2012 - 2024. Source David Thomson et al. [4].](image)

However, such a large refractive index contrast is also one of the major weaknesses of this technology. A number of problems arise from the large refractive index contrast: a) The small waveguide cross section required for single mode propagation means a high interaction of the mode with the sidewall of the waveguides. As a consequence, any roughness present on the sidewalls induces high propagation losses (i.e. 5 nm of r.m.s. roughness can induce propagation losses as high as 10 dB/cm). With current technology, the lowest propagation losses on a deeply etched single mode waveguide is of the order of 1 dB/cm [14]. It is unlikely that this figure will largely decrease in the future unless major changes in the geometry or technology are introduced [15] [16]. b) The small waveguide cross section leads to a large mismatch with the optical fibres that are used to interface the PIC to the external world. Typical losses between optical fibres and silicon waveguides can be as high as 10 dB/cm. Either mode adapters in the form of inverse tapers [17] or grating couplers [18] can be used to improve the mode matching and increase the coupling efficiency. However, none of these approaches is ideal in terms of fabrication tolerances, operational bandwidth or polarisation manipulation. c) The high index contrast of silicon photonic waveguides means that small variations of the waveguide dimensions translates into large alterations of the effective modal
index. As such, silicon photonics is a technology very susceptible to fabrication tolerances. d) With increasing index contrast, the field components at the dielectric interfaces of the waveguide are both in the longitudinal and transversal direction. Therefore, the propagating modes are not purely transversely polarised, but can be referred as quasi modes (hybrid modes). The lack of mode purity results into polarisation mismatch between the silicon waveguide and optical fibre mode. e) The high refractive index contrast and the subsequent strong interaction with the sidewall roughness generates a substantial level of light scattering. The first consequence of the scattering is an increase in the propagation losses. However, some of the scattered light is still guided and might become depolarised or uncoherent.

Because most of these issues scale quadratically with the refractive index contrast \[19\], the consequences they have on the performance of silicon photonic devices can be very substantial. Therefore, a clear understanding on how these effects are related to technology and device design is required in order to minimise their impact. The understanding and mitigation of the polarisation rotation due to scattering form the main motivation for this thesis.

### 1.2 Polarisation in silicon photonics

In the initial stages of the development of silicon photonic devices, large cross section waveguides were considered due to their low losses \[20\]. The main characteristics of large SOI waveguides such as the bending losses \[21\] and birefringence \[22–28\] have been investigated in detail. Several passive elements have also been developed \[29–34\], with the first arrayed waveguide grating (AWG) demonstrated by Trinh et al. as early as 1997 \[34\]. One of the advantages of large ridge SOI waveguides is the good phase control and robustness to fabrication tolerances compared to small cross section SOI waveguides, which has rapidly led to commercial applications. The major drawback is that the bending radius for large ridge waveguides is of the order of 100 to 1000 \(\mu\text{m}\) \[21\].

The need for sharp bending radii as small as 1 to 2 \(\mu\text{m}\) \[35\] and compact microrings \[36\] or AWG \[37, 38\] required a shift towards waveguides with stronger modal confinement and smaller cross sectional dimensions. A consequence of the high index contrast between the silicon and the silica in small Si nanowires, is the considerable birefringence the waveguides have. For large SOI ridge waveguides the
birefringence is on the order of $10^{-3}$ to $10^{-5}$, whereas for small waveguides is several orders of magnitude higher [37] and introduce strong polarisation dependence [37].

For the typical waveguide geometry used in this work ($500 \times 220 \text{ nm}$) two modes of different polarisation (TE and TM) can propagate, with a very different effective index of $n_{TE} = 2.44$ and $n_{TM} = 1.77$ for the TE and TM polarised mode, respectively. The origin of the strong birefringence can be easily understood by inspecting the field profiles of the modes. Figure 1.2 shows the electric field and density profile (top) of the TE mode in a silicon waveguide with dimensions $500 \times 220 \text{ nm}$ and the three different components for the electric field (bottom). The TE mode is mainly propagating in the centre of the waveguide with strong interaction with the lateral sidewalls. As a consequence, it is strongly affected by any roughness on the edges of the waveguide leading to high propagation losses and strong polarisation scattering.

![Electric field (E) and Electric density (P)](image)

**Figure 1.2:** The total electric field and density profile (top) and the electric field profiles for the x, y and z direction (bottom) for the TE mode.

Similarly, Figure 1.3 shows the total electric field (top) and the individual components (bottom) of the electric field for the TM mode for a waveguide with the same dimensions. While the TE mainly propagates in the middle of the waveguide, the TM is much less confined and stretches in the vertical direction, which justifies the much lower effective refractive index. The TM mode strongly interacts with the upper and lower cladding and, as such, it is more affected by the quality of the silica layer and by any metallic layer that are deposited on the top of the cladding. This feature can become of interest in the design of TM absorbers and will be discussed and analysed in detail in Chapter 4.
In both cases, the electric field profile is the one used to described the behaviour and the way of propagation of the mode in the waveguide [158].

Figure 1.3: The total electric field and density profile (top) and the electric field profiles along the x, y and z direction (bottom) for the TM mode.

When light with random polarisation (which is usually the case for fibre optical communications) are coupled to a PIC, components insensitive to polarisation are needed to avoid a degradation of the signal-to-noise ratio. One solution is to optimise the waveguide geometries [22–28, 34] or by controlling the stress of the oxide cladding [27, 28] so as to make the two polarisations degenerate. Also, unique approaches were implemented to reduce the polarisation sensitivity of silicon nanowires in microring resonators, multimode interference (MMI) couplers [39] and AWG de/multiplexers [40, 41]. These solutions are easy to implement on large ridge waveguides, however, for small nanowires, as in our case, the tolerance to fabrication variations becomes very significant. Also, in a scenario with strong scattering, a very strong polarisation coupling occurs between two degenerate polarisations, which has a dramatic impact of the performance of most devices [42].

Another approach is the so called polarisation diversity technology [36]. With the use of a polarisation-selective beam splitter at the input of the chip the two polarisations are first separated (TE and TM polarisation) and then one of the two is converted to the other with a polarisation rotator, in order to obtain two beams with identical polarisation. The two beams propagate into two identical PICs and hence are subject to the same optical transfer function. At the output, the second beam is rotated back to the original polarisation before the two beams are
combined again. Due to the large birefringence of silicon nanowires, it is possible to create compact integrated beam splitters [43] and polarisation rotators [43].

Moreover, an accurate control over the polarisation of the propagating beam is of great importance in non-linear processes. For example four-wave mixing (FWM), which finds a large spectrum of applications such as wavelength multicasting [44], logic gates [45] and wavelength conversion [46], is polarisation sensitive. In fact, the efficiency of the process is strongly dependent on the polarisation state of the incident light [47].

Therefore, in the design of photonic integrated circuits an effective management of the polarisation is of great importance both for independently manipulating the two polarisation states a functionality that is particularly important in telecomm applications or for mitigating the consequences of the strong polarisation scattering.

1.3 Motivation

The need to take pace with Moore’s law in future microelectronic circuits has driven the development of silicon photonics to overcome the bottleneck of electrical copper interconnects. In fact, optical interconnects are currently regarded as the most promising approach for increasing the speed of intrachip connections and the integration potential of future electronic chips. Supported by the vast CMOS infrastructure, several design houses and multi-project wafer services, silicon photonics have experienced an explosive growth with the demonstration of chips integrating as many as thousands of different components. Such an increase in the device complexity, however, has also exacerbated a number of issues related to the high refractive index contrast of the SOI platform, such a poor robustness to fabrication tolerances, strong light scattering and high power consumption for component trimming.

The main aim of this research activity is to address some of these issues. The initial part of the thesis deals with the design and fabrication optimisation of a number of basic components such as heaters for trimming, inverse tapers for fibre coupling and sub-wavelength waveguides, with the main aim to improve their losses, power consumption and tolerance to fabrication errors. The second part of the work investigates the impact of the strong polarisation scattering on the
performance of integrated Bragg filters with high extinction ratio. Novel polarisation selective grating geometries are proposed and used to demonstrate filters with superior extinction ratio performance and ring resonators that emit vertical free space beams with arbitrary polarisation.

1.4 Thesis outline

The thesis is organised as follows:

Chapter 2 describes the main fabrication techniques used in this work. Following an initial introduction on the silicon-on-insulator material platform, a detailed analysis is presented on the main process flow to fabricate silicon photonic integrated chips. Particular emphasis is given to the optimisation of the most critical fabrication steps such as e-beam lithography, dry etching of the waveguide and deposition of the dielectric layers.

Chapter 3 discusses the design and fabrication optimisation of a number of basic components that have a substantial impact on the device performance. These include thermal actuators with minimum power consumption, low-loss inverse polymer tapers for optical fibre coupling and sub-wavelength waveguides to enhance non-linear interactions.

Chapter 4 focuses on the development of polarisation selective integrated filters. The work is motivated by the need to improve the extinction ratio of Bragg filters whose performance are limited by the strong polarisation scattering. The first solution investigated consists of a simple TM filter in the form of a metallic strip, followed by a detailed analysis on Bragg gratings for selectively filtering of the TM mode. Experimental results with both design approaches are presented and discussed, showing record extinction ratio figures as high as 60 dB.

Chapter 5 discusses the design of microring resonators integrated with Bragg gratings for free-space vertical emission of vortex beams. The Bragg grating devices presented in Chapter 4 are used to control the output polarisation of the emitted beam. The design and evaluation of emitters with radial and azimuthal polarised light are presented.

The final chapter (Chapter 6) concludes the thesis, summarising the main findings and presenting ideas for future work.
Additional work that provides useful theoretical background to this thesis is reported in four appendices. The first appendix describes the origin of the losses in silicon waveguides and the experimental set up used for most of the optical device characterisation. The second appendix reports on the main simulation methods used in this work such as FDE, BPM and FDTD. The third appendix introduces the design of non-linear waveguides based on the slot and sub-wavelength waveguides presented in Chapter 3.
Chapter 2

Fabrication

In silicon photonic devices, the high index contrast between the silicon core and the silica cladding adds severe demands and constraints to the accuracy of the fabrication process. For example, low-loss and single mode operation require waveguides with sub-micrometer cross-sections and nanometer scale sidewall roughness; misalignments as small as 100 nm between the silicon waveguides and the input/output mode adapters translates into substantial polarisation rotations; a deviation of a few nanometers only in the waveguide dimensions of a ring resonator produces a shift of several 10s of GHz in its resonant peak. These few examples indicate that high quality and accurate fabrication processes need to be developed together with designs that offer robustness against fabrication tolerances.

This chapter will first discuss the fundamental properties and geometry of the silicon-on-insulator (SOI) material platform used in this work. A brief overview of the general fabrication process flow will then be given followed by a detailed explanation of the main processes used for the fabrication of the devices presented in this thesis. Particular emphasis will be given to the optimisation of electron beam lithography and dry etching which represent the most critical fabrication steps. Also, the tolerances and limitations of the overall process will be analysed to guide the designs of the components presented in Chapter 3.
2.1 Material

As discussed in Chapter 1 the material of choice for this work is the silicon-on-insulator (SOI) produced by Soitec [48]. The wafers are fabricated by a UNIBOND process based on the Smart Cut technique, which provides, high-quality crystalline silicon material for the core, low interface roughness and a very accurate thickness of the core layer. A detailed description of the material fabrication process is shown in Figure 2.1 [49].

![Figure 2.1: Schematic of the Smart Cut process for the production of Silicon on Insulator wafers.](image)

The fabrication process for the material of choice for this work shown in Figure 2.1 comprises of five major steps:

1. The first step of the process is to thermally oxidise a silicon wafer (wafer A in Figure 2.1). This oxide layer will become the BOX layer of the final SOI
structure. Wet thermal oxidation is used to obtain a low roughness interface between the silicon and the silica as well as to ensure accurate control over the oxide thickness.

2. The second step is the hydrogen (H) implantation. Through their implanting energy, it is possible to accurately control the exact penetration of the ions into the silicon layer with an accuracy of a few nm across an eight-inch silicon wafer. This penetration depth will define the thickness of the final silicon core layer.

3. The wafer is then chemically cleaned and hydrophilically bonded to a silicon wafer (wafer B in Figure 2.1) by Van Der Waals forces. Wafer B acts as a stiffener and provides the bulk silicon substrate beneath the buried oxide layer.

4. The fourth step consists of two thermal treatments. The first one, at a temperature of 400 - 600 °C, splits wafer A into two parts along the plane previously implanted by H ions. The thin layer of silicon that remains bonded to wafer B completes the SOI structure. The second annealing step is performed at 1100 °C on wafer B to strengthen the chemical bonds of the SOI wafer.

5. The final step is a touch polishing after the splitting to obtain a high-quality surface. The remaining of wafer A can be used as a new wafer B for a subsequent process.

The final SOI wafer used in this work is composed of three layers: a top layer of Silicon (the core), with a nominal thickness of 220 nm. This layer after patterning and etching forms the guiding core for the optical devices. The layer is lightly acceptor doped (Boron), with a value of electrical resistivity of 10 Ωcm, corresponding to a doping concentration of approximately $10^{15}cm^{-3}$ [50]. The optical losses induced by this doping concentration can be considered negligible. The BOX layer (thermal oxide) below the core layer has a nominal thickness of 2 µm and forms the lower cladding of the optical devices. The interface between the silicon and the silica layer is very sharp with a very low level of roughness [49]. Finally, the substrate layer is made of bulk silicon, with an approximate thickness of 730 µm, which gives sufficient mechanical stability to the wafer.
2.2 Fabrication Process

The fabrication of photonic devices can be a challenging and time demanding process, with many steps requiring careful optimisation. The fabrication steps that define the guiding layer are the most important and critical of all as their quality and success will determine the performance and the main optical characteristics of the optical device. As a consequence, extreme care has to be taken to reproduce the device design onto the fabricated chip accurately.

Figure 2.2 summarises the five main fabrication steps for fabricating an optical waveguide on an SOI material. These steps are:

1. Following a chemical cleaning, a thin layer of electron-beam resist is spun on the sample. As will be discussed later, the electron-beam resist used in this work is Hydrogen Silsequioxen which combines excellent resolution and low writing times. However, depending on the final devices or applications to be targeted, a number of different electron-beam resist alternatives can be used.

2. The electron-beam resist is patterned by electron beam lithography.
3. Following the electron exposure, the sample is hard baked for an hour at 180 °C, to increase the resist resolution, before being developed in a solution of 25 % TMAH (Tetra-Methyl- Ammonium Hydroxide) at 21 °C.

4. The written pattern is then transferred into the silicon core by ICP reactive ion etching. It is worth noting that upon baking HSQ becomes a silica-like compound and therefore it can be directly used as a hard mask for the etching of the silicon. If softer masks are used, a transfer of the patterns into a hard mask may be required.

5. The final step is to deposit a 1 µm thick layer of silica, which protects the waveguides from the external environment (i.e. dust, moisture) and provides a sufficiently thick cladding to avoid any optical loss when metallic layers are deposited on the top of the chip.

In the rest of this chapter, a detail explanation of each step will be given.

### 2.3 Electron Beam Lithography (e-beam)

Lithography, which literally means stone writing, is a critical step in any nano and microdevice fabrication as it defines a pattern onto a material. There are three main ways currently used for patterning: photolithography, charged beam lithography, and nanoimprinting [51].

Photolithography is a term that includes all those processes in which light radiation is used to impress a photosensitive resist through a photomask that contains the pattern to be transferred [51]. It offers fabrication at a wafer-scale level, which is of great interest for large volume and low-cost production. Its major limitation is the minimum size of the pattern which is limited by the wavelength of the light source (365 nm in our fabrication facility). Furthermore, the fabrication of the photolithography masks can be a lengthy and expensive process that is not particularly suitable for prototyping and chip-level process development. The limitation on the minimum pattern feature size and the limited flexibility at the process and device development stage made this technology unsuitable for this work.
Nanoimprinting is the process in which a pattern is transferred to a soft resist through a reverse mask by pressure and heat \[51\]. It offers wafer scale fabrication capability without the diffraction limit of the photolithography. On the drawbacks, a negative mask needs to be fabricated, which can be a lengthy and expensive process. Furthermore, the method usually requires high pressures and temperatures, which can deteriorate and damage both the fabricated sample and the negative mask.

Charged electrons beam lithography is a far more suitable process for nanometer-size features and rapid prototyping. Even though e-beam lithography is a costly and time-consuming process, it provides the required flexibility in the design optimisation process together with superior resist patterning resolution.

In order to obtain patterns with electron beam lithography, an initial design has to be generated by a CAD-like software (L-edit is used in this work \[52\]).

After the pattern is designed with the use of L-edit, an automatic software (Beamer) splits the design in multiple trapezia. The reason for such process arises from the limitation of the moving mechanical system of the machine. The distance and the design of these trapezia will affect the final fabrication, and hence extra care has to be taken in defining the minimum and maximum distance between instances. The software automatically sets the trapezia in a square lattice grid that determines the resolution of the lithographic process. The machine exposes dots with a user-defined size (called Beam Size - BS) separated by a constant gap called the Beam Step Size (BSS). The pattern is therefore fractured into a discrete set of exposed pixels.

The machine available in the James Watt Nanofabrication Centre \[53\] is a Vistec VB6- UHR-EWF e-beam tool. A schematic of the EBL tool can be seen in Figure 2.3. A filament produces high energy electrons (100 keV) that are then focused by a series of apertures and magnetic fields. This complex lensing system is required to compensate for the tilt and non-uniform height of the substrate. The beam size is selected by the changing diameter of a variable aperture, and the writing spot is determined by the exposing dose of the resist as well as from the BSS.

The selection of the proper dose and BSS is a critical step in the fabrication of photonic devices as it defines the roughness of the optical waveguides edges, which affects the light scattering and propagation losses substantially. Figures 2.4 shows the effect of increasing the BSS. While small BSSs result in long writing times and
in having the same area exposed multiple times, large BSSs might leave unexposed areas. In particular, there is a critical value of the BSS after which the line edge roughness becomes noticeable.

Based on a number of preliminary tests on the edge roughness, during this work, the value of the BSS was kept half of that of the BS. This value provides a good compromise between edge roughness and writing time. In order to overcome the problem of over-exposure due to multiple dots exposing the same pixel, the dose was optimised through various dose tests. As mentioned above, EBL is an expensive process and hence the writing time needs to be reduced as much as possible.
Chapter 2. Fabrication

<table>
<thead>
<tr>
<th>Parameters</th>
<th>High Resolution</th>
<th>Low Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolution (nm)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Beam Size (nm)</td>
<td>4/6</td>
<td>33/65</td>
</tr>
<tr>
<td>Beam Step Size (nm)</td>
<td>2/3</td>
<td>16/32</td>
</tr>
</tbody>
</table>

Table 2.1: Electron Beam Parameters for the definition of the patterns.

For this reason, not critical features, where the edge line roughness does not influence the behaviour of the device, were written with a much larger spot. Table 2.1 summarises the parameters of the BSS used during this work.

A significant issue with EBL is that the collisions of the electrons with the atoms of the substrate generate substantial scattering and secondary electrons that can re-expose the resist. This effect is particularly critical in designs with high-density patterns because the scattered electrons coming from adjacent exposed areas tend to over-expose the resist. This problem is known as the proximity effect and can be solved by running a proximity correction software based on Monte Carlo simulations, which re-adjusts the dose depending on the density of the pattern, the type of substrate and the thickness of the resist.

![Figure 2.4](image-url)
Another important EBL parameter to consider during the lithographic process is the field size of the machine, which corresponds to the area that can be written without having to translate the sample mechanically. For a resolution of 1nm, the field size has a dimension of $1048.576 \times 1048.576 \mu m^2$. This affects the patterns as discontinuities might appear at the boundaries between different fields. Furthermore, due to the long writing times, the machine exhibits a mechanical drifting which was measured to be in the order of 50 nm in the first half hour and 150 nm over 2 hours in both x and y directions. As a result, waveguides present in different fields may present stitching features as those shown in Figure 2.5. In order to address this issue, the dose is increased at the boundaries between fields to mitigate stitching along the waveguide direction (i.e. that of Figure 2.5) and alignment correction is performed every 15 minutes to mitigate stitching perpendicular to the waveguide (i.e. that of Figure 2.6).

The impact of the electron beam stitching on the performance of optical devices has long been investigated in the group [54]. However, even if extreme care is taken in minimising stitching and edge line roughness, the accuracy of the process is limited by a "fabrication noise" that comes from unavoidable non-uniformities in the lithographic and etching processes as well as in the SOI material. In order to validate the robustness of the process a simple experiment as in [55] was performed, which consists of comparing the performance of a single ring coupled to a bus waveguide with 64 identical rings, all of them coupled to the same bus waveguide.
All the rings being identical, the resonances in the two configurations exhibit the same value of full width half maximum (FWHM), though the 64-ring device shows the typical resonance shape of a higher order filter (i.e. higher extinction ratio and more vertical profile, see Figure 2.7). In a real device, however, any non-uniformity slightly shifts the resonance position of the 64-ring device resulting in a broadening of its resonances. The larger the broadening, the higher the fabrication noise of the process. The measurements of Figure 2.8 clearly show that the resonances broaden from a value of 17.5 GHz for the single-ring to 126.25 GHz for the 64-ring device. This same experiment was repeated several times over the years and always provided similar values of 126 GHz for the resonance broadening, indicating a good stability of our process.

We can use the resonance broadening $\Delta \lambda$ to find the fabrication error through the following formula [55]:

$$\Delta w = 1.16\Delta \lambda - 2.38\Delta t$$  \hspace{1cm} (2.1)

Where $\Delta t$ and $\Delta w$ are the variation in width and height of the silicon waveguide.
Under the assumption that the variation of the thickness ($\Delta t$) of the waveguide is negligible due to the proximity of the ring resonators, we can estimate the average variation of the waveguide width ($\Delta w$) across the 64 rings. The width variation was found to be $\pm 0.42$ nm, which is value well below the resolution chosen for the fabrication of the optical waveguides (1 nm). A sub-nm value for $\Delta w$ is probably close to a fundamental limit, and it is therefore unlikely that large improvements will appear in the future.
2.4 Resists

For the definition of the design pattern by EBL, a resist sensitive to electron irradiation is needed. Upon exposure, the chemical structure of the inorganic polymer changes, making it more or less soluble in the developer. Depending on how their solubility change, resists can be classified as negative (top of Figure 2.9) or positive resist (bottom of Figure 2.9).

![Figure 2.9: Schematic of the exposure and development of a negative (top) and positive resist (bottom).](image)

Resists are usually characterised by:

- **Sensitivity**: The amount of radiation needed for a positive resist to clear out or, for a negative resist, to maintain the original thickness following development. The highest the sensitivity the lower the radiation energy needed.

- **Contrast**: The selectivity of the developer between exposed and unexposed resist.

As part of this work, a total of four different resists (two positive and two negatives) have been used with various sensitivities and contrasts. Depending on the requirements of the specific fabrication step, the appropriate resist was used. In the rest of this section, the main features of these resist will be presented.
2.4.1 HSQ

HSQ (Hydrogen Silsesquioxane), also known as FOX16 [56], is a negative e-beam resist with low sensitivity and high contrast. It is widely used for all those patterns that require high resolution and low writing time.

The HSQ chemical structure can be seen in Figure 2.10 [57]. It has a cage-form chemical structure which mainly consists of Silicon(Si), Hydrogen(H) and Oxygen(O). When the resist is exposed to electron radiation, the Si-H bonds brake, and a three-dimensional structure is created similar to that of Silica (SiO$_2$) [57].

In this work, HSQ was used as a high definition resist to define the silicon waveguides as shown in the fabrication process flow of Figure 2.2. The following procedure was followed:

1. The silicon sample is vigorously cleaned with acetone, 2-propanol (IPA), methanol and RO water. Each cleaning step takes place in an ultrasonic bath for five minutes, followed by drying-out with a nitrogen gun.

2. The initial cleaning is followed by a dehydration step at 180 °C for five 5 minutes and 2 minutes of oxygen ashing at 100 Watt with a plasmaFab 505 asher.
3. A fresh solution of HSQ and MIBK (Methyl isobutyl ketone) is prepared with equal volumes of the two components.

4. The solution is spun on the sample at a speed of 2000 rpm for 60 seconds.

5. Following the spinning, the sample is baked at 95 °C for 15 minutes before being submitted to e-beam lithography. The parameters used for the e-beam lithography are summarised in table 2.1, while the dose varies depending on the age of the HSQ. The correct dose is found by running a dose test just before the submission of the sample.

6. After the exposure and prior to the development, the sample is baked at 180 °C for one hour. There are a lot of studies on the importance of post-baking before development as this improves the etching selectivity of the HSQ to the silicon [58] and the edge roughness of the mask [59]. During this work, a significant improvement was noticed by using a pre-development baking.

7. The final step is the development of the sample with TMAH at 21 °C for 30 seconds followed by a 1-minute rinsing in RO water and 30 seconds in IPA. Rinsing the sample in RO water is sufficient to remove residuals from the developer, but the additional rinsing in IPA was chosen as the final step due to its smaller surface tension. An optical and SEM inspection of the sample is always performed prior to the etching of the waveguides. The above-described process provides a mask with a height of 220 nm, which is sufficient to etch a silicon core with a thickness up to 400 nm.

The dose of the HSQ can vary depending on its age and the contamination of the bottle. Hence it is necessary to find the correct dose prior to any fabrication because the margin of error is quite small, as an underexposed resist will create a step to the waveguide after etching, while an overexposed resist will create sloppy waveguides. In both cases, both optical losses and light scattering will increase.

In order to obtain the correct dose, a specific pattern was designed that allowed to check various parameters. The main analysis consists of measuring the HSQ thickness following exposure and development. In fact, if the resist is underexposed, its thickness is lower than the spun thickness. With increasing dose, the height also increases until it reaches a maximum height that depends on the dilution, as shown in Figure 2.11. The optimum dose is at the point where the height
Figure 2.11: The thickness of the HSQ mask against the exposure dose.

saturates. Further to the height test, several other features are checked such as the clearing dose in small gaps, in large exposed areas and high-density patterns.

Figure 2.12: (a) Schematic of the process steps for the definition of an HSQ layer with a sloped profile (b) SEM image of a ring resonator with sloped HSQ profile on the edges.

The sensitivity of HSQ was used in the course of this project, to create passivation layers with sloped edge profiles (Figure 2.12a). This was achieved by adding a dose gradient on the edges of the patterns. Such passivation layers are of great
importance to provide a smooth profile transition for metallic layers and pads. In fact, a vertical and sharp edge of the passivation layer is not ideal as it might generate cracks in the metal that lead to poor electrical conductivity or a reduced lifetime. An example of a microring resonator with a metallic layer deposited in close proximity to the silicon waveguide is shown in Figure 2.12b. In this device, the metallic layer is partially deposited on the HSQ passivating layer and partially on the BOX cladding layer. The sloped edge profile of the passivating layer ensures the formation of a continuous metallic layer.

HSQ is one of the highest resolutions resists available in the JWNC, and it became one of the preferred options for the fabrication of sub-micrometre features. In particular, its low edge roughness and high verticality make it ideal for the fabrication of silicon optical devices. It is worth noting that photonic devices have a low pattern density and therefore negative resists provide a substantial reduction in the writing time. The main drawbacks of HSQ are its variability due to its receptiveness to ageing and environmental condition as well as its high cost.

Besides its excellent properties as an e-beam resist, HSQ is ideal for planarization as it can fill gaps as small as 3 nm [56] and can, therefore, replace PECVD silica which cannot uniformly fill gaps below 200 nm. When used as an upper cladding, HSQ is typically spun at 2000 rpm for 60 seconds followed by a bake at 180 °C overnight. Along bake at this temperature is necessary to ensure a chemically stable film and to obtain an effective index close to that of silica (i.e. 1.44 as opposed to 1.46). If higher temperatures are used, the refractive index can be lowered significantly [59].

2.4.2 ZEP-520A

ZEP is a high sensitivity and high-resolution positive resist with a high etching resistance. [60]. ZEP, likewise most positive resists, is easy to remove it from the substrate with organic solvents, which makes it ideal for shallow etching fabrication steps or for applications in which the patterns need to be completely uncladded. The basic process for ZEP, which is summarised in Figure 2.13, is as follow:

1. The sample is cleaned following the processes previously described.
2. A solution of ZEP and Anisole with a 2:1 ratio is spun on the sample at 4000 rpm for 60 seconds, followed by baking at 180 °C for 4 minutes.
3. The e-beam lithography is then performed with the parameters given in table 2.1 and a dose of 250 µC/cm².

4. The sample is developed in O-xylene at 23 °C for 30 seconds followed by a 1-minute rinse in IPA.

5. The sample is etched in an ICP RIE machine as described in Section 2.5.1.1 for the appropriate time depending on the required etching depth.

6. Finally, the mask is removed before further processing. In order to remove the mask, a 7-minute long oxygen ash is required at 150 Watt. To completely remove any residues of ZEP, the sample is left in a beaker with striper 1165 overnight at 50 °C.

2.4.3 PMMA

PMMA (Poly(methyl methacrylate)) is a positive, medium sensitivity and low contrast resist [61], used for low-resolution patterns. As part of this work, PMMA was used for the deposition of the metallic layers for the alignment markers and heaters for thermal tuning of the waveguides. All the devices made with PMMA had a minimum feature size of 300 nm in width and spacing of at least 1 µm between adjacent features.
The main fabrication steps for the deposition of metallic layers with PMMA, which are schematically shown in Figure 2.14, are the following:

1. A layer of PMMA 2010 series 15 % is initially spun on the sample followed by a baking of 5 minutes at 150 °C.

2. The first layer is followed by the spinning of the second layer of PMMA 2041 4%, baked for 5 minutes at 150 °C. The difference between the two layers is their sensitivity, with the 2010 series having a greater sensitivity than the 2041 series. As a consequence, an undercut is created after e-beam exposure and development.

3. The sample is e-beam exposed with the parameters shown in table 2.1 and with a dose of 750 µC/cm².

4. The resist is developed with a solution of MIBK and IPA with a dilution of 1:1 for 30 seconds at a temperature of 23 °C followed by a 1-minute rinsing in an IPA solution.

5. The metal is deposited by electron metal evaporation, followed by a lift-off in a beaker with acetone at 50 °C for two hours.
2.4.4 SU8

SU8 is a negative photoresist [62], which in this work was used as an e-beam resist for the direct writing of large polymer waveguides. As an e-beam resist, it has very high sensitivity (i.e. a dose as low as 2.5 µC/cm\(^2\) is enough to expose the resist). On the other hand, the contrast of SU8 is very low, which poses a number of issues when writing polymer waveguides. An example is shown in Figure 2.15 where a dose of 2.75 µC/cm\(^2\) was used to expose the polymer waveguides and, as a result of the higher dose, the surrounding area is exposed as well. Figure 2.15b shows correctly exposed waveguides with a dose of 2.5 µC/cm\(^2\). Another disadvantage of the low contrast of the SU8 is the poor verticality of the waveguides if not correctly exposed.

![Figure 2.15: (a) Optical image of over exposed SU8 waveguides and (b) Optical image of properly exposed SU8 waveguides.](image)

Even if the use of SU8 as an e-beam resist presents serious challenges, its low refractive index \(n_{SU8}=1.552\) [62]) makes it an ideal candidate for the fabrication of inverse taper polymer couplers, which are extensively used to reduce the coupling losses between the lens fibre and the silicon waveguides (see Section 3.2). The fabrication steps for the polymer waveguides were optimised as described below.

1. The sample is baked for 5 minutes at 180 °C as a dehydration procedure before the spinning of the resist.
Table 2.2: Electron Beam Parameters for the definition of the SU8 polymer waveguides.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Parameters values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resolution (nm)</td>
<td>1</td>
</tr>
<tr>
<td>Beam Size (nm)</td>
<td>2</td>
</tr>
<tr>
<td>Beam Step Size (nm)</td>
<td>40</td>
</tr>
</tbody>
</table>

2. A film of SU8 with the required height is spun on the sample at a speed of 7000 rpm for 30 seconds. The speed is increased gradually in order to ensure a uniform thickness of the film across the sample.

3. After the spinning, the sample is baked for 1 minute at 65 °C followed by baking at 95 °C for 2 minutes. A final bake of 1 minute at 65 °C concludes the process.

4. SU8 is e-beam exposed with the settings shown in table 2.2 and a dose of $2.5 \mu C/cm^2$.

5. The sample is developed for 75 seconds in a beaker containing EC solvent and rinsed for 30 seconds in a beaker with IPA.

6. A hard bake of the sample at 180 °C for 2 hours is done as the last step before any further processing.

### 2.5 Dry Etching

The final step for the fabrication of optical waveguides is to transfer the defined pattern to the silicon core. If properly optimised, dry etching removes the unprotected material and only leaves a silicon layer below the mask which is a faithful replica of the pattern. Dry etching is preferred over wet etching because of the higher anisotropy and accurate control over the etching depth.

The most widely diffused dry etching technique is reactive ion etching (RIE), which accomplishes the removal of material through chemical and physical reactions induced by accelerated ions (radicals [51]). The main steps in a dry etching process are the following [51]:

- The...
1. Active gas species are produced from the gasses pumped into the chamber by an RF discharge. This process is driven by electron collisional dissociation and ionisation processes.

2. The active species are transported to the surface of the sample from the bulk plasma by diffusion.

3. Etching step
   
   (a) Ion bombardment of the sample surface from the radicals and their adsorption on the surface.
   
   (b) The absorbed active species, chemically react with the material to be etched.

4. The volatile byproducts of the etching are pumped out. This step is important since the byproducts can deposit on the sample surface and reduce the etching rate.

Although various RIE techniques have been proposed and implemented, Capacity Couple Plasma (CCP) RIE (relying on parallel plates) and Inductively Couple Plasma (ICP) RIE (relying on an inductive coil [51]) are the most popular. Both are available in the JWNC at Glasgow University.

- **CCP-RIE**: RF power of across two parallel plates which control the etching rate and the energy of the ions impacting on the sample. An increase of the power results in an increase in the etching rate but also increases the damage to the sample and the erosion of the mask (i.e. the selectivity decreases). It is possible to achieve high anisotropy with this technique as well as good selectivity if the recipe is properly tuned.

- **ICP-RIE**: The material damage due to the high ion bombardment energy is avoided with the ICP technique thanks to the use of two different RF powers for independently controlling the plasma density and the ion energy. The plasma is produced in a different chamber by biasing with RF power a copper coil placed around the chamber. The ions are directed towards the sample by a secondary RF power located at the back of the sample mounting, allowing for low ion bombardment energies. With this method, it is possible to achieve high anisotropy and good selectivity, as well as accurate control
over the etching rate by independently changing the RF powers of the two suppliers.

Because of the better performance in etching silicon waveguides with high verticality and low damage, ICP RIE was preferred to CCP-RIE etching. Most of the etching runs presented in this thesis were done with a STS-ICP from Surface Technology Systems (rename SPTS technologies) [63]. At a later stage, a PlasmaPro 100 Estrelas deep silicon etch system from Oxford Instruments [64] became available in order to replace the obsolescent SPTS tool.

### 2.5.1 Silicon dry etching

The two most successful chemistries used to etch silicon are $SF_6/O_2$ [65–67] and $SF_6/C_4F_8$ [68, 69]. Without $O_2$ or $C_4F_8$ the etching is completely isotropic. The addition of oxygen in the first recipe reduces the plasma density, and a passivation layer is formed from the combination of silicon, fluorite and oxygen radicals. This passivation process improves the verticality of the etching profiles, although the etching rate is reduced and the mask suffers faster deterioration. The second chemistry also produces a passivation layer on the sidewalls of the waveguide thanks to the combination of the carbon and fluoride radicals. This reduces the chemical etching, and since no physical etching is taking place on the sidewalls (i.e. the radicals are bombarding the sample vertically), the sidewall damage is low. The main drawback of this chemistry is not in the process itself but on the fact that $C_4F_8$ is a greenhouse gas and hence its usage has to be limited where possible.

In this work, the $SF_6/C_4F_8$ chemistry was used on both etching tools and for all the fabricated devices. Some etching runs with $SF_6$ and $O_2$ were also performed, but results were not as good regarding verticality and roughness and hence no further development was performed.

#### 2.5.1.1 STS etching

During the course of this work, most of the experimental samples were etched using a STS-ICP machine. The preferred chemistry was a mixed $SF_6/C_4F_8$ (a variation of the Bosch process [51]), which can offer low etching rates (150 nm/min), a high
selectivity between silicon and the HSQ mask (at least 3:1) and also a vertical profile as shown in Figure 2.16. The etching recipe was developed by previous users, and the etching parameters can be found in table 2.3. The verticality of the etching waveguides is as good as 88° and there is no significant roughness on the sidewall. The latter is of particular significance as an increase of the roughness in a high index contrast waveguide increases both the propagation losses and the polarisation rotation between the TE/TM modes [42]. Thanks to the sub-nm scale roughness and the good verticality, this specific etching recipe can provide record loss values of < 1dB/cm. [68].

Figure 2.16: SEM images of (a) the profile of an etched waveguide, (b) the sidewall of the waveguide and (c) the gap clearance of the etching process using the STS.

A significant effort was devoted to assessing the etching profile and depth in small gaps and dense patterns as shown in Figure 2.16c. In particular, it is important to know the etching rates as a function of the gap size (especially below 100 nm), where the etching rate is reduced. This is particularly relevant to devices such as ring resonators coupled to bus waveguides and Bragg gratings, where the etched profile of 100-200 nm gaps has a significant impact on the performance of the devices. This phenomenon also known as RIE lag [70] - is a consequence of the limited volume of the gap that limits the flow rate of radicals. Hence extra etching time has to be allowed in order to clear the gaps completely. To calibrate the etching time as a function of the size of the structure, several test samples were etched for different times as shown in Figure 2.17.
Figure 2.17: Dependence of the etching depth vs gap dimension in the HSQ resist mask.

Table 2.3: Silicon Etching Parameters for the optimal recipe in the STS ICP tool.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas</td>
<td>$SF_6$ $C_4F_8$</td>
</tr>
<tr>
<td>Flow rate (sccm)</td>
<td>30 90</td>
</tr>
<tr>
<td>Plate Power (W)</td>
<td>12</td>
</tr>
<tr>
<td>Coil Power (W)</td>
<td>600</td>
</tr>
<tr>
<td>Pressure (mTorr)</td>
<td>9.8</td>
</tr>
<tr>
<td>Etching rate (nm/min)</td>
<td>150</td>
</tr>
</tbody>
</table>

2.5.1.2 Estrelas etching

During the last year of this thesis, an attempt to transfer the silicon etching recipe to the new Oxford Instrument tool [64] was made. This work was motivated by the need for a backup machine for the silicon etching due to the ageing STS-ICP and the additional capabilities (such as the cryo etching) that are available on the Estrelas. Initially, three different etching recipes were investigated. The first was the original recipe developed on the STS with $SF_6$ / $C_4F_8$ chemistry, the second and the third were recipes based on $SF_6$ / $O_2$ chemistry under room and cryo temperatures (i.e. temperatures around -180 °C). Even though some initial test runs took place on the $SF_6$ / $O_2$ chemistry, it was not possible to develop a stable recipe due to time limitations and the unstable performance of the machine.
As for the transfer of the STS silicon etching to the Estrelas, the starting point was the original recipe shown in table 2.3. The resulting etching profile shown in Figure 2.18 is characterised by severe undercut and extremely high etching rates in the order of 440 nm/min. Furthermore, the ICP valve, which controls the pumping out of the byproducts of the etching, had to be opened at 100 % (rather than the recommended optimum of 25 %). As a result, it was not possible to accurately control the pressure of the etching and to ensure that all the by-products of the etching had been removed.

The substantial differences between the two machines found in the first etching run are most probably due to the following reasons: a) the chamber size is bigger in the Estrelas compared to the STS and hence it allows a larger expansion of the plasma. With the ions having higher kinetic energy, the pressure created in the chamber is higher and, at the same time, the by-products are pumped out at a smaller rate than in the STS. As a result, the pressure and the etching rate cannot be accurately controlled. b) Both machines can operate with either high frequency (HF) or low frequency (LF) plate power. For shallowly etched profiles in the order a few hundreds of nm the low-frequency option is preferred. The LF is typically applied in pulse mode, initially set to be 50 % on both machines. However, the Estrelas LF has a frequency that is double than the STS. This increases the concentration of fluoride radicals reaching the sample surface, hence the etching rate is much faster than in the STS machine. c) The much higher
energy of the Estrelas plasma reduces the formation of carbon fluoride polymer on the sample surface. As a result, the passivation of the sidewalls of the waveguide was not sufficiently fast to protect the surfaces from fluoride radicals and a severe undercut was produced.

In order to improve the etching, the pulse mode of the Estrelas was reduced to 25% and, at the same time, the LF power was increased to attract enough radicals from the high energy plasma. Furthermore, the chamber set pressure was increased and the flow rate of the reactive gasses was reduced to allow better control of the chamber pressure.

![Figure 2.19: SEM images of (a) the profile of an etched waveguide, (b) the sidewall of the waveguide and (c) the gap clearance of the etching process using the Estrelas tool.](image)

Following several runs to fine tune all the parameters, a final recipe was optimised as shown in table 2.4. The final etching consisted of two etching steps, an initial one with HF for a period of three seconds and the second one with LF for the remaining of the etching. The first step was a requirement of the machine to avoid damaging of the etching table. The etching rate was found to be lower than in the STS (110 nm/min as opposed to 150 nm/min) but still in acceptable range for accurately control the etching depth. Also, the selectivity of the process was not affected (>2:1 Si: HSQ).

The etching profile and the sidewalls roughness of the optimum recipe developed on the Estrelas can be seen in Figure 2.19a and 2.19b respectively. The verticality


<table>
<thead>
<tr>
<th>Parameters</th>
<th>Step 1</th>
<th>Step 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas</td>
<td>$SF_6 C_4F_8$</td>
<td>$SF_6 C_4F_8$</td>
</tr>
<tr>
<td>Flow rate (sccm)</td>
<td>15 45</td>
<td>15 45</td>
</tr>
<tr>
<td>Plate Power (W)</td>
<td>60 (HF)</td>
<td>25 (LF)</td>
</tr>
<tr>
<td>Coil Power (W)</td>
<td>600</td>
<td>600</td>
</tr>
<tr>
<td>Pressure (mTorr)</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>Etching rate (nm/min)</td>
<td>–</td>
<td>110</td>
</tr>
</tbody>
</table>

Table 2.4: Silicon Etching Parameters for the optimum recipe in the PlasmaPro 100 Estrelas.

of the sample is as good as 89°, which is comparable to the STS results, although a greater surface roughness is observed. The clearance in smaller gaps (<100 nm) is not as good as the STS etching (Figure 2.19c) but this can be easily improved by increasing the etching times.

A comparative measurement of the optical propagation losses in waveguides fabricated on the two machines was made. Two identical chips were patterned at the same time; one was etched on the STS and at the other on the Estrelas. Furthermore, in order to avoid the inaccuracies typical of the Fabry Perot method (see Appendix A), the cut back technique was used instead with spiral waveguides with length varying from 2 cm to 7 cm (see C). The losses for the STS etching were 3 dB/cm whereas for the Estrelas were 5 dB/cm for the Estrelas etching. This suggests that the additional sidewall roughness measured on the Estrelas etching have a substantial impact on the losses.

Further tests were made to improve the etching from the Estrelas with limited success. Although better sidewall roughness was achieved with lower pressure (down to 8 mTorr), without affecting the verticality, the etching rate was as low as 40 nm/min and the deterioration of the mask was too high. The selectivity of the silicon compared to the HSQ mask was below 1:1, which required the use of thicker masks which is not practical due to the unpractical aspect ratio between the mask thickness and the minimum pattern size. Further evaluation of the machine from Oxford Instrument is in progress in order to address different problems and improve the etching results.
2.5.2 PECVD Silica Deposition

One of the final steps of the fabrication requires the deposition of a thick buffer layer to protect the waveguides from the external environment and to optically separate the waveguides from the metallic layers used for the device tuning. A minimum distance of 1 $\mu m$ is necessary (see Section 3.1) in order to minimise the optical losses induced by the presence of the metallic layers. As discussed in the Section 2.4.1 a layer of HSQ provides uniform filling of very small gaps with a refractive index very close to that of silica. Although the HSQ spun on the sample can reach the required buffer layer thickness (i.e. the maximum HSQ thickness is 1.2 $\mu m$ [56]), the adhesion between the HSQ and the metal layers is not good. In fact, due to the very small surface roughness of the HSQ (measured at 0.5 nm), the metal layers tend to peel off easily. For this reason, a layer of silica deposited by Plasma Enhance Chemical Vapour Deposition (PECVD) was deposited on the top of the HSQ layer. The final process consisted of the first layer of HSQ with a thickness of 600 nm followed by a 400 nm-thick layer of PECVD silica.

PECVD is a method where the film is deposited at 300 $^{\circ}C$ and the energy to dissociate the reactants is provided by microwave, photon excitation and RF power [71]. The plasma is created by an electric field accelerating free electrons inside the chamber where the precursors are delivered. The radicals are diverted towards the substrate where they form a stable film by reacting with the surface and creating chemical bonds. The deposition is characterised by two main factors:

1. The initial chemistry introduced in the chamber.

2. The energy is given to the system.

To optimise the quality of the deposited film, different variables must be taken into accounts such as the temperature, the RF power and the properties of the initial precursor. For this work, the standard recipe described in table 2.5 was used. The effective index of the deposited film was measured with an ellipsometry to be $n_{eff} = 1.461$. 
Table 2.5: Silica Deposition Parameters by PECVD.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas</td>
<td>$SiH_4 N_2O N_2$</td>
</tr>
<tr>
<td>Flow rate (sccm)</td>
<td>7 146 85</td>
</tr>
<tr>
<td>Power (W)</td>
<td>15</td>
</tr>
<tr>
<td>Temperature ($^\circ$C)</td>
<td>300</td>
</tr>
<tr>
<td>Pressure (mTorr)</td>
<td>1000</td>
</tr>
<tr>
<td>Deposition rate (nm/min)</td>
<td>30</td>
</tr>
<tr>
<td>Stress (MPa)</td>
<td>40</td>
</tr>
</tbody>
</table>

2.5.3 ICP-CVD Silicon Nitride Deposition

In some applications, the deposition of a thick film of silicon nitride ($Si_2N_3$) is required. Specifically, silicon nitride is an interesting alternative to SU8 to fabricate input/output waveguides with large cross-section and can be used to induce a high level of stress to silicon waveguides. The latter is a technique that is currently being investigated to break the symmetry of the crystal and induce second-order non-linearities in silicon for a second harmonic generation. Some more details on the design of the waveguides are provided in the appendix. In order to deposit silicon nitride films with high quality, an Inductive Coupled Plasma Chemical Vapour Deposition (ICP-CVD) machine from Oxford Instruments [64] was used.

The differences between an ICP-CVD and a PECVD machine are similar to those of their etching machine counterparts (i.e. ICP and RIE). In fact, in an ICP-CVD tool, two different RF powers independently create the plasma and direct the radicals to the sample. Furthermore, low pressures and temperatures can be used for the deposition [72], allowing for low damage of the substrate and lift-off technique to be used.

The films deposited as part of this work are both low stress and a high-stress silicon nitride films with their deposition parameters given in table 2.6. The effective index of the film was measured with an ellipsometry to be $n_{eff} = 1.99$.

2.6 Conclusion

In this chapter, all the fabrication techniques required for the device fabrication presented in this thesis were introduced and analysed. Considerable time and
### Table 2.6: Silicon nitride Deposition Parameters with ICP-CVD tool.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Low stress</th>
<th>High stress</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas</td>
<td>$SiH_4N_2$</td>
<td>$SiH_4N_2$</td>
</tr>
<tr>
<td>Flow rate (sccm)</td>
<td>7 6</td>
<td>7 6</td>
</tr>
<tr>
<td>ICP Power (W)</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td>Platen Power (W)</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>Temperature ($^\circ$C)</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Pressure (mTorr)</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Deposition rate (nm/min)</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Stress (MPa)</td>
<td>100</td>
<td>3000</td>
</tr>
</tbody>
</table>

effort were devoted to the optimisation of these processes as their impact on the design and performance of the devices can be substantial. The high quality and repeatability of the fabrication processing developed or optimised here allowed the development of several devices with state-of-the-art performance. In the following chapters, these devices will be presented from both a theoretical and experimental point of view.

A substantial effort has been spent on optimising the electron-beam HSQ process as it is one of the most important steps of the fabrication flow for silicon photonics. While the main process had been developed in previous works, and a lot of data already existed, in this work the process was fine-tuned for sub wavelength and critical dimension structures. Also, a recipe was developed for defining waveguides with the positive resist ZEP as an alternative process for shallow etched waveguides. Finally, the SU8 process for fabricating polymer couplers was optimised mostly with regards to the optimal waveguide dimensions.

As a future work, an improvement of the silicon etching is required, especially on the most recent Oxford Instruments machine available in the lab. In particular, it is critical to further reduce the roughness of the waveguide for lower optical losses and improve the repeatability and stability of the process. The cryo etching is an interesting venue to explore for the optimisation of the process. Also, techniques such as Atomic Layer Deposition (ALD) that became recently available in the JWNC can improve the passivation of the waveguide sidewalls [73]. Another area for future work is the improvement of the silicon nitride film with Low-Pressure Chemical Vapour Deposition (LPCVD) [74] which was added to the capabilities of the JWNC after the completion of this work.
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Component Design

Although high yield has been achieved in the fabrication of integrated silicon photonics as presented in the previous chapter, the dimensions of the devices are still at the limits of current fabrication technology. Any variation in device dimensions, even at the nanometer scale, might result in significant deviations from the designed behaviour. To mitigate such fabrication non-uniformity power-hungry tuning elements are often required.

Also, the submicrometer cross-section dimensions required for single mode operation causes substantial problems in coupling light into the system. In fact, while a silicon waveguide usually has a dimension of 500 × 220 nm, standard fibres have a typical spot size of 4 µm with the smallest single mode fibre having a spot diameter of 2.3 µm. This size mismatch between the fibre and the silicon waveguide leads to high coupling losses.

In this chapter, an attempt to address these two issues will be made. Specifically, we will present the design and fabrication of efficient thermal heaters that can be used to tune the different components of a photonic chip. We will then discuss the optimisation of inverse couplers to increase the coupling efficiency of the silicon waveguides to optical fibres. Finally, we will present results on the fabrication of sub-wavelength components. This approach increase the toolkit available to designers and can be of benefit to several applications such as non-linear optics.
3.1 Thermal tuning of silicon devices

3.1.1 Introduction

Reconfiguration of optical integrated components is usually required on most integrated components such as [75], delay lines [76], high-speed modulators and switches [77–79]. Among different techniques, the thermo-optic effect [16, 80–89] and electro-optic effect [77, 78, 90] have been the most widely used because of their compatibility with complementary metal-oxide-semiconductor (CMOS) fabrication process [90–92]. Electro-optic effects based on injection or depletion of free carriers offer high-speed modulation capabilities up to several tens of GHz [93] at the expenses of an increase in the optical losses [77, 78]. Such increase in losses makes EO effects unsuitable to tune or trim a large number of components. On the other hand, thermo-optic effects are of interest for large circuits as they don’t introduce additional losses. However, due to the slow heat diffusion process on SOI, this technique has a low response time on the order of a few microseconds at best [79, 83].

In most of the works presented so far, the primary focus was on optimising heaters for low power consumption without too much emphasis on the modulation efficiency of the heater [87, 88]. In the following section, a theoretical and experimental work will be presented for the optimisation of the heater geometry for minimum power consumption and maximum tuning efficiency.

3.1.2 Thermo-optic effects in silicon

The thermo-optic effect is of great interest in silicon photonics due to the high thermo-optic coefficient of silicon ($\frac{\Delta n}{\Delta T} = 1.86 \times 10^{-4} K^{-1}$) and low expansion coefficient ($\alpha_{exp} = 2.6 \times 10^{-6} K^{-1}$) [94]. At the same time silica, which is the main cladding for the fabricated devices in this work, has nearly two orders of magnitude ($\frac{\Delta n}{\Delta T} = 6.53 \times 10^{-6} K^{-1}$) smaller thermo-optic coefficient, which ensures a very low thermal crosstalk across multiple components. Also, the similar expansion coefficient of silica makes the whole system very robust. On table 3.1 the expansion and thermo-optic coefficients for silicon and are reported.
Upon application of heat on the silicon waveguide, a red shift is observed as given by the equation:

$$\frac{\Delta \lambda}{\Delta T} = \frac{\lambda_0 \Delta n}{n_{eff} \Delta T} \quad (3.1)$$

Where $\frac{\Delta \lambda}{\Delta T}$ is the shift of the spectrum in nanometers per degree Kelvin, $\lambda_0$ is the free space wavelength, $n$ is the variation of the effective index due to the temperature change and $n_{eff}$ is the effective index of the mode.

### 3.1.3 Heater configuration

For this work, a Mach Zehnder Interferometer (MZI) was chosen as the optical device to optimise the heater geometry. By integrating a heater on one arm of the MZI as shown in Figure 3.1a, the relative phase difference between the arms can be changed, which vary the power from the two output waveguides. From a measurement point of view, this is advantageous as a simple optical power measurement is sufficient to evaluate the phase change induced on the waveguide by the heater. Given a temperature difference $\Delta T$ on the waveguide, the phase change ($\Delta \phi$) is given by:

$$\Delta \phi = \frac{2\pi L}{\lambda_0} \frac{\Delta n}{\Delta T} \Delta T \quad (3.2)$$

Where $L$ is the length of the heater and $\frac{\Delta \lambda}{\Delta T}$ is the shift of the spectrum in nanometers per degree Kelvin defined earlier. The power needed for a full $\pi$-shift is given by [86]:

$$P_\pi = \frac{H}{\tau} \Delta T_\pi \quad (3.3)$$
Where \( H \) is the heat capacity, \( \tau \) is the thermal time constant of the system and \( \Delta T_\pi \) is the temperature needed for a full \( \pi \)-shift.

\( \Delta T_\pi \) can be easily calculated by setting \( \Delta \phi = \pi \) in equation 3.1.3 and inserting the coefficient of Table 3.1:

\[
\Delta T_\pi = 4167L^{-1}
\]  

(3.4)

Figure 3.1: Schematic of a heater integrated on the arm of a silicon Mach Zehnder Interferometer. (a) 3D view, (b) Top view and (c) side view

In order to obtain good power efficiency, the first requirement is to use two metals with a high difference in their electrical resistivity to ensure that the majority of the power is delivered to the component to be tuned and not on the electrical pads and connections. For this work, a bi-layer of NiCr was used as the heating element and Au as the electrical contacts. The decision was made due to the very different electrical resistivity between the metals which is \(1.1 \times 10^{-6} \Omega m\) and \(0.02 \times 10^{-6} \Omega m\), respectively [95]. Due to the low resistivity and the very large size of the gold electrodes, the resistance of the pads was negligible compared to that of NiCr heaters. Although gold is an ideal electrical contact (i.e. low resistivity, high melting point, chemically inert), the adhesion between the upper silica cladding and the gold is poor, leading to low device yield. In order to address this problem, a thin layer of Ti was used as an adhesion layer between the silica cladding and
the gold contact. Considering the large difference in resistivities and thicknesses between the two layers, the current mainly propagates through the gold layer.

The optimisation of the heater geometry was divided into two parts. The first step was the optimisation of the cladding thickness between the silicon waveguides and the NiCr for maximum heat transfer and minimum optical losses. The second part consisted in optimising the heater geometry (thickness, width and offset from the waveguides as shown in Figure 3.1 for best power efficiency or maximum modulation. Both parameters cannot be optimised simultaneously as will be explained in the rest of this Section.

### 3.1.4 Upper cladding design

The silica top cladding plays a vital role in the performance of the integrated device and on the thermo-optic modulator fabricated on the top of it. An important point to consider is that silica is an excellent thermal insulator and, as such, is a major impediment for transferring the power produced by the heater to the waveguide. Therefore, silica claddings as thin as possible are always preferable to maximise the power efficiency. However, a too thin of an upper cladding increases the optical losses because of the stronger interaction of the optical mode with the metallic layer. Figure 3.2a shows the simulated temperature of a silicon waveguide as a function of the silica cladding thickness for a constant heater temperature of 75 °C. By varying the top cladding between 300 nm and 1.7 µm the efficiency of the delivered temperature decreases from 65 °C to 45 °C. These simulations were performed with a finite element method (FEM) from the commercial software COMSOL.

Figure 3.2b shows the theoretical losses for both the TE and TM mode for a cladding thickness ranging from 300 nm to 1.5 µm calculated with a finite difference eigenmode (FDE) method. As the TM extends substantially in the vertical direction, as expected, it is affected more from the presence of the metallic layer.

As a result, a compromise has to be found between the temperature delivery efficiency and the optical losses induced by the metal heater. Based on the graph in Figure 3.2b, for the negligible level of propagation losses (i.e. 0.1dB/cm), at least a 0.8 µm thick silica upper cladding is needed for the TE mode. This value increases to 1.3-1.4 um for the TM mode. As the propagation losses are an essential
Figure 3.2: Simulations of the thermal and optical behaviour of a silicon waveguide with an integrated metallic heater as a function of the upper cladding thickness. (a) The temperature of the silicon waveguide against the height of the cladding, with a heater constant temperature of 75 °C and (b) the optical losses of the TE and TM mode due to the presence of a metallic layer against the thickness of the upper cladding.

aspect of any photonic device, a thickness of 1um was assumed as a standard for the rest of this work and the heater geometry was optimised based on this figure. It is worth noting that the large difference in propagation losses for the TE and TM mode in the presence of a metallic layer can be used to design effective TM absorbers as will be discussed in the next chapter.

3.1.5 Heating element geometry

The second part of the optimisation process is the optimisation of the heater geometry. A commercial software, COMSOL, based on a finite element method was used to simulate the heat flow and profile in the device. As the resistance of the gold pads is much smaller than that of the NiCr, it did not contribute to the overall heating of the waveguide, and hence it was not included in the simulations. In the optimisation process of the heater geometry, the thickness and width of the NiCr have varied as well as the offset of the heater with respect to the centre of the waveguide. The latter is of particular relevance in the presence of lithographic misalignments between the waveguide and heater layer. An example of such simulation is shown in Figure 3.3, which plots the thermal profile of two different heater thicknesses when the same current is applied. The same current in a thinner metallic film produces a higher current density and therefore a higher temperature. The temperature on the metallic layer/silicon waveguide is 110 / 71 degrees and 74 / 51 degrees for the 30 nm-thick and 50 nm-thick layers, respectively.
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Figure 3.3: Temperature profile for the cross section of the device for a \( w_h = 900 \) nm wide and (a) 30 nm and (b) 50 nm thick heater when a constant current is applied.

The power dissipated by the heater element is given by the equation:

\[
P = IV = \frac{V^2}{R} = \frac{V^2 w_h t_h}{\rho L} \tag{3.5}
\]

Where I and V are the current and voltage applied to the heater, \( \rho \) is the resistivity of the NiCr, R is the resistance of the heater, and \( w_h, t_h \) and L are the width, height and length of the heater.

From the equation, a linear increase in the power consumption, and hence of the temperature, is expected by increasing the width or the thickness of the heater for a constant length. However, a linear increase in the temperature does not translate into a linear increase in the waveguide temperature because of thermal dissipation in the silica cladding. Figure 3.4 shows the waveguide temperature as a function of the heater width and for a fixed thickness of 50 nm. In these simulations, the heater temperature was kept constant for all the widths. The simulations indicate that the waveguide temperature saturates for a width of the heater exceeding 2 \( \mu m \).

This can be better explained by the simulations of Figure 3.3, showing that the heat flow radiates in all directions, therefore, as the width of the heater becomes much larger than the waveguide width, most heat is dissipated on the side. The simulation was repeated with and without an HSQ overcladding above the heater, but no significant difference was found. Also, various thicknesses of the heater were simulated, but again no significant difference in the thermal behaviour of the waveguides was noticed. This was due to the limitation of the simulations that do
not take into account radiation losses or the influence of environmental conditions, which mostly affect thicker heaters. Therefore, in a real scenario, thinner heaters might provide a substantial performance improvement. Also, as shown in Figure 3.3, thinner heaters can produce higher temperature when the power input to the heater is kept constant, i.e. thinner heaters provide higher tuning efficiency defined as DT/DP.

From equation 3.2, the maximum phase shift occurs with the highest temperature difference on the waveguide. However, the most power efficient heater, is the one which requires the least amount of power for a full $\pi$-shift, i.e. has the maximum wavelength shift per unit power which is given by the equation:

$$\frac{\Delta P}{\Delta \lambda} = \frac{\Delta V^2}{R_h \Delta \lambda} = \frac{w_h t_h}{\rho L_h} \frac{\Delta V^2}{\Delta \lambda} \quad (3.6)$$

Figure 3.5 shows the required power for a full $\pi$-shift as a function of the heater width and thickness. The most power efficient heater geometry has a width around 900 nm and thickness as small as practically possible. However, thin heaters lack long-time stability and robustness due to the non-uniformity of the film thickness. Therefore, it was decided to keep the minimum thickness at a safe value of 50 nm.
3.1.6 Mach Zehnder Interferometer (MZI) tuning

Following the theoretical study, an experimental investigation was done using MZIs as discussed above. The devices were fabricated as described in Chapter 2 and the thickness of the NiCr was chosen to be 50 nm. A series of optical devices were assessed with varying both the thickness and the distance of the heating element from the waveguide. An identical set of devices was fabricated with a HSQ protecting layer above the NiCr, as corrosion issues have been seen in the past. The output signal of a fabricated MZI is shown in Figure 3.6 against the heater power.

From the graph, it is possible to extract the power needed to obtain a full $\pi$-shift for a specific heater width. For this analysis, only the first oscillation of the output fringes was used. Figure 3.7 shows the experimental data for the power needed for a full $\pi$-shift against the width of the heater without (blue line) and with (green line) an overcladding of HSQ. The optimum width for the most power efficient heater is in both cases around 1 $\mu$m, which is an excellent agreement with the simulations.

From the simulations and the experimental data, no significant difference was found between heaters without and with HSQ overcladding. However, previous
Figure 3.6: The output signal of a MZI for both the bar and the cross outputs as a function of the heater power.

Figure 3.7: Heater tuning efficiency as a function on the heater width, without (blue line) and with (green line) HSQ on the top.

Experimental data indicated a long-term degradation of the heater performance; hence an HSQ overcladding was always deposited above the NiCr heaters. From both the experimental data and the simulations it was found that the best power efficiency is obtained with a width 900 nm.
Figure 3.8: Heater tuning efficiency as a function of the heater offset from the waveguide, for theoretical (blue line) and experimental (green line) results.

Because it is not always possible to have the heater centred above the waveguide due to fabrication error from the e-beam misalignment between different lithography steps (see Section 2.3), a deliberate offset was introduced between the centre of the waveguide and the heater as shown in Figure 3.1c. This investigation was done by both simulation and experiments, the results of which are shown in Figure 3.8. As expected, the power required for a $\pi$-shift increases with the offset between the heater and the waveguide. The difference in the power between the simulated and measured data is due to the power consumption of the electrical probes and the gold pads, which were not taken into account in the simulations.

3.2 Inverse tapers couplers

3.2.1 Introduction

The high refractive index contrast between silicon and silica enables the fabrication of photonic devices with dimensions as low as a few hundreds of nm. However, such compact dimensions translate into a large modal mismatch between optical fibres and the silicon waveguides. In fact, the core of a fibre is several $\mu m$ in diameter whereas the waveguide cross section is at least an order of magnitude smaller. This
results in high coupling losses as well as in the requirement for extremely accurate mechanical micromanipulators or expensive packaging solutions.

Different groups have taken different approaches to tackle the coupling to and from silicon chips. The most popular geometry is the grating coupler [98], in which vertical coupling occurs between surface gratings defined at the extremities of the waveguides and optical fibres that are vertically coupled to the chip. Even though gratings couplers have high coupling efficiency, they are wavelength and polarisation dependent and require a quite complex fabrication process of the grating to minimise the coupling into the substrate [99]. Another approach is to adiabatically taper up the silicon waveguide on the edges of the chip so as to enlarge the mode and improve the modal matching to the optical fibre [100]. This can be achieved with a single fabrication step but only yields a marginal performance improvement.

At Glasgow, we decided to use an inverse taper approach where a polymer waveguide (Figure 3.9) is interposed between the optical fibre and the silicon waveguide [101]. A schematic of the coupler is shown in Figure 3.10a. Improved geometries make use of 3D polymer tapers [102] where the polymer is tapered down in all directions to optimise the matching with the silicon waveguide. The best reported results show coupling losses of the order of 0.36 dB and 0.66 dB for TM and TE, respectively [103].

![Figure 3.9: SEM image of a cleaved SU8 polymer waveguide.](image)

This section will discuss the work performed to optimise the polymer couplers used in our silicon devices, which exhibited losses as high as 10dB. This high value was a combination of a non-repeatable thickness of the polymer and a non-optimal polymer cross-section. SU8-3005 was used for the polymer waveguide since its refractive index of 1.552 [62] offers sufficient optical confinement when cladded with silica (which has a refractive index of 1.46). The typical polymer cross-section was 2 µm in thickness and 2.5 µm in width. Both simulations and
results in the literature suggested that larger waveguide dimensions of at least $3.5 \times 3.5 \, \mu m [103]$ are a better option for low loss coupling.

Initial experimental work was performed to obtain a uniform and repeatable thickness of SU8-3005. Samples were spun at different speeds and then exposed with photo-lithography in order to calibrate the polymer height. This was followed by different baking temperatures and times and cleaning procedures to obtain repeatable results. The final optimised fabrication process for the polymer waveguides can be found in Section 2.4.4. Following the film optimisation, a theoretical analysis was performed to obtain the best geometry for the inverse taper polymer couplers. The work was divided into two sections: The first part was the optimisation of the polymer waveguide geometry, while the second investigated the dimensions of the inverse tapers.

3.2.2 Polymer Waveguide Geometry

The optimisation of the polymer waveguide was performed with a commercial software, Lumerical Mode solutions, based on Finite-Difference Eigenmode (FDE) and Eigenmode Expansion (EME) solvers as described in Appendix B. The standard technology at Glasgow university consisted of a polymer waveguide with a cross section of $2 \, \mu m$ in thickness and $2.5 \, \mu m$ in width. At those dimensions, as seen in Figure 3.11a the mode of the waveguide is strongly interacting with all the sides of the waveguide.
Figure 3.11: The fundamental TE mode of the polymer waveguide with a width of 2.5 $\mu$m and height 2 $\mu$m.

Figure 3.12 shows the effective index of a SU8 waveguide for the TE mode against the polymer width and various thickness. As expected, the effective index of the original polymer waveguide cross section is very close to the refractive index of silica and hence to cut-off. As the polymer width and thickness increases, the effective index also increases, and lower losses are expected as shown in Figure 3.13.

Figure 3.12: The effective index of the fundamental TE mode against the width of the polymer waveguide and for different heights.

The theoretical propagation losses of the SU8 waveguide are of acceptable level (a few dB/cm) for height and width above 3.5 $\mu$m, while they are not improving significantly above 4.5 $\mu$m. This is expected based on literature review where the best results were demonstrated on waveguides with a cross-section of 3.5 $\times$ 3.5 $\mu$m.
[103]. From the initial film optimisation, a thickness of 3.5 \( \mu m \) can be accurately obtained with a thickness variation of \( \pm 200 \) nm across a chip of 30x30 mm.

A square cross-section of the waveguides should be avoided to minimise the coupling between the TE and TM polarised modes. Furthermore, the thickness of the waveguide should not exceed 3.5 \( \mu m \) to avoid multi-mode propagation. Therefore, the optimal polymer waveguide should have a thickness of 3.5 \( \mu m \) and a width of 4 \( \mu m \).

### 3.2.3 Inverse taper

In an efficient coupler, all the optical mode travelling inside the polymer waveguide has to be coupled to the silicon waveguide. This is achieved by adiabatically decreasing the effective index of the mode propagating in the silicon waveguide though an inverse taper in order to match one of the polymer waveguides. The taper has an initial width equal to that of the silicon waveguide and then adiabatically decreases to a width of 20 nm.
Simulations were performed with an EME solver in order to reduce the simulation time. Figure 3.14 shows the percentage of the energy of the (a) TE and (b) TM mode coupled into the silicon waveguide as a function of the length of the taper from a SU8 waveguide with height of 3.5 \( \mu m \) and widths of 3.5 \( \mu m \), 4 \( \mu m \) and 4.5 \( \mu m \). For the chosen dimensions of the polymer, a taper with a length between 200 to 300 \( \mu m \) is required to maximise the power coupling into the silicon waveguide. The modulation is observed in Figure 3.14b, are due to simulation inaccuracies. With a high number of monitors this modulation can be removed at the price of longer simulation times (see Appendix B).

![Figure 3.15: Simulation results of the optical losses against the misalignment between the inverse taper and the polymer waveguide for the TE (blue line) and TM (green line) mode.](image)

Although the fabrication of silicon photonics is well established in the JWNC, fabrication errors due to the drift of the e-beam lithography (see Section 2.3) can introduce misalignments between the silicon and polymer waveguides, which can cause additional coupling losses. Figure 3.15 shows the extra theoretical losses induced by a misalignment between the polymer and the silicon waveguide for the TE (blue line) and TM (green line) mode.
3.2.4 Experimental data

Because the misalignment is unlikely to exceed a few hundreds of nm, the additional losses are negligible (i.e. 0.1-0.2 dB) compared to the other losses such as coupling and propagation losses. However, this misalignment breaks the lateral symmetry of the system and can, therefore, induce substantial polarisation rotation between the TE and TM mode. This effect, which will be analysed at the end of this section, is far more detrimental than small additional losses.

An experimental study was done to investigate the performance of the polymer couplers and confirm the results of the simulations. Two individual set of devices were fabricated. The first set was designed to examine the optimum width of the polymer waveguide with a constant thickness of 3.5 $\mu$m (the actual thickness was measured to be 3.7 $\mu$m). Figure 3.16 shows the coupling losses as a function of the width of the polymer waveguide for the TE (blue line) and TM (green line) mode. The insertion losses decrease with increasing width, with the minimum found at a polymer width of 4 $\mu$m. Above this width the waveguide becomes multimode, and the losses increase. This behaviour is in excellent agreement with the simulation that suggests an optimal width of 4 $\mu$m.

**Figure 3.16:** The optical losses of the TE (blue line) and TM (green line) mode against the width of the polymer waveguide.
For the second set of devices, the inverse taper was internationally misaligned with respect to the output polymer waveguide only, i.e. the input polymer waveguide was kept aligned to the centre of the silicon waveguide. Having only one of the two sides misaligned allow measuring the extra losses per facet more accurately and any possible polarisation conversion due to symmetry breaking. All the devices were fabricated with constant polymer height and width of 3.5 $\mu$m and 4 $\mu$m respectively. However, because the control of the SU8 thickness is critical, the actual polymer waveguide was 300 nm thicker than designed, which led to multimode operation.

Figure 3.17 shows the extra losses of the system due to the misalignment between the inverse taper and the polymer waveguide for the TE (blue line) and TM (green line) mode. As expected the losses increase with increasing misalignment, while some unexpected values for the TE mode are due to the multimode nature of the waveguide.

Finally, the polarisation rotation inside the polymer waveguide due to the misalignment of the taper was measured with the use of a polarimeter, and the results were plotted in a Poincaré sphere as shown in Figure 3.18 for a wavelength $\lambda = 1500 - 1600$ nm. The measurements refer to a set of devices were the misalignment between the taper and the polymer waveguides was increased from 0 to 2 $\mu$m in increments of 250 nm (devices with 250 nm misalignment were not
Figure 3.18: Poincaré sphere for the (a) TE and (b) TM mode, for 0 to 2 \( \mu m \) misalignment between the inverse taper and the polymer waveguide with a step of 250 nm.

What appears evident from the measurements is that the TE is affected far more than the TM mode. In fact, a misalignment as small as 500 nm already causes an average polarisation rotation of approximately 30 deg. The difference between the two modes can be explained by inspecting the electric field profile of the modes. As the TE is interacting more with the sidewall of the waveguide, the presence of any roughness will introduce higher polarisation state scattering than in the TM mode.

The experimental results have confirmed the theoretical simulations, where the optimum width for the minimum insertion losses is around 4 \( \mu m \) with a tapered
length of 300 µm. In the case of misalignment between the inverse tapers and the polymer waveguides, the absolute loss values do not increase substantially, but strong polarisation rotation on the TE mode is observed.

### 3.3 Waveguide Geometries

In the work presented so far, single mode waveguides in the form of silicon nanowires have been used. However, various other geometries have been exploited over the years as an alternative. Each design has unique characteristics, and it can be used for specific applications. In this section, the designed and fabrication of slots and subwavelength waveguides is discussed. The two designs were optimised for operation at wavelengths of 1.5 µm, and 3 µm with the objective to assess the second-order non-linearity produced by the silicon-air interfaces. Some more background theory of the non-linearities in silicon and the design of the silicon nanowire for second harmonic generation experiments are given in Appendix C.

#### 3.3.1 Slot Waveguides

Waveguides formed by two narrow silicon nanowires separated by a central air slot, i.e. also known as slot waveguides, are of interest for sensing [104, 105] due to the strong localisation of the field inside the slot. The fact that any element placed inside the slot experience a strong interaction with the propagating field can be exploited for the design of efficient sensors.

In our case, the slot is for interest as it increases the overlap of the mode with the silicon-air interfaces and therefore maximises any surface-induced second-order non-linearity. Also, two different parameters (widths of the gap and waveguide) can be varied separately and therefore provide an extra degree of freedom to optimise the waveguide dispersion. Also, to facilitate the coupling to optical fibres, the design of the coupling between straight and slot waveguides need to be explored in detail (Figure 3.19).
Figure 3.19: The nano-taper used for coupling between a straight and a slot waveguide (a) 3-D view, (b) Top-View, (c) side-view with the straight waveguide as an input and (b) side-view with the slot waveguide as an input.

3.3.1.1 Effective Index and Phase matching

The first parameter to be optimised was the width of the waveguides. The slot gap was fixed at a value of 100 nm, and the effective index against the width of the waveguide was calculated between 200 nm and 1 \( \mu \text{m} \). The effective index at the wavelengths of \( \lambda = 1.5 \mu \text{m} \) and \( \lambda = 3 \mu \text{m} \) were plotted on the same graph in order to identify the phase matching condition in a second harmonic generation experiment with a pump at a wavelength of 3 \( \mu \text{m} \) as shown in Figure 3.20.

As it can be seen in Figure 3.20, only one phase matching condition exists between the fundamental TE mode for \( \lambda = 3 \mu \text{m} \) and the fourth TE mode (TE\(_{04}\)) for \( \lambda = 1.5 \mu \text{m} \) for a width of the waveguide of 980 nm.

With a good understanding on how the effective index of the slot waveguide depends on the total width of the waveguide, further simulations were performed in which the slot gap was varied from 50 nm to 300 nm. No significant change was observed on the general trend of the refractive index curves shown in Figure 3.20, except for the actual value of the effective index that decreased for increasing gap width. The major impact of varying the gap was found on the propagation losses as shown in Figure 3.21 for a wavelength of 3 \( \mu \text{m} \). For increasing gaps, the losses
Figure 3.20: The effective index against the width of the slot waveguide, for wavelengths of $\lambda=1.5\mu m$ and $\lambda=3\mu m$, with a fixed gap width of 100 nm.

increase because of the smallest effective index and the lower confinement of the mode.

Figure 3.21: The losses at a wavelength of $3\mu m$ against the width of the slot waveguide for different gap widths.

The simulations for the slot waveguide geometry suggest that a small slot gap is needed for low propagation losses. Ideally, the 50 nm gap should be used to
keep the losses in the range 2-3 dB/cm but, due to fabrication limitations, this is extremely challenging. As discussed in Chapter 2, the etching depth is reduced for small gaps compared to open areas. If simple fabrication with a single etching depth is required, a gap of 100 nm is needed as a minimum gap in order to ensure uniform etching depths.

3.3.1.2 Taper design

The final component in the design of slot waveguides is the inverse taper for coupling the mode between the straight waveguide and slot waveguides. Two different designs have been optimised: one for coupling between the fundamental mode of the TE mode in and out of the slot waveguide at $\lambda = 3 \, \mu m$ and the second one for coupling between the $TE_{01}$ and the $TE_{00}$ at $\lambda = 1.5 \, \mu m$.

**Figure 3.22:** The coupling efficiency against the taper length between a straight waveguide with a $1.3 \, \mu m$ width and a slot waveguide with a 980 nm waveguide width and a 100 nm gap at $\lambda=3\mu m$.

For a wavelength of 3 $\mu m$, the design was based on work reported in literature [106]. The taper was designed on the geometry depicted in Figure 3.19, with a waveguide width of 1.3 $\mu m$. This value of the width was selected due to the low propagation losses (Figure C.3) and the absence of any phase matching conditions (Figure C.2). The above reasons make the width fo 1.3 $\mu m$ an ideal dimension for the input waveguide of the slot waveguide, i.e. losses are negligible and no second
harmonic generation will be generated in the input waveguide. Finally, the taper tip was chosen to be 20 nm to ensure adiabatic coupling.

With the above geometry, the coupling efficiency is very high, even for a very short taper length as it can be seen in Figure 3.22. A final length of 50 μm was chosen as it offers a more adiabatic coupling and also decreases the fabrication tolerance.

The second taper design was for the coupling between $TE_{00}$ and $TE_{04}$. With a geometry similar to that discussed above, it was found that the taper was not adiabatic and additional losses were introduced. Therefore, a larger width of the taper had to be selected in order to couple between the fundamental TE mode and higher orders modes with negligible losses. After several simulations, the ideal taper width was found to be 850 nm.

In order to enhance the coupling between the straight and slot waveguide, the mode has to strongly interact with the sidewall of the waveguide as shown in Figure 3.23b. For such interaction to be strong, an ideal width for the waveguide was found to be the 300 nm. While this width is suitable for the coupling between the two waveguides, the propagation losses of the mode is high. To circumvent this issue, the input 500 nm wide waveguide was tapered down to 300 nm just before the slot waveguide taper.

The maximum power in a slot waveguide is propagating in the middle of the waveguide as shown in Figure 3.23a. Following the simulations to calculate the mode solutions in the slot waveguide, it was found that two higher order modes
are able to propagate in the middle of the slot waveguide, \( TE_{02} \) and \( TE_{04} \), as shown in Figure 3.23, as well as the fundamental TE mode. For our experiments, it was necessary to ensure coupling only for the \( TE_{04} \) into the slot waveguide.

For obtaining the coupling between the required modes, additional simulations were performed to assess the impact of the taper length on the coupling between different modes. The length was varied between 10 \( \mu \)m and 300 \( \mu \)m, and the coupling efficiency was recorded as shown in Figure 3.24. By using a non-adiabatic taper with a width of 850 nm, the coupling efficiency between the mode travelling in the straight waveguide and the \( TE_{04} \) rapidly increases and reaches almost 100\% for a taper length of 300 \( \mu \)m. At the same time, there is no coupling with the other modes.

Following the simulation results, the optimum dimensions of the taper are summarised in Table 3.2.

### 3.3.2 Sub-wavelength waveguides

Sub-Wavelength Waveguides (SWG) are periodic structures in which a grating with periodicity \( \Lambda \) is defined along the waveguides as shown in Figure 3.25.
Table 3.2: Slot waveguide and 1.5 μm wavelength input taper design parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taper Length (µm)</td>
<td>300</td>
</tr>
<tr>
<td>Taper width (nm)</td>
<td>850</td>
</tr>
<tr>
<td>Slot gap (nm)</td>
<td>100</td>
</tr>
<tr>
<td>Slot waveguide width (nm)</td>
<td>980</td>
</tr>
</tbody>
</table>

Figure 3.25: Schematic of a sub-wavelength grating waveguide.

The structure is fabricated by periodically etching the waveguide in order to obtain a periodic structure which is defined by a refractive index combination given by \( n_1 \) (silicon) and \( n_2 \) (silica or air). If the grating period is smaller than the wavelength (hence the term sub-wavelength grating), the wave sees a waveguide with an average refractive index given by [107]:

\[
    n_\parallel = (f n_1^2 + (1 - f)n_2^2)^{1/2}
\]

(3.7)

for a wave with TE polarisation and

\[
    n_\perp = (f n_1^{-2} + (1 - f)n_2^{-2})^{-1/2}
\]

(3.8)

for a wave with TM polarisation.
Where \( f = \alpha / \Lambda \) is the duty cycle of the grating (see Figure 3.25). The above equations, derived from the effective medium theory [107], are accurate for calculating the effective index of the mode but do not provide information on the losses, which need to be experimentally assessed. [108].

SWG waveguides have recently attracted interest in experimental [108] and theoretical works [109]. A variety of devices was simulated and fabricated based on SWG, from simple straight and bent waveguides [108], polarisation selectively filters [110], couplers [111][107] and sensing devices [109].

![Figure 3.26: The effective index of a sub-wavelength grating against the width of the waveguides, for wavelengths of \( \lambda = 1.5 \mu m \) and \( \lambda = 3 \mu m \). The SWG have a periodicity of 200 nm and \( \alpha = 150 \) nm.](image)

The main reason for developing sub-wavelength waveguides is that the interaction of the mode with the silicon-air interface is strongly enhanced compared to a standard waveguide. Similarly to the slot waveguides discussed in the previous section, this geometry has the potential to increase the surface-induced second-order non-linearity in silicon waveguides. In order to optimise SWG designs for our experiments, mode simulations were performed to optimise the dimensions of the waveguides. Both Lumerical mode solutions [112] and a finite element method in Matlab [113] were used. The simulated structure consisted of a SOI wafer with 2\( \mu m \) box and a 220 nm core. The refractive index of the core was calculated from equations 3.7 and 3.8 as a function of the duty cycle of the SWGs. For this work, two duty cycles were initially chosen: \( \alpha = 150 \) nm and \( \alpha = 100 \) nm with \( \Lambda = 200 \).
nm. The second duty cycle was found to be too lossy at a wavelength of 3 µm and hence was no further explored. The effective index against the width of the waveguide for \( \alpha = 150 \text{ nm} \) and \( \Lambda = 200 \text{ nm} \) can be seen in Figure 3.26. It is worth noting that the effective index for a wavelength of 3 µm is very close to cut off, even for the duty cycle with \( \alpha = 150 \text{ nm} \) and hence the losses are expected to be high.

Similarly to the slot waveguides, a taper was needed for coupling light between the SGWs and the straight input waveguides. The taper design, in this case, is more straightforward and a simple adiabatic approach can be used in all geometries. A 300 µm long taper with a tip width of 20 nm was selected as the optimal geometry.

The fabricated devices for both the slot waveguides and the SWGs are shown in Figure 3.27.

![Figure 3.27: SEM images of the fabricated devices. (a) SWGs with coupling taper, (b) Slot waveguide and (c) An inverse taper to slot waveguide transition.](image)

### 3.4 Conclusion

In this chapter, a number of key components in the design of silicon photonic circuits were optimised. The first component was metallic heaters deposited on
the top of the waveguides to tune their refractive index. The performance of the heaters was optimised both theoretically and experimentally for power efficiency and high tuning range. The heater geometry with the highest power efficiency has a width of 900 nm, whereas the best tuning range is achieved with a 2 μm wide heater. To ensure uniformity of the metallic layer, a minimum thickness of 50 nm for the NiCr layer was chosen. However, simulations clearly indicate that thinner layers can be very advantageous in terms of power efficiency. A number of deposition tests are currently being performed to optimise the uniformity of the layer so as to decrease its thickness to values in the order of 20nm. Also, a number of alternative designs are currently being explored where the heater is in direct contact to the silicon to improve its time response. In order to avoid extra optical losses due to the presence of the metal, a shallowly etched waveguide configuration will be implemented with the metal to be placed a few microns away from the waveguide as described in the literature[81].

The second activity presented in this Chapter was the optimisation of the inverse taper polymer couplers for minimum insertion losses. Even though we demonstrated insertion losses as low as 1 dB; it was found that the performance strongly depends on the geometry of the polymer waveguide. The thickness and process development parameters of SU8, which is the preferred option, are very dependent on its age. A different option for the polymer waveguide needs to be developed to ensure a more robust fabrication process. Potentially the use of silicon nitride waveguides could be an interesting solution, but more investigation is required.

On the third Section of this Chapter, the design and fabrication limitations of two different waveguide geometries were presented: the slot and the sub-wavelength waveguides (SWGs). Both geometries offer an alternative solution to the simple nanowires in applications that either require a larger delocalisation of the mode (i.e. for sensing) or stronger interaction with the silicon/air interfaces (i.e. for surface-induced non-linearities). While the designs have not yet been experimentally characterised, several devices were designed and fabricated and are described in more detail in Appendix C.
Chapter 4

Polarisation Selective Filters

4.1 Introduction

The accurate control of the state of polarisation is of great importance to a large variety of integrated photonics circuits for telecommunication systems [120], hybrid III-V on silicon lasers [121, 122] signal processing [123, 124], and quantum photonics [125, 126]. In particular, filters with accurate control over the behaviour of the TE and TM polarisation as well as with high extinction ratios are desirable in many applications. In quantum photonic devices, the latter is of great importance as the pump signal needs to be very strongly rejected [86, 127, 128].

The sidewall Bragg gratings offer a simple solution to filtering light on-chip, and they have been widely studied [110, 129, 130] and used [120, 131–133] as filters for the TE polarisation due to their simple fabrication [134], as both waveguides and gratings are defined in the same lithographic and etching steps. Furthermore, the stop band can be easily engineered by apodising or chirping the grating profile [135, 136]. On the drawback, as a result of the high $\Delta n$ of Si and the strong interaction of the TE mode with the edges of the waveguide, a strong scattering between the two polarisations is present [42]. The coupling of part of the TE polarisation into the TM mode results in a saturation of the maximum extinction ratio of approximately 30dB regardless of the strength or length of the grating. The solution to the problem is to simultaneously filter both modes through the development of alternative geometries [137, 138].
In this chapter, we first theoretically analyse the side-wall Bragg grating geometries, showing how the extinction ratio and the stop-band width depend on the coupling coefficient ($\kappa$) and grating length (see figure 4.1). A number of experimental results for side-wall grating filters will be presented, and the limitation of the design will be discussed with regards to the polarisation state of the propagating light. Two independent designs for TM polarisation will then be introduced and experimentally evaluated. Finally, a combination of TE/TM selective filter will be presented and evaluated.

4.2 Side-wall grating Bragg filters

4.2.1 Design

This section will introduce the basic principles and design rules of waveguide Bragg gratings. Figure 4.1 shows the schematic of the side-wall Bragg grating geometry that will be explored in this work. The grating is defined by its amplitude ($\alpha$), grating length ($L_G$), period ($\Lambda$) between the higher ($n_1$) and the lower ($n_2$) refractive index section and duty cycle ($D_G$) which is given by the equation:

$$D_G = \frac{w_{n_1}}{\Lambda}$$  \hspace{1cm} (4.1)

where $w_{n_1}$ is the width of the higher refractive index section.

The effective index ($n_{eff}$) of the grating will depend on the material refractive index as well as on the amplitude and the duty cycle of the grating. For small amplitudes $\alpha$ around 5 nm, the effective index of the grating can be assumed the same as the effective index of the input waveguide (for this work the input waveguide is 500 nm in width with $n_{eff} \approx 2.44$ and $n_{eff} \approx 1.77$ for the TE and TM polarisation, respectively). Since the effective index is not linear with the width of the waveguide, this assumption does not hold for amplitudes larger than 5 nm.

The grating strength depends on the amplitude of the sidewall corrugation and is defined by the coupling coefficient ($\kappa$) of the grating which can be either extract from the simulations based on the equation:
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**Figure 4.1**: Schematic of a side-wall Bragg grating geometry.

\[ \kappa = \frac{(n_1^2 - n_2^2)\Gamma_{x,y}}{2n_{eff}^2\Lambda} \]  \hspace{1cm} (4.2)

or from experimental data using:

\[ \kappa = \pi n_g \frac{\Delta \lambda}{\lambda_0^2} \]  \hspace{1cm} (4.3)

where \( \Gamma_{x,y} \) is the confinement factor of the mode in the waveguide cross section, \( n_g \) is the group index, \( \lambda_0 \) is the Bragg wavelength and \( \Delta \lambda \) is the bandwidth which can either be measured experimentally.

The stop band is created by the coupling of the forward and backward mode induced by the periodic refractive index perturbation. The period of the perturbation \( \Lambda \) is given by the Bragg condition:

\[ m\lambda_0 = 2n_{eff}\Lambda \]  \hspace{1cm} (4.4)

Where \( m \) is the order of the grating and can take integer values \( m = 1,2,3... \). The extinction ratio (ER) of the stop band depends on both the amplitude and length of the gratings (i.e. also known as the \( \kappa L \) product of the grating). For high ER the backward reflection \( R_G \) induced by the gratings has to be as close to 1 as possible:
\[ R_G = \tanh^2(\kappa L_G) \]  \hspace{1cm} (4.5)

The first step was to evaluate the effect of the $\kappa L$ product on the ER of the grating.

The theoretical investigation was done with a commercial software, Lumerical, which is based on an Eigenmode Expansion (EME) and a Finite Difference Time Domain (FDTD) solver as described in Appendix B.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4_2.png}
\caption{The simulated optical spectrum of side-walls gratings for the TE polarisation as a function the length.}
\end{figure}

While the period and the duty cycle of the gratings were fixed, the grating length and the amplitude were varied. Initially, a fixed amplitude of 5 nm was chosen, and the $L_G$ was increased from 50 $\mu$m to 1600 $\mu$m, with the output spectra shown in Figure 4.2. These initial simulations were followed by a second set where the length was fixed to 50 $\mu$m, and the amplitude was varied from 5 to 40 nm as shown in Figure 4.3.

In both cases, the ER can be increased indefinitely by increasing the $\kappa L$ product. The main difference is that increasing the grating length does not enlarge the stopband bandwidth while increasing the kappa affects both the ER and the stopband bandwidth.
4.2.2 Experimental results

Following the simulation results, a set of devices with varying amplitude and length were fabricated based on the standard silicon fabrication procedure described in Section 2.2. Four different amplitudes (5, 10, 20 and 30 nm) and seven different lengths (50, 100, 200, 400, 800, 1200 and 1600 µm) for each amplitude were chosen. Several copies of each device were fabricated to minimise any fabrication errors and statistical variations. The grating had a periodicity of 318 nm for the TE mode, which provides a theoretical minimum of the stopband at 1550 nm. To simplify the fabrication, a sinusoidal perturbation and a duty cycle of 50 % were chosen.

The samples were measured by coupling light into the devices with a polarisation maintain (PM) fibre from a tunable laser with an output power of 0 dBm. The light was passed through an in-line polariser with 20 dB ER between the TE/TM mode prior to the coupling into the sample. The output light was collected with a second PM fibre, without any polarisation manipulation, and the signal was measured an Optical Spectrum Analyser (OSA). The total on-chip propagation losses were measured to be 4.5 dB, while the total insertion losses (coupling and propagation losses) of the chip were approximately 10 dB.
Figure 4.4: The experimental optical spectra of side-wall gratings for the TE polarisation with 5 nm fixed amplitude as a function of their length.

Figure 4.5: The extinction ratio of side-wall gratings for the TE polarisation as a function the grating amplitude and length.

Figure 4.4 shows the optical spectra of the 5 nm amplitude gratings as a function of their length. As expected the ER increases with increasing length until it saturates at around 30 dB. As Figure 4.5 shows, the same behaviour was recorded for any grating amplitude. Independently on the grating amplitude or length, a saturation of around 25-30 dB in the ER was recorded for a $\kappa L$ product of approximately 10.
The origin of the saturation of the ER can be easily explained by analysing the output signal of a typical silicon waveguide with a polarimeter. Figure 4.6 shows the Poincaré spheres for (a) TE and (b) TM polarised mode for a straight waveguide with standard dimensions of 500 nm width and 220 nm height. As described in Section 3.2 and by Morichetti et al. [42], silicon is a high refractive index material, and any roughness causes polarisation rotation. The scattering is more pronounced in the TE polarised mode because its interaction with the rougher waveguide sidewall is stronger than that of the TM polarised mode. This scattering is exacerbated in the presence of sidewall grating corrugation. Because the sidewall grating is very ineffective on the TM polarised mode, the residual output signal in the stopband of the filter is most probably a TM polarised mode.

In order to confirm this claim, a polariser was placed at the output fibre before the OSA. The recorded extinction ratio of the devices increased by 20 dB, which well agrees with the ER of the polariser. This clearly confirms that the limitation in the ER is the polarisation rotation inside the device. An easy solution to address this issue is to add polarisers at the output of the chip and cascade several chips to obtain high ER [86, 139] However, such approach largely increases the footprint of the whole filter and does not take benefit of the integration capabilities of SOI.

Figure 4.6: Poincaré spheres for polarisation rotation measurements for (a) TE and (b) TM mode in a 500 nm width and 220 nm high silicon waveguide.
4.3 TM filter

A better approach is to directly integrate a TM filter on the waveguide to remove the scattered signal. Important to this aim is first to gain a clear understanding of the modal profile of the TE and TM polarised modes in a single mode silicon waveguide. Figure 4.7 shows the electric field profile for (a) TE and (b) TM mode for a silicon waveguide with a geometry of 500 nm width and 220 nm high.

![Figure 4.7: The profile of the electric field for the (a) TE and (b) TM polarisation in a 500 nm wide and 220 nm high silicon waveguide.](image)

The TE mode is mainly confined in the centre of the waveguide with a strong interaction with the side-walls, which results in a strong scattering from the roughness induced by the lithographic and etching processes. On the other hand, the TM mode mainly propagates on the top and the bottom of the waveguide, with minimum interaction with the waveguide side-walls.

Even though it appears clear from the modal profile simulations that the TM has small interactions with the side-walls, additional simulations were carried out to quantify the effects of side-wall gratings on the TM mode. With the use of equation 4.4, the optimum grating period was found to be 438 nm, while the grating length and amplitude were varied over the same parameter space used for Figure 4.2 and 4.3.

Figure 4.8 shows the simulated optical spectra of the side-wall gratings for the TM mode for various lengths. As found with the previous results on the TE mode, the extinction ratio increases with increasing length, but it is at least an order of magnitude smaller than for TE mode. The simulated optical spectra for the amplitude variation are shown in Figure 4.9, where, similarly to the previous simulations, the extinction ratio increases with increasing amplitude, but with an ER being over two orders of magnitude smaller than the ER for the TE mode with the same grating amplitude and length.
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Figure 4.8: The simulated optical spectra of side-wall gratings for the TM polarisation as a function of the grating length.

![Simulated Optical Spectra of Side-Wall Gratings](image)

Figure 4.9: The simulated optical spectra of side-wall gratings for the TM polarisation as a function of the grating amplitude.

![Simulated Optical Spectra of Side-Wall Gratings](image)

Such a strong difference between the two polarisations is an obvious consequence of the very different interaction of the modal profiles with the side-wall of the waveguide. Following the same idea behind the design of the sidewall gratings, for maximum extinction ratios of the TM mode, a filter on the top of the waveguide is needed, as the bottom of the waveguide is not accessible. Two different filters
were designed and evaluated, which are presented in the rest of this chapter.

### 4.3.1 Metallic TM filter

The first design investigated is a simple metallic strip deposited on the top of the waveguide, which acts as a TM filter. This geometry builds on the large difference in the losses between the TE and TM mode which are induced from a metal strip on the top of the waveguide as discussed in Section 3.1 and shown in Figure 3.2b. While the propagation losses for the TE mode is below $10^{-2}$ dB/cm, for a cladding height of approximately 1 $\mu$m, the TM mode losses are of the order of 20 dB/cm.

Two identical sets of devices were fabricated as described in Section 2.2. Both chips contained the same grating designs as those presented in the previous section. The first set was left unchanged, whereas a metal layer was placed on the top of the grating waveguides for the second chip. Due to the limitation of the lithography, it was chosen to replace the devices with 5 nm amplitude with an amplitude of 6 nm. This was done due to the proximity of the 5 nm amplitude gratings with the minimum possible Beam Step Size of our EBL (3nm). A 6 nm amplitude is an integer number of BSS and gives higher repeatability between consecutive fabrication runs. All the devices were characterised as described in Section 4.2.2, without any polarisation control at the output of the waveguide.

Figure 4.10 shows the optical spectra of a device with no metal (blue line) on the top and the same one with metal (red line) on the top. The distance between the metal and the waveguide is given by the upper cladding height, which has been optimised in Chapter 3 and is about 1 $\mu$m.

Figure 4.11 shows the extinction ratio of the gratings against their length. Similarly to the results presented in the previous section, devices without any metal on the top (blue dots) saturates around 25-30 dB, whereas the ER for the devices with metal (red dots) do not saturate before a value of around 50-55 dB. The increase in the ER ratio agrees well with the additional losses of the TM mode induced from the metal strip on the top of the waveguide (i.e. approximately 25 dB/cm).

Although a metal strip can be a good filter for the TM mode, its performance is limited by the device length. If very high extinction ratios are needed, the metallic strip requires to be unpractically long. Therefore, an alternative solution
is needed. Also, the presence of the TM absorbing metallic strip limits our ability to tune any device with a metallic heater as described in Chapter 3.

4.3.2 Top grating Bragg filters

4.3.2.1 Design

Since a large fraction of the TM mode overlaps with the top of the waveguide, a perturbation on the top of the waveguide, matching the Bragg condition (equation 4.4) can act as an effective filter.

For easier design and fabrication, as Figure 4.12 shows, circle gratings were chosen. For the side-wall gratings, only the amplitude and the length had to be optimised, as the etching was identical to the rest of the waveguide. The fabrication of the the top gratings is more challenging as the etching depth (h) and diameter (d) of the holes as well as the grating length can be varied.

Even though the effect of the diameter of the holes and the length of the grating is of importance to the stop band and the extinction ratio, much of the simulations were focused on the grating behaviour as a function of the etching depth. The
motivation for this was that the hole depth has a profound impact on the modal profile and on the propagation losses as will be shown in the next section.

Figure 4.13 shows the simulated optical spectra for top gratings with (a) 40 nm and (b) deep etched holes for various lengths and a fixed hole diameter of 80 nm. The effect of the grating length, as expected, is the same as the side-wall gratings, i.e. as the length increases, the extinction ratio increased but the stopband is not affected. The deep etched holes show higher extinction ratio than the shallow ones although the difference is not significant. On the other hand, the stop band does not look affected by the etching depth as simulations show that the effective index of the TM mode does not change significantly for different etching depths of the hole and hence the coupling coefficient. This is also the reason for the modest increase in the extinction ratio.

Even though the etching depth does not have a big effect on the performance of the gratings, a substantial influence is expected in the optical losses of both the TE and TM mode. Figure 4.14 shows the optical losses for the (a) TE and (b) TM mode, as a function of the etching depth and the radius of the top gratings.

As expected, for both the TE and TM mode the losses rapidly increase for an increase in either the hole diameter or its etching depth. Bizarrely, as the etching
depth increases, the losses for the TM mode do not increase monotonically but reach a maximum at a depth of around 150 nm. This is happening because a very deep hole tends to form a slot waveguide geometry (see Chapter 3), which has lower losses than a partially etched straight waveguide (see Figure 4.15).

The same effect does not take place for the TE mode as the perturbation period does not match the Bragg condition and therefore the hole periodicity is below the propagating wavelength (i.e. the holes are seen as a sub-wavelength structure). As a result, the TE mode sees a waveguide with an average refractive index based on the duty cycle and the etching depth of the holes.
Based on the simulated results, small diameter (d= 80 and 160 nm) and shallow etched (h = 40 nm) holes were chosen as top gratings TM Bragg filters. The insert in Figure 4.14a shows fabricated devices for top gratings TM filters with various radius prior to the deposition of the upper silica cladding.

### 4.3.2.2 Experimental results

Experimental evaluation of the top grating TM filters was carried out on a set of devices with various top gratings radii and lengths. Three different lengths were chosen for the investigation (\(L_G = 670, 1000\) and 1330 \(\mu m\)), two different diameters (d = 80 and 160 nm) and a fixed etching depth of 40 nm with a period of 448 nm. In order to ensure a controllable shallow etched of 40 nm, the fabrication procedure described in Section 2.2 was modified. A ZEP mask was first used to define the holes, followed by a precisely timed shallow silicon etched that took
into account the feature size of the holes (i.e. the RIE lag effect links the hole
diameter to the etching depth). Following the first silicon etching, the ZEP mask
was removed and the rest of the standard silicon photonics fabrication (Section
2.2) was followed. While the pattern definition of the gratings by EBL is extremely
accurate, an error of ±2.5 nm is expected in the etching depth. However, as shown
in Figure 4.13, this error will not affect the performance of the filters. The devices
were characterised as described in Section 4.2.2, without any polarisation control
at the output of the waveguides.

From the experimental results, it was confirmed that the gratings are invisible
to the TE polarisation, and behave as excellent filters for the TM polarisation.
However, they also introduce further propagation losses which were not predicted
by the simulations. The extra insertion losses for the 40 nm radius holes were
in the order of 20 dB/cm, whereas for the bigger holes were up to 80 dB/cm.
This is due to the roughness induced by the etching of the holes, which cannot be
simulated. Due to the high insertion losses of the 80 nm etched hole devices, no
further study was made on these devices.

Figure 4.16: The experimental optical spectra of top gratings, with radius of
40 nm, for the TM polarisation as a function of their length.

Figure 4.16 shows the optical spectra of top gratings Bragg filters with holes with
a 40 nm in radius and for all three grating lengths fabricated. The maximum ER
is about 25dB and a similar saturation behaviour as that observed for the TE
mode on the sidewall gratings is observed.
Table 4.1: The design parameters of the final grating device.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values / nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sidewall gratings amplitude</td>
<td>6</td>
</tr>
<tr>
<td>Sidewall gratings period</td>
<td>320</td>
</tr>
<tr>
<td>Top gratings diameter</td>
<td>80</td>
</tr>
<tr>
<td>Top gratings period</td>
<td>450</td>
</tr>
<tr>
<td>Top gratings etching depth</td>
<td>40</td>
</tr>
</tbody>
</table>

4.4 TE/TM Bragg filter

As a final experiment, a combination of the two filters was fabricated and evaluated on the same grating section. The periodicity of the two gratings were adjusted in order to overlap the stop band of the TE and TM filter when the two are fabricated on the same waveguide. Apart from the different period of the gratings, all the rest of the parameters were the same as in the previous experiments (see Table 4.1). The inserts of figure 4.17 and 4.18 show the fabricated devices prior to the deposition of the upper silica cladding.

Two sets of measurements took place on these devices. First, the transfer function of the grating was measured with TE polarised input light. Figure 4.17 shows the transmission spectra of an individual TE filter with sidewall grating only (blue line) and a TE/TM filter with the combination of the top and sidewall grating (green line) when a TE polarised light is coupled into the chip.

Due to a slight mismatch between the simulated and measured effective indices, the stop bands of the sidewall and top gratings are not perfectly matched. Even though this is not an ideal design, it is offering us the opportunity to compare the extinction ratio when the two filters are acting separately and together. A difference of the extinction ratio up to 30 dB is recorded between the two cases, with a maximum of 60 dB extinction ratio achieved in the spectral region where both filters overlap.

For the second set of experiments, the input light coupled to the chip was polarised to TM. Figure 4.18 shows the transmission spectrum of an individual TM filter with top gratings only (blue line) and the combination of the TE/TM filters (green line) when a TM polarised light is coupled into the device. Similarly to the previous case, when the dual TE/TM filter is used the whole stop band exhibit an increase...
The transmission spectra of TE propagation for a single TE filter (blue line) and for a dual TE/TM filter (green line). The results show an increase of 30 dB for both polarisations, which, if the insertion losses are taken into account, corresponding to a total ER up to 75 dB. This value
is most probably a limit arising from light losses into the substrate. In fact, although a 2 µm of BOX layer offers a good isolation of the core layer from the substrate and is a big improvement from the original 1 µm BOX used a few years ago, some light is still escaping towards the substrate. This issue is known as substrate scattering.

In order to examine whether the final saturation is indeed due to substrate scattering, additional measurements were performed on a straight waveguide. The output fibre was first misaligned from the waveguide towards the silicon substrate. Then, measurements of the scattered light were taken as a function of the lateral distance from the output waveguide. The result recorded in Figure 4.19, show that an intensity value of -74 dB is measured exactly below the output waveguide. At a lateral displacement of 100 µm from the waveguide, the signal levels decrease to -82 dB, indicating scattering decrease of 8dB in the measured substrate scattering. Those results are in good agreement with the final saturation recorded on the extinction ratio of the filters.

![Figure 4.19: The level of substrate scattering as a function of the distance from the centre of the output waveguide.](image)

This final result suggests that a further improvement of the filter performance might be obtained with an anti-reflection coating on the output edge of the chip and by folding the output waveguides so as to have both input and output waveguides on the input side of the chip. Such arrangement would completely remove any coupling from the substrate into the output optical fibres. This geometry will
be exploited in the future on all those devices that require on-chip filtering of the signal with extremely high values of ER.

4.5 Conclusion

In this chapter, polarisation selective filters were designed and studied. An initial theoretical and experimental investigation was performed on the well-assessed sidewall grating geometry, which provides flexible design and robust fabrication. Measurements clearly indicated that the maximum extinction ratio of 30-35 dB is independent of the strength and length of the gratings, and is a consequence of the TE/TM polarisation rotation that occurs in waveguides with strong scattering.

Following the evaluation of the sidewall grating filters, two separate TM filters were design and experimentally evaluated to improve the overall extinction ratio of the devices. The first geometry consisted of a simple metallic strip deposited on the top of the waveguides, which acts as a TM absorber and therefore can offer an increase of the extinction ratio of the filters to up to 20 dB. However, this geometry limits the flexibility in designing more complex devices that either requires thermal tuning or multi-core configurations. For the second filter design, a top grating Bragg filter was chosen as this provides a strong interaction with the TM polarised mode only. Experimental data indicate that the TM polarised mode can be filtered by up to 25 dB without adding appreciable losses to either the TE or TM polarised mode. Finally, a combination of the two Bragg gratings filters were integrated on the same waveguide, showing a maximum extinction ratio of up to 60, only limited by the substrate scattering.

As a future work, chips will be designed with the input and the output waveguides on the same side and an anti-reflection coating (AR) deposited on the output facet in order to reduce the noise from the substrate scattering and reach extinction ratios of 100 dB or more.

It is worth remarking that these geometries offer an appealing solution to independent manipulation of the TE and TM polarisations and as such are of interest to all those devices that require on-chip control of the polarisation state.
Chapter 5

Optical Vortex Emitters with Arbitrary Polarisation

Optical vortices (OVs) consist of a class of optical modes with phase variation or rotating polarisation around the central axis (i.e. these are light beams with an azimuthal component of the wave vector and helical phase). Due to the above property OVs have at least one singularity where the field cannot be defined, hence will be zero, often at the centre of the beam.

In 1992, Allen at al. discovered that photons in OVs can carry orbital angular momentum [140], which led to a number of applications in optical manipulation [141], imaging [142], optical communication [143] and quantum information [144, 145].

Currently, much of the manipulation, generation and detection is done with bulk optics such as spatial light modulators (SLMs) [146], sub-wavelength gratings [147], inhomogeneous birefringent elements [148], nano-antennas [149] and spiral phase plates (SPPs) [143, 150]. These optical components are either bulky and expensive or can only manipulate a single OAM state, without the ability for modulating states or switching between states.

In recent years, integrated optics enabled a major progress towards the demonstration of applications based on OVs thanks to the development of miniaturised, reliable and scalable components [151, 152]. Compact planar waveguide based Optical Angular Momentum (OAM) emitters can be easily interconnected via waveguides to detectors and lasers in large numbers to form complex and functional devices.
In this chapter, a theoretical study of the OAM emitters will first be given with particular emphasis on the polarisation state of the emitted beams. This will be followed by the design and fabrication of emitters in which the polarisation of the beams, either radial or azimuthal, can be controlled by integrating the novel Bragg gratings described in the previous chapter.

5.1 Introduction

Circular optical resonators, such as microdisks and microrings [150] are ideal integrated devices to emit OV beams. In fact, if a suitable periodic modulation of the refractive index is engraved into the waveguide of the circular resonators, the confined whispery gallery modes (WGMs) can be coupled to free space (Fig. 5.1).

The operation principle is similar to that of the surface gratings used to vertically couple the light from an optical waveguide to an optical fibre [147]. In fact, the grating elements scatter the guided mode to a certain angle $\phi$, in which constructive interference occurs. If the grating is of the second order, the dominant scattered direction is orthogonal to the direction of propagation of the light (i.e.
orthogonal to the plane of the PIC as illustrated in Figure 5.3). By way of Huygens’ principle, the wavefront will transform into a helix suggesting the creation of an OAM-carrying beam \[153\]. The order of the emitted OAM beam is dictated by a relationship between the wavelength of the beam, optical length of the resonator and periodicity of the Bragg grating. A more detailed analysis will be provided in the next section.

### 5.1.1 Phase-matching condition

In this section, we will provide the theoretical background to evaluate the coupling between the guided WGMs and the radiation modes. Do to so the cylindrical coordinate framework (Fig. 5.2) is a natural approach for the theoretical treatment of the WGMs due to their cylindrical symmetry. The coupled mode theory (CMT) can be used to describe the coupling, where the grating elements can be considered a periodic variation of the dielectric constant responsible for coupling the WGMs to radiated modes. The dielectric constant can be written as:

\[
\epsilon(\rho, z, \theta) = \epsilon_a(\rho, z) + \Delta\epsilon(\rho, z, \theta) \tag{5.1}
\]

![Figure 5.2: Schematic of the cylindrical coordinate framework used in the theoretical analysis presented in this section](image)

In the waveguide plane, the z component of the magnetic and electric field satisfies the wave equation:
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\[
\left( \frac{\partial^2}{\partial \rho^2} + \frac{1}{\rho} \frac{\partial}{\partial \rho} + \frac{1}{\rho^2} \frac{\partial^2}{\partial \theta^2} + \frac{\partial^2}{\partial z^2} + k^2_0 n^2 \right) E_z(\rho, \theta, z) = 0 \quad (5.2)
\]

where \( n \) is the refractive index of the waveguide and:

\[
\frac{H_z(\rho, \theta, z)}{E_z(\rho, \theta, z)} = R(\rho) \Theta(\theta) Z(z) = \sum_m A_m(\theta) H_m(\rho, z) \exp[i(\omega t - v_m \theta)] \quad (5.3)
\]

\[
k_0^2 n^2 = \omega^2 \mu(\epsilon_a(\rho, z) + \Delta \epsilon(\rho, z, \theta)) \quad (5.4)
\]

where \( \omega \) is the angular frequency, \( v_m = \beta_m R \) is the angular propagation constant and \( \beta_m \) is the propagation constant of the \( m \)th eigenmode. The summation is taken over all eigenmodes, including the radiation modes and the coefficient \( A_m \) that depend on \( \theta \).

The axial dependence of the waveguide modal distribution in the vertical direction is given by:

\[
\left( \frac{\partial^2}{\partial z^2} + k_0^2 n^2 \right) Z(z) = \beta^2 \quad (5.5)
\]

where \( \beta \) is the axial wave vector. The azimuthal dependence takes the form of:

\[
\Theta(\theta) = \exp(-j q \theta) \quad (5.6)
\]

with the topological charge \( q = \frac{2\pi n R}{\lambda} \), where \( \lambda \) is the wavelength and \( R \) is the effective radius. Due to periodic boundary conditions, \( q \) is an integer and is related to the OAM quantum number (\( l \)). The radial dependence of the planar waveguide mode has the following form:

\[
R(\rho) = a H_l^{(1)}(\beta \rho) + b H_l^{(2)}(\beta \rho) \quad (5.7)
\]

where \( a \) and \( b \) can be defined by applying the continuity conditions at the interfaces.

Solving Equation 5.2 for the electric field with a slowly varying amplitude (SVA) approximation we obtain
\[
\sum_{m} -2iv_m \frac{dA_m}{d\theta} E_m(\rho, z) \exp(-iv_m \theta) = -\omega^2 \mu \rho^2 \sum_{n} \Delta \epsilon(\rho, z, \theta) A_n E_n(\rho, z) \exp(-iv_n \theta)
\] (5.8)

and by taking the scalar product of the above equation with the electric field conjugate \((E_s^*(\rho, z))\), we obtain:

\[
\langle s | s \rangle \frac{dA_s}{d\theta} = \frac{\omega^2 \mu}{2iv_s} \sum_{n} \langle s | \Delta \epsilon(\rho, z, \theta) \rho^2 | n \rangle A_n \exp[i(v_s - v_n)\theta]
\] (5.9)

where

\[
\langle s | s \rangle = \int E_s^*(\rho, z) E_s(\rho, z) d\rho dz
\] (5.10)

\[
\langle s | \Delta \epsilon(\rho, z, \theta) \rho^2 | n \rangle = \int E_s^*(\rho, z) \Delta \epsilon(\rho, z, \theta) \rho^2 E_n(\rho, z) d\rho dz
\] (5.11)

The perturbation of the dielectric constant on the \(\theta\) direction can be expanded as a Fourier series:

\[
\Delta \epsilon(\rho, z, \theta) = \sum_{g \neq 0} \epsilon_g(\rho, z) \exp(igq\theta)
\] (5.12)

where \(g\) is an integer. Substitution equation of 5.12 into equation 5.9 yields

\[
\frac{dA_s}{d\theta} = \frac{\omega^2 \mu}{2iv_s \langle s | s \rangle} \sum_{m} \sum_{n} \langle s | \Delta \epsilon(\rho, z, \theta) \rho^2 | n \rangle A_n \exp[i(v_s - v_n + gq)\theta]
\] (5.13)

In order to obtain the increment of the \(s^{th}\) field amplitude \((\Delta A_s)\), due to the mode coupling with the \(n^{th}\) mode, we integrate equation 5.13 over an arc much larger than the period \((\Lambda)\) but much smaller than the variation of the field amplitude:

\[
\Delta A_s = \frac{\omega^2 \mu}{2iv_s \langle s | s \rangle} \langle s | \Delta \epsilon(\rho, z, \theta) \rho^2 | n \rangle A_n \int_{\theta R \gg \Lambda} \exp[i(v_s - v_n + gq)\theta] d\theta
\] (5.14)
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For the coupling between the $s^{th}$ and the $n^{th}$ mode to different than zero, the following condition has to be satisfied:

$$v_s - v_n + gq = 0$$

(5.15)

Because $n$ is a guided WGM mode and as radiated mode, equation 5.15 can be rewritten as:

$$v_{rad} = v_{WGM} - gq$$

(5.16)

where $g = \pm 1, \pm 2, \ldots$ is the diffraction order and equation 5.16 describes the angular phase matching condition. A large number of modes can satisfy the phase matching condition provided their angular wave vector matches some values of $g$, however, in practice $g$ is limited by the material system.

As for the radiated mode in the free space, the wave vector $(\beta_{rad,\theta})$ needs to satisfy the following relation:

$$|\beta_{rad,\theta}| = \left|\frac{v_{rad}}{\Lambda}\right| < \frac{2\pi}{\lambda}$$

(5.17)

Also

$$\beta_{WGM} = \frac{v_{WGM}}{R} = \frac{2\pi}{\lambda} n_{eff}$$

(5.18)

Substituting equation 5.17 and equation 5.18 into equation 5.16 leads to

$$\left(n_{eff} - 1\right)\frac{\Lambda}{\lambda} < g < \left(n_{eff} + 1\right)\frac{\Lambda}{\lambda}$$

(5.19)

Because for silicon devices, $\lambda$ is around 1550 nm, $\Lambda$ is around 636 nm and $n_{eff}$ is around 2.44. $g$ is in the order of 0.6 to 1.4, and therefore the only possible value for $g$ is 1. Using $v_{WGM} = p$ (the azimuthal order of the WGM), equation 5.16 can be rewritten as:

$$v_{rad} = p - q$$

(5.20)
By the engineering point of view, $p$ is the number of optical periods around the resonator, $q$ is the number of grating elements around the resonator and $v_{rad}$ is the OAM order.

5.1.2 States of Polarisation of the emitted optical field

As discussed earlier, optical waveguides have two States of Polarisation (SOP), the quasi-TE mode, which is mainly parallel to the plane of propagation and the quasi-TM mode, which is orthogonal to the plane of propagation. The cylindrically symmetric SOPs of the radiated beam are a direct consequence of the cylindrically symmetric SOPs of the WGMs modes propagating in a circular cavity. More precisely, the superimposed radiation pattern emitted in free space will be determined by the SOP of the local optical field being scattered at each grating element. In highly confined waveguides such as silicon, the quasi-TE mode has a strong electric field in the azimuthal (propagation) direction, $E_{az}$ [154], while the transverse electric field, $E_T$ is weak and associated with large discontinuities.

Figure 5.3 shows the field distribution for the quasi-TE mode for $E_{az}$ and $E_T$ in a bent silicon waveguide that reproduces the situation experienced by a mode propagating in a microring resonator. The $E_{az}$ component is predominantly located on the sidewalls of the waveguides, which explains why gratings fabricated on the sidewalls of the waveguide will emit beams with azimuthal polarisation. On the other hand, for the $E_T$ component the main interaction of the field occurs with the top of the waveguide, therefore, by placing the gratings on the top of the waveguide, the emitted beam is radially polarised. This suggests that the gratings developed in this thesis and presented in Chapter 4 can be used to engineer the SOP of the emitted beam.

In the design of the top grating the $E_T$ mode profile is the more relevant because of the much stronger interaction of the field with the top surface of the waveguide.

5.2 Device Design

As part of this work, top grating elements were designed in the attempt to produce radially polarised OAM beams. For the design of the grating elements, the physical
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Figure 5.3: Waveguide geometry (top) and simulated field distribution of the transverse electric field $E_T$ and azimuthal electric field $E_{az}$ for the quasi-TE mode in a single mode silicon waveguide at 1550 nm (bottom). A grating placed on the side of the waveguide would produce a predominantly azimuthal polarised emission, whereas a grating placed on the top would produce radially polarised emission. By using both sidewall and top gratings, it is therefore possible to engineer the SOP of the emitted light.

principles and design rules developed in Chapter 4 were used. The Bragg period was calculated based on the effective refractive index of the waveguide, and a resonator radius $R$ of 20 $\mu$m was chosen as a compromise between compact footprint and negligible bending losses. For such bending radius, the effective refractive index of the mode propagating in the ring can be assumed to be the same as that of a straight waveguide, i.e. $n_{eff} = 2.44$. The OAM order $l = 0$ was designed to be at $\lambda = 1550$ nm, which translates into a period $\Lambda = 636 \text{ nm}$ nm and $q = 198$ (number of gratings elements).

The geometry of the gratings is squared/rectangular, as this allows to easily vary the grating strength by either controlling the grating width or amplitude. Figure 5.4 shows a 3D illustration and a top view of an OAM emitting device engineered for azimuthal polarised emitted OAM modes. The grating perturbation is defined on the inner sidewall to minimise the perturbation with the coupler to the bus waveguide.

Following the same design rules used for the sidewall gratings, the period for the top gratings was chosen as the arc connecting the centre between two consecutive grating elements. For controlling the strength of the gratings, either the radius or the etching depth of the circular elements forming the gratings can be changed.
Even with the use of e-beam lithography, a radius below 30 nm is technologically challenging, and the variation between holes can be significant. As a consequence, the minimum radius of the gratings was chosen to be 30 nm, while the maximum is limited by the dimensions of the waveguide, $r_{\text{max}} = 250$ nm. In order to minimise the losses induced from the holes etched in the waveguides (Figure 4.14), as discussed in Chapter 4, and to avoid large variations in the effective index of the waveguide, a shallow etched design was chosen with a maximum depth of 40 nm. Figure 5.5 shows a 3D illustration and the top view of the devices designed for the radially polarised emitted OAM modes.

### 5.3 Experimental work

Several devices for emitting radially polarised beams were designed and fabricated by the fabrication process described in Chapter 2.

The complete process flow included the initial e-beam lithography definition of circular gratings with positive resist ZEP. The gratings were shallow etched to a depth 40 nm before the resist was stripped with a combination of oxygen ash and 1165 striper. In order to ensure uniformity between the various devices with different radius, devices with a radius of 30 nm, 40 nm and 50 nm only designed
Figure 5.5: Schematic illustration of a ring with gratings on the top coupled to an access waveguide (a) 3D illustration and (b) top view.

and fabricated originally. Devices with greater radii up to 120 nm were fabricated in a separate lithographic and etching run. A second lithographic step was then performed with a negative resist (HSQ) for the definition of the microrings and the waveguides. For enhancing the coupling to optical fibres, polymer (SU8) couplers were fabricated on the edges of the chip as described in Section 3.2. A film of HSQ and a layer of PECVD silica were deposited as an upper cladding.

5.3.1 Experimental set-up

Figure 5.6 shows the experimental set-up used to characterise the near and far field profile of the emitted beams. The light from a tunable laser is coupled into the polymer waveguide with the use of a polarisation maintaining fibre after the light is passed through an in-line polariser with 25 dB extinction ratio between the TE/TM mode. To characterise the near field, the emitted light was collected by a Molded Lens (ML) and passed through an Iris (IR) before a Beam Splitter (BS) directed part of the light towards a Mirror (M) with an antireflection coating at 1550 nm. The mirror can be flipped to either direct the beam to an Infrared Camera (IC) for imaging its profile and to a Photo Diode (PD) for measuring its emitted power. In order to analyse the SOP of the emitted beam, a linear polariser is used before the iris.
Figure 5.6: The experimental set-up for measuring the phase structure of the radiated beam from the silicon chip.

The same set-up was used to image the profile of the emitted field in the far field with the addition of a Beam Expander (BEP) before the iris. A Quarter-Wave Plate (QWP) was also added before the BEP. With the QWP adjusted either to $-45^\circ$ or $+45^\circ$ the left-hand circularly polarised (LHCP) and right-hand circularly polarised (RHCP) beam profile of the far field can be observed.

For easier alignment, a white source was used to illuminate the sample. The light from the white source was collimated by a Collimator (Col.) and directed to the sample through two BSs and the molded lens. The red and grey lines in Figure 5.6 indicate the infrared and white light path, respectively.

5.3.2 Measurements

Three different sets of measurements were performed on the fabricated devices. Initially, the devices were characterised with the set-up described in Section A.3
and shown in Figure A.1. The light from a tunable laser was coupled into the input waveguide with a PM lensed fibre, and collected from an objective lens before the output power was recorded by a photodiode. The coupling losses of the devices were measured at 2 dB per facet, and the propagation losses were found to be 1.5 dB/cm.

Figure 5.7 shows the optical spectra for a simple ring (blue line), for a device with 30 nm radius gratings (green line) and 40 nm radius gratings (red line) with a coupling gap between the bus waveguide and the ring of 100 nm. For devices with larger radius gratings, no clear resonances could be recorded. This was the consequence of the excessive strength of the gratings that translated into a large increase of the round trip propagation losses and a decrease of the resonator quality factor.

![Figure 5.7: Radiation spectrum for a single ring device (blue line) and devices with 30 nm and 40 nm radius top gratings (green and red line). The spectra were shifted downwards for easier reading.](image)

When inspecting the spectra of the resonators containing the gratings and comparing them to that of the single ring, distinct resonance splittings can be seen around a wavelength of 1535 nm. This is a typical feature of the OAM ring emitters that occurs at a resonant corresponding to the OAM order $l=0$. In fact, the emission of an OAM mode at $l=0$ is perfectly vertical to the plane of the chip and causes cross-coupling between the degenerate clockwise (CW) and counterclockwise (CCW) WGMs in the resonator. Because the mode $l=0$ was designed to
emit at a wavelength of 1550 nm, there is a deviation between the calculated and measured Bragg wavelength of approximately 1%, which is within the error tolerance of our fabrication process. It is worth noting that the double peak feature on devices with sidewall gratings is usually observed at \( l = 0 \) only [151], whereas in these devices \( l = \pm 1 \) and \( l = \pm 2 \) also show a similar behaviour. The fact that the CW and CCW modes are coupled for resonances other than \( l=0 \) suggest that the top gratings are far stronger than anticipated.

Following the initial characterisation of the devices, the devices were aligned to the set-up described in Section 5.3.1 and shown in Figure 5.6 for near and far field beam profile measurements. Only devices with gratings elements with a radius of 30 nm and 40 nm were further characterised as they show clear resonances.

The emitted light was collected by a molded lens and imaged on a Hamamatsu infrared camera. Figures 5.8 and 5.9 shows the near-field intensity pattern of two rings with gratings of 30 nm and 40 nm and for two different values of the OAM order \( l \). The top part of the figures shows the field intensity of the unpolarised light emitted by the two devices tuned at values \( l = 4 \) and \( l = -3 \) for the 30nm radius device (Figure 5.8) and \( l = 5 \) and \( l = -4 \) for the 40nm radius device (Figure 5.9).

![Figure 5.8](image)

**Figure 5.8:** The unpolarised near field profile (top) and the orthogonal linearly polarised field profile for devices with 30 nm radius top gratings at a wavelength of (a) 1520 nm and (b) 1551 nm. At any point the SOP is predominantly radial.

The near-field intensity pattern shows a non-uniform distribution of the emitted power along the circumference of the ring, with the maximum output power approximately located at 90° and 270° relatively to the x-axis.
Figure 5.9: The unpolarised near field profile (top) and the orthogonal linearly polarised field profile for devices with 40 nm radius top gratings at a wavelength of (a) 1515 nm and (b) 1556 nm. At any point the SOP is predominantly radial.

A linear polariser was added after the molded lens, with the axis of polarisation rotated at 0°, 90°, 180° and 270° relatively to the y-axis, and the output intensity pattern was recorded with the infrared camera as shown in Figures 5.8 and 5.9. Although the recorded data confirm a predominantly radially polarised emitted beam, the substantial field intensity is still present in the azimuthal direction. The reason for this non-ideal behaviour can be explained by inspecting the bottom of Figure 5.3 that shows the field profile in the ring waveguide. While mainly the $E_T$ component of the field interacts with the top of the waveguide, there is also some interaction of the $E_{az}$ component with the top of the waveguide. The stronger the top elements of the gratings, the higher the interaction of the $E_{az}$ component becomes, which leads to an increase in the azimuthal polarisation. These measurements confirmed that the fabricated top gratings are too strong and as such, they generate non-uniform emitted beams with residual azimuthal polarisation.

The final set of measurements was the imaging of the far field intensity pattern. To do so, a beam expander and a quarter wave plate were added after the molded lens as shown in Figure 5.6. The measurements were focused on the devices with the 30 nm radius gratings due to the better uniformity of the near-field intensity and highest polarisation purity of the emitted beam.

The radiated beams can be described as the superposition of two orthogonal
scalar vortices consisted of a left-hand circularly polarised (LHCP) with topological charge $l-1$ and right-hand circularly polarised (RHCP) with $l+1$. When the radiated beams interfere with a reference beam, an interference pattern should be produced with the number of arms to be $l+1$ and $l-1$ for RHCP and LHCP respectively [151].

Initially the far field profile without the interference of a reference beam was recorded as shown in Figure 5.10 for devices with 30 nm gratings and for $l = 3$, $l = 0$ for the left peak, $l = 0$ for the right peak and $l = -3$. By rotating the quarter-wave plate at $-45^\circ$, relative to the positive y-axis, LHCP was recorded (top of Figure 5.10), and when the QWP was rotated at $45^\circ$ the RHCP was measured (bottom of Figure 5.10).

For $l = \pm 3$ the imaged far field profile is a centrosymmetric pattern with a zero intensity in the middle. However, the field intensity is not uniform all around the ring. The strength of the gratings is too high, and as a result, the mode cannot fully resonate inside the ring. Similarly, for $l = 0$ centrosymmetric circles were observed with the maximum intensity in the middle of the ring (for the right peak the centre ring is split into two semicircles). Again depending on whether the LHCP or the RHCP is observed, the power is stronger in one part of the ring only. Due to this uneven power intensity of the rings, no experiment was performed with the interference of a reference beam as not spiral pattern could be detected.
Although a clear indication of a radially polarised emitted beam has been recorded, no clear evidence has been found that these beams carry OAM modes. The uneven distribution of the field as well as the complex wavelength spectrum of the resonator (mainly due to the presence of several split peaks), led to inconclusive results for the emitted beams.

In order to obtain emitted beams with more uniform distribution, the gratings need to be much weaker. This was not completely appreciated at the time these devices were fabricated as the understanding of the top grating behaviour, and OAM ring emitters was still superficial.

While many works have explored the SOP in the presence of sidewall gratings, both theoretical and experimental\cite{151, 155} limited studies have been performed so far for the top gratings \cite{156, 157} due to the non-availability of adequate modelling software and challenging fabrication. By the end of this project, the 3D FDTD simulation package from Lumerical became available in the group, and some simulations were performed to confirm the results. Figure 5.11 shows 3D-FDTD simulations of the SOPs for devices with the same top grating and ring dimensions of the fabricated devices (i.e. the radius of 30nm and depth of 40 nm). From left to right the total intensity distribution, the intensity of $|E_x|^2$ and the intensity of $|E_y|^2$ only of an emitted beam with $l=-1$ (i.e. $l = v_{rad}$) are shown. The simulations confirm that top gratings emit a predominantly radially polarised beam. However, the noisy intensity patterns and uneven field distributions in Figure 5.11 confirm the excessive strength of the gratings.

**Figure 5.11:** The 3D-FDTD simulation results of the intensity patterns for a radiated beam that is scattered by a top grating. When the total intensity (on the left) is decomposed into the two orthogonal linearly polarised beams, the SOP at any point is radial.
5.4 Conclusion

This chapter presented the design and fabrication of optical vortex emitters based on a microring resonator integrated with a Bragg grating. Previous devices were constructed with sidewall grating geometries that emitted azimuthally polarised beams. The main aim of the work presented in this chapter was to integrate the top grating devices developed in Chapter 4 on the resonator waveguide so as to emit radially polarised beams.

The experimental results showed that the emitted beams had a predominantly radial polarisation, although azimuthal components were still present and the beam was not completely uniform, which did not allow to confirm the presence of optical angular momentum. The main reason was the excessive strength of the gratings, which was independently confirmed by experimental measurements and theoretical simulations.

The strength of the grating can be reduced by either decreasing the radius or the depth of the hole element forming the grating. However, both solutions are very difficult to implement from a technological point of view because they require extreme control over both e-beam lithography and dry etching. An alternative approach is to use a material platform with lower refractive index confinement such as silicon nitride so as to decrease the interaction of the mode with the gratings. A further solution is to engrave the grating in the upper cladding layer rather than in the guiding waveguide core. All the approaches would have required major design and technological developments, and therefore they were not investigated further.
Chapter 6

Conclusion

The main objective of this thesis was on the development of integrated Bragg grating device that could independently manipulate the TE and the TM polarisation. This work was accompanied by a substantial activity on SOI process and component optimisation that was required to maximise the performance of the developed devices. The main achievements are summarised in the following sections.

6.1 Fabrication techniques

A significant amount of time of this work has been spent for the optimisation of the silicon photonic fabrication process. The need for devices of increasing level of complexity both in terms of minimum critical dimensions and number of components per chip demands a reliable and repeatable fabrication process.

One of the primary focus of this work was the optimisation of the e-beam lithographic process with HSQ, which offer excellent line edge roughness and short writing times. With good control over the EBL dose and mask fracturing process as well as deep understanding of the process parameters such as dilution and ageing of the resist, it was possible to obtain repeatable sub-wavelength features as small as 6 nm.

Alternative resist processes such as ZEP and SU8 were also developed. Although both of these processes are well-known by the SOI community, they were not well assessed in the JWNC and as such demanded some careful optimisation. The ZEP process allowed us to fabricate uncovered waveguides, which are required for
applications such as sensing, with losses at the same level as those obtained with the HSQ process. The SU8 resist process is an important component of our SOI process flow as it is used to define the large waveguides that facilitate the coupling to the input/output optical fibres. The main challenge here arose from the very high sensitivity of the resist and the poor control over the spun thickness.

While the chemistry to dry etch silicon was not modified during this work, the repeatability of the process was improved, and various tests were performed to ensure the reproducibility of the results over time. Repeatable propagation losses as low as 1 - 1.5 dB/cm were obtained during the whole duration of this thesis, mainly due to the smoothness of the etching mask, the standardisation of the chip size and the proper setting of the various machine parameters. Due to the stability of the process, devices with shallow etched features of 40 nm with a deviation of less than 2 nm were systematically fabricated. A final task of the etching development was the transfer of the process to a new Estrelas etching tool, which is still an on-going activity as the new machine has shown a number of issues in terms of stability and reliability.

Finally, the quality of the upper cladding was ensured with the optimisation of the deposition of a HSQ and PECVD silica by-layer. Of particular importance here was the very accurate control over the film thickness as this has a major impact on the design of the metallic heaters and the TM absorbers discussed in Chapter 4.

### 6.2 Components Design

The second main activity of this work was on the design and optimisation of a number of key device components, such as thermo-optic modulators, inverse taper couplers, sub-wavelength waveguide and silicon membranes.

The design optimisation of a thermo-optic modulator based on a NiCr heating element provided record power efficiency as low as 12 mW per $\pi$-shift. This was the result of a thorough theoretical and experimental study on the optimal dimensions and position of the metallic film.

Initially, the silica top cladding thickness was optimised so as to minimise the impact on the losses from the metal strip. Then, the dimensions of the heater
were optimised, either for maximum tuning range or tuning efficiency. An optimal heater geometry of 50 nm × 2 µm and 50 nm × 900 nm were found for the first and second case, respectively. It was also found theoretically that thinner heater cross sections might provide further improvements as a larger fraction of their heat can be delivered to the silicon waveguide. A careful optimisation of the uniformity of very thin metallic films is currently being performed.

Finally, the effect of cladding the NiCr heater was examined. While no appreciable differences were found on the performance of the heaters, the additional cladding layer improved the long-term stability of the device and its robustness against environmental fluctuations.

Following the work on the thermo-optic modulator, the geometry for the inverse taper coupler was completely re-designed. Previously, the standard cross-section of the polymer waveguide used in Glasgow was 2 µm in height and 2.5 µm in width. While this geometry gives excellent coupling to the silicon waveguide, it is not ideal in the matching the optical fibre mode. This resulted in fairly high losses of up to 5 dB/facet. Moreover, simulations indicated that these dimensions are very close to cut-off and therefore propagation losses were in the order of several dB/cm. This was not an issue if very short polymer waveguides were used but severely limited the applicability of this waveguide technology in devices requiring long polymer waveguides.

As a result of simulations, the optimum dimension of the polymer was found to be 3.5 µm in height, and 4 µm in width, with a taper length of 300 µm. Insertion losses as low as 2 dB/facet and 1 dB/facet for the TE and TM mode respectively were measured on a fabricated devices. One conclusion of this activity was that SU8 is not an ideal choice because of the poor fabrication control over its thickness. Alternative materials such as low-stress SiN or SiON should be considered as a future work.

The effect of the misalignment between the polymer and the silicon waveguide was also examined. While it was found that the TM mode is robust to the misalignment, the TE mode can be significantly affected, which resulted in insertion losses as high as 6 dB/facet with a 500 nm of misalignment. A far more critical consequence of such misalignment was the strong polarisation rotation that can be as high as 30 deg.
Chapter 6. Conclusion

The final components examined were sub-wavelength and slot waveguides for applications in sensing and non-linear optics. Specifically, slot waveguide and SWG designs were developed to explore surface-induced second-order non-linearities in silicon photonics. These waveguides are currently being tested as part of another research project.

6.3 Polarisation selective devices

The final part of this work was devoted to the design and evaluation of polarisation selective devices focused on Bragg grating geometries and to their application in optical filters and optical vortex emitters.

In the initial part of the work, devices containing well-assessed sidewall gratings were assessed with the objective of evaluating their behaviour in terms of polarisation. It was found that the strong polarisation scattering occurring in these waveguides poses a hard limit of 30dB in the maximum extinction ratio that can be obtained, regardless of the length or strength of the grating.

This issue was addressed with the design of two TM filter geometries, the first consisting of a simple metallic strip, the second of a grating defined on the top of the waveguide. Both geometries are very effective on the TM mode only and do not add substantial losses to the TE mode. When both TE and TM designs were integrated on the same waveguide, filters with ER as high as 60 dB were measured. Because this value is limited by the strong substrate scattering, improved designs can be developed to further increase this ER figure by at least 20dB.

The same top grating geometry developed for the filters was transferred to microring resonators for the emission of optical vortex beams. The final objective here was to combine on the same waveguide both the sidewall and top grating designs so as to engineer the state of polarisation of the radiated beam. Although the experimental results indicated the presence of radial components generated by the top grating, it was found that the strength of the grating was far too high to keep a uniform shape of the emitted beam. This device can be substantially improved thanks to the more solid understanding gained on the top grating geometry and with the technological advantages offered by the new dry etching tool. Unfortunately, time constraints did not allow to further develop this device.
Appendix A

Origin and Extraction of Optical Losses

A.1 The origin of optical losses

A significant aspect of the design of an integrated photonic circuit is the evaluation of the propagation losses as these have a substantial impact on the performance of the device. In integrated waveguides, the total losses $\alpha_{\text{tot}}$ are the sum of three different type of losses, the scattering losses ($\alpha_{\text{sc}}$), the absorption losses ($\alpha_{\text{ab}}$) and the radiation losses ($\alpha_{\text{rad}}$).

$$\alpha_{\text{tot}} = \alpha_{\text{sc}} + \alpha_{\text{ab}} + \alpha_{\text{rad}}$$  \hspace{1cm} (A.1)

Each type is explained below in more detail.

A.1.1 Scattering Losses

The scattering losses are themselves divided into two categories, the volume and the interface scattering losses. The volume scattering losses arise from defects in the material such as dislocations, voids and contaminant atoms. These are usually negligible due to the high quality of the SOI wafers.
The interface scattering losses are generated by the interaction of the propagating beam with the roughness of the interfaces between the waveguide core and the surrounding claddings. However, the interfaces on the sides of the silicon waveguide are defined by lithography and dry etching and, therefore, might exhibit a substantial degree of roughness. The following formula can be used to approximate the scattering losses:

\[
\alpha_{sc} = \frac{\sigma^2 k_0^2 h}{\beta} \frac{E_s^2}{\int E^2 dx} \Delta n^2
\]

where \(\sigma\) is the interface roughness, \(\beta\) is the propagation constant, \(k_0\) is the free space wavenumber, \(\Delta n = (n_1^2 - n_0^2)/(2n_1^2) \approx (n_1 - n_0)/(n_1)\) \([158]\) is the difference in the refractive index between the core and the cladding, \(h\) is the transverse propagation constant and \(E_s^2/\int E^2 dx\) is the normalised electric field.

Reducing the surface roughness is essential because of its quadratic impact on the propagation losses. Also, it is worth noting the quadratic dependence of the losses on the difference in the refractive index between the core and the cladding. This implies that a reduction of modal confinement has a substantial impact on the losses.

### A.1.2 Absorption Losses

The absorption losses are also divided into two categories, the band absorption and the free carrier absorption. The band absorption occurs when the energy of the photons exceeds the bandgap energy of the semiconductor. Because the bandgap of silicon is around 1.1\(\mu m\) the absorption losses at the 1.55\(\mu m\) telecom wavelength is entirely negligible (0.004 dB/cm \([159]\)). Two-photon absorption (TPA) becomes an important loss mechanism only for power levels of several tens of milliwatts.

The interaction of photons with free carriers in the semiconductor gives an additional contribution to the absorption losses. These losses become critical in the presence of pin junctions that are typically used as fast modulators or for high levels of powers that generate free carriers through two-photon absorption processes. For the material under investigation, these losses are low due to the low doping of the material. This phenomenon is adequately described by the DrudeLorenz equation \([160]\).
where $\lambda_0$ is the free space wavelength, $\epsilon_0$ is the permittivity of free space, $c$ is the velocity of light in vacuum, $e$ is the electronic charge, $m_{ch}$ and $m_{ce}$ are the effective masses of holes and electrons respectively, $\mu_h$ and $\mu_e$ are the hole and electron mobility respectively, $N_h$ is the free-hole concentration and $N_e$ is the free-electron concentration.

### A.1.3 Radiation Losses

The radiation losses originate from the coupling of the guided modes to radiation modes. Usually, these losses are low. However, they need to be taken into account in ring resonators with small curvature radii (i.e. bending losses) or in very narrow waveguides that operate close to cut-off. Also, the thickness of the lower cladding plays an essential role in the radiation losses as the mode can radiate into the substrate if the cladding thickness is below 2 $\mu$m [158, 161].

### A.2 Extraction of Propagation losses

A stated before, the assessment of the waveguide losses is key to optimise the fabrication parameters and evaluate the performance of the device. Many methods have been proposed to extract the propagation losses from experimental data.

### A.2.1 Cut-back Technique

The simplest method is the cut back technique [14]. The output optical power from a known length waveguide is first measured. Then the sample is reduced in length, and the output optical power is measured again. If this is repeated a few times, a graph of the power against the length can be plotted, the gradient of which provides the value for the propagation losses. The requirement for successive cleaving of the sample makes this technique effective only for waveguides with low propagation losses where very long samples can be used. Also, the accuracy of the method strongly relies on having the same input power coupling between successive
measurements. Depending on the quality of the cleaved facets and on the stability of the setup this might not always be the case.

In order to avoid the problem of multiple cleaving and the variability in coupling depending on that, spiral waveguides with a length of 2.1 cm to 7.1 cm were designed and fabricated. The fabricated devices are shown in figure ??.

### A.2.2 Fabry-Perot method

An alternative method is based on the evaluation of the transmission fringes formed by the Fabry-Perot cavity when scanning the wavelength of the input optical signal [162]. This technique uses the Fourier transforms of the transmitted optical signal to extract the losses. Compared to the cut-back, the Fabry-Perot approach is more robust as it is independent of the coupled optical power but does not yield accurate results in the presence of very low losses. Although many theoretical studies have been presented for improving this method [163] with low losses, its accuracy quickly degrades for propagation losses below 1dB/cm.

Because typical loss values in silicon waveguides vary between 1dB/cm and 3-4 dB/cm, both techniques can be used. As part of this work, both methods were implemented.

### A.3 Optical set-up

The assessment of the losses as well as the evaluation of the transfer function of a photonic integrated circuit requires an experimental setup that consists of a tunable laser emitting in the range of 1550nm, a lensed fibre, a photodiode, a lock-in amplifier and very stable mechanical micro-positioners to align the waveguides to the fibre or lens. The full experimental set up can be seen in Figure A.1.

An in-line polariser was used to polarise the laser light with a minimum extinction ratio of 20 dB between the TE/TM mode as shown in Figure A.2. The light was coupled through a lens fibre into the chip placed onto a mechanical positioner with sub-micron resolution. The output light was collected by a lens and collimated into the photodiode which is connected to a lock-in amplifier and a computer to record the data. The output of the laser was modulated at a few hundreds of
Figure A.1: Sketch of the experimental set-up employed for the end-fire characterisation of devices fabricated in SOI.

Hz using a chopper. The whole set-up was controlled by a program written in LabView that sets the laser parameters (power, wavelength, scanning range, step size, etc.), the lock-in (integration time, dynamic range, etc.) and collects the data. The output power usually used for the measurements was 1 mW.

Figure A.2: The extinction ratio between the TE and TM measured after the polariser.
Appendix B

Simulation Techniques

As part of this work, several optical components had to be designed and optimised. In order to define the optimum design to be fabricated, the components were optimised through theoretical models and simulations.

Here, the methods used for these simulations will be presented and discussed.

B.1 Solvers

In order to simulate and theoretically examine optical components, several solvers have been developed over the years. In this section, solvers from three commercial software companies (Lumerical [164], BeamProp [165] and Comsol [166]) will be presented and explained.

**Finite-Difference Eigenmode (FDE)** is a mode calculator solver available on the commercial software Lumerical Mode solutions [112], which uses Yee’s 2D mesh and an index averaging technique as described by Zhu and Brown [167] to calculate the spatial profile and the mode frequency by solving Maxwell’s equations on a cross-sectional mesh of the waveguide. The mode profile, effective index, losses, dispersion and group delay of the waveguide can be calculated with this mode solver. Also, the solver has the ability to simulate bent waveguides.

An alternative method for calculating the mode profile and the effective index of the waveguide based on finite difference method is described by Fallahkhair [113].
The technique is based upon the transverse magnetic field components, and it is available as a toolbox in Matlab [168].

**Beam Propagation Method (BPM)** is based on a fast Fourier Transform method applied on the Helmholtz equation under a slowly varying envelope approximation. The model assumes a stationary field at plane A \((z = z_k)\) and uses it to determine the field at plane B \((z = z_k + \Delta z)\), where \(z\) is the propagation axis [169].

By implementing a stepwise propagation, it is possible to minimise the simulation requirements. On the other hand, the stepwise method and the slowing varying envelope approximation are the main limitations of the technique. In fact, the simulations assume only forward propagation and any reflected waves are neglected from the calculations. Also, the second order differential quotient is neglected with the assumption of a small refractive index difference.

A BMP developed by BeamProp from RSoft [165] was initially used in this work, however, due to the limitation of the techniques and the high index contrast nature of the SOI material, this method was abandoned.

**2/3D Finite-Difference Time-Domain (FDTD)** [170–172] solves the Maxwell’s curl equations (B.1, B.2, B.3) in non-magnetic materials on a discrete spatial and temporal grid.

\[
\frac{\partial \mathbf{D}}{\partial t} = \nabla \times \mathbf{H} \tag{B.1}
\]

\[
\mathbf{D}(\omega) = \varepsilon_0 \varepsilon_r(\omega) \mathbf{E}(\omega) \tag{B.2}
\]

\[
\frac{\partial \mathbf{H}}{\partial t} = -\frac{1}{\mu_0} \nabla \times \mathbf{E} \tag{B.3}
\]

The electromagnetic field components \((E_x, E_y, E_z \text{ and } H_x, H_y, H_z\) in three dimensions) are solved at a given instant in time for a given volume of space. This is followed by solving the equations for the next instant in time, and the process is
repeated until the desired transient, or steady-state electromagnetic field is fully evolved.

Being a direct space and time solution of the Maxwell equation, it can offer a very deep insight into a number of parameters and quantities, such as the complex Poynting vector and the transmission/reflection of light as well as frequency-domain solutions by exploiting Fourier transforms [164]. On the drawback, a high-resolution mesh is required for obtaining accurate simulations, which increases the computational requirements. As a result, only small areas can be simulated to keep the simulation time at reasonable levels.

In the University of Glasgow, an FDTD solver was offered through the commercial software ”Lumerical FDTD” [173]. As part of this work, FDTD was used for the initial simulations for the design of the Bragg grating filters and OAM emitters.

2.5 FDTD (varFDTD) is based on collapsing 3D geometries into a 2D set of effective indices which can be solved with 2D FDTD [164]. The vertical slab modes are identified, and the effective index of them is calculated before the 3rd dimension of the waveguide is collapsed, and the problem is solved as a 2D FDTD based on a variational method proposed by Hammer and Ivanova [174]. The only assumption of the process is that there is a little coupling between different supported slab modes (i.e. the profile of the waveguide does not substantially change in the 3rd dimension). In SOI materials with only two different modes with TE and TM polarisation supported by a single mode waveguide, this is an excellent assumption.

With this method, long simulation areas can be simulated in a short timescale with high accuracy as described in the white-paper published by Lumerical [175]. VarFDTD was available for this work through the commercial software ”Lumerical Mode solutions” [112] and has been used for simulating the ring resonators and to estimate the optimal design for the waveguide couplers.

Eigenmode Expansion (EME) is a bidirectional fully vectorial frequency domain method for solving Maxwell’s equation. The method is based on a base set of eigenmodes from the modal decomposition of electromagnetic fields. The geometry is divided into multiple cells, and these modes are calculated at the
interface between the adjacent cells. By matching the tangential H and E fields at the boundaries, scattering matrices for each section can be formulated. Finally, the S matrix for the entire device can be calculated, and the internal field can be reconstructed [176].

After the initial calculations, the distance between each section can arbitrarily change without having to repeat the precedent simulations. These offer a significant advantage over FDTD as the simulation requirements scale well with distance contrary to FDTD, which is very demanding in computational memory and time requirements. Compared to the BPM; EME is a bidirectional method which does not make the approximation of slowing varying envelope. As a consequence, EME accuracy is not compromised in simulations with light propagating at large angles and for materials with high refractive index differences. As such, it is ideal for simulations of silicon photonic devices.

The classical EME method uses a staircase approximation to resolve material or geometrical variation in the direction of propagation for continuously varying structures. This leads potentially to calculation inaccuracies and non-physical reflections. The typical solution to address this issue is to increase the number of cells but, as a result, the simulation requirements increase. A better solution is to use a Continuously Varying Cross-sectional Subcell (CVCS) method which avoids the staircasing effect.

EME method, available through the commercial software ”Lumerical Mode solutions” [112], was extensively used for the design of the polymer couplers, Bragg gratings and inverse tapers.

**Finite Element Method (FEM)** is used to compute approximations (numerical model equations) of the real solution to the partial differential equations. FEM benefits from a great freedom in the selection of the discretisation of both the basic functions and the elements used to discretise the space [177].

By dividing the simulation area into discrete units cells, it is possible to find the exact solution for each unit cell and translate it to an approximate solution of the general differential equation. The size and the shape of the unit cells vary depending on the shape of the simulated structure.
FEM, available through the commercial software “Comsol” [166], was used for optimising the heating elements for the waveguide tuning.

**B.2 Boundary conditions**

An essential parameter for each simulation independent on the solver used is the choice of the boundary condition applied to the model. Depending on the boundary conditions, the accuracy of the results as well as the simulation requirements in terms of time and memory can be substantially affected. In this section, the boundary conditions available on the Lumerical products will be briefly explained.

**Perfectly matched layer (PML)** Boundaries are designed in such a way that an incident wave from a non-PML to a PML medium is not reflected by the interface. As a result, PMLs are used to strongly absorb any incident wave [178].

**Metal** Some boundaries behave as Perfect Electric Conductor (PCE), in which the component of the E field parallel to the boundary, and the H field perpendicular to the boundary is zero. These boundaries do not allow any energy to escape the simulation volume being perfect reflecting.

**Periodic** This boundary is used when both the electromagnetic field and the structure are periodic, and it can be used in one or more directions.

**Bloch** This boundary can be used when both the structure and the electromagnetic fields are periodic, but a phase shift exists between each period. It can be used when plane waves are launched at an angle with respect to a periodic structure or for calculating the band structure of a periodic object (such as a Bragg grating).

**Perfect Magnetic Conductor (PMC)** This boundary is the magnetic equivalent of the PCE. In this case, the E field perpendicular to the boundary and the H field parallel to the boundary are zero.
**Symmetric / Anti-Symmetric** These boundaries are used when the system exhibits at least one plane of symmetry. Symmetric boundaries are mirrors for the E field, anti mirrors for the H field. The anti-symmetric boundaries are the opposite with mirrors for the H fields and anti mirrors for the E fields. For a correct result, the source should have the same symmetry than that of the boundaries. Great care has to be taken when these boundaries are used, and more details can be found on the Lumerical website [179].
Appendix C

Silicon Waveguides for Second Harmonic Generation

C.1 Introduction

Even though silicon is a well-established material for photonic integrated circuits, it lacks key functionalities such as light emission and fast modulation capabilities [185]. This is a direct consequence of the indirect silicon bandgap and centrosymmetry of its crystal lattice [186]. The latter is of particular relevance for optical modulators due to the absence of the second-order nonlinear susceptibility ($\chi^{(2)}$), which prevents the development of electro-optic modulators. Current phase modulators in silicon are either built on the thermo-optic effect with the use of metal heaters [96] (see Chapter 3) or make use of the refractive index change induced by the plasma effect in forward biased pin junctions. The first approach is technically simpler but only offers slow modulation (of the orders of a few $\mu$s [187]); the second is substantially faster (below the ns) but adds losses to the waveguide and complexity in the fabrication process. Both approaches are power hungry and therefore cannot be scaled up to circuits containing hundreds of devices.

Recently, Jacobsen et. all have proposed the use of strained claddings such as silicon nitride to break the symmetry of the silicon crystal lattice [188] and induce a sizable $\chi^{(2)}$ in the material. The first attempt led to $\chi^{(2)}$ values of 15 pm V$^{-1}$ [188]. As a comparison the lithium niobate ($LiNbO_3$), which is a widely used material for the fabrication of electro-optic modulators, has a $\chi^{(2)} = 36 pm V^{-1}$ [189]. Over
the years higher values of $\chi^{(2)} = 122\text{pmV}^{-1}$ [189] have been reported by Chmielak et. al. and $\chi^{(2)} = 190\text{pmV}^{-1}$ [190] at a later time. The highest value of $336\text{pmV}^{-1}$ [191] was reported by Pedro Damas et. al. in a Mach-Zehnder geometry with a push-pull electrode configuration. Although the reported values are comparable with the best electro-optic materials, the need for high electrical potential (30 V) remains a limiting factor, which requires further development.

Also, in some of the reported experiments, non-convincing evidence was given for the origin of this $\chi^{(2)}$. It has been long suspected that any second-order non-linearity measured in silicon is due to the weak $\chi^{(2)}$ on the surface of the waveguides and not to the stress. The additional contribution to the $\chi^{(2)}$ might originate from carrier accumulation at the interfaces between silicon and silicon nitride.

In this Appendix, a theoretical discussion for non-linear optics will be made followed by the designs of the two different waveguides presented in Section 3.3.

### C.2 Non-Linear Optics

The interaction of electron and phonons with the optical field leads to a plethora of non-linearities in silicon [192–194]. Polarisation is caused by the resonance of the optical field with the electrons in the outer shell of the silicon atoms. An electron’s orbital gets displaced from the nucleus by an oscillating photon at a frequency $\omega$. By assuming a dielectric response in an isotropic material, the relation between the electric field ($E(t)$) and the induced polarisation ($P(t)$) is expressed:

$$P(t) = \epsilon_0(\chi^{(1)}E(t) + \chi^{(2)}E^2(t) + \chi^{(3)}E^3(t) + ....)$$ (C.1)

where $\chi^{(i)}$ is the $i^{th}$ order optical susceptibilities and $\epsilon_0$ is the vacuum permittivity. The susceptibilities terms are tensors. The consequence of this is that waves at new frequencies are generated. In this work we are only interested in the second-harmonic generation, a phenomenon induced by the second order non-linear susceptibility ($\chi^{(2)}$).
C.2.1 Second-Harmonic Generation

Figure C.1 shows the process of second-harmonic generation, where two photons with frequency $\omega$ are destroyed to create a photon with frequency $2\omega$ as shown in Figure C.1b.

When a laser beam with electric field strength:

$$\tilde{E}(t) = E \exp(-i\omega t) + c.c. \quad (C.2)$$

is incident onto a crystal with nonzero $\chi^{(2)}$, the non-linear polarisation created in the crystal is given by:

$$\tilde{P}^{(2)} = \chi^{(2)} \tilde{E}^2(t) = 2\chi^{(2)} EE^* + (\chi^{(2)} E^2 \exp(-2\omega t) + c.c.) \quad (C.3)$$

The first term of the second order polarisation consists of a contribution at zero frequency. This term does not contribute to the generation of electromagnetic radiation due to the vanishing of its second derivative, rather it leads to optical rectification, which is a process where static electric field is created inside the non-linear crystal. The second term of the second order polarisation contribute at frequency $2\omega$. Following the equation:

$$\nabla^2 \tilde{E} - \frac{n^2}{c^2} \frac{\partial^2 \tilde{E}}{\partial t^2} = \frac{4\pi}{c^2} \frac{\partial^2 \tilde{P}^{NL}}{\partial t^2} \quad (C.4)$$
The later contribution can lead to the generation of radiation at the second-harmonic frequency, where \( n \) is the linear refractive index, \( c \) is the speed of light in vacuum and \( \tilde{P}^{NL} \) is the non-linear polarisation.

Under the proper experimental condition, nearly all the power of the incident radiation with frequency \( \omega \) is converted to radiation with frequency \( 2\omega \). The most common application is the conversion of a laser frequency to a different spectral region. In our case, our goal is to convert a 3 \( \mu m \) laser to the telecommunication wavelength of 1.5 \( \mu m \).

### C.2.2 Straight waveguides

The first design was to optimise a standard straight waveguide for SHG.

For the second harmonic generation to take place, the width of the waveguide has to be engineered in order to have a phase matching between the two modes. To identify the phase matching condition, the effective index of the waveguide with widths between 500 nm and 2 \( \mu m \) was calculated as shown in Figure C.2.

![Figure C.2: The effective index against the width of the waveguide, for wavelengths of \( \lambda=1.5 \ \mu m \) and \( \lambda=3 \ \mu m \).](image)

Four widths were phase matching occurs were found for a straight waveguide between the wavelength of \( \lambda=1.5 \ \mu m \) and the fundamental TE mode at \( \lambda=3 \ \mu m \) (Figure C.2). Three of them are between the fundamental TE mode at 3 \( \mu m \) and...
higher order modes of the TE polarisation at 1.5 \( \mu \text{m} \) \( (TE_{02}, TE_{03} \text{ and } TE_{04}) \). The fourth phase matching width is between the TE fundamental mode at 3 \( \mu \text{m} \) and the TM fundamental mode at 1.5 \( \mu \text{m} \).

Even though the geometry is well studied at a wavelength \( \lambda = 1.5 \mu \text{m} \), and the losses have been quantified in several works [68], less data are available on the losses at a wavelength of 3 \( \mu \text{m} \) for a silicon waveguide with a height of 220 nm. To evaluate the losses at a wavelength of 3 \( \mu \text{m} \), simulations were performed to extract the losses against the width of the waveguide. As it can be seen in Figure C.3, the theoretical losses for any waveguide smaller than 1 \( \mu \text{m} \) are too high for any real propagation to take place.

![Figure C.3: The losses at a 3 \( \mu \text{m} \) wavelength against the width of the waveguide.](image)

**Figure C.3:** The losses at a 3 \( \mu \text{m} \) wavelength against the width of the waveguide.
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