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Abstract

Congestion is caused when the load presented to a communication infrastructure exceeds its opti-
mum capacity and the measures in place to control it are inadequate. The eftect of congestion 1s
that resources that would otherwise be available to facilitate communication are wasted and the
effectiveness of the infrastructure impaired.

Packet switching networks, of which the Internet can be considered an example, offer the benefit
of high levels of resource utilisation through their ability to multiplex together data streams. 'This
advantage carries with it the danger of congestion. The subject of this dissertation i1s congestion
control on the Internet. Specifically it is advocated that the addition of explicit mechanisms for
controlling congestion at the time-scale of a session would increase the control exercised over traffic
and 1ncrease the quality of the service that is provided to users.

The original design of the Internet deliberately omited the inclusion of congestion control measures.
Consequently when faced with the phenomena of congestion collapse, which threatened the very
utility of the network, it became important to add congestion control onto the existing architecture.
This was achieved by embedding congestion control algorithms in to the Transmission Control
Protocol (TCP). The design assumed long lived connections and low bandwidth wide area links.
Neither of these assumptions hold today. Consequently the congestion control mechanisms often
unnecessarily limit access to the network increasing the latency experienced by users. They also
discriminate in favour of large transfers at the expensive of the short interactive traflic that is
typical of the World Wide Web. Measurements of web traflic and simulations of TCP’s congestion
control algorithms are used to demonstrate these assertions.

The addition of best effort congestion control at the session time-scale can address these problems
resulting in traffic that is more responsive to the congestion signal generated by the network and in
a better service to users. A significant proportion of this dissertation is devoted to demonstrating
the benefits of such session level congestion control and in developing a practical approach to its
implementation. The design of a Location Information Server (LIS), which passively monitors TCP
data streams to discover the network characteristics of the paths to aggregates of destinations,
and makes estimates of these characteristics available to hosts in a timely manner is presented.
Significant development work has been invested in building an implementation of an LIS. The
effectiveness of the LIS was then evaluated using live Internet experiments.

The results of these experiments demonstrate that: i) estimates of congestion remain valid for
significants periods of time, ii) can be communicated to hosts in a timely fashion and iii) can be
used to derive appropriate starting values for TCP control variables. The consequence of this
dynamic initialisation is that Slow Start is made largely redundant and TCP can move directly to
the Congestion Avoidance state. This in turn results in average window sizes that are appropriate
for the level of congestion and in a reduction in the latency attributable to the data transfer phase
of TCP connections.

Whilst TCP accounts for around 90% of Internet traffic there are important traffic classes for which
the reliable byte-stream service 1t provides are not appropriate. These can be an important source
of congestion information and may also benefit from the addition of session level congestion control.
Consequently it would be desirable to extend the LIS to cater for such traffic types. The design
for such an extension, which integrates QoS feedback from Real Time Control Protocol packets
with that collected from TCP streams is presented. The design for a group based conferencing
application that utilises the feedback provided by an LIS to configure itself at the start of a session
thereby providing a more predictable level of service to users is also given.

The approach to congestion control advocated in this dissertation is not intended to relace the
existing Internet congestion control mechanisms, which typically operate within the confines of
connections. Rather it is intended to address limitations in the existing approach by adding control
at the session time-scale.
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Chapter 1

Introduction

1.1 Introduction

At the start of the 1980’s the Internet was an experimental network supporting a few thousand
users, mostly engaged in scientific research, and was funded almost entirely by the American
Department of Defence. The next two decades saw the Internet grow until it became an important
component of millions of peoples professional and social lives, and draws its funding from a diverse
set of institutions. With this expansion has come a diversification in how the Internet is utilised.
Businesses advertise and sell over it, sports events are broadcast over it and friends use it to

communicate over thousands of miles.

Yet in the mid to late 1980°s the phenomenon of congestion collapse threatened to make the
Internet unusable. This provided a stimulus for systematic research into congestion control for
packet switched networks in general and the Internet in particular. Of course the problem of
congestion is not confined to the Internet, it arises in one manifestation or another whenever a
communications infrastructure or part therefore is put under strain by the load presented to it.

Throughout its existence the Internet has used the Transmission Control Protocol (TCP) to ensure
that a message which arrives at its destination is the same as the one that was sent and to
regulate the rate at which data is sent. Whilst alternative Transport Protocols are available and
are increasingly being utilised, over 90% of traffic has and continues to be carried by TCP [Sch01].
TCP provides a reliable, connection oriented, byte stream service on top of the connection-less,
unreliable Internet Protocol (IP). It forms part of the collection of protocols collectively known as
TCP/IP [Ste94, Ste96]. TCP uses a sliding window protocol [Tan81] to allow multiple packets to
be outstanding in the network at any point in time and limit the number of such packets.

In 1988, Van Jacobson’s classic paper Congestion Control and Avoidance [Jac88| was published.
This paper drew upon preceding work [CJ89, Edg83| and provided the blueprint that was to cure
the Internet’s susceptibility to congestion collapse. Congestion was to be tackled on an end-to-end
basis, by algorithms embedded in the source code of TCP implementations. In particular two
algorithms, which Van Jacobson named Slow Start (SS) and Congestion Avoidance (CA), would
force connections to adapt to the bandwidth available on a path. These congestion control mech-
anisms rely upon inferred feedback about the state of the network rather than explicit feedback

or congestion control implemented in the routers.

The success of these measures is demonstrated by the size and growth rate of the Internet. This
growth however has been accompanied by significant changes, which in turn mean that the as-
sumptions against which the algorithms were formulated — low bandwidth and bulk transfers —
often no longer hold. The variation in available bandwidth is now much higher; on some paths
there may be gigabits per second available, on others only a few kilobits. Internet usage is domi-
nated by web browsing, which usually generates small connections, many of which have insufficient



time to adapt to network conditions.

In addition there is an expansion in the volume of Internet traffic which is not carried by TCP and
an increasing demand for the ability to provide different levels of service. These considerations have
led to much debate about how to improve upon the Internet’s existing and somewhat primitive
traffic control mechanisms. This dissertation is a contribution to that debate.

The central thesis of this dissertation is that:

the addition of measurement based best effort congestion control to the Internet at the
session time-scale would result in traffic that is more responsive to congestion and
facilitate a significantly improved service to users. Furthermore such an addition is
technically feasible.

1.1.1 TCP Flow and Congestion Control

In this section an overview of TCP’s congestion and flow control mechanims are given in order
to provide background to the following discussion. TCP provides a duplex reliable byte stream
service to applications. This service is particularly appropriate for the communication of data as
a single bit error may corrupt the data. It is the transport protocol over which the Hyper Text

Transfer Protocol (HTTP) is layered.

Central to the design of TCP is a combined, window flow control and reliability mechanism. Each
byte sent, 1s associated with a sequence number. The receiver communicates to the sender the next
byte that it is expecting to receive and the size of the window that it has available. Each end of the
connection maintains variables which track the sequence numbers ot the last byte acknowledged,
the last byte sent and the highest sequence number that is allowed to be sent.

As acknowledgments are received the sender is able to transmit more packets, thus, allowing a
steady flow of data from the sender to the receiver to be maintained. Multiple packets of data
may be unacknowledged but more data cannot be sent than the receiver can accommodate 1n 1ts

bufter.

If a packet is dropped that packet’s lowest sequence number and higher sequence numbers will be
unacknowledged thereby preventing further data from being sent until it is retransmitted. The loss
of a packet may be detected when a retransmit timer goes off or through the receipt of multiple
duplicate acknowledgments. In either case the dropped packet is retransmitted.

TCP congestion control assumes that the dropping of a packet indicates the existence of congestion
and the successful acknolwedgement of a packet indicates the absence of congestion. Whilst for
flow control the receiver is responsible for regulating the transmission, of data for congestion
control it is the sender that is responsible. This involves two variables maintained by the sender,
the Congestion Window cwndand the Slow Start Threshold ssthresh. Packets may only be
sent if there is space available in both the flow control and the congestion control window. Two
algorithms Slow Start and Congestion Avoidance regulate the size of cwnd.

At the start of a connection the congestion window is initialised to a small number usually the
size of a single packet. When that connection enters the ESTABLISHED state a single segment 1s
sent. When that packet is acknolweged the congestion window is increased in size by one and two
more segments are sent. Whilst the connection is in the Slow Start state the congestion window
is increased by the number of acknowledgments received, thus it grows exponentially.

The initial Slow Start phase of a connection ends when a packet loss is detected. If the loss
was detected through a retransmit timeout then ssthreshis set to half of the current value ot
cwnd which is in turn set to one. A new Slow Start phase is then entered. If the packet loss is
detected through duplicate acknowledgments cwnd and ssthreshare both set to half of the current

value of cwnd and Congestion Avoldance is entered.

During congestion avoidance the congestion window is increased, by one over the maximum seg-
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Figure 1.1: Slow Start and Congestion Avoidance: This graph shows the evolution of
TCP congestion window under deterministic loss assumptions. W is the maximimum
window size during steady state.

ment size, for each acknowledgment received, or equivalently by one packet for each window worth
of acknowledgments. This amounts to an additive increase in the congestion window and rep-
resents the steady state behaviour of TCP. Behaviour upon the detection of loss is the same as
during Slow Start.

Figure 1.1 illustrates the evolution of a connection’s congestion window under deterministic loss
conditions and where packet loss is detected through duplicate acknowledgements. After the initial

Slow Start phase the congestion window oscillates in a saw tooth pattern around the fair window
s1ze.

Typically when the server has transmitted all its data a FIN is sent. The client then acknowledges
that FIN. After communication with the application the client will then send a FIN of its own,
which the server in turn acknowledges.

1.1.2 Observations about Congestion Control

The thesis statement flows from five observations which are central to this work.

1. Congestion occurs when the load presented to a communications infrastructure rises to such
a level that resources, which would previously have been used in transportation, are no

longer available. The result is a reduction in efficiency.

2. Effective congestion control allows a communication infrastructure to continue to operate
efficiently, when the load presented by sources would otherwise cause a deterioration In
service. This goal is achieved without unduly restricting access to the infrastructure at
times when the presented load is at or below optimum levels.

3. A long stated aim of computer networks is to make it appear as though the services being
offered by the network are actually being provided by a single host. The network should be
transparent. For graphical user interfaces, low response times are critical in achieving this.

4. There are two fundamental tensions at the heart of Internet congestion control. The first
is between the Internet Architecture and the Congestion Control mechanisms: the Internet
Architecture is connection-less yet congestion control is located within the connection ori-
ented TCP. The second is between the nature of Internet traffic and the control mechanisms:



most Internet traffic is made up of relatively short transfers, which only take a few round
trips to complete, yet the control mechanisms assume long lived connections.

9. Currently each TCP connection starts with no information about the network, initialises
1ts control variables to static values and uses the absence or presence of loss over multiple
Round Trip Times (RTTs) to infer a fair window size. Its adaptation to network conditions
is based solely upon feedback received in response to its own traffic.

In this dissertation it is argued that increasing the scope — both geographical and temporal — from
which congestion information is drawn allows the mismatch between the traffic on the Internet
and its congestion control mechanisms to be addressed. Consequently a connection’s access to
bandwidth is increased when there is no shortage, and the danger of a connection overshooting
its fair share of bandwidth when there is contention is reduced. For many transfers this will in
turn lessen the delay suffered by users and therefore move the Internet towards realising the goal
of transparency.

1.2 The Original Contributions of this Dissertation

In validating the thesis statement of this dissertation a number of original contributions have
been made. These lie in four areas: i) the analysis of TCP congestion control algorithms using
a, combination of measurement and simulation, ii) the development of a functional decomposi-
tion of congestion control [IMG™79], iii) the design implementation and evaluation of a Location
Information Server (LIS) for the Internet and iv) the drawing of lessons relevant to protocol design.

1. Experimental and Investigative: Surprisingly, given the volume of research publications on
the Internet there have been few studies that combine measurment of actual traflic with
consideration of the implications for TCP’s congestion control algorithms. Much of the
literature lies in the realm of analysis, simulation and specially generated or probe trathc.
Of those that are based on real traffic most are located solely or primarily in the US [Mog92,
CaGP93, Pax94b, CBP94, BPST98]. In addition there is a tendency to focus upon one
aspect of the traffic being measured such as the RTT, the dynamics of Fast Retransmissions
or Ack compression.

The study presented in Chapter 4 combines simulation and the analasis of trafhic measure-
ments. The traces were captured in the UK providing an additional perspective on the In-
ternet to the literature. Considering measurments of; connection sizes, levels of congestion,
offered window size the gaps between connections and their relationship to the dynamics
of TCP congestion and flow control allows an evaluation of TCP traffic management to
be made. A deterministic simulator was developed, which allows the behaviour of TCP
algorithms to be explored across a large parameter space and nouvelle techniques for the
visualisation of the comparative behaviour of TCP connections were utilised.

Whilst it has long been suggested that TCP does not work well with short connections, this
is often treated as the exceptional case. This study suggests that it is, in fact, the common
case. Furthermore it was found that a significant proportion of connections rely upon flow
control mechanisms to prevent aggressive behaviour resulting from the exponential increase
of Slow Start. It is observed that this dependeny may be dangerous in the future as increasing
the flow control window which, is desirable on paths with a large bandwidth delay product,

would remove the constraint.

The distribution of average levels of congestion on network paths was investigated. It was
found that there is a wide variation across different paths. This leads to the conclusion that
sharing of state between connections that share a path may be advantageous.

The temporal separation between connections, is measured. It is found that a large propor-
tion of connections are separated by time scales orders of magnitude larger than RTTs. This



places a limit on the effectiveness of sharing congestion information between connections.
Fortunately, experiments that are presented in Chapter 6 show that the value of congestion
information is sufficiently long lived to bridge the gap between connections.

Finally, although most Internet connections are short the majority of packets are carried in
large longer-lived connections. This suggests that the Internet may be resilient to changes
In start-up regimes.

. Analytical: Malek [IMG™79] presents a functional decomposition of congestion control,
where the congested router is responsible for detecting congestion and signaling it to the
source host, which is in turn responsible for adjusting its rate of send. This decomposition
is developed and applied to the session time-scale in Chapter 5.

An explicit signal from which a host could derive a fair starting rate or window size would
allow short connections to utilised available bandwidth without causing congestion. On the
Internet congestion is signaled by dropped packets. In the future some form of Explicit
Congestion Notification (ECN) is likely to be introduced. In both cases the signal is binary
in nature and a fair window size can only be derived after multiple rounds of feedback.

This contradiction between the need for an explicit congestion estimate and the binary nature
of Internet congestion signaling can be resolved by deploying resources at the edge of the
network. These resources provide the function of monitoring the congestion signal, detecting
the start of connections and supplying hosts with an explicit estimate of congestion. The
host may then use this estimate to determine a fair window size or rate.

This approach makes it possible to get the main benefits of explicit rate feedback without
paying the penalty of increased complexity in the core of the network.

. Practical Design and Implementation: Chapter 5 presents the architecture, design and im-
plementation of a Location Information Server, which can be used to facilitate measurement
based congestion control. Chapter 6 presents an evaluation.

The LIS is located on the WAN/LAN interface, and uses passive monitoring of TCP traffic
to extract network level information such as congestion events and round trip times. This
information extraction occurs within a connection layer where per connection state is main-
tained. Each reading is then passed to a location layer where statistics are maintained on a
per location basis. A location is defined as an aggregation of hosts, where traffic to each is
likely to experience similar network conditions.

Upon the detection of a new connection, a Location Information Packet (LIP), which contains
predictions of network conditions, is sent to the local host participating in the connection.

The local host makes use of the information it is supplied to dynamically initialise the
Congestion Window (cwnd) and the Slow Start Threshold (ssthresh) to values that are
appropriate for the predicted level of congestion. After initialisation the normal algorithms
would apply. This can be thought of as facilitating session or connection level measurement

based congestion control.

The evaluation of the LIS shows that, statistically, dynamic initialisation results in an in-
crease in the strength of the negative correlation between congestion and window sizes, a
reduction in the latency suffered by most users and no increase in congestion.

The design of the LIS is extended in Chapter 7 to facilitate the extraction of congestion
information from real time and multicast data. The issue of how to integrate such QoS
feedback with existing data and the use to which it can be put by real-time applications are

also addressed.

_ Lessons for Protocol Design: The main draw back of the Location Information Server flows
from deficiencies in the Architecture of the Internet. The absence of network level signaling
of congestion information forces the LIS to extract network level QoS feedback from trans-
port level packet headers. Consequently in order to extract QoS feedback from non TCP



traffic explicit extension of the LIS is required. An approach to extracting QoS information
from RTP traffic and integrating it with that extracted from streams is presented. This is
fortunate as streamed video and sound is likely to continue increasing on the Internet and
1s a potentially rich source of congestion information.

These observations lead to the conclusion that there is a need for a generic, protocol inde-
pendent, congestion signaling mechanism that is meaningful to intermediate points. This
requirement could be met by designing an explicit congestion notification mechanism. Un-
fortunately the current ECN assumes that signaling in the return path will be protocol
dependent. One beneficial effect of this dissertation might be a reconsideration of the re-
quirements for Internet explicit congestion notification.

1.3 Historical Background Material

This dissertation starts by discussing the link between the fundamental advantage of packet switch-
ing and the problem of congestion. The multiplexing together of multiple data streams allows
higher levels of resource utilisation, but also means that shortages may occur resulting in dropped
packets and wasted network resources. This is accompanied by a concrete discussion of the issues
facing early packet switched networks. In particular the control of congestion and the monitoring
of traffic was recognised as a central priority in the design of early packet switched networks.

Congestion control, trafhc management and monitoring were however lower priorities when the
Internet architecture was being designed. There were two reasons for this contrast. Firstly,
it was hoped that traflic management mechanisms installed in existing networks would render
Internet congestion control unnecessary [VGK78|. Secondly, external aggression was identified
as the primary threat to network integrity; consequently seamless recovery from physical failures
in the network infrastructure was adopted as a central aim, at the expense of efficient trathc
management [Cer80a, Cla88|. This reflected the military mind-set of DARPA.

In the early eighties the phenomena of congestion collapse began to be reported on TCP/IP
networks [Nag84b|. During a period of congestion collapse retransmissions dominate network
traffic and the amount of useful work shrinks to a fraction of the network’s capacity. By the late
1980’s congestion collapse had become so common that it threatened the future expansion and

basic functionality of the Internet.

In particular the combination of high bandwidth Local Area Networks being inter-connected by low
bandwidth Wide Area Links was identified as a major contributing factor to the problem [Jai86].

These problems with congestion sparked a period of intense research which culminated in the
addition of the Slow Start, Congestion Avoidance, Fast Retransmit and Fast Recovery algorithms
to TCP [Ste97]. For the next decade the Internet relied almost exclusively upon these algorithms

for explicit congestion control.

Van Jacobson’s classic paper [JB90|, where these algorithms were advocated, focused on preventing
TCP from massively overshooting the physical bandwidth available to a Wide Area connection.
The paper assumed that the steady state would dominate during a connection’s life time. The
transfers used to demonstrate the effectiveness of Slow Start and Congestion Avoidance were

around 20,000 segments long.

The congestion control mechanisms introduced to the Internet were shaped by the need tfor them
to be added to an already existing architecture, rather than being incorporated as part of the
original design process. This resulted in a concentration of functionality in end hosts, which
limits the effectiveness of the mechanisms introduced. They have however significantly reduced
the occurrence of congestion and contributed to the avoidance of congestion collapse. Thus the

central aims have been realized.

The Internet has continued to grow and evolve since the introduction of congestion control. There
has however been relatively little change in the congestion control mechanisms themselves. When



1t 1s considered how much has changed in computing between 1988 and 2000 this is remarkable in
1tself.

Slow Start limits the degree that a connection can overshoot the physical bandwidth to a factor
of two. The absolute limit of physical bandwidth may be important in a significant number of
cases; for example where there is a low bandwidth connection linking a source or destination to
the Internet. The growth in bandwidth means that at a route’s bottleneck router there is often
sufficient bandwidth for each connection, but congestion is caused when the aggregate demands
of a large number of connections multiplexed together take the network beyond its optimum
operating point. Here the fair distribution of available bandwidth between competing connections
and the limitation of the bandwidth that each connection can utilize are the issues that need to

be addressed.

Traffic on the Internet was often categorized as being either low bandwidth and interactive or high
bandwidth bulk transfers. The traffic management algorithms in TCP are optimized for these two
classes of traffic. Karn’s {KP87, Ste94| algorithm prevents the Internet from becoming dominated
by a large number of “tiny-grams” and Slow Start and Congestion Avoidance limit the bandwidth
avallable to a connection during each round trip time.

In the mid nineties this categorization was challenged by the phenomenal growth of the World
Wide Web which is today responsible for over 707% of traffic [OC01, CAIO1|. This in part reflected
the transition from textual to graphical user interfaces. The resulting traffic contains a significant
graphical element, the bandwidth requirements of which are higher than for traditional telnet
tratfic and the timeliness constraints more severe than for traditional bulk transfers.

One result is a large number of small connections, which can be seen as the graphical representation
of the tiny-gram problem. FEach connection has the full set up and tear down overhead, but
may consist of only one data packet. Neither Karn’s algorithm nor Slow Start and Congestion
Avoidance regulate the bandwidth used by these connections.

A second consequence and the one addressed by this dissertation is that a significant number of
WWW connections are large enough to interact with TCP’s congestion control mechanisms but
are not large enough to do so in the way intended. Although a high proportion of connections
are short, long transfers still account for a large proportion of packets. For this reason it is still
necessary for the bandwidth a connection receives to be controlled throughout its lifetime.

In the last decade the Internet has made the transition from what was primarily a research and
government network to one which is public and open to the pressures of commerce. This has put
pressure on the way in which congestion control algorithms are developed.

In part because of the perceived slowness of the Internet a number of products claiming to boost
performance have come on to the market. Some of these products achieve an increase in perfor-
mance by circumventing congestion control mechanisms and pay little regard to the impact on

competing traffic [Flo01].

The paradigm of controlling the resources allocated by embedding algorithms in source code has
been undermined. This has resulted in increased interest in putting enforcement mechanisms in
Internet routers. It also poses the question of how should the development of congestion control
algorithms be controlled. One strand of research draws upon game theory [Axe85, KM99| and
claims that if a source is made aware of the implications of its resource usage, and a cost is
attached to that resource usage then an incentive is created for the development of algorithms
that are reactive to congestion feedback. This approach has the added advantage of allowing users
to buy increased resources if they require it and thereby enabling differentiated resource provision,
without requiring explicit signaling between the network and end hosts.
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Figure 1.2: Congestion Avoidance and Recovery: These graphs illustrate the different
regions of operation that correspond to congestion avoildance and congestion recovery.

Congestion avoidance is preferable because it allows the network to be operated at
an optimal load

1.4 Technical Background

The introduction of congestion control to TCP resulted in the concentration of congestion control
functionality within end hosts, within a particular transport protocol and at the intra-connection
time scale. This was largely a consequence of the need to add congestion control to an already
existing Internet Architecture, which had adopted the datagram paradigm at the (inter)network
layer.

Research contemporary to and preceding 1988 however, suggested that a functional division of
labour between different network elements would be more effective in preventing congestion and

promoting fairness between concurrent connections. This division of labour was first identified by

Malek [IMG™79] and formed the starting point for much of Jain’s [JR88a, RJC87, JR&8b, CJ89]
work and the approach to congestion control taken in the PUP inter-network [BSTMS0].

1. Detection - The congested router is in the best position to detect the onset of congestion, as
it has a global view of traffic passing through it.

2. Communication - Special packets [BSTM80, Nag84b| or setting bits in packet headers [RJ88]
have been used to communicate the onset of congestion, betore router queues became satu-

rated and packets were dropped.

3. Reaction - End hosts should adjust their rate of send in response to the receipt of congestion
notifications with the aim of preventing packet loss.

4. Enforcement - Boundary routers would be responsible for ensuring that hosts reacted cor-
rectly to congestion notifications.

Jain draws an important distinction between congestion avoidance and congestion control [JR88a].
In a congestion avoidance scheme the system is kept operating at the knee of the delay load graph
shown in Figure 1.2, in congestion control the system is allowed to reach the cliff where packet
loss occurs. By Jain’s definitions TCP congestion avoidance is actually congestion control.

Following the adoption of Van Jacobson’s algorithms and a significant increase in backbone band-
width, the problem of congestion collapse was effectively eliminated and that of congestion dimin-

ished.



Fairness Issues

As has been noted the central aim of Van Jacobson’s algorithms was to prevent congestion collapse,
1t was not to ensure the equal distribution of bandwidth between concurrent TCP connections. The
congestion avoidance algorithm adopted for TCP was however based upon the Additive Increase
Multiplicative Decrease (AIMD) algorithms developed by Jain for Binary Feedback Congestion

Avoidance (BFCA) [RJ88, RJ90]. Jain’s proposals did achieve a form of Max-Min fairness [Kes97]
between connections sharing the same path.

The way that the network signaled congestion and hosts responded to that signal were both key
features of the BFCA scheme. Specifically it was necessary that hosts sharing a path receive
similar feedback. This was achieved by routers indicating the presence or absence of congestion
by setting a bit in the packet header. Hosts would take an average over two RTTs. If congestion
was indicated the window would be reduced by one eighth otherwise it would be increased by one.
For connections using different paths, but sharing the same bottleneck link a variation on Max -
Min fairness is achieved, as the increase and decrease algorithms would result in a similar window
size. The throughput of a connection is a function of the window size and the RTT, consequently
hosts communicating over a shorter path receive a larger bandwidth.

Window

RTT (1.1)

T hroughput =
When the AIMD algorithms were put into TCP, the signal used to indicate the presence ot con-
gestion was packet loss, conversely the lack of packet loss indicates the absence of congestion.
The consequence of this is that concurrent connections do not receive the same teedback; only the
connections which happen to lose a packet in a congestion event will detect congestion, all others
will continue increasing their congestion window. One consequence of this with respect to fairness
1s that the convergence of congestion windows, even for a long connection may not occur. Thus
TCP does not achieve the approximation to Max-Min fairness that BFCA does, but may achieve
a weaker form of fairness which may be called statistical fairnesss [WC92]. Each connection (on
a shared path) has an equal probability of utilising bandwidth. A consequence of this is that in
order to improve upon TCP’s statistical fairness it is necessary to change the way that congestion

1s signaled by the network.

Fairness is not achieved between long and short connections because the low bandwidth utilization
achieved while a connection is ramping up to its steady state dominates for short connections while
the higher bandwidth achieved in the steady state dominates for long connections.

To summarize, congestion avoidance is based upon algorithms that can achieve a window version
of Max-Min fairness. The combination of algorithm and signal used by TCP means that at best
statistical window Max-Min fairness is achieved. These observations assume that it is the steady

state behaviour which dominates during a connection’s lifetime.

Binary Feedback and Start Up

The normal procedure for TCP is to initialize variables to default values. These values may
then be updated in the light of feedback from the network. The main variables for congestion
control are cwnd which controls the size of the congestion window and the Slow Start Threshold
ssthresh which defines the window size that the transition between Slow Start and Congestion

Avoidance occurs at.

Conditions on different paths vary by several orders of magnitude. Round Trip Times vary from
several milli-seconds to several seconds (Figure 4.3). The level of packet re-ordering ranges from
thousandths of a percent to 20% percent and more [Pax96a]. The physical bottleneck bandwidth
ranges from a few kilobits/sec to gigabits per second. The probability of a connection receiv-
ing an implicit congestion notification ranges from practically zero to twenty or thirty percent



(Figure 4.2).

For all connections to start off with the same default values, means that to achieve optimal
performance the process of adjustment must be rapid. Secondly, it is likely that the procedure
of Initialisation and convergence must be repeated again and again every time a connection is
started. A significant drawback of using a binary signal to adjust the congestion window, is that
1t takes multiple cycles for the equilibrium operating position to be reached. This is efficient when
connections are long, the period between start-up and reaching the steady state is relatively short
and when network conditions are relatively stable.

Motivated by the desire to allow a connection to rapidly adjust to changing network conditions, a
class of algorithms that calculate an explicit rate were developed. These have mainly been targeted
at ATM, although a similar approach has been proposed for the Internet. There are drawbacks
to explicit rate feedback: it increases complexity and load on routers and it requires either the
generation of special control packets or change in packet headers.

At the router, resources need to be allocated to allow the fair rate to be calculated. It is precisely
at this point that resources may be scarce. Secondly the rate needs to be communicated, either
in a control packet or in the header of a data packet. In this case it will also need to be echoed
back to the source. It can be argued that the benefits of this approach outweigh the costs,
nevertheless where it has not been implemented the benefits do not accrue. Recent years have
seen the advancement of proposals to spread the functionality of congestion control from being
located in end hosts to assigning roles to other network elements in a similar way to that proposed

by Malek in the 70’s and Jain in the 80’s.

Random Early Detection (RED) Gateways [FJ93a] aim to detect the onset of congestion by mon-
itoring queue lengths they randomly drop packets if the queue goes beyond a minimum threshold
and drop all incoming packets if the Queue length goes beyond a second threshold. There are
two problems with this approach. Firstly, the use of random feedback again limits the fairness
that can be achieved between connections. Secondly, the eftect of the feedback on producing a
reduction in the offered tratfic depends upon the level of multiplexing at the host. If there is only
one connection using the link, a dropped packet will result in a 50% reduction in the rate at which
traffic is presented. If there are 1000 connections using the bottleneck the drop will result in only
a 0.05% reduction in traffic.

If a RED router is using Explicit Congestion Notification (ECN) [RF99], instead of dropping a
packet to signal congestion the packet is marked, and the mark is reflected back to the source by
the destination in the transport header. Thus the randomness ot feedback is maintained. ECNs
received during the last window of a connection will have no eflect on the behaviour of that
connection. Due to the exponential increase of Slow Start up to half of the traffic in a connection
may be contained in the last window, consequently this may be seen as a serious problem.

In general the use of marking instead of packet dropping opens up the possibility of congestion
notifications being handed off from one data stream to another by the source, thereby enabling
intelligent choices based upon the value of a data stream to the source (or destination). These
proposals continue to assume long connections, where feedback during the lifetime of a connection
is adequate. Whilst RED and ECN offer certain benefits to the Internet they do not address
the effects of the mismatch between congestion control and traffic distribution as the congestion
signal remains binary. In addition it is tied to the transport layer which obstructs the sharing of
congestion feedback and remains random which limits the fairness of resource distribution that

can be achieved.

1.5 Goals and Constraints

This section provides the link between an assessment of Internet Congestion Control and the
design for enabling information sharing and introducing feedback at the connection and session

10



time scales. The discussion is structured into two subsections. The first describes the constraints

that have been adopted for the design. The second summarises the positive goals that are to be
achieved.

Constraints

Four main constraints were adopted; no extra processing should be required at core routers, there
should not be a requirement for extra WAN bandwidth, no changes to TCP /IP headers should be
necessary and the amount of extra local traffic generated should be kept to a minimum.

The congestion control scheme should not require WAN resources which include bandwidth on
WAN links and the processing capabilities of routers. This follow from the observation that it
is desirable that a congestion control scheme does not increase the resource usage at the point
of congestion. Secondly, by adopting these constraints a design which does not require changes
at the core of the Internet for successtul deployment results. This is desirable because it allows
changes to be implemented in a network attached to the Internet without requiring changes in
other parts of the Internet. Administrative cooperation between different network facilitators is
not therefore required.

No change in the TCP /IP headers is desirable because meeting it would also allows incremental
deployment of the design and avoid a possibly protracted standardisation process. Limiting LAN
traffic may be important because whilst the LAN is not likely to be the bottleneck for most
connections it may be for some.

Goals

The central aim of the design is to address the mismatch between the needs of traffic carried by
TCP and the effect of its congestion control mechanisms. The effectiveness of a congestion control
scheme may be evaluated against three criteria; fairness, efficiency and optimization.

Fairness: some of the features of TCP congestion control and its relationship to fairness have
already been discussed. It remains to identify areas that will be targeted for change.

The constraint of not requiring changes in core routers, TCP/IP headers and not requiring the
generation of extra traffic rules out introducing an explicit mechanism for signaling network state
from the core of the network to hosts or other local network elements. This curtails the possibility
of improving upon the statistical character of fairness that is used by TCP.

The broad framework of what we have called statistical, max-min fairness is therefore accepted.
Within this framework the aim is to improve fairness by reducing the inequality of resource al-
location between different sized transfers. A secondary aim is that the design should be easily

expandable to support proportional fairness.

Efficiency: a congestion control scheme should use the minimum possible amount of the con-
gested resource. In this case the aim is met by minimise the usage of WAN bandwidth and the

load on routers.

Optimisation: As has been discussed 1t is desirable for a congestion control scheme to allow a
heavily loaded network to operate at the knee ot the delay load curve and not to prevent access
to the network if the offered load is less than this level. The central aim here is to improve
optimisation by reducing limitations imposed on traffic when the load is below the optimal level.
Initiatives such as RED move the operating point towards the knee in the presence of heavy load,
the design should not act as a barrier to these developments.
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1.6 Implementation Overview

An introduction to the implementation is presented in this section. An implementation which
applies the principles of the thesis to the control of connections on the Internet has been built and
evaluated. The implementation has three main elements. A monitor observes traffic and measures
network characteristics. The monitor also observes when a connection is being set up and sends a
control packet to relevant local host. Upon receipt of a control packet the host uses the information
1t contains to initialize start-up variables to appropriate values. Each of the three functional units
of the implementation; monitoring, communication and host reaction are considered below.

In building an implementation of the LIS the design space was constrained by the desire to
demonstrate 1ts functionality on a real network (the Internet). This in turn led to a focus upon
TCP, because the information in TCP headers allows inferences to be made about the state of
network, such as the level of packet loss and the size of RTTs on the path. It will however be
shown that the conclusions drawn also have relevance for future protocol designers.

Active Monitoring

TCP packet headers are captured using the Berkeley Packet Filter. TCP was chosen for two
reasons; firstly it carries the bulk of Internet traffic, secondly network characteristics such as RTT,
level of congestion and packet re-ordering cannot be deduced by passive observation at the IP
layer due to the lack of an associations between packets and the absence of explicit signaling. The
connection oriented and reliable nature of TCP gives rise to protocol features which allow the
deduction of network conditions by observing a stream of TCP packet headers.

Upon receipt of a packet header it is passed to the monitor for processing. State is maintained
by the monitor for each open connection and for the path between the local network and a set of
destination networks.

The state which is maintained for each connection allows a number of measurements to be made.
Repeat packets are detected and filtered so that a burst of dropped packets only counts as a
single Implicit Congestion Notification (ICN). The RTT between the monitor and foreign host is
measured once for each window of data'. A separate layer aggregates together readings to produce
estimates of network conditions for particular network paths.

Communication

The information that the monitor extracts trom TCP packet streams needs to be delivered to
hosts before the transfer of data commences and should not delay the data transfer. There is a
gap between the receipt of a SYN in a passive open or the sending of a SYN for an active open
and the start of data transfer. This gap is utilised to allow the monitor to communicate with the

local host.

The monitor detects the start of a connection by observing the arrival of a SYN packet. It then
dispatches a Location Information Packet (LIP) packet, which is an extension to the existing
ICMP source quench packet and contains QoS feedback. This approach has the advantage that
only one packet is required per connection and that packet only needs to be transferred across the

1The state for connections and the state for paths are each maintained in two data structures. A hash table
is used to enable quick access, and an ordered queue 1s maintained to enable the removal of stale connections and
lightly used paths. When a connection 1s set up on a path either a new path data structure is placed to the head of
the path queue or the relevant path is placed at the head of the queue. A Location is removed from the tail of the
queue if a threshold number of paths is exceeded. When a connection is set up it is associated with a path. This
arrangement enables efficient updating of state at both the connection and path layers. It also allows arbitrary
limits on the number of connections and paths for which state will be maintained. In the absence of these limits
the number of both would grow without limit over time causing memory requirements of the program to become
too large. With them the monitor can run indefinitely within defined memory limits.
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local network. No WAN resources are required.

Host Reaction

Upon receipt of an LIP by the local host it is passed to TCP. The congestion information, which
1s expressed as the proportion of data packets that result in the receipt of an ICN, is then used to
calculate a starting value for the congestion window size. The RTT and variance in RTT are used
to calculate starting values for the SRTT and the RTO. The calculation of start-up values from
path advice allows connections to bypass Slow Start and start transmission at a fair window size.

1.7 Synopsis of the Dissertation

Congestion is a common feature of communication infrastructures and arises whenever too heavy
a load is presented and effective congestion control mechanisms are not in place. The fact that vol-
ume and nature of Internet trafhc and the capacity of the Internet is bound up with developments
in computer technology and human communication means that even if congestion is eliminated at
a particular historical point new circumstances will contrive to enable it to re-emerge.

The control of congestion was central to the design of early packet networks, the design of the
Internet was exceptional in that i1t contained no explicit congesiton control scheme. This was
in part a consequence of the design priorities for TCP/IP which were in turn influenced by the
military priorities of DARPA. Namely the main threat to the integrity of the network was external.

The success and growth of the Internet meant that congestion quickly became a problem. This
was in part associated with the mismatch between high bandwidth local area networks and low
bandwidth wide area networks meaning that a single source could saturate a Path with traffic. As
a consequence it became necessary to add congestion control post hoc to the internet architecture.

The mechanism used was to utilise packet loss to signal the presence of congestion. A conges-
tion window was added to the sending TCP implementation which provided an upper limit on
the amount of data and therefore the number of packets that could be outstanding without an
acknowledgment. The size of the congestion window is adjusted in response to the congestion

signal.

During the Slow Start stage the congestion window is increased exponentially in the absence of
congestion. When loss is detected or the congestion window reaches the size of the Slow Start
Threshold the Congestion Window switches out of the Slow Start phase and into Congestion
Avoidance. During Congestion Avoidance the congestion window is additively increased for each
window’s worth of acknowledgments. Each time a packet loss is received the Slow Start Threshold
is halved in size. If the packet loss is detected through a Retransmit Timeout (RTO) the congestion
window is reduced in size to one and Slow Start is re-entered. If congestion is detected through the
receipt of duplicate acknowledgments the congestion window is cut in size by halt and Congestion
Avoidance is continued. In this way during the lifetime of a connection the window size is able to

adapt to the prevalent network conditions.

Whilst the congestion control algorithms that are embedded in TCP have been important in
facilitating the continued growth of the Internet, there are a number of weaknesses. The central
one is that information that is gained about the state of the network by one connection is thrown
away at the end of that connection’s litetime and is consequently not available to be made use of
by subsequent transfers. This problem may not be considered serious where connections are long
lived, as the start up transients may be amortacised over the length of the connection with the
consequence that the average window size is largely determined by TCP’s steady state behaviour.

The emergence of the World Wide Web as the dominant form of traffic on the Internet and the
use of web browsers as the main way in which users interact with WWW resources has meant
that a large proportion of transters are large enough to be governed by TCP’s congestion control
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algorithms but not large enough for Congestion Avoidance to be reached. Consequently even
when the bandwidth is consistently available on a path such connections are unable to utilise
it, thereby leading to the network being run at a sub optimal level and unnecessarily increasing
latency. A second effect is that the size of the transfer becomes a significant factor in determining
the bandwidth that it will receive. Large transfers receiving a greater allocation of bandwidth
than small transfers, thus undermining the fairness characteristics of the network.

If at the start of a connection sufficient information were to be made available to enable the
congestion window to be initialised to a value consistent with the level of congestion that exists
on the path that is to be used this would reduce the bias in bandwidth allocation against short
connections, reduce the latency that users experience and increase the responsiveness of traffic to
the network’s congestion signal. This amounts to adding congestion control at the session time-
scale to TCP, how can it be achieved? One solution would be for the congested router to produce
an explicit indication of the level of congestion. This solution has the draw back of increasing
complexity at the core of the network and using resources that might otherwise be deployed in
torwarding packets. A second solution, and the one advocated here, is to introduce an entity at the
edge of the wide area network that converts the existing binary signal into an explicit congestion
estimate and communicates this to hosts at the start of a connection. This approach has the added
advantage of being compatible with the Internet as it now is. Only minor changes are required in
the end hosts to enable them to take advantage of enhanced congestion feedback.

T'his dissertation reports on the design, implementation and evaluation of such an entity, a Location
Information Server (LIS). The approach adopted is to passively monitor TCP data streams and
to extract from them feedback about the state of the network, from this estimates about the
likely network conditions on paths to aggregates of destinations are made and communicated to
hosts in a timely fashion at the start of a connection. Passive monitoring has the advantage over
generating probe traffic in that no extra wide area traffic is generated and that estimates to the
most frequently used destinations are automatically based upon more data.

The LIS is evaluated by generating experimental traffic to a number of destinations. The traffic
includes connections that use the normal static initialisation, and those that use input from an
LIS to determine initial values for the size ot the congestion window and the slow start threshold.
It is shown that using the LIS results in a stronger negative correlation between the level of
congestion and the average window size tor a range of transfer sizes. For larger transfers there is
little difference. There is little difference between the peak window size during the start up phase
for static and dynamically initialised connections indicating that dynamic initialisation does not
result in aggressive behaviour. In addition the duration of the transfer is cut significantly for a
range of transfer sizes and congestion conditions resulting in a reduction of latency experienced
by the user. In short LIS informed start up results in the required changes to TCP behaviour.

Whilst TCP accounts for a high proportion of network traffic there are significant traffic types
for which the service it provides is not suited. In particular real time trafhic is not well served
by the delays introduced by TCP’s loss recovery mechanisms and multicast traffic can not be
accommodated by TCP’s unicast service. This dissertation also addresses the application of session
level best effort congestion control to these traffic types. It is argued that extending the LIS would
enable it to extract QoS information from RTCP packets and integrate this with information
extracted from TCP data streams. Furthermore a group based conterencing application which
would be able to use such information to configure itselt at the start of a session and thereby

improve the QoS as perceived by users is presented.

In this way the thesis that the addition of best effort session level best effort congestion control is
technically feasible and would significantly improve Internet congestion control is validated.
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1.8 Structure of the Dissertation

The discussion in the dissertation is structured into three parts. The first part surveys the devel-
opment of congestion control in packet switched networks; from Baran’s original vision [Bar64a],
to the introduction of congestion control to TCP and consists of Chapters 2 and 3.

In the second part (Chapter 4) an analysis of TCP dynamics which is based upon simulation
of TCP’s congestion control algorithms and analysis of traffic traces captured at the University
of Glasgow is presented. These measurements show that most connections are indeed too short
to adapt to network conditions. Consequently even if the network is being under-utilised a new
connection will not be able to make use of the available bandwidth. This in turn results in many
connections taking several R1Ts more than necessary to complete, which adversely effects the
utility a user receives from the network.

In the third part the design, implementation and evaluation of a Location Information Server
(LIS) [Rud00], which facilitates the sharing of congestion information between hosts, is presented.
Chapter 5 presents the LIS design. Chapter 6 presents an evaluation and Chapter 7 extends the
design to facilitate the integration of congestion information extracted from RTP [AS96] data
streams with that from TCP.

1.9 Summary

This chapter has introduced a number of themes that will be developed in greater detail in the
body of the dissertation. It opened by presenting some background to congestion control on
the Internet and the thesis of the dissertation that session level congestion control can improve
the responsiveness to congestion and the service provided to users. The relevance of the thesis
statement was then motivated by describing the workings of TCP’s congestion control mechanisms
and making a number of observations about Internet congestion control.

This was followed by the introduction of some historical and technical material realated to con-
gestion control, which provides a broad brush description of the context against which the work of
this disertation was conducted. The goals and constraints adopted for the work were presented to
allow the reader to judge whether the project has been succestul in its own terms. In addition an
overview of the main devlopemental work is provided so that the reader is aware of the technical
approach taken to addressing the above stated goals. Next a precis or synopsis of the line of
argument that runs through the dissertation, which is intended to guide the reader through the
subsequent chapters, is proffered. In the final section an outline of the dissertation’s structure
1s provided, so that the reader interested in particular aspects of the work can move directly to

them.
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Chapter 2

Congestion Control in Packet
Switched Networks

2.1 Introduction

The TCP /IP protocol suite was designed to interconnect heterogeneous packet switched networks.
This chapter discusses congestion control in such networks. The period covered is from the pi-
oneering work of Baran at the RAND corporation in 1962, to the start of the eighties by which
time significant experience had accumulated.

The discussion is structured broadly chronologically, so that developments can be traced and key
advances placed in the context of previous work. At each stage both the way that congestion
manifests itself and the schemes that are developed to control it are related to the networking
architecture. The discussion is organised into four sections:

1. The consequences of pre and dynamic resource allocation in digital networks for congestion
control

2. The origins of packet switching

3. The ARPANET
4. Datagram and virtual circuit networks

Circuit switching allows bandwidth and routes to be allocated for each call whilst packet switching
allows them to be dynamically allocated at the granularity of individual packets. The fundamental
difference in the form that congestion takes in circuit and packet switched networks is discussed in
the first section. In the second part the main contributers to the discovery of packet switching are
identified and their ideas on congestion control discussed. The ARPANET was the most important
early packet network and is discussed in the third section. The success of the ARPANET helped
stimulate the spread of packet switching. The fourth section focuses on congestion control in
store and forward packet switched networks. A differentiation between networks that provide a
datagram and a virtual circuit is identified and the implications of each approach for congestion
control investigated. The chapter concludes with a summary of the main trends in congestion

control up to 1981.

2.2 Pre vs Dynamic Resource Allocation

There have always been two fundamental and competing approaches to communications:
pre-allocation and dynamic allocation of transmission bandwidth [Rob78§].
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The postal system is an early example of dynamic allocation of bandwidth. When a letter arrives
at a post office it is sorted according to address and placed in a bag to be forwarded. No bandwidth
(space in the bag) is reserved in advance. When the system is overloaded a backlog of mail builds

up in sorting offices causing mail to be delayed.

The telephone network is an example of the pre-allocation of resources, when a call is established
a circuit with a fixed bandwidth is created between the two communicating entities. When the
load on a telephone network increases, first the call takes longer to set up and then some calls may
be retused.

There are two main reasons why dynamic resource allocation is desirable.

1. Survivability If a failure occurs in the communication infrastructure it is possible to allocate
new resources to circumvent the problem.

2. Resource Sharing If bandwidth 1s reserved, it is unavailable for use by other sources, whether
1t 1s actually in use or not. If bandwidth is dynamically allocated, all the unused capacity is
available. It is therefore possible to achieve higher levels of utilisation.

The dynamic allocation of bandwidth requires routing and sorting decisions to be made at each
hop. The time taken to perform manual routing and sorting operations however would preclude
the use of dynamic allocation in real time communication. Consequently up until the late 1960s
real time remote communication was dominated by techniques that utilised the preallocation of
resources (telephone, radio, television).

The advent of computers made possible the automation of routing and sorting operations, which
widen the practicable application of dynamic resource allocation. The relationship between the
cost of computing facilities and the cost of a communication infrastructure determines whether it
1s economically feasible to utilise computers to achieve higher levels of bandwidth utilisation. In
the late sixties the cost of computing had fallen sufficiently to make the deployment of computers,
to switch packets of data, economically beneficial in some circumstances [Rob74]. In networking,
fixed bandwidth allocation is realised through circuit switched networks and dynamic allocation

through packet switched networks.

2.2.1 Circult Switching

In a digital circuit switched network, synchronous time division multiplexing is employed to allow
multiple communication channels to utilise a single physical link. This is realised by a frame being
repeatedly transmitted at regular intervals. Each frame has multiple sub channels multiplexed
into it. The bits belonging to each sub-channel are inserted into predetermined positions within a

frame.

At a switch the link on which each sub channel should be forwarded on is set up with the circuit.
The sub-channel is identified by its position within a frame. Switching is made simple and no
bandwidth is required for addressing information. The bandwidth available to each circuit is fixed
for the duration of the call, and can not be be used by other channels if it is underutilised.

To establish a call a route needs to be chosen, bandwidth allocated and switches configured. This
results in a significant overhead when a connection is made. If a failure prevents communication

on a particular route, calls using that route will fail.

Under high loads congestion can occur. When network resources are insufficient to meet demand,
some call set-ups will fail. The network resources expended in failed set ups are wasted, which
results in a fall in the resources available for successful calls and a decline in the throughput
achieved by the system. Once a call 1s set up, the resources it requires will have been allocated

and congestion will not normally occur.
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Congestion control in a circuit switched network needs to be applied whilst calls are being set up
and 1s unnecessary within a connection.

2.2.2 Packet Switching

Whereas circuit switching takes no notice of the activity or the lack of activity within a particular
call, the use of packet switching can allow bandwidth allocation to vary dynamically.

In a packet switched network multiple channels are asynchronously multiplexed together so that
each channel receives a variable bandwidth, predetermined positions within a frame can no longer
be used to identity channels and so some bandwidth needs to be used to provide an address for
each block of data. The combination of data block and address together with control information
make up a packet, from which the term packet switching is derived.

A packet of information 1s a finite sequence of bits, divided into a control header part
and a data part. The header will contain enough information for the packet to be routed

to its destination [VGKT78].

The use of addressed data blocks allows packets to be independently routed through the network.
It 1s not necessary for a route to be set up and so the connection set up overhead is reduced.
A route may also be changed during a connection. This may allow the network to recover from
a node failure without dropping connections. Packets from the same connection traveling along
different routes may however introduce jitter into the data stream if the delay characteristics of
the routes are different.

The dynamic allocation of bandwidth introduces the problem of contention for bandwidth and
buffers during the lifetime of a connection. Packets may have to be discarded when they try to use
bufters that are not free. The dropped packets will have used and therefore wasted network re-
sources. As network load rises, contention and therefore useful throughput may decrease resulting

In congestion.

The advantages of packet switching are bound to the problem of congestion arising during a
connections lifetime. The high speed at which a computer handles data internally means that
it is capable of producing traffic which is characterised by short periods of demand for a large
bandwidth. These bursts may be interspersed with long periods of low or zero demand [Kle78|.
Computer traffic is bursty. The reservation of bandwidth to cope with the peaks in demand
is expensive and packet switching i1s therefore an appropriate technology for the transport of
computer generated traffic.

2.2.3 Summary

Packet switching became economically possible as a result of the decreasing cost of computing and
was necessary for the economically viable interconnection of remote computing facilities. Packet
switching also enables the building of communication networks that are resilient to failure.

In order to use packet switching efficiently, problems resulting from the contention for resources
during a connection need to be overcome. These problems include, packet loss, packet duplication,

resequencing of data and deadlock.

Inherent in the multiplexing together of bursty traflic sources is both the possibility of high levels
of resource utilisation and the danger of congestion of those resources. Packet switching requires
mechanisms to control traffic within a connection.
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2.3 Origins of Packet Switching

The end of the Second World War ushered in an era of world economic expansion. This was
accompanied by peacetime military budgets in the UK, USA and USSR that were unprecedented in
human history. The race for space, the arms race and advances in computing were all intertwined.
In particular the US defense department had large resources that were directed towards research
and development.

It has been observed [Rob74] that by the 1960s the cost of computing had fallen sufficiently to con-
template the deployment of computers in communication infrastructures. Given the background
at the time it is not surprising that the first realisation of this took place in a military context.

2.3.1 RAND

The earliest plan for a packet switching network was developed by Paul Baran of the RAND
Corporation. In 1962 he carried out work commissioned by the US Air force that was published in
1964 [Bar64a, Bar64c|]. The aim of the project was to design a command and control system that
would continue to function even if large sections of it were destroyed in a nuclear or conventional
war. The system was to be capable of carrying both voice and data and would deploy computers
as switches in the network infrastructure but was not aimed at interconnecting computers.

The solution proposed was called The Distribute Adaptive Message Block Network and contained
four central elements.

1. The communication infrastructure was to be a decentralised mesh with each node capable
of making intelligent routing decisions.

2. Messages were to be split up into packets each of which contained a global address and could
be independently routed to its destination.

3. Digital lines, television transmitters, microwave broadcasts and satellite were to be used to
enable communication in different domains to be effectively integrated.

4. The network would be protected from congestion.

Congestion

The control of overload was seen as an essential element in the system. In particular Baran argued
the systems performance during a conflict was likely to be compromised by two phenomena which
could lead to overload: sections of the infrastructure may be destroyed, and large numbers of
people would want to start communicating at the same time. The combination could lead to

congestion even in an over-provisioned network.

Two traffic control mechanisms were proposed [Bar64b], one would allow the network to control
its acceptance of traffic and the second would allow sites to manage their output of trafiic. Control
by the network would be exercised by choking the entry of new traffic whilst the processing of
transit traffic would continue normally if overload was detected. Each node would monitor the
use of input and output lines. If output lines usage rose above some threshold input traffic would
be choked off. The reduction in input is achieved by the node alternating between accepting and
rejecting new traffic at a fine granularity. To the users this would appear as a smoothed variation

in bandwidth availability.
The second traffic control mechanism was concerned with allocating the total allowable data rate
among local users. A traffic management device called a Communications Control Console was to

be inserted on the interface between each site and the network. The amount of gross bandwidth
that each establishment could use would be controlled by a communications officer utilising the
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console. The gross allocation could be adjusted following negotiation with other sites if a temporary
Increase in bandwidth was required. The console would also partition a sites bandwidth between
different classes of traffic. The partitioning could again be manually adjusted. Feedback would be
provided by a series of dials.

2.3.2 National Physical Laboratory (NPL)

A second independent source of ideas about packet switching was the National Physical Laboratory
(NPL) in the UK. A small single node packet switch network was built at the NPL and extensive
simulations of larger networks were run to investigating network congestion.

Isarithmic Congestion Control

Davies found that datagram networks were prone to congestion if the load presented exceeded
the network capacity. He observed that as load increased so to did throughput until a maximum
value was reached, subsequent increases in load would lead to a decrease in throughput. An
[sarithmic Congestion Control scheme that allowed the network to continue to operate at its
optimum throughput level when the level of offered traffic would have produced congestion in an
uncontrolled network was proposed.

The scheme limited the total number of packets in circulation. This was achieved by using a
permit system, there existed in the network a fixed finite number of permits and small stores of
permits were held at each node. When a packet was transmitted by a source node it acquired
a, permit which it carried to the destination. If a node had no permits it could not transmit a
packet and the number of packets in circulation were thus limited. If a node was inactive and had
a store of permits it would distribute some of them to neighbours preventing a node suftering from
permanent starvation [Dav72].

[sarithmic congestion control was found to be effective in controlling global congestion, but if
the load was heavy and unbalanced local congestion could occur. It also required the global
management of permits because loss of permits within the system would throttle throughput and
duplication of permits could lead to congestion. The management of permits would be a difficult
problem in large networks.

2.3.3 Advanced Research Projects Agency (ARPA)

The ARPANET was the most important early packet switching network built.

In 1961 ARPA hired J. C. R. Licklider to oversee its new command and control initiative and
changed the name of his office from the Command and Control Research Office to the broader
Information Processing Techniques Office (IPTO). Licklider was interested in how individuals
interact with computers. He was convinced that by linking together computers, communication
and cooperation between researchers involved in projects funded by his office would be facilitated.

Connecting every computer to every other computer by leased lines was not economical, because
the addition of a new computer would involve interconnections to every other computer. The fixed
bandwidth and dialing overhead on a telephone network was not suitable for bursty computer
generated data traffic [Kle78]. Packet switching was the technology that needed to be created in
order to facilitate economically viable communication between large numbers of computers.

Robert Taylor took over as head of the IPTO and continued the interest in computer networking.
Larry Roberts joined IPTO in 1967 and headed the network development that became ARPANET.
Roberts drew on the work by Davies and Baran on packet switching. In November 1967 at
the Association for Computer Machinery (ACM) Symposium in Gatlinburg, Roger Scantlebury
presented a paper on a small packet switching network planned by Donald Davies at the NPL.
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Robert Taylor was present and was influenced by Scantleburies paper [O’N95|. Davies is credited
with inventing the term packet switching [Rob78].

After the Gatlinburg conference Roberts found

this huge collection of reports ... which were sitting around the ARPA office, and sud-

denly I learned how to route packets. So we talked to Paul and used all of his concepts
to put together the [ARPANET] proposal... [O’N95]

Although ARPANET was funded, conceived and managed by ARPA it was built by outside
contractors located in Universities and Industry. An immediate motivation for the creation of

ARPANET was to allow the large one-of-a kind computers that were located in difterent parts of
the US to be shared by ARPA research projects.

The computers that ARPA wanted to interconnect were not compatible with each other. Wesley
Clark [O’N95, Rob78| proposed the attachment of an interface computer to each of the existing
systems, which would pass messages between each host and the network. These interface computers
became known as Interface Message Processors (IMPs). Host computers would only connect with
the network through an IMP, allowing any part of the network, except the IMP-Host interface, to
be modified without requiring changes in the host computers [HKO™70].
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Figure 2.1: The Initial ARPANET configuration: IMPs and HOSTSs

In 1969 the installation the ARPANET [Cro69] began. The first node was installed at the Univer-
sity of California which was to house the Network Measurement Center headed by L. Kleinrock.
Each node could support up to four hosts. In December 1971 4 nodes and hosts were operating,
by April 1972 this had risen to 23 hosts, by June 1974 62 hosts and by March 1977 there were 111
hosts [Rob78]. The IMPs were connected together using 50-kbit/s leased lines.

2.3.4 Summary

Congestion control was at the center of the packet networks designed by Baran and Davies. Baran
proposed choking off input to the system when local network load rose above a predefined threshold.

21



Davies proposed limiting the global amount of packets allowed in the system. The design of the
ARPANET drew heavily on the packet switching ideas developed by Baran and Davies. In the
next section the nature of congestion on the ARPANET and the policies used to control it will be
discussed.

2.4 The ARPANET

This section discusses the development of the ARPANET. The discussion is structured into three
sections:

1. Architecture

2. The ARPANET protocols

3. Congestion and flow control

2.4.1 ARPANET Architecture

The influence of packet switching ideas on the ARPANET has been traced in Section 2.3.3. The
ARPANET can be seen as providing a reliable message passing service to hosts |[RW70]|, similar
to previous message passing systems. This is evident in the network interface used. The units
which are passed to the network are called messages and they may be of variable length. Once a
message has been accepted by the network its delivery to the destination is guaranteed.

The reliable message service was implemented using packet switching; each message is split into
packets ! and each packet is routed independently through the network. In a traditional messaging
system, if traflic input exceeds the systems forwarding capacity trathc will build up in queues and
the delivery of messages be delayed. As the amount of resources needed to service the queues

increases throughput may drop.

In ARPANET the aim of building a network in which the combined resources ot all hosts computers
are available to each host as if the network were a simple distributed computing system [RW70]
meant that delays had to be controlled to facilitate remote interactive access. Consequently
secondary storage could not be used to provide large bufiering, and queues were limited in size.
The combination of guaranteed delivery and limited buffers allows congestion to take the form
of deadlock, where progress of competing traffic is mutually blocked. A major aim of congestion
control in the ARPANET was the design of flow control between peer entities, which would prevent
deadlock situations from occuring [Kah72].

... flow control is a multi layer distributed protocol involving several different levels.
At each level the flow control implementation must be consistent and compatible with
other protocol functions at the same level {GK80]

It is therefore helpful to provide a breakdown of the layering in ARPANET before discussing the
flow control at each layer.

2.4.2 Protocols

Like future computer networks the ARPANET needed protocols to enable communication between
different hosts. The protocol stack is divided into a number of layers each of which is traversed by
a message before reaching its destination. The main layers in the ARPANET protocol are shown

in figure 2.2 [VGKT78].

JlI% a message is small enough to fit in one packet it was not split
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Figure 2.2: The main Layers in ARPANET protocol stack

The Host-to-Host [HKC70] protocol was called the Network Control Program (NCP). Its main
functions were the setting up of a connection, control of the flow of data across the connection
and connection termination. It provided a sequenced, flow controlled and error free service to
applications. To realise a duplex connection two simplex connections were required.

The Host - IMP protocol maintained 32 virtual links between each pair of hosts on the network.
These were utilised by NCP to set up a connection and to pass data to the subnet. Once a
connection had been established a logical link number was used to address messages consequently
a global address did not have to be passed to the subnet. Messages of a maximum 8064 data
bits were passed across the Host to IMP interface. Once a message was accepted its delivery was
guaranteed.

The subnet End-to-End protocol is responsible for splitting a message into packets with no more
than 1008 bits. Outgoing packets have the address of the destination IMP placed in a header, they
are then independently routed to the destination IMP. Upon receipt of a packet by the destination
IMP it is stored until all the packets in its message are received. The message is then reassembled
and sent to the destination host and a Request For Next Message (RFNM) dispatched to the
sending IMP, which will then delete its copy of the message.

The IMP to IMP protocol is responsible for the transter of packets between IMPs. Each IMP
stores a packet and then uses a routing algorithm to forward it to a neighboring IMP. Packets are

transferred reliably between IMPs. Reliability is provided at the IMP-IMP and subnet End-to-End
levels.

2.4.3 Flow and Congestion Control

Flow control is performed at three levels:

1. IMP to IMP
2. Subnet End-to-End

3. Host to Host

A number of deadlock conditions were identified in ARPANET [Kah72]. These included reassembly
lock up, direct store and forward lock up, indirect store and forward lock up and Christmas Day
lock up. Each of the flow control levels will be discussed in turn below.
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IMP-to-IMP Flow Control

IMP software multiplexes eight logically independent, full duplex channels onto a single physical

line. Each channel uses a stop and go flow control protocol. When a packet needs to be sent the
lowest idle channel is chosen, a sequence number is placed in the packet header before it is sent.
No more packets can be sent on the channel until the packet has been successfully acknowledged.
A copy of the packet is kept until an acknowledgment is received. If no acknowledgment is received
betore a 125ms time out the packet will be retransmitted. This scheme was based on work done
at NPL [BSW69|. Direct store and forward deadlock is caused when a pair of IMPs have a large
number of packets to forward to each other and no buffers are available to receive packets. This
form of lock up can be avoided by each input and output line always being able to have some
minimum amount of buffering [Kah72].

A more general solution to deadlock was investigated at Gesellschaft fur Mathematik und Dataen-
varbeitung (GMD) which had an experimental network {GJMHS81]|. The method was based on
buffer classes. A minimum number of buffers were reserved for each class of traffic. A packet was
placed in a class according to the number of hops it had travelled with one class for each number
of hops. In this way both direct and indirect lock up could be avoided. This method does not
scale well, because the more hops that exist in the network the more classes that are needed, and
was not implemented in the ARPANET.

Subnet End-to-End Congestion Control

The degree to which a source can cause congestion was limited by the End-to-End subnet protocol
locally controlling the amount of data that could enter the network. This provides protection from
a host flooding the network. Within the first years of the ARPANET three different granularities

ot control were used. In the original implementation

...no HOST can send two successive messages over the same link before the IMP at
the destination has sent back a special message called an RFNM (Request for Next

Message) [Cro69]

Each pair of hosts had 32 logical links between them. In 1972 a replacement scheme was introduced
which limited the number of outstanding messages between a pair of hosts to four (Wal74]. The
third scheme was introduced in 1974. It replaced the limit of four outstanding packets per pair ot
IMPS with a limit of 8 outstanding messages between a pair of Hosts [Wal74|.

In all three schemes the control is imposed locally and independently of the demand from other
sources. If network load is low it may be unnecessarily restrictive and congestion can still occur if
a high traffic load is offered at multiple IMPS. Reassembly deadlock is caused when all the buffers
at an IMP are taken up by partially reassembled messages. The buffers cannot be released until
the rest of the packets belonging to a message arrive. If these packets are blocked in the network
be packets from other messages waiting to be transmitted to the IMP deadlock will occur.

The subnet end-to-end protocol was amended in 1972 to prevent reassembly lock up by requiring an
IMP to reserve buffers at the destination IMP before starting to send a message. The reservation
packet could carry data allowing single packet messages to avoid waiting for a reservation. Once a
buffer was reserved a second and subsequent messages could utilise it without making a reservation,

provided the message was transmitted promptly.

Host-to-Host Flow Control

NCP used an explicit buffer allocation mechanism to control flow between hosts. When a con-
nection is made no data could be sent until a notification of the number of messages and bits
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the receiving host is prepared to accept is received. As messages are sent these allocations are
decremented. The receiving host may notify an increase in the allocation if needed [CPNKT70].

2.4.4 Summary

The ARPANET successfully demonstrated that packet switching was an economical and effective
form of communication. Within a few years of the ARPANET there were many packet switched
networks in operation across the globe. A host to host reliable message passing service is combined
with a datagram oriented subnet. Congestion control on the ARPANET had two main threads.
The network protected itselt from overload by the source IMP limiting the entry of traffic into
the network. This method does not provide global protection nor is it able to adapt control to
changing network conditions. A second strand of congestion control was deadlock avoidance. This
was implemented by designing the End-to-End subnet protocol and the IMP-IMP protocol to
prevent lock ups.

2.5 'The Spread of Packet Switching

The growth of the ARPANET showed the utility of packet switching networks and provided
a stimulus for their spread. ARPA funded the development of a packet radio network (PR-
NET) [KGBK78| and a satellite network (SATNET) [JBH78]. Research that would enable these
networks to be interconnected was initiated in 1973 [CK74]|. The consistency between these de-
velopments and Paul Baran’s vision of interconnected line, microwave satellite and TV broadcast
networks is remarkable.

A number of experimental networks were also developed including the one at GMD which has been
discussed (section 2.4.3) in relation to deadlock avoidance. In France the CYCLADES [IMG™79],
network was developed by Louis Pouzan and Herbert Zimmerman and was the source of several
influential innovations.

Commercial packet networks were developed by Digital with the Digital Network Architecture
(DNA) [Wec80] and IBM with the Systems Network Architecture (SNA) {Dha80]. These networks
employed packet switching techniques to interconnect the respective companies computer prod-
ucts. National carriers that had previously provided telephone services began to utilise packet
switching to provide Public Data Networks. An interface to these networks called X.25 [Ryb&0]
was developed and standardised by the CCITT. Examples of X.25 networks included DATAPAC
in Canada and TRANSPAC in France.

This section focuses on store and forward packet switched networks with particular reference to
the influence of the virtual circuit and datagram paradigms on the development of congestion
control. First virtual circuit and datagram services and switching are treated generally, then
specific networks are discussed, finally the discussion is summarised.

2.5.1 Virtual Circuits and Datagrams

The type of service provided by a network became an important point of differentiation within
packet switching. On the one hand developers of Public Data Networks were concerned with the
provision of a tangible resource to customers which could be managed and charged for. Connections
provided a convenient unit and virtual circuits a defined service. This lead to the adoption of a
Virtual Circuit Service. On the other hand some researchers preferred the provision of a minimal
datagram service by the network which could be supplemented by hosts.

A Virtual Circuit Service involves the network emulating desirable characteristics of a circuit
switched network, whilst preserving the increased network utilisation resulting from dynamic
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bandwidth allocation. A virtual circuit was set up by requesting a connection to a destina-
tion, subsequent data that was presented would be guaranteed delivery to the destination in the
sequence 1t was transmitted. The circuit features emulated are the guaranteed sequenced delivery
of data, features not emulated include low levels of jitter.

A datagram is defined as:

a packet of data which contains sufficient addressing information for it to be routed
independently, from other packets, from its source to destination [VGK78]

A datagram service ofters no guarantees about reliable delivery or maintenance of the sequence of
data and requires no connection setup phase.

A virtual circuit service may be realised in two fundamental ways; either by being built on top of
a datagram layer by virtual circuit switching. With virtual circuit switching a physical path down
which all packets on a connection will travel is set up in the call set up phase. When datagrams
are used internally no path need be set up but a connection between the network end points must
be established. A datagram service may also be oftered by a network that uses virtual circuit
switching.

The CYCLADES and X.25 networks provided a Datagram and Virtual Circuit Service respectively
and will be discussed below.

2.5.2 CYCLADES - A Datagram Network

CYCLADES was an experimental packet switched network developed in France from 1973. The
main characteristic of CYCLADES was the migration of functionality previously associated with
the network into hosts. Reliability, sequencing and flow control were all provided to applications on
an end-to-end basis by the transport protocol and were not offered as a service by the network. The
underlying network was called CIGALA and provided a simple datagram service. The result was
a simplification of the communication infrastructure and several innovations which have out-lived
the network. Here the discussion will focus on flow control, reliability and congestion avoidance.

Sliding Window Flow Control

Flow control and reliability are both provided by a sliding window flow control scheme. The
reliable subnet in ARPANET meant that the Host-to-Host flow control scheme did not have to
cope with lost or duplicated credit updates. With an unreliable subnet a lost update could result
in the strangulation of a flow and duplicated updates in the flooding of a receivers buflers.

In CYCLADES consecutive segments are allocated monotonically incremented sequence numbers.
The highest sequence number the receiver is prepared to accept is sent to the sender. Duplication is
rendered harmless and loss is corrected by the receipt of the next credit update. If the credit update
is sent as the highest sequence number of consecutive packets seen, plus a window size [Pou81]
error control is integrated into the scheme, by the sender retransmitting unacknowledged packets
after a time out. The combined error control and flow control mechanisms [LRCI79| pioneered in
the CYCLADES network were to prove influential in future networks.

Congestion Control

Deadlock is avoided by relaxing the reliability requirement between nodes and within the network.
This is acceptable because reliability i1s provided between hosts. Normally a copy of a packet is
stored until an acknowledgment from the neighboring node is received. Buffer occupancy is moni-
tored and if it rises above a threshold packets are discarded [Irl78]. In this way the manifestation

of congestion as deadlock is avoided.
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In the original CYCLADES design congestion control was confined to nodes dropping packets. lt
was found ? that under heavy load the effective throughput achieved began to fall as an increasing
amount of bandwidth was taken up with packets that were later dropped. Effective throughput
could continue to decrease and spread until the whole network was paralyzed and congestion
collapse occured. This lead to the observation that the control of congestion by discarding traffic

may be used as a last resort to prevent deadlocks, but it cannot be considered an efficient
tool [PZ78].

The development of a congestion control for the CYCLADES network took a different direction to
existing mechanisms. Global Isarithmic control and Baran’s proposal for local congestion control
have been discussed. A second variant of local control called an Input Buffer Limits (IBL) scheme
had been developed by W. Price [Pri79] as a means of controlling the local manifestations of
congestion not prevented by Isarithmic control.

In an IBL scheme a proportion of buffers at each node were reserved for transit traffic, which can
use any buffer but new traffic can only use a subset of the buffers at a node. This has the effect of
strangling the entry of new traflic into the network when load is high and allowing transit traffic
to continue to circulate. The scheme was shown to be effective in controlling local congestion and

was followed by several variants, which differed in the proportion of buffers reserved for transit
traffic [aMR81, Kam81].

The main weakness in the scheme is that congestion which is caused by the interaction of trathc
from distant hosts will not be directly controlled. A secondary problem is that it could discriminate
against a stream between two local hosts if it is competing with a stream between two distant
hosts.

Channel Load Limitation (CLL)

The solution adopted was to reinstate the ability of the subnet to limit the flow of traffic from
hosts, which existed in the ARPANET, but to allow the dynamic adaption of this control to
measured network conditions. The detection of congestion was communicated to possibly distant
hosts which were required to reduce their input to the network. The scheme was called Channel

Load Limitation (CLL).

Central to CLL was the decomposition of congestion control [IMG™ 79] into the following functions.

1. monitoring of network state
2. communication of network state

3. user reaction

4. network enforcement.

Different functions are assigned to the most appropriate network element. The CLL scheme
involves the interaction of different network elements; namely source hosts, congested nodes and
network entry nodes. This is in contrast with the ARPANET where congestion is controlled by

limiting the flow between peer network entities.

Network nodes monitor the bandwidth utilisation on links [Pou76], if a threshold is passed (70%)?,
a warning state is entered. The warning is communicated to hosts by sending a choke packet and
to nodes through a routing update. Each node maintains a warning variable associated with the
path between each pair of hosts. When a host receives a choke packet it should respond by slowing

2,45 Baran and Davies had found betore
3Whether the link is in use is sampled periodically and a low pass filter is used to smooth load measurements

27



down its rate of send, resulting in a reduction in traffic at the congested link and exit from the
warning state.

If congestion remains for an extended time a trip mechanism is activated® at the source node and
all traffic entering the network which would be routed through the congested node is dropped.
This scheme relies on the host knowing its current transfer rate so that it can slow down and on
the first switch knowing whether packets will traverse the congested path. Both of these conditions
involve treating packets as part of a stream rather than as independent individual entities, as such
they conflict with the original datagram philosophy of the CYCLADES design.

The CLL congestion control system had the property of being able to react to local manifestations
of congestion, unlike Isarithmic control, and being able to choke the source of the congestion if it
1S remote.

The essential feature of the CYCLADES network was the development of a pure datagram network
by migrating functionality from the network to the hosts. This was found to conflict with the
need to control congestion and a mechanism, which allowed the network to protect itself from
misbehaving hosts was introduced. The scheme had the novel property of allowing hosts and nodes
to adapt the load they placed on the network in response to distant and local measured network
conditions. Other contributions included the demonstration that deadlock could be avoided by
nodes dropping packets, and a combined end-to-end flow and error control scheme which was to
be a model for future networks.

2.5.3 X.25 - A Virtual Circuit Example

In the mid seventies Public Data Networks often run by Telecom authorities began to emerge.
X.25 was developed to provide a standard device-independent interface between a PDN and user

equipment.

The X.25 interface is shaped by the needs of the telecom companies, in particular a reliable
service, with mechanisms for charging and for the regulation of traflic was required. X.25 defines
a standard interface between the network and users equipment, and a set of services that are
associated with a virtual circuit, which also provides a useful unit for charging, congestion control
and flow control. X.25 specifies a physical, frame and packet level interfaces which correspond to
the physical, data-link and network levels in the ISO OSI reterence model.

The physical layer specifies a duplex, point-to point synchronous circuit which provides a physical
path between the Data Terminal Equipment (DTE) and the Data Circuit Terminating Equipment
(DCE) or network. The frame level provides the packet level with an error free, variable delay link
between the DTE and the network. This is achieved by providing error detection and recovery
of transmission errors. Unrecoverable errors are reported to the packet level. The packet level
specifies the way that data and control information is structured into packets. The control is
placed in a packet header and includes addressing information.

In order to communicate, a DTE will set up a virtual circuit by sending a CALL REQUEST
packet. This will include the calling and called addresses, control information and possibly data.
During the call set up phase facility negotiation may take place. Facilities may include throughput

priority and reverse charging.

If the network is suffering from congestion the network may block the call and signal to the caller
the reason. Other reasons for blocking a call include an unobtainable address. Further data cannot
be sent until the call is accepted. Once a call has been accepted a packet is identified with a virtual
circuit by a logical channel number. An accepted call enters the data transfer phase. If congestion
occurs the call may be cleared. Other reasons for clearing a call include a temporary failure in the

network.

—

41n an alternative implementation the trip mechanism is employed when load at the congested link goes above
a second threshold
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Flow control is implemented for each virtual circuit which is made up of a concatenation of three
virtual circuits as shown in figure 2.3. Once a packet reaches the far DCE an acknowledgment
is sent to the originating DTE. An acknowledgment does not therefore guarantee that the packet
has reached the destination DTE.
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Figure 2.3: X.25 Interfaces and Virtual Circuits Making a connection in X.25 requires
multiple virtual circuits to be concatenated together

A maximum number of packets are allowed to be in the network at once, this maximum is set
when the call is established.

DATAPAC - Datagram Switching

DATAPAC was the Canadian public data network. In 1989 it was made up ot 14 nodes and
24 trunk connections with 2000 users. The network access layer provided an X.25 interface and
interconnection to other PDNs was provided using X.75 gateways [SM&81|. The underlying network
was provided by the Northern Telecom SL-10 Packet Switching System, a virtual circuit service
is built on top of a datagram subnet and is utilised by the network access layer to provide X25

virtual circuits.
Network Access

DATAGRAM SUBNET

=

Figure 2.4: Datapac Network Layers A virtual circuit service is provided to the network
access layer, and is built on top of a datagram subnet

The datagram service provided by the subnet is lossy, non sequenced and may include duplicates.
Each datagram contains the address of the destination network node and is routed through the
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network with the aid of routing tables. Changing network conditions may result in consecutive
datagrams following different paths, resulting in a change in the sequence of data. Datagrams may
be discarded to prevent buffer deadlock. The timeout and retransmit mechanisms may result in
the duplication of datagrams.

Each virtual circuit is built on top of the datagram subnet and once it has been set up provides a
loss free, non duplicating, order preserving communication path between a source and destination
DCE. One advantage of this approach is that the subnet can dynamically reconfigure routing if a
node is lost and so the call does not have to be cleared.

Congestion Control The aims of the congestion control mechanisms used in DATAPAC are
to prevent deadlock and maintain a reasonable throughput in the face of a heavy load. If the
free buffers at a switch become depleted datagrams may be dropped thereby preventing deadlock.
When a datagram is discarded the virtual circuit layer provides reliability. The source switch
maintains copies of datagrams in memory until they are acknowledged. If no acknowledgment is
received within three second the datagram will be retransmitted.

The VC layer uses a window scheme to limit the number of packets in the network, therefore if
acknowledgments slow down so to will the rate at which packets are allowed into the network. In
this way back pressure is applied from the datagrams layer to the sources DTE and input into the
network is throttled when congestion is experienced. The tfailure of four retransmissions is taken
as an indication of severe congestion and will result in the connection being be cleared. Packets
which are at their first node are dropped in preference to those in transit. Thus packets which
have already used network resources are less likely to be discarded.

DATAPAC uses a datagram subnet and provides a virtual circuit service. Deadlock is avoided by
allowing switches to drop packets and severe congestion is combatted by clearing calls.

TRANSPAC - Virtual Circuit Switching

TRANSPAC was the French public data network. It used virtual circuit switching to provide
a virtual circuit service [Gie79]. When a call was received by the network it carried with it a
throughput class, which indicated the maximum data rate that the call would require over a short
time scale. Each node kept a record of the data rate required by its existing calls. In addition it
measured the actual level of throughput and bufter use.

Each node on a path would decide whether to accept or reject a call based on its maximum
commitment and actual use. The measured traffic levels would be below the capacity commited
to and, depending on the ratio between measured and contracted data rates, nodes could commit
to higher levels of traffic than the actual capacity. Consequently, it was possible for congestion to
occur during a call and a congestion control mechanism was required.

Each virtual circuit had buffers allocated to it dynamically from a common pool. Three thresholds
were operated on this pool. If buffer utilisation rose above the lowest threshold the node would
not accept any more calls. If the threshold rose above the middle threshold the throughput on all
current virtual circuits was slowed down, by delaying acknowledgments and if the highest threshold
was passed the node would disconnect some virtual circuits.

The use of virtual circuit switching to implement a virtual circuit service allows admission control
to be conducted on the basis of available resources at each node on the path. The dynamic sharing
of buffers at each node allows a higher level of resource allocation than statically allocated bufters
but requires the implementation ot dynamic congestion control.

X .25 virtual circuits are a service which 1s provided to the DTE. Networks which utilise datagram
or virtual circuit switching can both be used to implement X.25 virtual circuits. An advantage
of a datagram switching implementation 1s the ability to reconfigure a route if a switch fails.
Virtual circuit switching allows tighter control of resource management at each node on a path. A
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major attraction of the virtual circuit service is that it provides a useful granularity for congestion
control, flow control and charging.

2.5.4 Summary

The contrast between the development in congestion control in virtual circuit and datagram net-
works 1s marked. The absence of a connection in the datagram model means that no decision
as to whether a connection should be accepted or rejected can be made. Congestion control is
therefore exercised at the RTT time-scale (CLL) and packet time scales (IBL). The presence of a
connection in networks that provide a virtual circuit service means that connection can be refused
and terminated if congestion occurs. This does not exclude the use of methods at other time
scales. Where a virtual circuit service is implemented using virtual circuit switching a known path
1s established and resource reservation is possible.

2.6 Issues in Packet-Network Interconnection

Packet switch networks connect computers, thereby making the resources of each computer ac-
cessible from all others on a network. Internets connect networks, thereby making the resource of
every computer physically accessible to all others® on connected networks. The Internet has been
defined as the sum of networks and computers that can be reached using the Internet Protocol
(IP) [ComO00]. In 1999 tens of thousands of networks and millions of hosts are included by this
definition, and the numbers are continuing to grow.

The success of the Internet has made it almost synonymous with internetworking, however its
design occupies a specific location within the potential internetworking design space. As with
packet switched networks the design priorities and decisions have consequences for the control of

congestion.

This section discusses the fundamental problems that need to be solved in order to interconnect
networks. This is developed with an analysis of alternative approaches and a comparison of the
relative merits of different designs.

The characteristics of a network connecting computers separated by distances in the order of
meters will be different those connecting computers separated by hundreds of miles. Important
differences include, the physical media, delay and reliability as wall as levels the of trust that can
be assumed within the network. Different types of network are therefore necessary to interconnect
computers separated by distances of varying orders of magnitude. The protocols in these networks
will have to overcome different problems and a degree of heterogeneity will therefore be necessary

to achieve optimum performance.

Internetworking allows the development of heterogeneous network technologies, whilst allowing
computers to communicate across them, by interconnecting networks. To achieve internetwork
communication data must be propagated between networks and translation must occur between
peer protocols [VGKT78]. These data propagation and protocol translation functions are fulfilled
by a Gateway on the interface between the networks [CK74].

Where there is a semantic diflerence between protocols, the translation process is made more dif-
ficult if not impossible. For all protocols to be the same would however, inhibit the optimisation
of networks to take advantage of the specific properties of the domain they operate in. A com-
mon internet architecture can enable such optimisations whilst maintaining compatibility between

protocols [Mca89|.
The central issues that are addressed by an internet architecture are:

SThere may be a desire and mechanisms to restrict this access
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1. protocol translation

2. naming, addressing and routing

3. congestion control

2.6.1 Inter-Connection Level

A common and effective technique in the design of internet architectures is to establish a layer
of protocol which is common across the internet [Sun90|. Below the common layer protocols are
generally heterogeneous and Gateways provide mappings from one networks protocol to the next.
Above the common layers protocols may be homogeneous or else care must be taken to ensure an
easy mapping.

In a layered protocol stack each layer adds functionality to the services provided by lower lay-
ers [Hub80]. Consequently the higher up the protocol stack a common layer is established the
greater the amount of functionality that needs to be mapped from one network to the next. This
leads to greater gateway complexity [Pos80|. Conversely the lower down the protocol stack that
a common layer is created, the less flexibility there is to accommodate heterogeneous networks.
Where in a protocols stack a common layer is situated has important implications for the devel-
opment of other aspects of the internet architecture. Four possibilities will be considered:

1. The physical layer
2. The data link layer

3. A new internet layer

4. The transport layer

The Physical Layer

Bridges connecting together Ethernet segments are an example of the extension of networks with
common physical media. Different media are appropriate in different domains, therefore the scope
of an internet utilising a common physical layer is seriously limited.

Common Data-Link

Paul Baran advocated a common data block across different media.

As we move to the future, there appears to be an increasing need for a standardized
message block for all-digital communications networks. ... The standardized message

block simplifies construction of very high speed switches [Bar64b]

The provision of a common data link layer allows for straightforward propagation of data between
networks. This leads to the possibility of designing gateways that are simple, eflicient and cheap.
Not all internetworking functions can be effectively conducted in the data-link layer. The set-
ting up of routes, accounting and congestion control are best performed in a higher inter-network
layer. This leads to a natural division in the inter-network architecture between the data forward-
ing functions performed in the data-link layer and control functions carried out in an internet

layer [Mca89].

The provision of a common data-link layer does not exclude the adaption of protocols to take
advantage of the specific properties of the domain within which they are operating. Different
media can be supported and control functions can be tailored to support a specific environment.
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T'his has been demonstrated for Desk Area Networks (DANS) [HM91, M.93, BaDMP95|, Local

Area Networks (LANS) [ID91], Metropolitan Area Networks (MANS) [Gre89] and Wide Area
Networks (WANS) [TL89].

Networks with different data-link layers can be connected by providing data-link protocol transla-
tion in the Gateway attaching the network to the internet. This has the cost of adding complexity
at the specific network internet interface and the attached network may not be able to take ad-
vantage of all the properties of the internet. The data-link mapping however, only has to be
undertaken at one network interface rather than at every gateway [(Mca89].

ATM has the potential of providing a common data-link level interconnection [LTM83] between
networks.

Internet Layer

Networks can be interconnected by creating a new internetwork layer directly above the intra
network layer. The early experimental inter-network PUP [BSTMS&0] and the Internet [VGK78§|
are examples of internets linked by a new internet layer [Pos80].

Layers below the internet layer are mapped from one network to another by encapsulating an
internet datagram in a network level packet. Gateways switch packets between networks by
performing a number of operations. When a packet is received the gateway would unwrap it,
decide which output to transmit it on and then wrap it in a packet appropriate for the next
local network before forwarding. This process creates a significant overhead in processing for each
gateway. In this architecture even packets that are not destined to cross network boundaries may
still need to include an internet datagram. This means overheads are also paid by local traffic.
With an internet layer the data torwarding and control functions can both be located in the same
protocol layer resulting in a tight binding between them.

Transport Layer

Different types of traffic require different services from a transport layer. To accommodate different
traffic types it is therefore necessary to provide different transport protocols. The DoD internet
architecture started as a Transport level common layer and was later changed to providing a
common internet layer. The provision of internetworking at the transport level is impracticable
because of the complexity that is introduced.

To change the common network layer is difficult as it implies simultaneous change across multiple
network types. The development of new traffic types are likely to require the development of new
transport protocols, consequently transport layer internetworking does not provide the flexibility
to accommodate new traffic types easily. Cole describes an attempt to map TCP to the ISO Class
4 transport protocol [Col90| which suffers from similar problems.

In summary the establishment of a common network layer at the physical, data-link, network
and transport layers has been considered. Of these options interconnection at the physical and
transport layers are not practicable for general internetworking solutions. The establishment of a
common data-link layer has the benefit of enabling gateway simplicity and naturally supporting
the separation of data forwarding and control functions. A common network layer leads to a
closer binding between control and data forwarding, greater gateway complexity, but it naturally
accommodates the interconnection of heterogeneous networks.

2.6.2 Routes, Addresses and Names

To allow a process to communicate with a peer on another network the internetwork architecture
must support the translation of names into addresses, and be able to use an address to find a
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route to the destination. If a host knows the name of the resource that it wants to use, then 1t can
reach that resource if there is a way of mapping from the name to an address and if the address
can be used to find a route to the resource.
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