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ABSTRACT 

This research is concerned with the application of distributed computer technology to 

the solution of non-linear structural dynamic problems, in particular the onset of 

aerodynamic instabilities in long span suspension bridge structures, such as flutter 

which is a catastrophic aeroelastic phenomena. 

The thesis is set out in two distinct parts: - 

Part I, presents the theoretical background of the main forms of aerodynamic 

instabilities, presenting in detail the main solution techniques used to solve the flutter 

problem. The previously written analysis package ANSUSP is presented which has 

been specifically developed to predict numerically the onset of flutter instability. The 

various solution techniques which were employed to predict the onset of flutter for 

the Severn Bridge are discussed. All the results presented in Part I were obtained 

using a 486DX2 66 MHz serial personal computer. 

Part II, examines the main solution techniques in detail and goes on to apply them to 

a large distributed supercomputer, which allows the solution of the problem to be 

achieved considerably faster than is possible using the serial computer system. The 

solutions presented in Part II are presented as Performance Indices (PI) which quote 

the ratio of time to performing a specific calculation using a serial algorithm 

compared to a parallel algorithm running on the same computer system. 
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Notation 

Symbols used in the text are defined wherever they appear. But for convenience, a 

summary is presented below: - 

Symbol 

B Width of deck section (B=2b). 

b Semi-chord or half width of deck section. 

[C] Diagonal matrix of the system. 

CD Drag force per unit length /(pV2D / 2). 

CF Averaged aerodynamic force per unit length / (pV2D / 2). 

CL Lift force per unit length / (pV2D / 2). 

Ca Non-dimensional aerodynamic damping coefficient (2mSa /pD2). 

cs Non-dimensional structural damping coefficient (2mSa / pD2). 

D Across wind dimension of the body. 

F(k), G(k) Real and Imaginary parts, respectively, of Theodorsen Circulation 

function C(k); 

h Vertical displacement. 

li Vertical velocity. 

Non-dimensional aerodynamic stability coefficients associated 

respectively, with bending and torsion; mass moment of inertia per 

unit span; 

J;, Y; Bessel functions of first and second order; 

K Reduced frequency in Scanlans notation (K= BN/V, K= k/n); 

Kh Vertical stiffness of deck section. 

Ka Torsional stiffness of deck section. 

[K] Stiffness matrix of the system. 

k Reduced frequency (k= bWV). 

ka Non dimensional aerodynamic stiffness (Ka /pN2D2). 

ks Non dimensional aerodynamic stiffness (KS/pN2D2). 



Lh Aerodynamic lift on deck section. 

Ma Aerodynamic moment on deck section; 

[M] Mass matrix of the system. 

m Mass of bridge (incl. cables) per unit length (kg/m). 

N Oscillation frequency in cycles per second (N=W2n). 

Nh, Na Natural frequencies associated with vertical and torsional motions 

respectively. 

n Frequency of vortex shedding. 

I P) Vector of applied loads. 

Rv Reduced velocity (Rv= 1/k = V/cob). 

r Radius of gyration (I = mr2). 

S Strouhal number (S= nD/V). 

s Span of the bridge (m). 

T Period of oscillation. 

t Time. 

(U) vector of displacement of structure at its nodes. 

V Wind speed. 

Kr Critical wind speed. 

a Torsional displacement. 

a Torsional velocity. 

p Density of air. 

w Flutter frequency in radians/second. 

ugh, wa Natural frequencies in vertical and torsional motion, respectively. 

wa / Oh Natural frequency ratio (Na / Nh). 

6a, SS Aerodynamic and structural logarithmic decrement (damping) 

respectively. 



Subscripts 

a Associated with aerodynamic terms. 

h Associated with degree of freedom along vertical direction. 

s Associated with structural terms. 

a Associated with degree of freedom along torsional direction. 



PART I 

Civil Engineering Aerodynamics 



1 INTRODUCTION 

1.1 Historic Review of Suspension Bridges 

The origins of suspension bridges derive from the need to bridge natural features. 

Some of the most spectacular primitive suspension bridges were built in the 

highlands of Peru where turbulent rivers running through deep canyons made travel 

and communication impossible for Incan tribes without the help of bridges. One such 

bridge is the 50m long Keswachaca Bridge, spanning 36m above the Apurimac river, 

at an altitude of 4800m above sea level, Figure 1-1. 

Figure 1-1 The Keswachaca Bridge. 

Considerable increases in the length of suspension bridges were heralded when 

natural ropes were replaced by wrought iron chains, for example the 21 in long bridge 

over the river Tees near Middleton in 1741, the 30m long Lahn bridge, Germany in 

1785 and the 21 m Long Uniontown bridge in Pennsylvania in 1796. 

Advances in theoretical mechanics in the 19th century such as the works of Clericetti 

and Melan on elastic and deflection theory, Timoshenko's work on energy methods 

and Castigliano's strain energy method for arches (a suspension bridge is basically 

an inverted arch bridge) led to the explanation in mathematical terms of how a 

suspension bridge actually worked. 
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In 1819 Thomas Telford started to build the Menai Straits bridge, spanning a 
distance of 177m, far greater than had ever been bridged before in a single span. 

In 1849 Charles Ellet completed what was the longest spanning suspension bridge in 

the world, the 308m long span Wheeling bridge, West Virginia. However, this 

collapsed a few years later during a windstorm. 

Around the same period John Roebling was building the 235m long Niagara Falls 

bridge. The bridge was a two-level structure joined by a timber truss, with trains 

crossing on the top level and vehicles below. Roebling learned from the disaster in 

West Virginia and recognised the importance of stiffening the response of the bridge. 

This was achieved using trusses and wire stays to minimise swaying and twisting. 

The bridge remained in service for forty-two years, by which time greatly increased 

loading had rendered it obsolete. In 1867 Roebling started to build The Brooklyn 

Bridge which was finished by his son, Washington Roebling fourteen years later. 

Similar to the Niagara bridge, it had steel trusses and stays radiating from the towers 

to the deck which stabilised the bridge and also improved its strength.. 

At the beginning of the twentieth century, a period of great progress came and with it 

all previous records were broken. Many long span suspension bridges were built in 

the USA such as the George Washington bridge in New York in 1931, with a main 

span of 1067m which was double the length of the previous longest bridge. This was 

surpassed in 1937 with the construction of the Golden Gate bridge in San Francisco, 

with a main span of 1280 m, Figure 1-2. 
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Figure 1-2 The Golden Gate Bridge 

The demand for more economical and lighter as well as more aesthetically pleasing 

bridges led to the construction of longer and more slender structures. In July 1940 the 

Tacoma Narrows bridge with a main span of 853m was opened to traffic across 

Puget Sound in Washington State. It was seventy-two times as long as it was wide 

and had very little torsional stiffening. Three months after it was opened, it collapsed 

in a transverse wind speed of 40mph (18 m/s). After the collapse of the Tacoma 

Narrows bridge, the stability of suspension bridges under such aeroelastic 

phenomena began to be extensively investigated. 

The need for fast and efficient rebuilding of approximately 8500 bridges in post-war 

Germany called for the development of new design concepts and fabrication 

techniques. The box girder, originally introduced by Robert Stephenson in the 19th 

century, was developed into the thin walled all-welded structural member commonly 

used today. In contrast to the traditional truss girder, the orthotropic steel deck in a 

box girder serves as an integral part of the structure with a considerably larger 

torsional rigidity than an equivalent sized truss girder. Substantial savings were 

obtained in the weight of the bridge, also in construction and maintenance costs, but 

aerodynamically problems persisted, particularly during the erection stages when the 

girder lacks the final torsional stiffness, mass and continuity. 
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In 1966 the Severn Bridge linking England and Wales was constructed. The deck 

structure of this 1036m main span bridge was a3m deep closed box, which had been 

extensively tested in wind tunnels in order to study its aerodynamic stability. It 

behaved satisfactorily, providing low drag and reduced flow separation. Many 

subsequent bridges constructed around the world were designed to have similar 

aerodynamic characteristics as the Severn bridge, for example the Bosporous bridges 

in Turkey, the Lillaebelt bridge in Denmark and the Humber bridge. 

The last decade has seen bridge span records being broken time and time again as 

engineers devise new construction methods and pioneer new designs. Since the 

George Washington Bridge was finished, all successive world record holders have 

been suspension bridges. When completed in late 1997, the Great Belt East Bridge in 

Denmark will enjoy a brief period as the world's longest single span at 1624m. This 

would shortly be surpassed by the Akashi-Kaikyo suspension bridge in Japan with a 

main span of 1990m. However, if the economic and political problems surrounding 

the £2500M proposed Messina Strait bridge, planned to link the Italian mainland to 

Sicily, can be resolved, this would increase the world's longest suspension bridge 

free span to 3300m. An artist's impression of the bridge is shown in Figure 1-3. 
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Figure 1-3 The proposed Messina Bridge. 

1.2 Historic Review of Bridge Aerodynamics 

The action of wind has been a common cause of failure of bridges. Many failures 

have been due to the inability of the bridges to withstand the steady wind forces, and 

the have been "blown over". Other failures have been caused by destructive 

oscillations set up by wind, these oscillations resulting from one of the main forms of 

aerodynamic instability that will be discussed in Section 2.2. The wind speeds 

capable of exciting such oscillations are approximately related to the values of the 

natural frequencies of the bridge: hence bridges with low natural frequencies, such as 

slender suspension or cable stayed bridges, would be expected to be the most 

vulnerable. 

The attention that engineers now devote to the aeroelastic effects of wind on bridges 

only dates from 1940, when the original Tacoma Narrows bridge, oscillated to 
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destruction in a manner which has become widely known through descriptive 

account and films taken at the time. Figure 1-4 shows the asymmetrical torsional 

mode of oscillation that preceded the collapse. 

Figure 1-4 Tacoma Narrows Bridge failure of 1940. 

This bridge with stiffened plate girders deck with a main span of 853m had been 

prone to flexural oscillations, both during its construction and during its brief four 

month life. These oscillations occurred at a variety of different frequencies 

depending on the prevailing wind speed, with double amplitudes of oscillation at 

times reaching 1.5m. 

On the morning of the collapse, the flexural oscillation, at a wind speed of 18 m/s, 

turned to the violent torsional oscillation that ultimately led to the catastrophic 

destruction of the bridge within one hour. 

Although the failure of the Tacoma Narrows bridge forced engineers to take 

aerodynamic stability into account in the future design of long-span bridges and 

prompted a number of scientific investigations into the problem, it was not the first 

bridge to be destroyed or damaged due to severe wind effects. Several short-span 
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suspension bridges built in the British Isles during the nineteenth century had 

suffered in a similar way. 

The Menai Straits bridge was damaged due to torsional oscillations in 1826,1836 

and 1839. In 1836 a span of a chain pier at Brighton was broken during a storm by 

torsional oscillations with a node at mid-span. The eyewitness accounts indicate that 

the mode of failure was precisely the same as that which destroyed the first Tacoma 

Narrows bridge over 100 years later. In 1854 the Wheeling suspension bridge 

collapsed during a windstorm. 

In 1967 the plate girder stiffened roadway deck of the cable stayed bridge at Long's 

Creek in Canada, oscillated in a non-destructive flexural bending mode in wind 

speeds within the range of 11-35 m/s, as did the cable stayed bridge of somewhat 

similar deck configuration at Onomichi, Japan. The box girder bridge over the River 

Wye completed in 1966 has exhibited vertical bending oscillations for a range of 

wind speeds around 7-8 m/s. However, they are low amplitude oscillations of no 

practical significance [1]. 

Bridges are particularly susceptible to wind-induced oscillations during the erection 

stages when their full torsional stiffness has not yet been completely developed, also 
bridge components such as the towers and deck units may present aerodynamic 

stability problems quite distinct from those of the completed deck. An overview of 

various forms of aerodynamic instabilities is presented in Section 2.1. 
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1.3 Modern suspension bridge design 

Most of the developments in suspension bridges have been brought about due to the 

design and construction of new bridges. One of the more difficult decisions comes 

when choosing the deck section at the initial design phase. 

Historically, most long span cable supported bridges have been built with truss 

girders in order to facilitate fabrication and erection, whereas little attention was paid 

to maintenance and aerodynamic performance. 

Trusses can be designed to exhibit sufficient torsional stiffness to safeguard the 

bridge against torsional flutter instability by introducing horizontal top and bottom 

wind bracing and adopting a truss depth of 1: 170 - 1: 120 of the span length. The 

flutter resistance can be further enhanced by longitudinal open slots in the road deck, 

a well known feature from post World War II suspension bridges in North America 

and Japan [2,3]. The high lateral wind loads for truss girders compared to 

streamlined box girders are usually only of relatively minor importance for medium 

span classical suspension bridges. However, truss girders are commonly found to be 

15% - 20% heavier than a box girders designed for similar loading. 

The aerodynamic profile of box girders reduce the lateral wind loading in 

comparison with the truss girder, while maintaining the structural stiffness in torsion. 

Vortex shedding, a common problem in truss girders which may not have immediate 

catastrophic consequences but is unacceptable for users and may cause structural 
fatigue and wear in joints and bearings, can be reduced in box girders to an 

acceptable level. This is done by "streamlining" the box section, by using 

aerodynamic fairings and guide vanes at the wind-ward and the lee-ward edges. 

This method can also be considered as a retrofit measure, as in the case of the Long's 

Creek cable-stayed Bridge (Canada). However the box girder still has the problem of 

aerodynamic instability that may make it unsuitable for ultra long suspension 
bridges. 
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Figure 1-5 A Typical deck Section of the Severn Bridge 

For the Great Belt Bridge [4] a closed box section has been adopted, which ensures 

an acceptably high flutter wind speed for the meteorological conditions of the area. 

However a study for the design of the Akashi-Kaikyo Bridge [5] showed that for 

spans over 1700m, only truss deck sections satisfied the Japanese code requirements 

for stability. The proposed 60m wide section for the Messina Strait Bridge [6] is 

constructed from a "multibox" section which seems to behave satisfactorily for 

future ultra long span bridges, Figure 1-3. 

The development of analytical tools for the numerical analysis of aerodynamic 

performance and the advent of Finite Element Methods (some commercial available 

packages include formulation of Navier-Stokes equations) promise a new era in 

bridge aerodynamics, where designers will be able to eliminate inefficient 

configurations before turning to the wind tunnel for verification. 
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2 Fundamentals of Aerodynamics 

2.1 General Aeroelastic problems associated with suspension bridges 

Suspension bridges are structures continuously exposed to wind and prone to several 
forms of aerodynamic excitations that may result in motions in isolated vertical 
bending or torsional modes or in coupled vertical bending and torsional modes. 
Depending on the nature of the excitation the motions may be of: 

i. Limited Amplitude (Non-Divergent): oscillations produced by vortex shedding 

and buffeting, which could cause unacceptable stresses or fatigue damage. 

ii. Non-Oscillatory Divergent: The structure fails due to a constant pseudo-static 

wind load. 

iii. Divergent Oscillatory Amplitude: oscillations produced by galloping, stall 

flutter and classical flutter, which must be avoided. 

The consequence of each of these behaviours is different. The limited amplitude 

oscillations, may be considered as a serviceability problem in limit state terminology 

that could be responsible for serious fatigue damage in the long term. The latter 

classes of divergent oscillatory and non-oscillatory divergent, in particular flutter, 

may be considered to be ultimate conditions where the basic safety of the structure 

may be threatened. 

Current UK code guidance [8] on stability is available for structures with individual 

spans not exceeding 200m. However, for spans greater than this, the regulations 

advise that the stability should be verified by wind-tunnel tests, which are both time 

consuming and expensive. Hence methods have been developed to attempt to model 

the behaviour numerically, refer to Section 3. 

2.1.1 Limited Amplitude Response 

2.1.1.1 Vortex shedding 

Vortex induced oscillations of limited amplitude may be excited by the periodic 

cross-wind forces arising from the shedding of vortices alternatively from the upper 

and lower surfaces of the bridge deck. The excitation is created by a periodic 
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variation in the pressure on the lee-ward face and may result in a dynamic response 

of the structure either in torsion or more frequently in flexure. The frequency of 

shedding single vortices is given by 2S, where S is the Strouhal number 

S_ nD 
V 

Equation 2-1 

D is the height of the bridge deck (Figure 2-2), V is the wind speed and n is the 

vortex. frequeney. -The- onset-of -the-oscillations arise when the frequency of vortex 

shedding approaches the natural frequency of the structure. 

If the structure has low structural damping SS and the aerodynamic damping 5a is 

negative (referred to as an aerodynamic excitation), the net global damping could be 

zero and oscillations may start and continue to increase in amplitude until they are 

limited to a finite value by the presence of non-linear effects such as a decrease in the 

value of Sa or an increase in the amplitude (Figure 2-1). The oscillations tend to 

occur at a range of wind speeds that starts at a critical wind speed Vcr persisting as 

.,,, 
where the structure becomes stable. the wind speed increases to an upper limit Vc 

0 

Amplitude of oscillation 

Figure 2-1 Limiting amplitude of oscillations as determined by non-linear 
aerodynamic excitations and structural damping 

2.1.1.2 Buffeting 

Oscillations of a structure may be caused by the buffeting action of the turbulent 

wake of an upstream obstruction, Figure 2-2. Because of its turbulent nature, forces 

and moments developed by wind on bridge decks fluctuate over a range of 
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frequencies. If sufficient energy is available at frequencies close to one or more 

modal frequencies, the structure may be forced to oscillate. 

Figure 2-2 The flow pattern around a Typical Bridge Deck 

2.1.2 Non-Oscillatory Divergent 

2.1.2.1 Torsional Divergence 

Divergence is a non-oscillatory instability. It occurs under the influence of the 

twisting moments induced by the transverse wind stream. This causes the bridge to 

twist, thus increasing the angle of attack, which in turn increases the lift and 

moment. 

Usually the aerodynamic stiffness ka, which is the rate of change of aerodynamic 

force with the angle of attack, is negligible compared to the structural stiffness ks. 

However for some structural shapes, ka may become negative at a critical wind 

speed. For wind speeds below this critical value the bridge deck is stable. However, 

beyond this critical wind speed the negative aerodynamic stiffness may become 

numerically equal to the torsional structural stiffness resulting in zero net torsional 

stiffness, causing the lift and moment to grow, ultimately resulting in the failure of 

the bridge by a catastrophic "flipping over". 

2.1.3 Divergent Oscillatory Response 

2.1.3.1 Galloping 

Galloping instabilities arise on certain shapes of deck cross sections because of the 

characteristics of the variation of the wind drag, lift and pitching moments with the 

angle of incidence. Instability can arise when 
dF, 

the slope with respect to the 
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angle of attack a of the cross wind force F is negative. Airfoils and bodies of square 

cross sections are prone to galloping instability. For small amplitudes this condition 

can be written 

dCF 
_ 

dCL 
+Co<0 

da da 

Equation 2-2 

where 

CD, CL and CF are the non-dimensionalised drag, lift and pitch coefficients. 

The velocity of motion across the wind stream induces a relative wind at incidence to 

the body. With the above condition the wind force is in the direction of motion, and 

energy is transmitted to the body from the wind. 

Galloping oscillations occur when ca is negative and numerically greater than cs, 

where ca and cs is the non-dimensional aerodynamic and structural damping 

respectively. Scruton [7] has shown that the energy input per cycle can be calculated 

and that ca may be determined from the equation 

2 
2p 

ca = 
R2 

+tan2a) cos(wt) d(wt) 
45CF(1 

0 

Equation 2-3 

Provided that the variation of C. is known, the integral may be evaluated either 

graphically or analytically using a polynomial expression for CF. Oscillations start 

when ca+cs= 0. There is no upper wind speed for this type of instability. 

2.1.3.2 Flutter 

2.1.3.2.1 Stall flutter 

This is a Single degree of freedom oscillation of airfoils in torsion, driven by the 

non-linear characteristics of the lift in the vicinity of the stall, or loss-of-lift 

condition. This has been particularly studied in relation to aircraft design, but is also 

a possible cause of oscillations in suspension bridges. This is associated with systems 
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undergoing strongly separated flows. Bluff, unstreamlined bodies are typical 

examples. Prominent among these are the decks of suspension bridges, which can in 

various instances exhibit single-degree torsional instability. As in galloping, there is 

no upper wind speed limit for a stalling instability. 

2.1.3.2.2 Classical Flutter 

Classical flutter is a self-excited oscillatory instability of a body suspended in air 

stream. It involves the interaction of aerodynamic, inertial and elastic structural 
forces such that, at a certain wind speeds, the aerodynamic forces act to feed energy 
into the oscillating structures and increase the magnitude of vibration, sometimes to 

catastrophic levels. 

During a flutter oscillation vertical and torsional motions occur together in a simple 

harmonic oscillation at a common frequency somewhere between the natural 

frequency for independent vertical (heaving) and torsional (pitching) oscillation, 

Figure 2-3. The cross sectional shape of the body affects the aerodynamic forces that 

act during pitching and heaving oscillations. This form of aerodynamic instability is 

thought to have been responsible for the catastrophic failure of the Tacoma Narrows 

Bridge. The theory of classical flutter will be presented in detail in Section 2.2. 

A, 
-. 0 

ý-º 

-p 

ý 

ýý 

Figure 2-3 The Flutter response of a Bridge Deck. 
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2.2 Flutter Solution Techniques 

In most cases the assumption that wind loading be treated as a constant pseudo static 
force is probably adequate for the design of most engineered building and structures. 

Bridges however are long, slender structures with low levels of structural damping, 

which are continuously exposed to wind loading for the duration of their serviceable 

life. Thus wind needs to be considered as a dynamic load. 

It is assumed that unsteady aerodynamic forces acting in one plane of a structure are 
independent of its motion and displacements in others. The out-of-plane aerodynamic 
forces tending to move a structure in the lateral (cross) wind direction are not 

significantly influenced by movements in the longitudinal (drag) direction. This 

assumption has been found to be justified by experience for all the mechanisms of 

aerodynamic instability described, with the notable exception of classical flutter that 

is formed by the coupling of flexural and torsional motions in a multi-degree of 

freedom system. 

In dynamic aeroelasticity we are mainly concerned with two distinct fundamental 

physical phenomena, those of galloping and flutter. Galloping, which is typified by 

large amplitude oscillation of bluff bodies normal to the direction of an airstream 
does not generally pose a serious problem. However, flutter is the main and most 
dramatic physical phenomenon in the field of aeroelasticity, a dynamic instability 

that if allowed to occur would lead to catastrophic structural failure. 

2.2.1 Theoretical Methods 

To discuss flutter more fully, the dynamic theoretical model from which the 

aerodynamic forces are obtained will be presented. The forces are developed from 

the fundamentals of fluid mechanics and are applied to the 'typical section' model 

widely used in aeronautical practice to illustrate the physical implications of dynamic 

aeroelasticity, Figure 2-4. 

The section when placed in a constant wind stream is assumed to have an 

aerodynamic pressure distribution given by p(x, t), the resultant force L and M are the 
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aerodynamic lift and moment, respectively about the elastic axis of the section, 
Equation 2-4. 

i//ice 

Figure 2-4 Typical Section Model. (From Dowell et al[9]) 

L= J p(x, t) dx My =J p(x, t) "x dx 

Equation 2-4 

The equations of motion for such a system are 

mh+khh+Saä-L 

Sah+Iaä+kaa=My 

Equation 2-5 

Where 

m=Jpdx Mass of the model 

S. =Jp"x dx Additional Inertial Effect of Eccentricity of Centre of 

r 
mass, (0 for symmetric sections) 

la =Jp" x2 dx Mass moment of Inertia of model. 

The problem is essentially one of unsteady aerodynamics, which is concerned with 

the time-dependent fluid motion generated by bodies moving in a fluid. For most 

applications in aeroelasticity in which appreciable viscous and compressibility 

effects are absent, linearised small perturbation models of inviscid fluid flow are 

appropriate since the body motion is generally composed of a small time-dependent 
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motion combined with a steady state motion. In this case the model is appropriate, 

since the theory is derived using a flat plate idealisation for the airfoil, which has 

little or no separation at the leading edge and thus a laminar wake of vorticity is 

formed. 

The circulation around an aerodynamic surface executing unsteady motion constantly 

changes as vorticity is shed into the wake, thus affecting the lift generated by the 

surface. The distribution of vorticity in the wake depends on the motion history since 

each increment in the motion sheds vorticity into the wake. In a two-dimensional 

inviscid fluid, however, the total circulation around any closed curve is constant, as 

postulated in Kelvin's Circulation Theorem. 

Flutter instability has been observed in experiments on thin airfoil. As a result of the 

similarity in the shape and geometry of aerodynamic (i. e. faired) bridge cross- 

sections, there is behavioural similarity between the aerodynamic instability of 

suspension bridge decks and the flutter of airfoils. Thus flat plate airfoil theory is an 

excellent guide for the investigation of potential susceptibility of suspension bridge 

structures to classical flutter phenomena. 

2.2.1.1 Theodorsen's Two Dimensional Unsteady Airfoil Theory 

In 1935 Theodorsen [10] derived his theoretical formulae for flutter problems under 
incompressible flow. In classical flutter, two degrees of freedom of the structure, one 

rotational, the other transitional, are coupled in a self excited oscillation produced by 

a constant transverse wind flow. 

In linear, inviscid, incompressible aerodynamic theory, the airfoil and its wake are 

represented by thin surfaces of vorticity (i. e. 2-D vortex sheets). Thus, for a two- 

dimensional airfoil undergoing unsteady motion in a uniform free stream, it is 

convenient to idealise the airfoil as a flat plate, Figure 2-5. 

The most generally quoted solution for the transient aerodynamic response of a thin 

airfoil subjected to arbitrary heave and pitching motions, h(t) and a(t), are 
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attributed to Theodorsen. These expressions were developed in the frequency domain 

and are presented below in aeronautical notation and terminology, Equation 2-7. 

Figure 2-5 Flat Plate Airfoil Model ( From Dowell et al[9]) 

L(co) = 21cpVbC(k)(V(x + iah + iwäb(2 - a)) 

+pirb2 (Viuýa-weh+w2äab) 

Equation 2-6 

M(co) = 2npVb2(2 +a)C(k)(Vä+icZ +iwbä(2 - a)) 

+pnb2(- baw2h+Vb(2-a)icc+b2(88+a2ý2-d) 

Equation 2-7 

Where 

CO Frequency of excitation. 

L(w) & M(w) Aerodynamic Lift and Moment in frequency domain. 

i i& ä Lift and Torsional displacements. 

C(k) Theodorsen lift deficiency function or Circulation function. 

b is the Semi-Chord Length of the airfoil, B/2. 

k is the dimensionless Reduced Frequency, cob/V. 

a horizontal offset of centre of elasticity from centre of mass. 

The Theodorsen Circulation function C(k) is a complex function defined as 

C(k)=F(k)+iG(k) 

Where, F(k) & G(k) are expressed in terms of Bessel functions of the first and 

second kind, 

Page 18 



F(k) = 
J, (J, +Yo) +Y, (Y'-Jo) 

G(k) = 
YtYO+JiJo 

(J, +Yoy +(Yi -Joy (J, +Yoy +(Y, -Jo) 

The real and imaginary parts of Theodorsen Circulation functions are shown 

graphically, in the following Figure 2-6. 

0.9 
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F(k) 
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0. 
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k 

Figure 2-6 Re & Im parts of the Theodorsen Circulation Function. 

If the airfoil is assumed to execute a purely harmonic motion at a frequency w, then 

we can assume that a(t) =ä" e'er` and h(t) =h" e"°". Similarly the aerodynamic lift 

and moment are transformed into the time domain as follows L(t) = L((y) " e"0 and 

M(t) = M(w) "e"1. Converting the above expressions from the frequency domain 

into the time domain and setting the elastic centre eccentricity, a, equal to 0, which is 

the case for a symmetric section, we arrive at the following expressions. 

L(t) = irpb 2VF(k)h + 
2G(k)V2 

+ bV(1 + F(k)) 2VcoG(k)h + (2F(k)V2 
- (ObVG(k))oc + bh 

co 

M(t) = npb2 VF(k)li + 
bV(Fýk) -1) + 

G(k)V2 
- VcoG(k)h +(F(k)V2 - 

wbV2 (k) l- 
- 

b82 
ä 

Equation 2-8 & Equation 2-9 

A point to be noted here is that of the sign conventions used in the derivation of these 

expressions and the convention used in the program ANSUSP are different. This will 

be discussed in Section 3.1.3. 

Several new techniques for determining the aerodynamic forces acting on a bridge 

deck have recently been proposed. Most are based upon the Theodorsen circulation 
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function, though they are not expressed in terms of Bessel functions, but are 

expressed as Fourier series [11.. 14] which are proposed to be computationally more 

efficient. Following several discussions with Dr Anderson of the Department of 

Aerospace Engineering at Glasgow University, the decision was taken not to 

progress with these new methods but to continue to use the traditional method. 

Justification for this decision comes from the fact that the aeronautics industry in 

general still apply the Theodorsen formulation derived from Hankel functions which 

are in turn formed from Bessel functions of the first and second kind. 

2.2.1.2 Other work 

Theoretical expressions for flutter of a sinusoidaly oscillating airfoil have been 

developed since the 1930s by several prominent researcher. However the majority of 

these had been greatly influenced by the general theory of aerodynamic instability 

for wing flutter developed by Theodorsen. 

In 1948 Bleich [15] published his work applying aircraft theory to suspension bridge 

flutter. He developed the equations of motion for a suspension bridge deck idealised 

as a flat plate with vertical flexural and torsional degrees of freedom. He used 

Theodorsen aerodynamic force expressions and derived the equations of motion 

using the Ritz technique and Lagrange's equations. He showed that the flutter 

characteristics of the whole bridge were similar to those of an independent section of 

the bridge of unit length under the assumption of fundamental vertical and torsional 

mode shapes. It was further established that the lowest flutter speed is developed by a 

combination of the lowest flexural and torsional modes. The effect of structural 
damping had also been considered. 

Bleich accepted that the theory for many real bridges needed further development to 

take in to account the marked effect of the shape of the cross section of the bridge 

and provided a formula to be added to Theodorsens which took in to account two 

parameters. These parameters depend on the profile of the cross section and the 

reduced frequency, k. These parameters were determined from wind tunnel tests on 

section models. Bleich applied these modified formulae to structures where the 

vortex shedding effect was significant and to truss stiffened suspension bridge 

sections where the effect was comparatively small, from which it was found that 
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these additional parameters improved the accuracy of the predictions for bluff 

sections. 

In 1946 Scruton [16], began to investigate flutter with the objective of assisting the 

consulting engineers designing the proposed crossings for the Firth of Forth and the 

River Severn. In the latter stages of the investigations, the tests were supplemented 

by experiments using sectional models. In these investigations only the aerodynamic 

stability of the completed bridges was considered. However, the configurations of the 

suspended structures and the natural frequencies of oscillation of the bridges differed 

appreciably during construction from those of the completed structure. Aerodynamic 

investigations of the erection stages were also made which enabled procedures to be 

formulated to avoid wind-induced oscillations during construction. 

In 1964 Smith [17] published the report on an investigation for the proposed Severn 

Suspension Bridge. The study included wind tunnel tests on a two dimensional 

sectional model of the proposed cross section of the bridge for which a streamlined 

closed box section was adopted, along with a parallel theoretical investigation of 

flutter stability under the assumptions of Theodorsen flat plate. Tests were carried 

out for different frequency ratios in order to simulate the structure at its erection 

stages and fully completed stage, Figure 2-7. The structure was supposed to be more 

susceptible to aerodynamic instability during the erection stages when the lengths of 

the box section comprising the suspended structure have been raised into position but 

not fully interconnected. Results showed a close agreement between Theodorsen flat 

plate theory and the two-dimensional model tests on the box girder sections proposed 
for the Severn Bridge. 
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Variation of critical wind-speed with length of erected centre span 
for the proposed Severn suspension bridge. 
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Figure 2-7 Variation of critical wind-speed with length of erected centre span for 
the proposed Severn suspension bridge. 
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Besides achieving the primary objective, the results of these investigations included 

design recommendations to avoid wind-excited oscillations of bridges in general, and 

established the relevant stability parameters, together with methods of test [18]. A 

special wind tunnel was built for examining the behaviour in steady winds of a full- 

span aeroelastic model of the proposed suspension bridges. The Severn Bridge was 

the first faired box section suspension bridge. The cantilevered walkways extending 

from the box edge contributed in a positive way to the aerodynamic stability of the 

road deck (Figure 2-8. a). 

In 1961 Selberg [19], on the basis of wind tunnel tests on two dimensional sectional 

models, published a remarkably simple formula fcr the determination of flutter 

speeds Vcr, and at the same time gave reduction coefficients for different typical 

deck sections investigated experimentally by him. For streamlined deck sections for 

which aerodynamic forces can be assumed to be those for a flat plate, the Selberg 

formula can be expressed as 

V" 
=3.7 

rM i_Nn 
NaB TB- 

s Na 

Equation 2-10 

where Na and Nh are the natural frequencies in torsion and vertical bending 

respectively, s is the span, M is the total mass, r is the radius of gyration, and B is the 

width of the deck section. Vcr calculated from Equation 2-10 for values of 

Nh / Na < 0.5 (Na / Nh < 2.0) the formula is accurate to -1.5%. For values of 

Nh / Na > 0.7 (- Na / Nh < 1.5) the formula rapidly becomes inaccurate, and its 

prediction of Vcr= 0 when Na=Nh is at total variance with Vcr = 00 predicted by the 

exact theory. 
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un 

Figure 2-8 Deck profiles of the Severn bridge(a) and Lillaebelt bridge (b) 
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Work on the stability of suspension bridges continued mainly using scaled oscillatory 

sectional models equipped with large end plates to assure two-dimensional flow on 

the model. An innovative design that was geometrically similar to the Severn bridge 

was the Lillaebelt Bridge in Denmark. Both truss stiffened girders and box girder 

designs were studied. The final box girder design selected is shown in Figure 2-8b, 

and was the result of wind tunnel testing undertaken by Selberg at the Technical 

University of Trondheim 
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2.2.2 Experimental Methods 

2.2.2.1 The Experimental work of Scanlan et al 

The experimental method developed by Scanlan et al [20.. 27] for the extraction of 

aerodynamic force information from model tests, is a widely used method in 

practice, and has undergone significant refinement in the past three decades. The 

main distinguishing feature of Scanlan's method compared to previously developed 

methods is that the model deck section is allowed to freely oscillate in the air stream, 

while previous methods tended to use a mechanically driven section model. Thus the 

comparative results extracted for similar sections are quite markedly different. 

The theoretical basis of the model is that a typical bridge deck section of unit span is 

allowed to oscillate freely in a steady wind stream. The system is idealised as a two 

degree of freedom system, one vertical, the other torsional about the longitudinal 

axis, suspended in a constant cross wind. This is realised in the physical model by 

placing large endplates at the ends of the deck section during the wind tunnel test, 

thus insuring the wind stream is two dimensional. The equations of motion for this 

system are given by 

+2ýhwnh+whh = H, h+HZä+H3a = 
Ln 

m 

ä+2ý«w«a+wýa=A, h+Azöc+A, a - 
M« 

P 

Equation 2-11 & Equation 2-12 

Where 

H; &A1 General Aerodynamic Coefficients, which are functions of the 

reduced velocity. 

wh & Coa The natural undamped frequencies for the vertical and 

torsional degrees of respectively, (Rads/sec) 

ýh &ýa Structural damping ratios for the vertical and torsional degrees 

of freedom respectively. 

m Mass of bridge deck per unit span. 

IP Mass moment of inertia of bridge deck per unit span. 
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H; & Ai are referred to as flutter derivatives and are extracted from wind tunnel tests 

of scaled bridge deck section. The flutter derivatives fall into two main categories 

namely direct-flutter derivatives and cross-flutter derivatives. Direct-flutter 

derivatives are the derivatives associated with displacements or velocities in the same 

plane as the aerodynamic force, that is for the first of Equation 2-11 & Equation 

2-12, the direct-flutter derivatives associated with lift are those in terms of h and h. 

Cross-flutter derivatives on the other hand are associated with displacements or 

velocities corresponding to the lift forces that arise from pitching motions and vice 

versa. The method originally proposed by Scanlan for determining these derivatives 

was as follows. The torsional and vertical motions of the model would be restrained 
independently, from these tests the direct-flutter derivatives H1 and A2, A3 were 

obtained respectively. Then the cross-flutter derivatives H2, H3 and Al were 

calculated from analytical expressions, as functions of the direct-flutter derivatives. 

However in a recent paper Scanlan [27] acknowledged that flutter derivatives are 

only truly accurate if extracted from fully coupled motion wind tunnel tests. To 

address the short falls of his earlier method, a new extraction method was developed 

called the Modified Ibrahim Time Domain (MITD). This method allows all the 

derivatives, both direct-flutter and cross-flutter to be calculated simultaneously from 

a freely oscillating model, thus removing the necessity of restraining single degrees 

of freedom to determine individual flutter derivatives. This improved method also 

reduces the possibility of significant errors and bias in the extracted flutter 

derivatives. 

Once all the flutter derivatives have been determined, they are normalised to become 

general flutter derivatives. This also ensures that they are non-dimensional, thus 

allowing the extracted data sets to be used in the investigation of any bridge that has 

the same general cross sectional shape. 

H., =m 
Pb2w 

H, A, = 
IP 

Pb3w 
A, 

. HZ =m HZ 
Pb3w 

, 
IP 

Az = 
Pbaw 

As 
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.P m H3 = 
pb3c, ý 

H3 A. 3 = 
IPb4w 

A3 

Equation 2-13 

where 

H; &A; Non-dimensional Flutter Derivative Coefficients, which are 

functions of the reduced velocity. 

p Density of the air stream. 

Note: The above expressions have been normalised with respect to the semi-chord 

width b. However, they are also sometimes normalised with respect to B the full 

chord width. 

These non-dimensional flutter derivatives are then used in the linearised expressions 

originally proposed by Scanlan and Tomko in 1971 [22], Equation 2-14 & Equation 

2-15. The original expression was derived in terms of the full chord length B, with 

corresponding reduced frequency K= wB/V. Examples of some non-dimensional 

flutter derivative coefficients are shown in Figure 2-9. The flutter derivatives, 

coefficients which multiply the displacement and velocity components of the two 

degrees of freedom in the aerodynamic forces, are postulated to be dependent on the 

geometry of the bridge deck and reduced velocity (V / cob). 

L(K) = 
2pV2(2B 

KH; (K)- +KH; (K) V 
+K2H3(K)oc 

M(K)=. pV2(2B2 KA; (K)V+KA; (K) 
V 

+K2A; (K)a 

Equation 2-14 & Equation 2-15 

Where 

L(K)&M(K) Frequency dependent Aerodynamic Lift and Moment. 

V Steady wind speed. 

This expression has been significantly modified throughout the past three decades, 

increasing the number of flutter derivatives from 6 to 8, and most recently to 18[27], 
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with the addition of an extra expression, defining the out of plane sway motion of the 

deck of long span bridges. 

L(K) =1 pV2B KH; (K) h 
+KH3(K)B+KZH3(K)oc+KZH; (K)h +KH6(K)-2- +KZH6(K)p 

2VVBVB 

M(K) _ 
ýpV2BZl 

KA; (K)V +KAZ(K) 
V 
B6c 

+K2A3(K)a+K2A4(K)B +KAS(K)V +K2A6(K)B 

P(K) =1 pV ZB KP; (K)-2- KPz (K) Ba 
+ K2P; (K)a + KZPä (K)1- + KPS (K) h+ 

KZP6 (K) h 
2VVBVB 

Equation 2-16, Equation 2-17 & Equation 2-18 

Where 

L(K), M(K)&P(K) Aerodynamic Lift, Moment and Sway forces 

respectively. 

However due to difficulties in obtaining the out of plane derivatives from a two- 

dimensional wind tunnel model these expressions are currently simplified and used 

with only 8 Flutter derivatives. 

L(K) _ 
ýpV2(2B 

KH(K)V +KHZ(K) 
V 

+K2H3(K)oc+KH*(K 
B 

M(K) _ 
ýpV2(2BZ 

KA- 
B6c (K)V +KAZ(K) 
V 

+KZA; (K)a+KA; (K)B 

Equation 2-19 & Equation 2-20 

It is worth noting that these expressions can be expressed with respect to the semi- 

chord length b. Since the theoretical solution proposed by Theodorsen was derived 

using aeronautical conventions, it is useful to convert the above expression to 

provide a rational basis for comparison. These modified expressions are coded into 

the ANSUSP program, refer to Section 3.1.3) 

Page 27 



L(k) _1 pV2(2bl kH; (k)V +kH2(ký 
V 

+k2H; (k)a+kHä(k b 

M(k) _ 2pV2(2b2 
J kÄ; (k)V +kÄ2(k) 

V 
+k2Ä3(k)oc+kÄý(k}b 

Equation 2-21 & Equation 2-22 

Where 

H; &Ä; Non-Dimensional Flutter Derivative Coefficients, normalised 

with respect to the semi-chord length b. 

k Reduced frequency ((ob/V) 

The flutter derivatives measured and normalised with respect to the full chord length 

can be converted for use with the above expression using the conversion factors 

below, Equation 2-21 & Equation 2-22. In wind engineering it is common to use K 

(coB/V) instead of k (cob/V), the difference being that K is defined in terms of the full 

chord length of the bridge deck, while k is defined in terms of the semi-chord length, 

b=B/2. For consistency, the aeronautical notation k will be used. H; and A are 

associated with k, while H; and A; are related to K. 

H; =4H; 

A; = 8A; 

HZ = 8H2 

A2 =16A2 

... H3 = 8H3 H4 = 4H4 

A3 =16A3 Aä = 8Aä 

Equation 2-23 
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Figure 2-9 Typical Flutter Derivatives 

In comparing the Theodorsen expressions Equation 2-8 & Equation 2-9 with the 

modified linearised expressions proposed by Scanlan, the corresponding flutter 

derivative coefficients can be defined as continuous functions, as shown graphically 

in Figure 2-10 
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H. 
2ýG(k) 

4-k 

012345678 910 
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Equation 2-24 
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Figure 2-10 Theoretically defined flutter derivatives for Airfoil. 

Aerodynamic coefficients can be classified in two different groups: ff;, which are 

associated with the lift; and A; associated with the moment. However, lift and 

moment expressions depend on both degrees of freedom vertical and torsional, so we 

can talk about terms associated with vertical motion which multiply h and h, and 

terms associated with torsional motion which multiply ox and ä. For each group 

direct derivatives are those not involving the motion in the other degree of freedom 

and coupling terms are those affected by torsional degrees of freedom in the lift 
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expression, and those affected by vertical degrees of freedom in the moment 

expression. Figure 2-11 summarises this classification. 

Physically, the direct flutter derivatives manifest themselves by modifying the 

structural damping and structural stiffness in all degrees of freedom as a result of 

aeroelastic interaction and are included in the aerodynamic damping and stiffness 

matrices. Coupling derivatives affect the aerodynamic forces indicating coupling 

between the motions of bending and torsion. Changes in flutter derivatives which 

imply any increase of the global damping or stiffness should correspond to an 

increase of the flutter wind speed. Changes in flutter derivatives which implies an 

increase in aerodynamic forces due to coupling motion should imply an increase of 

the flutter wind speed. 

Vertical motion Torsional motion 

h >> Ux U 

Lift expression it H I1 1=1 
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A 
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Direct derivatives Coupled derivatives 

Figure 2-11 Flutter Derivatives Classification 

2.2.2.2 Discussion of Scanlan Methods. 

In his early paper Scanlan 1201 noted that the distinguishing feature, with regards to 

the aerodynamic flutter of airfoils using potential flow theory, was that because of 

the smooth trailing edge of the airfoil, no vortices are shed unless the airfoil is in 

motion. This one important feature quite clearly differentiates between the 

aerodynamics for the case of many bridge decks (and other bluff objects) on the one 

hand and airfoils on the other. He also raised questions about attempting to apply 

Page 31 



Theodorsen's flutter aerodynamics expressions to flutter analysis of bridge deck 

sections. 

However, it is important to consider the context in which this was written. The vast 

majority of suspension bridges being built in the early 1960s were truss-stiffened 

girders, which generally have very poor aerodynamic characteristics, but are not 

particularly susceptible to flutter. 

In a later paper (Scanlan [21]) concerning the aerodynamic behaviour of box-girder 

bridges, scanlan's conclusions about the suitability of the Theodorsen expressions, 

were quite different. This moderation of attitude has continued in his more recent 

papers, where he has stated that the aerodynamic instability of suspension bridge 

decks and the flutter of airfoils are closely paralleled, thus allowing the Theodorsen 

expressions to be used as a guide to the stability of bridge decks. 

Generally the theoretical expression as a guide to the stability of suspension bridges 

is accepted to be quite accurate, especially for faired box-girders. The suitability of 

the theoretical expressions for truss-stiffened girders and plate-girders reduces to the 

point where the solution is clearly no longer applicable, thus experimental flutter 

derivatives must be obtained for these sections. 

The experimentally obtained flutter derivatives by Poulsen et al [4] for wind tunnel 

tests on the proposed Great Belt, East Bridge, which is an aerodynamic faired box- 

girder, the curves are smooth and continuous with no discontinuities. Comparing 

these experimental derivatives with the theoretically defined derivatives, given by 

Equation 2-24 the comparison is excellent, justifying the use of either the 

theoretically defined derivatives or the Theodorsen expressions, Equation 2-8 & 

Equation 2-9 for flutter analysis of suspension bridges. 

As was mentioned previously, the expressions proposed by Scanlan have changed 

continuously, thus demanding a great deal of care when selecting a data set of flutter 

derivatives. The main inconsistency in these expressions is notation. The early 

expressions were normalised with respect to the semi-chord width, however, this 

gradually changed to the full-chord width, Equation 2-14 & Equation 2-15. The 
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implication of this is that the flutter derivatives are significantly different due to the 

different definitions of the reduced frequency K and k, the former being defined with 

respect to full chord width, while the latter with respect to the semi chord width. 

Secondly, the magnitude of the multiplying factor has changed from 1/2pV2(2B); 

Equation 2-14, to 1hpV2B; Equation 2-16. The significance of this is that the 

magnitudes of the flutter derivative coefficients for the latter case are twice those of 

the former. Hence great care is needed in using a new set of flutter derivatives. 
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2.2.2.3 Other Experimental Work 

In 1981 a draft copy of the design rules for aerodynamic effects on bridges [7] was 

published. Modifications to these are presented in the current UK code guidance in 

1993 [9]. This code is available for structures with individual spans not exceeding 

200m. For spans greater than this it is advised that the stability should be verified by 

wind-tunnel tests. There are two different types of wind model tests. 

2.2.2.3.1 Full Model 

The aerodynamic behaviour of a structure in wind is most accurately represented on 

a model scale by a "full model". A full aeroelastic model [28] of the structure is 

constructed to be geometrically similar to the prototype at least with regard to the 

external shape. It should strictly have the same mass, stiffness and damping 

distributions and the same values of some non-dimensional parameters of the 

prototype. While the mass and stiffness distribution may be reasonably well 

reproduced, an aeroelastic model does not automatically reproduce the correct 

structural damping distribution and it may be necessary to incorporate devices to 

increase the damping with in the model. 

Wind tunnel testing of a full aeroelastic model has seen a revival with the number of 

record breaking spans currently under design and construction. Tests on full 

aeroelastic bridge models are expensive and time consuming but reduce the 

possibility of encountering unexpected phenomena on the completed structure. 
However, its cost is relatively small in relation to the cost of the bridge itself. The 

aeroelastic model is a part of an overall programme that always includes sectional 

model tests and analytical studies. 

2.2.2.3.2 Sectional models 

Sectional models [29] are rigid geometrical copies of a typical length of the full- 

structure. The sectional model is supported in the wind tunnel by springs that provide 

the required stiffness. Damping is reproduced by an electromagnetic device 

consisting of a copper plate fixed to a tube between the poles of electromagnets. The 

suspension allows vertical and pitching motions to occur separately or in a coupled 
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motion. Sectional models are now used to investigate the aerodynamic stability of the 

actual long and slender suspension bridges structure. The methods have changed 

with the advent of computer-based data acquisition and analysis techniques, to 

commonly include buffeting measurements in simulated turbulent flows and 

sometimes in the extraction of aerodynamic derivatives, section 2.2.2.2. 

ý ýfr ý 

Legend: 0- L C2 CSY :. section mooei 
2. Horizontal extension rod 
3. Arm 
4. Helical springs 
5. Leeward drag wire with helical spring 
6. Windward drag wire 

7. Load tranducers LC! through 6 
8. Centre piece between arm and extension rod 
9. Dummy mass 

Figure 2.8 The Experimental set up of a section model. 
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2.2.3 Analytical Methods 

There are two main numerical methods that can be employed to solve the flutter 

problem. The equations of motion can be explicitly numerically integrated, or a 

modal synthesis method in the frequency domain can be used. Both methods will be 

outlined in the following section. 

2.2.3.1 Numerical Integration 

The equations of motion in terms of an arbitrary displacement vector (U) for a 

structural system of n degrees of freedom can be expressed as: 

[M]{Ü}+ [C$ ]iJ}+ [Ks ]{U}= {P} 

Equation 2-25 

Where: 

[M] Mass matrix (n x n). 
[C, ] Structural damping matrix. 

[K, ] Stiffness matrix sum of Ke and Kg, the elastic and structural 

geometric stiffness respectively. 
{P} Force vector. In general the elements of the vector { P) contain the 

effects of: dead loads, self weight, static imposed loads, static wind 
loads, and dynamic wind loads (gusting forces and flutter forces). 

{U} vector of displacement of the structure. 

Time-History Method is used to solve the entire response of the system subjected to 

any arbitrary loading of any duration. This technique solves the equations of forced 

vibration directly, in an incremental or step-by-step manner. The time derivatives are 

replaced by differences of displacement and velocity at various instants of time. For 

each increment all the terms involved in Equation 2-25 are calculated which allows 

the response of the structure for that period of time to be followed. 

Finite difference methods for approximately solving these have been developed. 

However in the past two decades, methods that are particularly efficient for transient 
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finite element problems have flourished. There are two categories of numerical 
integration methods. These are explicit and implicit methods. The explicit methods 

have the form; 
ýUýn+l 

-f 
({U}n+flol 

1 

1U1 

+fUl-i,..... 

) 

thus {U}}+, is determined in terms of the complete time history of displacements and 

time derivatives for time nut and earlier. Implicit methods have the form; 

lUln+l -f 1fUJn+1 
9fUJn+1 9{U}n +"... 

) 

hence {U}}+, is computed in terms of the unknown time derivatives of {U}. 
+, 

The 

two methods however have markedly different characteristics. 

Most implicit methods are unconditionally stable and have no restriction on the time 

step size At other than as required for accuracy. A popular unconditionally stable 

implicit method is the Trapezoidal Rule or Average Acceleration Method. This 

method relates the displacements, velocities and accelerations as shown in Equation 

2-26. The method is numerically stable for any size of time step At, but the size is 

governed by the requirement for accuracy. 

+ 

2t 
({U }n 

+ {U}n+I / 

+ 
, lt 

({fi}n + 

Equation 2-26 

There are many other implicit methods such as the Houbolt Method. However, even 

though the method is unconditionally stable, it introduces numerical or algorithmic 

damping that is too high for low-frequency response, thus excluding it for the present 

research, where the natural frequencies of the structure are generally low. 

The majority of the remaining implicit routines are based on the Newmark Method, 

which will be dealt with in detail. The basis of this method is that the analyst can 
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choose the parameters ß and y in Equation 2-27 to control the numerical accuracy 

and stability of the numerical integration with time. 

JUJn+I 
-IU}. +Ot{Ü}n +ot2 - F' 

Uýn +FýUýn+l 

ýUýn+1 
- 

ýUýn 
+ OtL\1 - 7ýUýn + 

ýUýn+1 
J 

Equation 2-27 

the method is unconditionally stable when 

zßzyz2 

or conditionally stable when 

11ýY+ 

r/Y2-ß+ý2 

2' 
2 and At <_ 

w-(Y2 -ß) 

where ý is a percentage of the critical damping of the structure. 

(on= is maximum natural frequency of interest. 

Table 2-1 below gives a summary of main Newmark methods with the limits for the 

time step At and the corresponding accuracy. It should be noted that the Fox- 

Goodwin method has accuracy of the fourth order when the structure is considered to 

be undamped. Generally At <2/ wmax which is known as the Courant condition [30]. 
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Method (3 -y At,,,, x Accuracy 

Artificially damped >y/2 >1 /2 O(At 

Average Acceleration 1 /4 1 /2 00 O(At' 

Linear Acceleration 1/6 1/2 = 3.464/co,,,,,. O(At2 

Fox-Goodwin 1/12 1 /2 = 2.449/w (' j" 

Table 2-1 Summary of Newmark methods 

The existing ANSUSP program [31.. 34] was developed using the Linear 

Acceleration Method, which is a conditionally stable implicit integration scheme 

with second order accuracy. This was replaced by the Fox-Goodwin method, which 

like the previous method is a derivative of the Newmark family of integration 

techniques. It is also conditionally stable but has the benefit of fourth order accuracy. 

However this is conditional on the fact that the structure is undamped. If structural 

damping is present the accuracy reduces to be the same as for the Linear 

Acceleration Method. 

The Fox-Goodwin method was found to be beneficial when used for flutter time 

history analysis that has no structural damping applied. The solutions obtained using 

the Linear Acceleration and the Fox-Goodwin Methods compared well, with the 

Fox-Goodwin method proving to be the more efficient method, requiring less 

iterations to solve the same problem. 

An explicit integration scheme based on Central Difference was also implemented 

into ANSUSP. This is a conditionally stable, second order accuracy method, whose 

time step is defined by the Courant condition. This method was tested against several 

problems previously solved using the Linear Acceleration Method. 

The explicit method proved to be stable for the first several time steps but then began 

to diverge rapidly from the expected solution. This was repeated using progressively 

smaller time steps until a totally stable solution was achieved. The resulting time step 

was found to be one tenth of that used in the implicit methods. 
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The reason for this significant reduction in the size of the time step was found to be 

due to the style of problem being attempted. The basic principle is that equilibrium 

must be achieved at the end of each time step. Conventionally this is achieved by 

constructing the structural stiffness matrix for the whole structure. However, in the 

present approach stiffness matrices are calculated only for the deck as a substructure 

and the towers as separate substructures. The forces within these substructures are 

calculated using the current displacement field. The hanger and cable members are 

each solved individually using the current displacement field within the structure to 

calculate their individual internal structural forces. Static equilibrium within the 

structure is obtained by iterating to a solution within a time step, where any out-of- 

balance in structural forces at a joint is applied as an additional external force for the 

next iteration. 

Thus for implicit methods a large time step requires several iterations to soften the 

solution, while explicit method on the other hand will only yield a meaningful 

solution if the time step is restrictively small, due to this method's inability to iterate. 

Finally, an attempt was made at introducing a mixed integration method based upon 

the Central Difference and Newmark family of methods. The initial iteration for each 

time step was obtained using the explicit Central Difference Method, this initial 

solution being iterated by the implicit Fox-Goodwin Method, until satisfactory 

accuracy is obtained. However, as expected this mixed method proved to be no more 

efficient than the implicit methods already implemented. 

2.2.3.2 Modal synthesis 

Modal synthesis is a commonly used technique for linear elastic structure systems 

where the response (U) is basically assumed to be a linear combination of the 

natural mode shapes of the structure. The number of modes included is usually 

relatively small compared to the total number of degrees of freedom of the system. 

This method has the computational advantage over numerical integration methods in 

that for a system of n degrees of freedom, the response can be calculated using only 
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m degrees of freedom (m«. n), where m is the number of mode shapes required for 

acceptable accuracy. 

The most time consuming and computationally intensive part of this method is the 

initial extraction of the natural frequencies and associated mode shapes. However, 

once these have been calculated, it is comparatively inexpensive to consider the 

behaviour of the system over a large range of wind speeds or general loading. 

The numerical idealisation used to model a suspension bridge assumes a non-linear 

relationship between forces and displacements due to the changes in the geometry of 

the structure as it deflects. The modal synthesis method however is developed using 

the theory of superposition that is appropriate only for linear elastic structures, with 

no non-linearities. Thus using modal synthesis is not strictly appropriate, however it 

has been found that the errors associated with using this method are negligibly small. 
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3 The ANSUSP Program 

The ANSUSP (ANalysis of SUSPension bridges) program is a three-dimensional 

suspension bridge dynamic analysis program capable of performing six different 

forms of analyses. These analyses are all based on two main numerical methods, 

namely the direct solution of the equations of motion by numerical integration or the 

use of eigenvalue methods, that yield the natural frequencies and normalised relative 

responses (modes) of the structure. The main forms of analysis will be discussed 

below, with the detailed aspects of each type of analysis being outlined. For further 

details refer to the ANSUSP Users Guide [31.. 34]. 

3.1 Time History Analysis 

3.1.1 Numerical Modelling procedure 

The program ANSUSP developed by Agar [35.. 38] and Beith [39.. 44] idealises a 

suspension bridge as a three-dimensional framework in a manner similar to Iwegbue 

et al [45,46], Figure 3-1. The program has the capability to analyse the structure in 

either its fully constructed geometry or at an erection stage. The program numerically 
idealises the suspension bridge as a two cable structure that comprises Tower, Cable, 

Hanger and Deck Elements. 

Cable 

Figure 3-1 Suspension Bridge Framework from Iwegbue [45] 
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The Deck elements are modelled as beams spanning along the centre line of the 

bridge. They are modelled with the gross mass, rotational inertial and stiffness 

properties of full deck cross section. They are modelled in this way so as to be 

capable of properly accounting for the aerodynamic force that are applied to the deck 

cross sections when performing a Flutter or Gust analysis. 

Each Deck element is capable of resisting lateral and vertical loads as well as being 

able to resist longitudinal torsional effects, again a crucial aspect when performing 
flutter analysis. The Hanger elements are connected to the deck using rigid offsets 

perpendicular to the centroid of the deck. 

The Cable elements span between the tops of the Hanger elements and are only 

capable of carrying axial tensile loads. They are modelled as bar elements and as 

such are not capable of developing end moments, since in reality they are primarily 

axial force members and carry very little bending moment, the moment is neglected 

to simplify the analysis. However they have a considerable effect on the dynamic 

response of a bridge structure due to their considerable inertial effect. 

The Hanger elements connect the Cable elements to the deck elements. Similar to the 

cable elements, these are also capable of carrying axial tensile loads. The 

consequence of this is that if the force in the hanger is compressive, then the program 

sets the force within the elements to zero and redistributes the loading to the rest of 

the structure until equilibrium is achieved. 

The Tower elements are modelled as vertical cantilever beams, fully restrained at 

their base. These again are modelled to reflect the gross cross sectional properties of 

the real structure. The towers are considered to have lateral, longitudinal and 

torsional stiffness, but are consider to be infinitely axially rigid. The cable elements 

are once again connected to the top of the towers by rigid offsets. 

The active degrees of freedom associated with each of the structural elements are 

shown in summary below 
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Cable Nodes 

Deck Nodes 

Deck Nodes 

Vertical (y) 

Longitudinal (x) 

Lateral (z) 

Vertical (y) 

Lateral (z) 

Rotation (6s) 

Longitudinal (x) 

Lateral (z) 

Rotation (6y) 

The inertial characteristics of the structure are modelled by simple lumping of the 

member element mass at the nodes. This is chosen in preference to any type of 

consistent mass representation because lumping mass effectively means that the 

dynamic equation of motion may be solved explicitly, using the numerical 

integration methods presented in Section 2.2.3.1. If the structure is considered to be 

undamped the structural masses are uncoupled from one another, thus allowing each 

equation to be solved individually, if however, a consistent mass matrix was used the 

equations would need to be solved simultaneously due to the coupling effect of the 

mass matrix. 

The numerical integration method requires that at each time step, the vector of 

structural restoring forces be calculated. Since in general there is at least some degree 

of geometric non-linearity, the structural stiffness matrix is not formed explicitly. 
Rather the resisting structural forces are calculated from the current member end 

positions so that resolution of the forces are appropriate to their current deflected 

positions. This is done taking account of the special load carrying limitations of the 

cable and hanger elements, using a method similar to that presented by Iwegbue and 
Brotton [45], but which has been expanded to develop a fully three-dimensional 

solution. 
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3.1.2 Static Analysis 

Static analyses in ANSUSP are obtained using a process initially proposed by 

Otter[47] and Day[48] called Dynamic Relaxation. This form of static analysis varies 

from the traditional stiffness method for geometrical non-linear analysis, which is 

essentially matrix techniques requiring the formation of a global structural stiffness 

matrix. In contrast dynamic relaxation is a step-by-step procedure of dynamic 

analysis based on satisfying the dynamic equation of forced vibration and is capable 

of performing static analyses on the suspension bridge structure during its 

construction stage, when the structure is highly non-linear. The method of obtaining 

the static solution is to integrate the equation of motion Equation 3-1 with respect to 

time until the velocities and accelerations are so small as to be negligible. During this 

process the stiffness matrix [K] is amended to be consistent with the current 

deflections and member forces 

[M]{Ü}+ [C]{ü}+ [KXU}= {P} 

Equation 3-1 

[K]{U}= {P} 

Equation 3-2 

It should be noted that, when the velocities and accelerations are small the inertial 

and structural damping force terms are negligible, the mass and damping matrices 

used do not affect the final values of the deflection, they only affect the path by 

which it is attained. To obtain the solution the structure is critically damped to ensure 

the structure does not vibrate during the solution procedure but monotonically 

approaches the static equilibrium position. The value of critical damping is 

calculated by monitoring the response of the structure during an undamped analysis 

from which the period of the structure is determined. The critical damping is 

calculated using the relationship C,, = 4n " M/T, where M is the mass of the 

structure and T is the period of vibration. 
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3.1.3 Flutter Analysis 

This analysis is essentially the same as for static analysis except that the forces in this 

case are derived from the aerodynamics of the bridge deck sections. The forces are 

calculated from either the Theodorsen functions[ l I] or by the method of Flutter 

Derivatives, proposed by Scanlan [20.. 27], (Section 2.2. ) Since the Flutter 

phenomenon is considered to mainly involve motion in the vertical plane, 

unaccompanied by any considerable transverse motion, no transverse (z) translations 

are considered in a flutter analysis. 

The Theodorsen's and Scanlan's expressions developed in Section 2.2.1.1, were set 

up using aeronautical sign conventions and notations. Table 3-1 below shows the 

significant disparities in the positive sign conventions used by the aeronautical 

fraternity and as coded within the ANSUSP program. 

Aeronautics ANSUSP 

Vertical Displacement DOWN UP 

Rotation CLOCKWISE CLOCKWISE 

Lift UP UP 

Moment CLOCKWISE CLOCKWISEt 

this is due to the direction of the applied wind load. 

Table 3-1 Sign conventions. 

Thus converting the Theodorsen expressions to have consistent notation with 

ANSUSP, and removing the inertial terms due to their negligible effect, we obtain 

the expressions that were coded into the ANSUSP program, Equation 3-3 & 

Equation 3-4 

L(t)=-7upb 2VF(k)h- 
2G(k)V' 

+bV(1+F(k)) -2VcoG(k)h-(2F(k)V2 -cobVG(k)ý 
co 

M(t) = -7tpb' VF(k)h + 

Equation 3-3 

C 
bV(l F(k)) 

_ 
G(k)V 2- 

VcoG(k)h +ý 
(, )bVG (k) 

_ F(k )V2 
22 

Equation 3-4 
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The modified Scanlan expressions coded into ANSUSP are shown in Equation 3-5 & 

Equation 3-6. 

1(k)=2pV2(2bf-kfl (k)V+kH*(k) 6 
+k2H3(k)a-kH4 (k) b 

Equation 3-5 

M(k)= 
1 

pV2(2b2 -kA (k)h +kA; (k)ba+k2Ä; (k)oc-kAä(k)h 
2VVb 

Equation 3-6 
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3.1.3.1 Solution Procedure 

The Flutter response contains contributions corresponding to the deck's vertical h and 

rotational a displacements and their corresponding first time derivatives, the wind speed 

V being considered and the oscillation frequency co occurring at that time. These 

contributions can be evaluated from Equation 3-3 & Equation 3-4, for decks 

aerodynamically equivalent to flat plates or from Equation 3-5 & Equation 3-6 if flutter 

derivatives have been measured experimentally for a geometrically similar bridge cross 

section. 

To perform an analysis, the procedure is to choose successively larger wind speeds and 

examine the characteristics of the response produced. Identifying the lowest wind speed, 

Vcr were the deck oscillates vertically and torsionally at a common frequency, the 

oscillation changes from being convergent (amplitude decreasing with time, net positive 

global damping) in nature to divergent (amplitude increasing, net negative global 

damping). 

The circular frequency of deck motion is evaluated by monitoring the cyclic response of 

a deck node, the time at which maximum amplitudes occur. Figure 3-2, the period of 

oscillation is approximated as 

Ti=ti+2-ti 
Equation 3-7 

And circular frequency 

2n 
w' T, 

Equation 3-8 
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Figure 3-2 Response Monitoring 

And these estimates are updated every half cycle and are used in subsequent 

calculations of aerodynamic forces. Figure 3-2, the systems global damping in terms of 

logarithmic decrement is evaluated from the magnitudes of successive peaks as 

S; =21n 
a; - ai+, 

ai+, - a; +2 

Equation 3-9 

For the multi-degree of freedom bridge idealisation the amplitude values a;, a; +i, a; +2, are 

evaluated as RMS values of the displacement components at the deck nodes. 

Given a particular wind speed to be investigated, the deck response to the effects of the 

aerodynamic forces acting on it have to be monitored as it oscillates. This requires the 

following approach: - 

L Initiation of an oscillating motion- although the most obvious means of starting 

a combined vertical and torsional oscillatory motion is to apply an initial set of 

displacements and then release the structure, there are practical difficulties in 

deriving compatible sets of displacements. Because of this the approach instead 

has been to apply a set of initial velocities (being approximately proportional to 

the displacements) to the structure, and this has worked quite satisfactorily. The 

program allows the choice of specifying the initial velocities at each node 
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explicitly or applying velocities proportional to one of the natural mode shapes 

previously calculated by the program. (Refer to Section 3.2.2). 

ii. Estimation of oscillation frequency (on which the aerodynamic forces depend)- 

prior to the deck completing a full cycle of response oscillation (at which stage 

the circular frequency may be calculated from Equation 3-8) the program uses 

an approximation that must be user specified. 

iii. As the response of the deck completes further cycles, the oscillation frequency is 

updated from Equation 3-8 every half cycle and is used to modify the 

aerodynamic terms until a constant response (equal to the input frequency of 

excitation in the aerodynamic terms) is attained. At this stage time integration is 

terminated and the convergent or divergent nature of the established equilibrium 

oscillation is evaluated in term of logarithmic decrement according to Equation 

3-9. A positive value of global damping implies a stable oscillation where 

energy dissipates, whereas a zero or negative value indicates that flutter 

instability could exist at that wind speed. 

In practice the procedure cannot be implemented as simply as intended above. For small 

wind speeds which necessarily involves little coupling between the equations of motion 
(vertical and torsional), global damping is relatively high and the starting oscillations 
degrade into virtually independent flexural and torsional motions. Because of this it is 

reasonable to perform the time integration using aerodynamic forces calculated on the 

basis of separate bending and torsional frequencies produced by their respective 
individual responses, Bell et al[49]. Consequently the w and k, in Equation 3-3 & 

Equation 3-4 are replaced by wb, kb, cü,, kt respectively where the subscripts b and t 

correspond to bending and torsional values. However it should be noted that in doing so 

the equations are not strictly correct as they only apply to the case where flexural and 

torsional oscillations are occurring at a single common frequency. A typical set of two- 

dimensional results are shown in Figure 3-3 for the Severn Bridge deck section. 
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Figure 3-3 Typical Flutter Time-History Analysis Results. 

As can be seen at low wind speeds there is no coupling between the flexural and 

torsional displacements, each responding individually. However, as the applied wind 

increases the level of coupling increases to a point were the two motions begin to 

coincide at a common frequency of excitation. This progresses until the point where the 

level of coupling causes the net global damping to become negative, thus indicating the 

structural response has become divergent, possibly ultimately leading to complete 

structural failure, in a manner similar to the Tacoma narrows bridge failure of 1940, 

Figure 3-4. 
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Figure 3-4 Tacoma Narrows Bridge failure of 1940. 

The results obtained using this solution procedure on the Severn bridge are shown in 

Table 3-2. The results are presented for four different numerical models each 

representing a different level of refinement in the computational model. Figure 3-5. 

shows the numerical model used in the Severn 1: 3 idealisation, the significance of the 

idealisation label being that 1 finite element represents 3 actual structural sections. 
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Figure 3-5 Computational Model of Severn Bridge (1: 3 Idealisation). 
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Idealisation Vri. Error (%) Analysis '1'iinc 

1: 1 77.12m/s - 4hr 

1: 2 77.54 m/s 0.55 2.5 hr 

1: 3 77.92 m/s 1.04 I 111 

1: 6 78.32 m/s 1.56 0.5 hr 

Table 3-2 Flutter Time History Method Solutions for the Severn Bridge. 

As can be seen from the above results the level of refinement in the model has no great 

influence on the final flutter wind speed prediction. However, it is evident that the more 

refined models such as the 1: 1 and 1: 2 idealisations require considerable computational 

time to perform an analysis on one wind speed. 

It was this considerable calculation time that led to the implementation of the modal 

flutter method, explained in Section 3.2.3. 

Page 53 



3.2 Eigenvalue Analysis 

3.2.1 Introduction to Eigenvalue Methods 

The ANSUSP program in capable of solving two distinct types of eigenvalue problem. 
The general method used to extract the natural frequencies and modal response of the 

structure is achieved using the Simultaneous Iteration method, while the Double QR 

method is used to solve the modal flutter problem. Both the methods implemented in the 

program have been selected for their suitability to the problem types they have to solve. 

The main points of both methods are discussed in the following sections. 

3.2.2 Natural Frequency Analysis 

This analysis is a typical eigensolution problem, which yields the elastic natural circular 
frequencies of the structure with the corresponding eigenvectors (mode shapes). The 

Simultaneous Iteration technique [62.. 65] is a computationally efficient solution process 

that takes full advantage of the sparsity of the structural stiffness matrix. The basis of 

this method is the Power Method which is used to identify the dominant eigenvalue of 

a matrix, which in terms of structural vibration, would be expressed as follows 

(0 ZMU =KU 

Equation 3-10 

Here the power method would return the maximum eigenvalue, which would be equal 

to the square of the maximum natural circular frequency. Since in vibration problems 

we are most interested in the lowest natural frequency the matrix is manipulated to yield 

the lowest eigenvalue. 

MU = XKU 

Equation 3-11 

where a. = 
1 

. w2 

In the Simultaneous Iteration method, the algorithm calculates the smallest m 

eigenvalues and corresponding eigenvectors, simultaneously. The solution procedure is 
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as follows. The stiffness matrix K is decomposed using the Cholesky factorisation 

method into a lower triangular matrix. 

K=LLT 

If the vector Y is defined as shown in, Equation 3-13 

Y=LTU 

Then pre-multiplying Equation 3-10 by L I, 
we obtain 

co 2L-1MLTLTU = L. -1LLTU 

Thus w2(L 1ML: T)Y=Y 

Equation 3-12 

Equation 3-13 

Equation 3-14 

Equation 3-15 

This finally reduces to the desired form of a typical eigenvalue extraction problem. 

AY=AY 

Equation 3-16 

The practicality of using this method was outlined by Jennings[62,64,65]. This 

technique is computationally very efficient for large sparsely populated matrices 

compared with other similar techniques such as the Lanczos Method[66,67]. This 

method of eigenvalue analysis is the main method used within the ANSUSP program 
for the calculation of the natural frequency response of the structure. Again this may be 

done for either the completed structure or the partially completed structure during the 

construction phase. The resulting orthogonal eigenvectors from this method are mass 

normalised for subsequent use in other types of analysis. 
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3.2.3 Modal Flutter Analysis 

Modal analysis is based on the principle of superposition, i. e. the response of a structure 

can be constructed from the natural modes of the structure. The main assumption in this 

technique is that the structure is linear elastic and that displacements are small. 

However, a suspension bridge structure especially during construction responds in a 

highly non-linear manner, thus the accuracy of the modal response prediction may vary. 

From analyses performed, it was found that the difference in modal and direct 

integration responses are minimal. 

This technique involves the formation of a real skew-symmetric matrix A that is 

reduced to upper Hessenberg form by similarity transforms. The resulting eigenvalues 

and corresponding eigenvectors are complex in nature. 

The problem is solved using the Double QR method which is a computationally more 

efficient extension of Francis[68] QR method. This method unlike the Simultaneous 

Iteration method calculates all the eigenvalues within the matrix, thus indicating that 

this method is only computationally efficient for relatively small order problems (n S 

30). 

Since the flutter forcing function resulting from a constant lateral wind is of the form 

pe(t)=Flu +F2ü 

Equation 3-17 

where F,, F2 are aerodynamic stiffness and damping matrices derived from either the 

Theodorsen's or Scanlan's expressions in Section 2.2. Using the theory of superposition 

as a co-ordinate transform to convert the response into a set of N decoupled equations of 

motion. 

u=ýý 

Equation 3-18 

(J)T1T1(J)ý + CDTC(jjý + (I)TkcD4 _ ()TF1(1)4 + ()TFOt 

Equation 3-19 
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Since the eigenvectors 4; calculated in the natural frequency analysis are orthogonal and 

mass normalised 

$Tmo; =1 
T 

`Y 
k 

`Yi - co,, 

Equation 3-20 

The resulting expression is shown in Equation 3-21 

ý+Cý+Ký=O 

Equation 3-21 

where 

C=(I)TC(D- (I)TF2(1) 

-K=(I)Tk4D -(DTF, (I) 

Assuming a solution of the form 4= ý0e' the generalised problem is obtained in the 

form of the homogeneous equation: 

(VI + ýC + K)o =o 

Equation 3-22 

Applying the second co-ordinate transformation 

b= TI 

Equation 3-23 

thus 

and the generalised problem, Equation 3-21, reduces to 

rý + Crý + Ký =0 

Equation 3-24 

Using the co-ordinate transform in Equation 3-25, we note that 
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Irl= ý 
Equation 3-25 

The problem is formed when the two identities of Equation 3-24 & Equation 3-25 are 

combined to give the eigenvalue problem, Equation 3-26. 

10I 1JlJ4 
L-i -Jji1J h 

Equation 3-26 

This is analogous to the Equation 3-16, the eigenvalues and eigenvectors for this 

particular case being in the form of complex conjugates, Equation 3-27. 

X=µtiw 4=p±iq 

Equation 3-27 

This form of analysis was employed by Ado-Hamd[69], and is known in the 

aeronautical industry as the p-k method. The significance of this method is that the 

magnitude of the real component extracted for each of the natural modes is the real level 

of global damping in that mode, for the particular combination of wind speed and 

frequency of excitation. 

The converged solution to this problem is obtained when the real part of an eigenvalue 

reduces to zero while the complex component represents the natural circular frequency 

of excitation. The resulting eigenvectors are of the form, Equation 3-28, indicating that 

the eigenvector of the velocity components is 7[/2 radian out of phase from the 

corresponding displacement component. 

Z_ 
l"`S1 

Equation 3-28 

This point of instability can be visualised using expression, Equation 3-29, which gives 

the characteristic motion of the structure in the time domain formed from the complex 

conjugate components of the eigenvalue solution. The complete derivation of these 

expressions is shown in Appendix I. 
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ý(t) = eµ' {W, " Cos(cwt) + WZ " Sin(c, ut)} 

Equation 3-29 

where 

W, =(q-P) W2=(q+P) 

The significance of different complex conjugate eigenvalues with respect to general 
dynamic excitations, are demonstrated graphically (Figure 3-6 to Figure 3-8). However 

for the flutter stability analysis, the critical solution is when a eigenvalue has a zero real 

part, signifying the system is undamped, and the corresponding imaginary part of the 

eigenvalue is equal to the frequency of excitation. This frequency is therefore the flutter 

frequency at the critical wind velocity, V. 

r- 

Figure 3-6 X is complex with 

-ve real part 

'n- 

Figure 3-8 X is real and -ve 

r- 

Figure 3-7 ? is complex with 

+ve real part 

ý 

Figure 3-9 X is real and +ve. 
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3.2.3.1 Solution Procedure 

The solution procedure for this form of analysis has several aspects similar to the flutter 

time history analysis. The Flutter forcing functions used can be either similar 

Theodorsen's Expressions (Equation 3-3 & Equation 3-4), or Scanlan's Expressions 

(Equation 3-5 & Equation 3-6) for experimentally measured flutter derivatives. 

This method also requires to know the reduced frequency for each analysis, which is a 

function of the wind speed V and frequency of oscillation co. 

The solution can be achieved in one of two ways: 

i. The user can specify a specific wind speed and frequency of excitation, the 

solution only being correct if the complex component of one of the eigenvalues 

is equal to the frequency of excitation and the corresponding real component is 

zero. This process is repeated for a variety of combinations of wind speed and 

excitation frequency. 

ii. The user can use an automated facility to scan a range of reduced frequencies. 

This is achieved by specifying a lower and upper limit to both the reduced 

frequency, k, and frequency of excitation, Co. Once again a converged solution 

is obtained only when the complex component of one of the eigenvalues is 

equal to the frequency of excitation and the corresponding real component 

tends to zero. However, in this case if no accurate solution can be obtained for 

a specific combination of reduced frequency and excitation frequency, the 

solution is returned as some arbitrary level of global damping, in this case 2% 

critical damping. 

The preferred method is the automated method (ii above), which is considerably faster 

than method (i above), Figure 3-10 & Figure 3-11 below show the results of the Severn 

bridge 1: 2 model idealisation. Figure 3-10 shows the results of a broad range analysis, 

which has a range of frequency of excitation between the fundamental flexural and 

torsional frequencies. Figure 3-11 shows the results of the refined analysis, which is a 

more detailed investigation of the critical range of reduced frequency and frequency of 

excitation determined from the broad range results. 
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The critical solution is the one that occurs for the largest reduced Frequency at the 

highest frequency of excitation, thus producing the lowest Flutter wind speed prediction. 
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Figure 3-10 Severn 1: 2 Idealisation, Broad Range Analysis. 

Figure 3-11 The Severn 1: 2 Idealisation Relined Analysis. 
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The results obtained by this method are very similar to those achieved using the 

numerical integration method in the flutter time history method. "Table 3-3, shows the 

results obtained using the modal flutter method using all the structural modes for each 

of* the various idealisation. As can be seen with reference to Table 3-3 and Table 3-2, 

the computational time required to complete a single analysis is considerably reduced, 

with no significant reduction in solution accuracy. 

Model Modal Flutter Tinte History Flutter Error (%) 
Analysis 'l'ine 

Time history Modal 

Severn 1: 1 77.10 nl/s 77.12 in/s -0.03 
4 hr I Ili- 

Severn 1: 2 77.00 m/s 77.54 m/s -0.16 150 min 20 min 

Severn 1: 3 76.80 m/s 77.92 m/s -0.41 60 min 101111,11 

Severn 1: 6 76.80 m/s 78.32 m/s -0.41 30 min 1.5 min 

Table 3-3 Comparative results for Modal Flutter and Numerical Integration 
Methods 
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4 The Theory of Mass Participation 

To perform a full dynamic analysis involves determining the responses at each time 

step for a series of time intervals throughout the motion induced by an arbitrary 

external excitation. Generally the entire time history of a structure can be solved 

explicitly using a numerical integration technique. However, to obtain the entire time 

history of forces and displacements would be considerably time consuming and 

computationally expensive. A much more economic method of performing a 

dynamic analysis is the method of modal superposition, as discussed in Section 3.2.3. 

This method allows the response of the structure to be synthesised from the 

combination of the significant modes of the structure that each contribute a large 

amount to the total response. 

One method of determining how significant each natural mode is in the total 

response is the Mass Participation Factor. The Mass Participation Factor calculates 

the percentage of the total structural mass active in any arbitrary mode shape. The 

work presented here will develop a method of determining the participation factor for 

a suspension bridge as well as the discussing the implication of this theory. 

The general equation of motion for forced vibration of an n degree of freedom 

system is written in matrix notation as; 

MÜ+CLJ+KU=p(t) 

Equation 4-1 

From the theory of linear elastic modal superposition[70,71]; which assumes that the 

total displacement of a structure can be obtained from the sum of the individual 

mode shapes. 
N 

U: Olyl +$2Y2 ... -ý ONYN 
- 

ýýnYn 

n=1 

Equation 4-2 

Which can be expressed in matrix notation as 
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{u}=[b}{Y} 
Equation 4-3 

Where 

U Total displacement vector. 

b Matrix of Eigenvectors. 

Y Generalised co-ordinate vector. 

Equation 4-1 may be decoupled into n independent equations of motion by pre- 

multiplying by OT and imposing the mass orthogonality relationship OT M Om = 0. The 

result of this manipulation is n independent generalised equations of motion of the 

form 

M. YQ +C,, Y. +KnY,, = Pp(t) 

Equation 4-4 

where Y,, is the generalised modal co-ordinate for mode n 

MA = On Min is the generalised mass 

C� = Oö Cho is the generalised damping 

Kn =OnK4o is the generalised stiffness 

Pp = rap(t) is the generalised force 

If the initial load vector p(t) is defined as 

p(t) = R"f(t) 

Equation 4-5 

where R is the spatial distribution of the general force. 

f (t) is a scalar multiplier defining the magnitude of the 

temporal forcing function. 

Thus the general forcing function for any arbitrary degree of freedom is given by; 
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Pn(t)=ýT nR"f(t) 
Equation 4-6 

It should be noted however, that in this case R, the spatial distribution of the forcing 

function is constant with time and only the scalar multiplier of the amplitude of the 

forcing function f(t) is temporal. 

For simplicity this function can be written as 

P. (t)=ß0"f(t) Where (3n=OTR 

Equation 4-7 

The quantity P. is the modal excitation factor, which gives a representation of the 

extent to which the spatial distribution of the forcing function tends to excite 

response in mode shape ý.. 

The first assumption in the following derivation is that the structure is subjected 

globally to a unit displacement. Thus the total displacement vector for the structure is 

unity. 

III= (DY 

Equation 4-8 

Each modal amplitude can be calculated by pre-multiplying by $T m and applying the 

mass orthogonality relationship ý. m 4m = 0. 

Thus o", m{1}- 01. m41)Y 

Equation 4-9 

ýý m{1}= M. Y. 
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Y __ 
$ý m{1} 

M 
n 

Equation 4-10 

re-arranging Equation 4-7 into term of 4T and substituting into Equation 4-10 

ý, 
_ _ 

ß. m{l} 
ýý RM n 

Equation 4-11 
The total mass of a structure modelled as a lumped mass structure is given by 

Mt = (1)m{l} 

Equation 4-12 

Substituting Equation 4-8 into Equation 4-12 we obtain the total mass of the structure 
in terms of the modal matrix and modal amplitudes. 

Mý _ (l) m(DY 

Equation 4-13 

Substituting expression Equation 4-11 for the modal amplitude of degree of freedom 

n into Equation 4-13 

(3, m{1} f 
I RM, 

Mt= (l)m(D 

.P NM 
fl} 

Nm 
RMN 

Equation 4-14 

Rearranging (5b) into terms of ýA and substituting into Equation 4-14 

I ß, m{1} 
RM 

Mt =(1)m 
Rý 

... 
RN 

RT RT RNm{1} 
RMN 

Equation 4-15 

RMN 
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N2 

M= (1)m{1}ý ß" 
t RTm'R'M. 

I 

Equation 4-16 

This expression can be simplified to Equation 4-17, since the expression for the total 

mass Equation 4-12 can be cancelled from the right hand side of Equation 4-16. Also 

since all the eigenvectors are ortho-normalised with respect to mass, the generalised 

mass for each mode is unity. 

2 

1= n 

RTm'R 

Equation 4-17 

Defining the Mass Participation Factor X as 

( R)2 
X.. - RTm_, R 

Equation 4-18 

Then the result of such a calculation, Xn is the percentage of the total structural mass 

excited by that mode as part of the global structural response when subjected to an 

arbitrary external force. This expression has several useful features, the main 

implication of Equation 4-18 is that the sum of all the modal responses or mass 

participation factors is equal to unity. Thus the possible maximum active mass is the 

total mass of the structure being modelled. Another useful aspect of this formulation 

is that the final parameter is non-dimensional which is always a desirable 

characteristic. 

This expression for the mass participation was developed for a general three 

dimensional spatial distribution for any arbitrary forcing function, and should not be 

confused with the more widely quoted expressions from Clough[70], Equation 4-19. 
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ýTR 
xn -ý iT -- ' 

n 
or 

ýý mr xn 
T 
nMn 

Equation 4-19 

where 

r is the displacement transform vector for a unit displacement at the 

supports. 

The form of the latter expression considers excitations with a spatial distribution in 

the same plane as the forcing excitation. The expression developed here Equation 

4-18 can be applied to any general problem and will give the same solution as 

Clough for the case of the response being in the same plane as the excitation. 

These forms are widely used in earthquake engineering, where it is common to find 

solutions showing 90-95% of the total mass of a structure being contained within the 

first six natural modes of the structure. These significant modes generally all have 

natural frequencies less than 33Hz or 40Hz, which is considered to be the zero period 

frequency, signifying that the structure responds rigidly with ground vibrations in 

United States and United Kingdom practices respectively. 

4.1 Modal Flutter 

In the present research on the dynamic characteristics of suspension bridges the 

results of modal analysis indicate that for an accurate solution it is necessary to 

include both the lower frequency modal response of the structure as well as several 

of the higher modes. However, the natural frequencies of these higher modes are less 

than 33Hz, which in general dynamic terms is still significant to the solution. 

The forcing function resulting from a constant lateral wind is of the form 

pe(t)=Flu+F2ii 

Equation 4-20 
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where F,, F2 are aerodynamic stiffness and damping matrices derived from either the 

Theodorsen's or Scanlan's expressions used for flutter analysis, Equation 2-8 & 2-9 

or Equation 2-21 & 2-22 respectively. 

Using the theory of superposition as a co-ordinate transform to convert the response 

into a set of N decoupled equations of motion. 

u=04 

Equation 4-21 

Equation 4-20 is expanded using the superposition expression developed in Equation 

4-21 above 

Pa (t) = F, (D " fi(t) + F2(D " fi(t) 

Looking at each of the two product on the right hand side in detail 

[F, ](n 

x n) ' `(DI(nim) 

L u. ý u, w J 

Equation 4-22 

ýFll. 

i i. l ... 

n 
I Fll. 

l 
* 0l. 

m 

n""n" 
, {ý 1: Fln. 

i 
0i. 

l ... 
EFin. 

i 
l=1 i=1 

Equation 4-23 
[F2I(nxn)'L(DJ(nxm) 

F21> ... F21 
n 

F2n, 
' ... F2n. 

n 
On, 

l 

k- 

ýI. 
m 

I= 

on, 
l ... On, 

m 

f( 
nn 

ýjF21.1 
*Oi. l ... 

(F2II 

ýýi. m 

F2n. 
i ' oi. 

t 
i=t 

n 
ý [F2n, 

i 
ý 4i. 

m 
i=1 

Equation 4-24 

The final formulation is of the form 

F11 
1 

... F1I 
n 

FIn. 
1 

... Fln. 
m _e., 

1 ... 
en. 

m ... F, 
_ , ... F, 

_ MI10.,, 
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P., W 

P. 
p 

M 

K. 
Z Fý. ý ' 

ei. 1 

Li. 
i 

nl (ýFa. 
i ' ei. i J 

1-1 

, Iý ýFI. 
I 

* km 

I 
I= 

Fa. l 
ý `Yi. m 

ý (in1 
F]ad 'eI. m J bm(t) 

P7 

Equation 4-25 

The final algebraic expression for the flutter aerodynamic loading vector is 

rm Pa. (t) =Eý Fi 
k=I J=1 i. l 

nl 

I 
ýý 1 

Equation 4-26 

Substituting the general displacements and velocities into the previous expression we 

obtain 

Pa, (t) 

Pan (t) 

EFzp.; 
' $i. l 

i_, 

+ 

-. 1 

W11 "Cos(uut)+WZ, -Sin(o)t) 1W, 

m "COS(wt)+WZm -Sin(cot) 

nl 

Cý FZ1.1 ýi. 
m J 

n 
2, F2n. 

i 
-ýi. m 

i-I 
3 

(t)W2, "Cos(wt)-(i)W,, -Sin(j)t) 

wWzm "COS(cAt)-wW, 
m -Sin(cot) 

Equation 4-27 

Substituting for the weighting functions W11, W21 gives the following expression. 

If., N i. Vi 
pat (t) 

IýFÜ[2(aPº-bq, )]"Cos(wt)+[-2(agi+bPi)]"Sin(c)t) 

P,. (t) Fi_ [2(aPm'bgm)]"Cos(wt)+[-2(agm+bPm)]"Sin(u0i 

ýj. 
i ý 

ýkýtý 
'f 

Jý 
ý F2 - ýj. 

l - bklt) 
k: 1 j=1 I. j 

nl CI 
Fil. 

i 
A, 

m J 

ý1(ý) 
11 

F21.1 ' e,, º 
+ 

km(t)J 

. eb1 

J 
L(tF21 l 

P, 

1FIn. i 
ýi, 

m C i=1 ) i1 JL 

p.. M] 
I(iEFý.. 

i'ýýa) ... 
(iEFýp. 

i'ýim, 
l 

1[2(aPm'b9m)]"Cos(wt)+[- 2(a9m+bPm)]"Sin(Wt) 

l 
-Q 

l 
F=1.1'ýLIJ :" Fa. 

l'ýL. ýJ w"[-2(a91+bP1)]'Cos(wt)-w"[2(aP1-b91)]'Sin(wt) 

+.... 
(, 

ýF2.. 
1'01.1) ... 

(EF=.. 
1@1. ý. 

) 
w'- 2(a9m+bPm)]"Cos(wt)-w"[2(aPm-b9m)]"Sin(wt) 

1'1 P t 

Equation 4-28 

' ýý. ý 1EF21., 
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Upon expanding this expression and taking full advantage of trigonometric 

expansions we obtain 

P1 
, 
(t) = {(M2, "b- M1, " a). Cos(c)t) + (M1, "b+ M2, " a) " Sin(wt)} 

Equation 4-29 

Where 

And 

M1; =(Cl; "w+C2j) M2i =(Sl, "cw+S2i) 

mn 
C11 Y. F21 

,j' 
Oj. k ' 9k 

k=1 j=1 

mn 
C2, = -EE Fi;. 

J ' 
ý1. k ' Pk 

1 

k-1 J-1 

) ýI 

mn 
Sl, _-EE Fz,. 

J ' 
OJ, k ' Pk 

k=1 J=1 

which reduces to the form 

where 

Ti 4 

or 

mn 
S21= -E Y, Fi1, 

j'ej, k 'gk 
k: 1 j=1 

) P,, (t)=Äý "Cos(wt-151 

Equation 4-30 

Ti _ (M1, "b+ M21 " a)2 + (M2i "b- Mli " ay 
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Eli = a2+b2 M112+M212 

(M1, "b+M2, "a) i5; --Tan-' (M2, "b-M1, "a) 

Finally this can be expressed in the desired form: 

Pe, (t) = 
(jM112 

+ M2; 2 )" (a2 
+ b2 " Cos(cot - 

Which is similar to the expression in Equation 4-5. 

p(t)=R"f(t) 

Equation 4-31 

This expression has the desired form to determine the spatial distribution of the 

forcing function and the temporal function. The significance of the developed 

solution is that the arbitrary constants of integration a&b, (refer to Appendix I), 

introduced in the development of the characteristic motion of the structure, can be 

separated from the spatial distribution, thus allowing the above expression to be used 

to calculate mass participation factors. If this decoupling had not been achieved, the 

solutions obtained would have been directly related to the values of these integration 

constants, resulting in an initial value problem. 
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4.2 Modal Flutter Mass Participation Results 

Several detailed analyses have been performed using the Severn Bridge model with 
different structural idealisations. Table 4-1 to Table 4-4 show the significant 

numerical results obtained from the 1: 1,1: 2,1: 3 and 1: 6 numerical idealisations 

respectively. The modal description S and C indicated that modes are predominately 

side-span mode or centre-span mode respectively. Figure 4-1 and Figure 4-2, show 

the distribution of mass participation and cumulative mass participation respectively 

for the 1: 3 idealisation. 
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Figure 4-1 Modal Participation factors for Severn Bridge (1: 3 Idealisation). 
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Figure 4-2 Cumulative Mass Participation for Severn Bridge (1: 3 Idealisation). 
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13y inspection the modal participation factors for the four most significant natural 

modes for all analyses are similar in magnitude and Correspond to the sank mode 

shape. The only exception to this being the I: 6 idealisation where the fourth most 

significant mode is displaced by the 59th natural mode to fifth position. This shift in 

order is due to the smaller number of' natural Modes that can be extracted I'ronº the 

1: 6 idealisation. The significance of this mode reduces with improvement in the 

mesh refinement. The cumulative total participation of' these modes being around 70 

1%, ±I%, with the corresponding flutter wind speed being predicted around 77.1 

M/s±0.3 %. 

Mode n X. (141) 
F� (Hz) Modal De'scriptiOll 

2 22.509 0.1377 I st Symmetric Flexural (S, (') 

8 22.174 0.3604 I st Symmetric Torsional ((') 

6 20.032 0.2732 3 rcl Symmetric Flexural (S, (') 

21 5.164 0.9263 1 st Symmetric Torsional (S) 

Table 4- I Results for Severn Bridge (I :1 Idealisation) Vrr = 77.10 m/s 

Mode it x� (%) F� (Hz) Modal Description 

2 22.815 0.1389 I st Symmetric Flexural (S, (') 

8 22.099 0.3615 I st Symmet is "Forsiunal (C) 

6 20.261 0.2741 3 rd Symmetric Flexural (S, (') 

21 5.222 0.9289 1 st Synuitetric'I'orsiun al (S) 

Takle 4-2 Results for Severn Bridge (1: 2 Idealisation) Vet = 77.00 m/s 

Note: - The modal description S and C indicated that Humes are predominately side- 
span mode or centre-span mode respectively 
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Mode n X. (%) F� (IIz) Modal Ucscrilltion 

2 22.902 0. I399 I st Symmetric I"Icx(li-al (, S, (') 

8 21.969 0.3623 1 st Syllulictrlc 1 orslollal ((') 

6 20.446 0.2738 3 rd Synunctric FIczural (S, (') 

2I 5.280 0.9217 1 st Sylllnlctrir Torsional ( ti ) 

Table 4-3 Results for Severn Bridge ( I: 3 Idealisation) Ver = 70. hO ni/s 

Mode ,a x� (%) F� (IIz) Modal Description 

2 22.080 0.141 1 1 st Symmetric Flexural (S, (') 

6 21.497 0.2676 3 rd Symmetric Flexural (S, (') 

8 21161 0.3604 1 st SynunieU6c Torsional (U) 

59 6.1 14 8.4396 5 th Symmetric "I'orsional (U) 

17 5.723 0.8950 1 st Symmetric Torsional (S) 

Table 4-4 Results for Severn Bridge (I :6 Idealisation) Vcr = 76.80 m/s 

In it practical engineering design situation this method presents a signilicantgain 

over the standard numerical integration methods. Table 4-5 to Tahle 4-7, show the 

solutions for the Severn bridge using both the numerical integration method and the 

Modal Method, Table 4-6 show the results of the modal method using all the 

structural mode, while Table 4-7 shows the solutions for the four most significant 

modes being used. The error associated with the modal method is ncgligihly small, 

Idealisation vi.,. Error (<Xc) nnalysis Tinir 

1: 1 77.12 m/s - 4 hr 

1: 2 77.54 m/s 0.55 2.5 hr 

I :3 77.92 m/s 1.04 I hr 

I :6 75.32 m/s 1.56 0.5 hr 

"hahlr 4-5 I'Irºttrr Predictions Using "1'imr I listorv Mrthud. 
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Ideal isatloll v,,. (AU modes) Irror Analysis Time 

1: 1 77.10 m/s -0.03 I hr 

1: 2 77.00 nº/s -c). 16 ? t) min 

1: 3 76.80 m/s -0.41 10111,111 

1: 6 76.80 n, /s -0.41 1.5 mill 

"l'ahlc 4-6 Flutter I'rcclictions Usin", Modal Mcthocl (All Mollcs). 

Idealisation Vcr(4 modes) Error (' ) Analysis Time 

1: 1 77.1 I nn/s -0.03 20 sec 

1: 2 76.97 m/s -0.19 12 sec 

1: 3 76.83 m/s -0.38 6 sec 

1: 6 76.90 m/s -0.29 4 sec 

Modal Method (4 Significant Modes). Table 4-7 Flutter Predictions Using I Z- 

The most significant point to note when examining the results, Is how considcrahly 

faster the modal technique is compared to the standard numerical integration method. 

The solution is achieved on average 630 tinges faster, if only the four most significant 

modes are used when compared to numerical integration, while the four mode 

method is also around 100 times faster that using all the structural nodes. In practice, 

this allows a design engineer to examine more potential structural configurations at a 

preliminary stage. 
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5 SUSPview Graphic Interface (SVGI) 

The ANSUSP package allows an analyst to solve several different types oI arbitrary 

loading, as described in Chapter 3. The majority of these analyses employ ageneral 

numerical integration technique. As it consequence of using this form ol- solution a 

vast amount of computational results are generated for each time-step at considerable 

computational expense. The second analytical Method used within ANSI ASP is an 

eigenvalue method, used to extract the natural frequencies of the structure. This 

method like the numerical integration method generates it considerable volume of 

results that are complicated to interpret readily. 

In an attempt to alleviate this situation, a comprehensive graphic interface has been 

developed to allow the analyst to animate the response of the structure, subjected to 

any arbitrary form of loading, from which a greater understanding of the structure's 

behaviour under that loading can he obtained. 

The SUSPview Graphic interface is capable of viewing and interpreting the results of 

various types of analysis. Figure 5-1, shows the menu options available. The main 

forms being time history analysis, natural frequency Houle shapes and modal flutter 

analysis. 
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Figure 5- I The SUSPview Graphical I. Iscr Interface. 
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The SUSPview interface was initially developed to view the calculated ci-cnnuulcs, 

Figure 5-2, of the suspension bridge structure. The capabilities were increased to 

allow the calculated eigenmodes to be animated in pseudo time I'i`gurc 5--3 &, Figure 

5-4. This in itself was very useful, allowing the automatic determination and 

characterisation of the various natural modes, a task that could only he previously 

achieved by examining the considerable numerical printout and drawing the 

eigenmode manually, a very laborious and time consuming task. 
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Figure 5-2 First Symmetric Flexural Mode. 

To increase the amount of information gained from the interface, it basic form of 

colour coding was introduced, initially to the hangers, then extended into the cable 

elements. The interface calculates the strain state in each of the elements and 

displays the corresponding elements in one of We colours denoting tension, 

compression or zero strain state. 

Thus the analyst can readily determine the stress state of all the Clements in the 

structure. This function is also active during animation allowing a force/strain history 
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of any clement to he easily obtained, which is of interest within the context of the 

fatigue life of a structural element. 
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Figure 5-3 First Symmetric Torsional Mode Animated in pseudo fink. 
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The interface also has the capability of animating the structure, when subjected to 

any form of loading when analysed using the numerical integration technique. The 

analyst has the option of scrolling forward through the response, or if required, stop 

the animation and go backwards. Presently this is only available at a much 

exaggerated time scale. 

SUSPview is also capable of animating the solution for the modal flutter method of 

flutter analysis, as mentioned in Section 3.2.3. Figure 5-5 shows a typical animated 

solution obtained from the modal flutter method. 

The most significant benefit arising from the development of the SUSPview graphic 

interface is the considerable reduction in the time required to interpret an analysis, 

with an associated increased level of understanding of the structural response. 

Consequently, the time involved in a cycle of analysis and interpretation has been 

considerably reduced. 

Another significant benefit for the analyst is the reduction in the need to examine 

page after page of printout, possibly to a level where for an approximate analysis, the 

need to print the results has been totally removed. 
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PART II 

The Application of Distributed Computer Technology to 

Civil Engineering Aerodynamics 



6 Introduction to Distributed Computing 

Since the development of Colossus, the computer that broke the Enigma code in 

World War II, the development of computer technology has been inextricably linked 

with the military need for progressively faster computers. 

In the sixties and seventies, supercomputer companies like CRAY research started 

constructing systems that would be capable of solving formidable scientific and 

engineering problems that extensively used floating point calculations. The intense 

computational demand of this type of work, much of it involving nuclear research or 

aerospace design was motivated by the arms race. This combined with the necessity 

of obtaining the result as quickly as possible, meant that cost was no object in 

obtaining the fastest hardware possible. The first CRAY-1 supercomputer shipped to 

the Los Alamos National Laboratory in 1976, had a peak speed of 167 MFLOPS 

(Millions of FLOating Point operations per Second) and cost upwards of $4 Million. 

More recently in 1995 the U. S. Department of Energy paid $45 Million for the first 

super computer capable of sustaining 1 TFLOP (1 TFLOP equals 1 Million 

MFLOPS), to model the effects of ageing on nuclear warheads. The system designed 

and constructed by Intel contained 9072 processors each with 32 MB of dedicated 

RAM per processor. 

The development of these cutting edge machines, has of course pushed back the 

frontiers of knowledge and led to the development of less expensive parallel 

computer systems. The main benefit of a parallel computer compared to a serial 

computer is that the parallel machine contains several processors that each performs 

part of the calculation given to that system. 

This may be done in one of two ways. In the first, the parallel computer companies 
have developed several transparent operating systems that will implicitly parallelise a 

serial program run on a parallel computer. This can be done using PVM[72] or 
LSF[73], both of which allow a network of serial machines to be linked to form a 
`virtual parallel machine', the results being the same as those if run on a single 

machine, but with the benefit of being performed significantly faster. 
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The second method is to explicitly parallelise the serial program codes. There are 

numerous languages that can be used for this such as High Performance 

FORTRAN[74] or MPI[75] which are both parallel extension of FORTRAN 77. 

Along with the considerable effort devoted to the development of faster computers, 

considerable research has been devoted to the development of faster algorithms, that 

can perform a specific calculation faster and in a more numerically stable manner. 

Along with the development of the algorithms several communication topologies 

have been identified to allow data to pass around the parallel processor network with 

the minimum of delay. 

Considerable research has been devoted to the development of general parallel 

matrix techniques, such as Gaussian Elimination, Cholesky Factorisation and 

General matrix reductions (Tridiagonal and Hessenberg forms), refer to [76.. 94]. 

In particular attention has been devoted to the development of efficient parallel 

eigensolution algorithms. The most prominent research being undertaken at the Oak 

Ridge National Laboratory, Tennessee led by Dongarra[95.. 97], into the 

parallelisation of the QR eigensolution method, with particular reference to solving 

the non-symmetric real matrix problem. However, research has been undertaken 

elsewhere into the Jacobi and Subspace Iteration Methods [98-109]. 

The objective of the research undertaken in this project was to implement the 

existing serial version of ANSUSP onto a distributed computer system. The 

following Sections will discuss the work undertaken in identifying and developing 

suitable communication topologies for the various algorithms within the program, as 

well as the development of specific solution techniques for the Numerical Integration 

and Simultaneous Iteration Algorithms. 
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7 Fundamentals of Distributed Computing 

There are several classes of computer system available. They range from the 

common desktop portable computer to the commercial main frame computer, with 

several intermediate levels. The main distinction between these various computers is 

the hardware structure of the computer system. The general PC computer is a simple 

sequential computer that solves problems in a sequential manner, one step at a time, 

instruction after instruction. 

Flynn[110] defined four main classes of computer systems, as shown in Table 7-1. 

The simplest computer is the Single Instruction Single Data (SISD) that obtains one 
instruction to process at a time and is equivalent to a PC. The next level of 

complexity being the Single Instruction Multiple Data (SIMD) class of system which 
includes Vector computers. These systems perform their calculations by assigning a 

controlling processor that instructs the rest of the processor within the system on how 

to perform their assigned task. 

Single Instruction Single Data Single Instruction Multiple Data 
(SISD) (SIMD) 

Multiple Instruction Single Data Multiple Instruction Multiple Data 
(MISD) (MIMD) 

Table 7-1 Computer System Classification according to Flynn[110] 

According to Flynn the most interesting class is that of the Multiple Instruction 

Multiple Data (MIMD) systems, which itself has two sub-classes of Distributed 

Global Memory and Shared Global Memory. 

The most significant difference between these sub-classes is that the distributed 

global memory computer system requires some form of communication capabilities 
between the numerous processors of the system, while the shared memory system 

requires no such inter-communication. The two contrasting systems are shown 

schematically in Figure 7-1 & Figure 7-2 respectively. 
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Mem Mem Mem 
CPU CPU CPU 

Figure 7-1 MIMD computer system with distributed memory. 

CPU 

Memory 

CPU 

Figure 7-2 MIMD computer system with shared memory. 

The distributed memory computer is constructed from a network of nodes that 

consist of a Central Processing Unit (CPU) with local Random Access Memory 

(RAM). The network is held together by physical communication links between 

adjacent processors, generally due to the physical two-dimensional construction of 

these computer systems, each processor has four physical communication links as 

shown in Figure 7-3. 

3 4 

H 
0ý 0 

Figure 7-3 The physical communication links for a 
two-dimensional processor network. 
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Adjacent processors can communicate with each other directly using their physical 

communication link. While distant processors communicate with each other by 

forming what is termed a 'virtual link'. This is a link that is formed using the 

physical links of all the adjacent processors between the two communicating 

processors, as shown in Figure 7-4. The communication between processors 0-8, 

can be achieved by adjacent communications for 0-1-2-5-8. However, it could 

also be achieved by communicating from 0 -1 -4-7-8,0 -1-4-5-8,0 -3- 
4-5 - 8,0-3 -4-7-8 or 0-3 -6-7 - 8. Generally however, the computer 

dynamically routes these communications, having the advantage that the system can 

respond to any changes in the network traffic patterns to help avoid congestion and 

minimise any communication delays. 

Figure 7-4 The physical communication links for a 
two-dimensional processor network. 

Communicating around the network takes time and great care is required to ensure 

that any potential for delaying the execution of a set of instructions is minimised. As 

would be expected, the greater the distance between communicating processors the 

greater the communication time required, possibly due to the communication being 

routed along virtual links. Any communication between processors consists of two 

parts: 
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a) The conurtunicatloll overhead, which is the (ink' re(Iuired to I)reI)are the network 

for the Iforthconiing Communication. 

h) The Communication rate, which is the time regIuired to transmit a single Byte of 

data hetween the master and slave processor. 

An additional cause of delays within the communication network is the formation of 

communication bottlenecks. These occur when several slave processors try to 

simultaneously communicate with the master processor. Figure 7-5. shows the 

formation of a communication bottleneck when three processors try simultaneously 

to conlnlunicate with another processor. The result is that the network would recover 

the solution from processor' 1, while delaying processors 2 and 3. They would both 

be delayed for the duration of the communication from processor 1. When this 

communication is complete the next processor in sequence will communicate its 

solution. 

This cycle would be repeated several tines until all the processors have 

communicated their solutions. The maximum delay heing experienced by any single 

processor being equal to the sum of all the individual communications from all the 

preceding processors. 

Figure 7-5 The Furl1mtion of a Communication l3ottIcnccL 

Thus the imhliration of a eonununieation hottleneek forming within a Iru'allelised 

COMI)Liter hrogran1 would he the development of coils iderahle delay within the 

network, making the scheduling of computation within the network very difficult and 

thus significantly redneing the overall efficiency of the par; allelised codes. 
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Distributed computer systems have the capability of controlling the execution of 

specific calculations in a pre-defined way. This is achieved due to the 

communication capabilities of the distributed memory network. The system can be 

programmed to mask a specific section of the program to run independently on 

specific processors. 

This capability can be utilised to solve two specific algorithm topologies. Firstly, 

when the main program calls a subroutine, which then performs the same calculation 

N times for a series of elements. It is possible to distribute the elements to it different 

processors, each processor performing N/n calculations concurrently, each processor 

passing the solutions back to the master processor upon completion. 

This requires a close control on message passing between processors, to ensure the 

correct solution is obtained and to minimise the formation of communication 

bottlenecks. A schematic of this is shown in Figure 7-5. 

CProgram 

Subroutine 

Slave Processor 

Slave Processor 

Slave Processor 

Slave Processor 

Figure 7-6 Idealisation of a subroutine being farmed out to several processors. 

Secondly, when the main program calls a subroutine, which then in turn sequentially 

calls several other subroutines, each of which calculates a solution independent of the 

other subroutines. It is possible to distribute the calls to the subroutines onto 

individual processors, each processor only calculating the solution for a specific 

subroutine. 
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Again this allows the concurrent calculation of several solutions, the final solution 

being passed back to the master processor upon completion. Figure 7-7. 

Program 

Subroutine 

Subroutine Subroutine 2 Subroutine 3 Subroutine 4 

Figure 7-7 Idealisation of subroutines running concurrently. 

Both the above strategies can be individually applied in the parallelisation of existing 

serial algorithms. However, there is the possibility of implementing a hybrid form of 

the two strategies that would allow large sections of the serial codes to be massively 

parallelised. 

All the above strategies have been widely applied, in the parallelisation of the serial 

ANSUSP codes, as detailed in Chapter 9. 
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8 Distributed Computer Environment 

To determine the limitations of the distributed computer system at hand, several 

system dependent measurements were taken to gain an insight into its calculation and 

communication performance characteristics. The results were subsequently 

employed to optimise the division of tasks among the processor network and the 

communication potential of the distributed computer system. 

The distributed computer systems used for this project were a PARSYTEC Super- 

Cluster and Multi-Cluster, the former having 64 processors, the latter 32. The 

processors were T800 transputers, each processor having 8 MB of dedicated on- 

board RAM. These systems used a proprietary parallel operating system called 

PARIX[111], which allows a serial computer to control the execution of a distributed 

computer system. 

The T800 transputers used in the systems are high powered microprocessors with on 

board RAM, which have been designed with the concept of linking a series of such 

processors in a parallel or distributed system. 

Each transputer has a peak calculation performance of 30 Million Instructions Per 

Second (MIPS), which is comparable to a 486DX2 66MHz processors that was 

widely used in desktop computers in the early 1990's. However, due to their 

capability of linking the chips in a parallel manner, this means that a program can be 

divided into distinct components and executed concurrently on a series of individual 

transputers. 

To determine the optimum configurations for both the distributions of tasks among a 

processor network and the optimum topology that should be used to communicate 

efficiently the partial solutions around the computer network, several specific system 

measurements were made. The main questions to be addressed were as follows; 

i. What were the inter-processor communications rates around a network ?. 

ii. What was the relative speed of performing a simple repetitive calculation 

compared to the inter-processor communication rates ?. 
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8.1 Measurement of System parameters 

8.1.1 Determination of Communication Rates. 

A basic 3x2 processor array was employed to measure the system characlcristics. 

The network was napped into the virtual topology of a fill-nt communication 

network. This is a master processor contntunicating in sequence to a network OI 

slaves. This network is demonstrated in I iure 8- I. The Master processor is denoted 

as having processor identification (procid) equal to O, as will he the case for all 

subsequent discussions related to the development of contntunication networks. 

1, 
__t5 

O I 

S-I I'n>ccssor nrtýýork with Farm 

The processor network comnuºniCation characteristics were measured by sending 

messages of different lengths from the master processor to the slave processors in 

sequence. The messages ranged in size from SO to I2«)0 Bytes in steps of 250 Bytes. 

The upper limit on message size was determined by the potential size of some of the 

larger problems that would be attempted using the pa allelised program. This large 

amount of data being passed in one communication Could he the results of several 

vectors of information. 

The results of these measurements are shown in Tahle 8- 1 and Finure -?. 
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('OIllllllllllcatllnl from 

Master to Processor 
Communication Rate 

(ptieconlls/ Byte) 

CollumillicallOll 

Overhead (Eltieconds) 

I 0.98 3I 86.95 

2 1.6400 3 3.2 8 

3 0.98'23 87.03 

4 I. 6250 21). 24 

5 1.0260 65.62 

Table h-I AISOIUte COnu»unicati0m rates. 
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Figure 8-2 Measured inter-processor conuuunication speeds. 

As can he seen from 'Fahle 8- 1, the time in seconds required to send r Bytes of data 

from the master processor to a specific slave processor is given by Equation 8-I, 

Transmission Time = Communication Rate 
.t+ 

('rnnumºnicatiun ( )verheatt 

I-Aluation h- 1 

The Communication Overhead tur any sin"Ie inter-professor eoºººnºunºicatiun was 

around 29-87 1Seconcts, while the actual ('on mu 11Icatloll (late, ranged from U. 982 
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µSeconds/ Byte for the processors immediately adjacent to the master processor, up 

to 1.640 µSeconds/ Byte for the non-adjacent processors. 

Thus if the network was used to send small amounts of data per iteration the 

communication overhead would prove to have a considerable effect upon the 

communication network and lead to a considerable data bottleneck forming at the 

Master processor. 

However, if the network was used to distribute a large amount of information, the 

communication overhead would quickly become negligible compared to the actual 

communication rate of the communication link. 

If the above network was used to communicate more than 88 Bytes of data (the 

equivalent of only 11 double precision variables), the communication overhead 

ceases to be significant. This level of communication will be exceeded by almost 

every inter-processor communication initiated in the final parallelised program. Thus 

the potential for the communication overhead leading to bottlenecking in the network 

seems negligible. 

The most significant result in the above measurements was the clear difference in the 

communication rates between immediately adjacent processors in comparison with 

those for processors that communicate indirectly across the physical network. These 

indirect communications were achieved by forming a virtual link between the two 

processors. 

A bottleneck forms when a communication from a slave processor to the master 

processor takes so long as to delay the subsequent communications from any other 

processor, thus resulting in a delay in the network. This situation would continue to 

build until such a time as the original communication was completed, allowing the 

waiting communications to be completed in sequence. This is a particular problem 

associated with programming parallel synchronous communication networks. The 

problem is effectively solved by using asynchronous communication. However in the 

current project no asynchronous communication was attempted due to the PARIX 

operating system not supporting this feature in the FORTRAN language. 
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8.1.2 Measurement of Simple Repetitive Calculation 

The purpose of these measurements was to determine the optimal point at which the 

communication network should be used compared to calculating the solution locally. 

That is, at what point would it be faster to communicate a partial solution calculated 

on a remote processor and simply add that partial solution to the partial solution 

already contained in the target processor ?. 

To this end a study of all the main routines used in the eigensolution module of 

ANSUSP were examined to locate a piece of program structure that was extensively 

utilised in one of the main iterative sections of the respective codes. 

The program structure that was identified was extensively utilised in several 

subroutines such as VECSUM, ORTHOG and PREDIC, subroutines identified as 

benefiting most from being parallelised. 

The purpose of the identified program structure was to calculate the values of a 

vector, the vector ordinates being determined from the sum of the previous value of 

the vector component and the product of two other vector components. 

ý EL=EL+W"V 

DO 4I= LOCK, M 
DO 400 J=1, N f 
EL= EL+ W(I, J)"V(I, J) 

400 CONTINUE 
4 CONTINUE 

The measurements were made for iteration counts ranging from 10 to 1000 in steps 

of 10. Again the upper limit was determined from possible problem sizes in the 

future. 

The results of these measurements are shown in graphical form in Figure 8-3 and 

show that if the communication overhead were neglected, the calculation rate is 1.75 

times faster than the fastest communication rate considering the calculation of a 

single double precision values (equivalent to 8 bytes). Thus if the total 
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communication time is compared to that of the processor calculating the values, the 

difference will increase with number of cycles, as is clearly demonstrated Figure 8-4. 
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Figure 8-3 Measurement of simple calculation rate. 
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Figure 8-4 Comparison of calculation and fastest communication rates. 
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8.1.3 Conclusions 

The main purpose of these measured results was to be able to develop an efficient 
inter-processor communication network which could minimise both the potential for 

data bottlenecks forming as well as the time required to perform a specific task, 

while maximising the level of work division for that particular task. 

There are two main conclusions that can be drawn from the measurements made in 

this section. Firstly, with respect to the virtual topology of the communication 

network, it is obvious from Table 8-1, that the communication rate is nearly twice as 

high for a processor communicating to an adjacent neighbour compared to one 

communicating to a non-adjacent neighbour. Thus any topology that wishes to 

minimise the global duration of inter-processor communication, could do so by 

ensuring that the processors can only communicate with their adjacent neighbours. 

Secondly, as was shown in Figure 8-4, the calculation rate of any single processor 

was substantially faster than the fastest inter-processor communication rate. Hence 

whenever possible inter-processor communications should be kept to a minimum, 

while on-processor calculation should be done as much as possible. 

This has a considerable implication on the level of parallelisation that should be 

attempted for any individual computational task. If a task is parallelised to such a 

level as to reduce the onboard calculation to a negligible level, while the inter- 

processor communication demands increase, the task would actually take longer to 

complete than if it had been parallelised to a lesser extent. 
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8.2 Development of Generic Communication Networks 

The main requirement for any concurrent program to operate efficiently is the 

development and successful implementation of an efficient generic inter-processor 

communication network. 

This network strategy would allow the passing of information calculated and stored 

on one processor to all other processors in the network that require those pieces of 

information to progress with their own calculations. The significance of the network 

being generic is that it would be 'self-scaling'. The communication topology would 

be programmed with logic allowing it to determine the number of processors in the 

network and how they are connected. This internal logic would instruct the topology 

how it should map itself onto the available processor network and to whom each 

processor should communicate and in what sequence. 

8.2.1 Farm Network 

One of the most basic inter-processor networks is that of the Farm Network 

Topology, in which one processor acts as a Master processor and all others are 

treated as Slaves. The Master processor is identified as having processor 

identification (procid) equal to 0, Figure 8-5, with the rest of the processors I to (N1, - 
I) being Slaves, where N1) is the number of processor in the network. Figure 8-5, also 

shows the dimensions of the network- DimX and DimY processors in the two 

directions respectively. 

i 11 8 i 
DimY 

4 i 
i DimX 

Figure 8-5 A Basic Processor Network 
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The Farm topology allows the Master to communicate with each slave processor in 

sequence. Consequently, as the Master processor communicates to processor 1, the 

remaining processors in the network from 2 to Ni, are idle, Figure 8-6. Thus it can he 

said the network is obtaining its solutions from a single source. The numher of idle 

processors reduces by one for each communication cycle. The maximum delay 

experienced by any individual processor can be quantified as ((I)imX x I)imY)-I) 

communication cycles. Figure 8-7 shows the second Cycle, with subsequent cycles 

communicating to processors 3 to Np respectively. 

i 
-. 

4 

u 

5 

2 

I 

i Figure 8-6 First Communication cycle for Farm Network. 
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Figure 8-7 The Second Communir; ition cvcl(' fur Farm Network. 
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The Farm recovers the solutions from the network in the same way, communicating 

with each processor in sequence. The problem associated with this is the number ol, 

cycles required to recover and transmit all the data to and from the master processor 

from the network. This leads to large delays in the network due to conununication 

bottlenecks forming when the slave processors are trying simultaneously to 

communicate with the master processor. Figure 7-5, shows a communication 

bottleneck with three slave processors simultaneously trying to communicate with 

the master processor. The result is that the network would recover the solution from 

processor I, delaying 2 and 3. The maximum delay being experienced by any one 

processor would be equal to Np-1 cycles. 

Figure 8-8 A Communication Bottleneck 

Bearing the previous network in mind, a specification detailing the main 

characteristics desired in an efficient communication network were identified. The 

main points were: - 
i. The network should be entirely generic and scale itself to available resources. 

ii. The network should be capable of communicating from multiple roots. 

iii. The network should allow data to be communicated around the network without 

significant difficulty. 

The network topology developed during this research was termed the Finger 

Network due to the communication structure employed by the network. 
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8.2.2 The Finger Communication Network 

The Finger Network was a significant improvement on the Farm network, although it 

also has a small bottleneck problem associated with it. The ringer network, unlike 

the Farm version, has a totally adaptive communication structure allowing the 

maximum delay experienced by any single processor to be minimised. 

Unused Communication Links 

DimY 

DimX 

Figure 8-9 The Finger communication network showing the physical 
communication links 

Initially the network communicates from the master to processor I, in a similar way 

to the Farm network, the rest of the processors in the network being idle, Figure 

8-10. However, in the second cycle, Figure 8-11, the Master processor communicates 

to processor DimX, while processor I communicates to processor 2. This 

methodology is repeated cycle after cycle with communication from multiple 

sources, the number of idle processors reducing by a maximum of DimX with each 

communication cycle, Figure 8-12 & Figure 8-13. The maxinumº possible delay 

experienced by a processor is (DimX + DimY -2) communication cycles, with the 

corresponding maximum number of sources simultaneously communicating bring 

DimX. 
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Figure 8-10 First Communication cycle for Finger Network 
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Figure -I I Second Communication cycle for Finger Network 
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Another significant difference between the Finger and Farm communication 

topologies is that in the Finger topology, each processor communicates with their 

adjacent neighbour, allowing a significant reduction in the time required for each 

communication cycle, refer to Section 8.1.1. 
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9 Parallelisation of The Ansusp Program 

The ANSUSP[34] program is a three dimensional suspension bridge dynamic 

analysis program, that is capable of performing six different types of analysis. These 

various types of analysis are solved using two sets of algorithms. The first directly 

solves the equations of motion by numerical integration. The second performs the 

eigenvalue analysis of the system to calculate the natural frequencies and normalised 

relative modes of the structure. For more details of the ANSUSP program refer to 

Chapter 4. 

9.1 General 

9.1.1 Time History Analysis 

The three main types of Time History analysis that utilise the numerical integration 

algorithm are the Static, Time-History Ground Motion and Time-History Flutter 

forms of analyses. 

The numerical integration procedure of dynamic analysis is based upon satisfying the 

dynamic equation of forced vibration Equation 9-1. If the structure is analysed as its 

position in space move (i. e. equilibrium is applied to the structure in its deflected 

shape) then the method is capable of analysing a suspension bridge structure during 

its construction stage when it is highly non-linear. 

[MXü}+ [C]{ü}+ [K]{u}= {P} 

Equation 9-1 

The solution was achieved using the Newmark Implicit integration scheme that 

requires equilibrium to be satisfied at all times. Thus for every iteration of a 

particular time step, the method requires the nodal displacements and forces within 

the structure to be known. 

To facilitate this, the algorithm RESVEC was written. This algorithm calculates the 

forces in the five main components of the structure, namely the Cables, Hangers, 

Deck, Towers and Anchorages. For each time increment, RESVEC was given a set 

Page 104 



of member end displacements, from which it would calculate the forces acting in 

each member and at joints. These forces were combined into a global force vector 

which is used by the Newmark scheme to calculate the global out-of-balance force 

vector for that iteration of the time step. The Newmark procedure continues to iterate 

until equilibrium is achieved to a satisfactory tolerance. The two schemes 
implemented are the Linear Acceleration Method and Fox-Goodwin Method which 

are both conditionally stable. For a more detailed discussion on various numerical 
integration methods refer to Section 2.2.3.1. Figure 9-1 shows a schematic view of 

the calls within RESVEC. 

Figure 9-1 Calls within routine RESVEC 

The main difference in the solution procedure for the three different forms of 

analysis is the external loading applied to the structure and level of artificial 
damping. In the particular case of Static analysis, this employs the method of 
dynamic relaxation. The loading is defined at the beginning of the problem and the 

structure needs a percentage of critical damping applied to its motion to ensure 

convergence to the correct static solution with the minimum computation, refer to 

Section 3.1.2. 

In contrast both the Time-History Flutter and Time-History Ground Motion analyses 
have temporal external loading functions that require to be augmented at the 

beginning of each time step. Hence, the loading is recalculated within the algorithm 

at the beginning of each time increment. 
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9.1.2 Eigenvalue Analysis 

There are two main eigenvalue algorithms within the ANSUSP package, each being 

used for different forms of analysis. The Simultaneous Iteration algorithm developed 

by Jennings[62], is used for Natural Frequency Analysis of the structure, while the 

QR method developed by Francis[68] is used to perform Modal Flutter Analysis. 

The QR method has been extensively studied and parallelised by Dongarra et al [85], 

who employed a `divide and conquer' method to subdivide the eigenvalue problem 

into smaller problems that were concurrently solved around a processor network. 

Due to the extensive body of research and since the majority of problems solved with 

this method are of small order, no attempt will be made to parallelise this algorithm. 

The Simultaneous Iteration algorithm on the other hand has not been extensively 

researched, the most significant work being by Agar[112], who vectorised the 

majority of the algorithm, with relatively modest success in terms of overall speed- 

up. 
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9.2 Parallelisation of Time History Analysis 

The main goal of any parallelisation of existing serial code is to reduce the total ('I't 

time required to complete a standard analysis. In the present case since the solution is 

obtained using an iterative numerical integration scheme, the greatest opportunity for 

improvement is to parallelise the section or sections of code that are called at every 

iteration. Table 9-1 shows the percentage of CPU time required by the main 

components of the numerical integration routines, for four different suspension 

bridge model idealisations. 

The NEWMARK subroutine calculates the displacement and velocity vectors for 

each iteration of a particular time step using the results of RESVEC, until 

satisfactory equilibrium is achieved for that time step. The external loading is 

calculated at the beginning of each time step and remains constant for each iteration 

of that time step. RESVEC calculates the equilibrium forces within the structure 

ensuring that the external loading is balanced at the end of each time step, by a 

combination of stiffness, damping and inertial forces within the structure. 

The model idealisation A-B-C, indicates that there are A&C number of deck 

sections modelled in the left and right side spans of the bridge respectively, while B 

represents the number of deck sections in the centre span. 

Model Idealisation NEWMARK External Loading RESVEC 

3-9-3 (152 dof) 0% I. I I/c 98.9 % 

5- 16-5 (251 dof) 0% 2.0 % 98.0 %% 

8-27-8 (404 dof) 0% 1.5 % 98.5 % 

17-54-17 (809 dof) 0% 1.3 (Yc 98.7/r: 

Table 9-1 CPU Time required by components of Newmark Integration 

The results indicate that the amount of time required for calculating the external 

loading and NEWMARK was negligible, thus they would not significantly reduce 

the total CPU usage by parallelisation. On the other hand, the RESVEC routine 

Pagc 107 



accounts for the greater part of each iteration, irrespective of' the problem size bring 

attempted. Table 9-2 shows the distribution of CPU time for the main components of 

RESVEC, for four different idealisations. 

Model Idealisation CABLE HANGER FEDECK TOWER ANCFOR 

3-9-3(152dof) 381hý 31 II, 17I%O 51,; 8'/c 

5-16-5 (251 dof) 39% 35 °Io 18% 311c 5 `i;, 

8-27-8 (404 dof) 40 % 38 % 18 % 2% 2 (7c 

17-54-17 (809 dof) 41 % 39% 181/0 Iý I 

Table 9-2 CPU Timing of Main components of RESVEC. 

Before beginning to parallelise the existing serial codes, these were examined to 

identify any inherent parallelism that could be exploited. This inherent parallelism 

may exist explicitly within the structure of the various algorithms or implicitly due to 

the nature of the operation being performed by the algorithm. 

As was shown earlier, the RESVEC routine is formed from five main components. It 

was found that each component was capable of running independently of the rest, 

thus allowing them to run concurrently within the network with the other 

components. Their respective contributions to the global restoring force vector are 

summed at the end of each iteration cycle. 

Bearing this in mind and taking account of the above measured data, it was possible 

to determine an initial parallel topology for the network of processors that would be 

utilised in the subsequent parallelisation of the RESVEC subroutine. Figure 9-2, 

shows this preliminary network as it was constructed on the Parsytec Super Cluster, 

which readily allows the creation of two-dimensional networks. 

The logic behind this orientation was as follows: since the subroutines CABLE and 

HANGER consume the greatest percentage of each iteration, they should he 

positioned adjacent to the Master processor. Similarly, the subroutines FEDECK, 

ANCFOR & TOWER respectively consume less CPU time than the former main 
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components and were correspondingly placed more remotely within the processor 

network. 

Initially no great care was taken to optimise the amount of inter-processor 

communication or the potential for bottlenecks within the network. This could only 

be accurately gauged by measuring the performance of the network running specific 

problems, the results being used to optimise the network in it logical manner. 

3 

HANGER DECK 

0 
MASTER CABLE 

5 

TOWER 

2 
ANCHOR 

Figure 9-2 Preliminary Topology adopted within RESVEC 
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9.2.1 Parallelisation Strategies Developed for Numerical Integration 

The following section describes the series of different parallclisatiuýn strategies 

attempted on the numerical integration algorithms, with the logic behind each 

strategy being discussed. Three train parallel strategies were implemented, the main 

salient points of each strategy being shown in Table 9-3. 

Strategy Processor Main Features 
Network 

Parallel_I 3x2 " All Slave processors sent all initial data. 

" Each Slave processor returns complete force vector 
to Master processor upon completion 

Parallel-2 3x2 " Slave processors only sent essential data. 

" Each Slave processor returns only modified 
components of the force vector to Master processor. 

Parallel-3 2x2 " Slave processors only sent essential data. 

" Each Slave processor only returns modified 
components of the force vector to Master processor. 

Table 9-3 Strategies Adopted for the Parallelisation of the Numerical Integration 
Algorithm. 

9.2.1.1 Identification of Communication Bottlenecks 

Communication bottlenecks form when two or more Slave processors try to 

communicate simultaneously with another processor. The result is one processor 

communicating, while the rest are delayed for the duration of that communication. 

However, there is always the potential that the formation of one bottleneck can have 

considerable knock-on effects within the global conununicatiun network, resulting in 

considerable delay to the total communication cycle. The goal in resolving this 

problem is not to totally remove the bottleneck problem, though this would he a 

considerable bonus if possible, but to distribute the delay caused by bottlenecks 

around the network in such a way as to minimise the total computational cycle time. 
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To better appreciate the level of communication within the networks and the 

potential for the formation of communication bottlenecks, every aspect of the 

calculations being performed for each of the constituent routines within the main 

algorithm was examined. The duration of the three main phases for each Slave 

processor were measured. The main phases were receiving data from the Master 

processor, performing the allocated calculation on the received data and finally 

communicating the solution hack to the Master processor. 

To illustrate the complexity of the task in determining the minimum computational 

cycle time, Figure 9-3 shows the significant difference in the computational time 

required by each of the main components of the algorithm as the size of the problem 

increases. 

CABLE 
HANGEH 

TOWEIi 

FEDECK -f-ANCFOH 

Subroutine 

54 - 17 (909 401) 

27 -8 (404 dnl) 

s1(-5(251d01) 

(1', 2 do1) 

Figure 9-3 Calculation times for the main components of the numerical 
integration algorithm, for four different problem idealisations 

Figure 9-4 shows the communication strategy used by the PARALLEL I 

implemented codes. As can he seen the Master initially communicates the input data 

to each Slave processors in sequence, then recovers the solutions from each 

processor in turn, using the Farm communication topology highlighted in Section 

8.2.1 
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HANGER. --{ DECK ý--7{ 'POWER 

MASTER CABLE ANCI iOR 

º 

a) Master communicating to Slaves 

HANGER 

MASTER A 
I 

DECK TOWER 

ANCHOR 

h) Slaves communicating to Master 

Figure 9-4 Preliminary Topology adopted within RESVEC 

The results for the above strategy are shown in Figure 9-5 & Figure 9-6. As is 

evident, there are considerable communication delays within the network due to the 

formation of communication bottlenecks. The reason for the formation of these 

bottlenecks is due to the rigid and mechanical way in which the Farm topology 

communicates with each Slave processor in sequence according to their processor 

number. The consequence of this is the network delays ANCFOR while the Master 

waits for the results of CABLE. Also, FEDECK & TOWER are delayed while the 

Master waits for the communication from HANGER. 
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Figure 9-5 Parallel_I strategy showing the communication delay for the 3-9-3 
idealisation 

0.100 

0.090 

0.080 

0,070 

0,060 
c 
0 
ti 0.050 

0.040 

0.030 

0.020 

0.010 

0.000 

13 Information Distribution Delay   Information Distribution Cycle 

DSubroutine Excecution time MCommunication Bottleneck Delay 

DTransmission of Results to Master 

ý .............. 

m 

Fedeck 

L, /; >: .;, 

Cable Hanger Fedeck 

Subroutine 

Ancfor Tower 

Figure 9-6 Parallel_I strategy showing the communication delay for the 17-54- 
17 idealisation 

This strategy allowed two main conclusions to be drawn that were applied to the 

subsequently refined strategies. Firstly, due to the duration of' some of' the inter- 

processor communications, the potential for formation of communication bottlenecks 

ý-. 
_ 
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was considerable. Thus the duration of each individual communication should be 

minimised. This was achieved by sending only the data essential for any individual 

Slave processor to complete its allocated calculation. In addition, each Slave would 

only return the modified sections of any vectors to the Master. Secondly, the 

communication topology should allow the Master processor to recover the results 

from the Slave processor that has just completed its task, irrespective of its processor 

number. 

One point that should be highlighted is that this strategy communicates exactly the 

same amount of data to each Slave processor at the beginning of each iteration. 

However, by examining Figure 9-5 & Figure 9-6, it is clear that time taken to 

communicate this data differs considerably around the network. The reason for this 

was touched upon in Section 8.1, which presented the results of the system 

measurements, and concluded that the inter-processor communication rate is directly 

related to the Slave processors position and distance from the Master processor. 
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9.2.1.2 Optimisation of Communication Bottlenecks 

One of the main features identified within the RESVEC routines was the amount ol- 

communication that was required to distribute properly and to recover the total 

solution at the end of each iteration. 

The main algorithm and the constituent subroutines of RESVEC were examined to 

determine the minimum level of communication that would be required to perform 

an analysis. This yielded information about the arguments in the calling structure, 

their size and the possibility of classifying the numerous arguments into three types, 

Constant, Input or Output variables, Table 9-4. 

The significance of these categories is evident from their names; the Constant 

arguments need only to be communicated once to each Slave processors. While the 

Input and Output variables require to be sent and received at the beginning and end 

of each iteration respectively. 

COMPONENT Number of 
Variables Needed 

Number of 
Constant Variables 

Number of 
Input Variables 

Number of Output 
Variables 

ANCHORS 6 I I 

CABLE 9 6 1 2 

DECK 12 7 1 4 

HANGER 15 10 2 3 

TOWER 6 3 1 2 

Table 9-4 Distribution of Arguments within the Newmark Algorithm 

Table 9-4 gives an explicit indication of a clear program structure that could be 

exploited to minimise the communication cycle time. The communication cycle was 

further reduced by examining the variables to determine which pieces were required 

on each of the respective Slave processors, thus allowing the Master to communicate 

the absolute minimum amount of data. 
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The results in Table 9-5 indicate that each Slave processor that solves it specific 

component of RESVEC, neither requires all the information from the Input variahles 

nor does it modify all the Output variables. Thus, the potential exists to optimise the 

topology of the algorithm and the processor network to minimise the solution. 

COMPONENT 
Number of 

Input Variables 
Percentage of 

Input Variables 
Required 

Number of Output 
Variables 

Percentage of 
Output Variables 

Required 

ANCHORS 1 41 % I 31 `7 

CABLE 1 71 % 2 76 %%% 

DECK 1 32 % 4 32%Yc 

HANGER 2 86% 3 88 % 

TOWER 1 10% 2 22 Y 

Table 9-5 Percentage of variables required by components within RESVI_C 

Applying these improvements to the original computational strategy resulted in the 

Parallel-2 strategy. The results are shown in Figure 9-7 & Figure 9-8 for the 3-9-3 

and 17-54-17 idealisations respectively. This strategy resulted in only one 

communication bottlenecks forming in the 3-9-3 Idealisation. However, no 

communication bottlenecks formed in the larger 17-54-17 idealisations as is shown 

in Figure 9-8. 

The most significant improvement for this strategy over the Parallel_I strategy is that 

the bottleneck delays within the network do not increase the total computational 

cycle time. Parallel_I had large delays associated with FEDECK, ANCFOR & 

TOWER, all of which directly increased the total computational cycle time. 
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Figure 9-7 Parallel-2 strategy showing the communication delay for the 3-9-3 
idealisation 

0.06 ý 

0.05 

0.04 

L C 
Üý 

0.03 

.E 

0.02 

0.01 

0 
Cable Hanger Fedeck 

Subroutine 

QTransmission of Results to Master 

MCommunication Bottleneck Delay 

Q Subroutine Excecution time 

  Information Distribution Cycle 

Q Information Distribution Delay 

Ancfor Tower 

Figure 9-8 Parallel-2 strategy showing the communication delay for the 17-54- 
17 idealisation 

These results were examined to identify any potential for further reduction of the 

CPU time required to perform an iteration. Since the time required to calculate and 

communicate the results of ANCFOR & TOWER is negligible compared to the other 
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components, they were combined to run on one Slave processor. The Master 

processor which is idle for the greater part of each iteration, would be more 

effectively utilised if allocated some computational task. Since I (ANGER & CABLE 

consume the largest amount of CPU time, placing either of these on the Master 

processor would automatically introduce considerable bottlenecks to the network, 

since the remaining processors would all complete their allocated tasks before the 

Master. Thus by a process of elimination the Master processor was allocated 

FEDECK. Figure 9-9, shows the optimised topology implemented for the parallel-3 

strategy. 

HANGER 

DECK 

ANCHOR & 
TOWER 

CABLE 

Figure 9-9 Optimised Topology adopted within RESVEC 

Figure 9-10 & Figure 9-11 show that two communication bottlenecks have been 

introduced to the network in a similar manner to the Parallel-2 strategy, the relative 

magnitude of both bottlenecks reducing with problem size. However, unlike the 

Parallel-2 implementation, the communication bottleneck on HANGER directly 

increases the computational cycle, though this delay becomes negligible as the 

problem size increases. 
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9.2.2 Conclusions for Parallelisation of Time History Analysis 

The results of the three implemented parallel codes are given in Table 9-6 and are 

shown in graphical form in Figure 9-12. The CPU times quoted were obtained by 
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running the respective implementations on the Parsytec Super Cluster Model 64, 

which is an electronically re-configurable multiprocessor system combining 64, 

T800 transputers. 

RESVEC 
Version 

3-9-3 
(152 dof) 

5- 16-5 
(251 dof) 

8-27-8 
(404 (lof) 

17-54- 17 
(809 dof) 

SERIAL 1.0000 1.0000 1.0000 1.0000 

PARALLEL 
-I 

0.6313 0.6775 0.7407 0.8960 

PARALLEL 
-2 

1.1025 1.1520 1.2500 1.3100 

PARALLEL 
-3 

1.3602 1.4058 1.4153 1.4570 

Takle 9-6 Performance Index for different RESVEC strategies. 

To facilitate the comparison of results a Performance Index is quoted. The 

Performance Index gives the ratio of CPU time required by the original serial version 

divided by the parallel implemented codes run on the same system, for the same 

model refinement. 
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Figure 9-12 Performance Index for different RESVEC strategies. 
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There are several general observations that can be drawn form the above results. 

Firstly, the various implementations indicate that the performance indices increase 

with the size of problem being attempted. This improvement is due to the gradual 

reduction of communication bottlenecks between the main routines of the algorithm. 

Since each routine gradually takes longer to complete its allocated task and has its 

own unique amount of data to communicate, this naturally introduces idle periods 

within the network, allowing it to communicate in an orderly fashion. 

Secondly, the refinements introduced to the PARALLEL_2 strategy show a 

considerable improvement from the original PARALLEL 
-1 

implementation. The 

main changes associated with this implementation are, allowing the Master processor 

to communicate to any Slave processor that had completed its allocated task, 

irrespective of processor number. Thirdly, the minimisation of communication to and 

from each Slave processor. The first refinement clearly had a significant effect on the 

algorithm by considerably reducing the communication bottleneck delays 

experienced within the network. The second change has had a more subtle effect on 

the algorithm; essentially this change rescheduled the Slave processor's execution of 

their allocated task. As was mentioned earlier, each processor was uniquely sent the 

minimum amount of data required to perform its calculation. This allowed the 

processors to begin their tasks at a different relative point in time to the other 

components, as was experienced in the originally implemented codes, thus reducing 

the potential for the formation of bottlenecks. 

The PARALLEL_3 strategy of the algorithm strategy shows a considerable 

improvement over the two previously attempted methods. The only significant 

change was, that the algorithm was coded to run on a2x2 processor network as 

opposed to the original 3x2 network. The improvement is totally due to the 

reduction in the global communication within the network. This strategy removes the 

need for the distribution and recovery of data to and from FEDECK. A further 

reduction is also introduced by combining the communications for ANCFOR & 

TOWER into one large communication. 

This highlights a significant point that is often overlooked when parallelising 

algorithms. In attempting to break algorithms down into the smallest possible 
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structures, programmers generally do so without due regard to the amount of 

additional inter-processor communication that will be required as a direct 

consequence. The RESVEC algorithm emphasises the fine balance between the level 

of subdivision within an algorithm and the communication that will be consequently 

required. 
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9.3 Parallelisation of Eigenvalue Analysis 

The following section will discuss in detail the work undertaken to parallelise the 

Simultaneous Iteration algorithm within the ANSUSP program. The structure of the 

algorithm will be discussed, with particular attention being focused on the areas of 

greatest computational intensity, with any inherent parallel structures being 

highlighted for utilisation in the subsequent parallelisation. 

9.3.1 Outline of Eigenvalue Analysis Algorithm 

The eigenvalue extraction algorithm used within the ANSUSP program is the 

Simultaneous Iteration method (SI) developed by Jennings [62]. This chapter will 

concentrate on the programming aspects of the method and not the theoretical basis, 

which is presented briefly in Section 3.2.2 

The structure of the Simultaneous Iteration algorithm consists of three main sections 

of subroutines, each with a unique task and algorithm topology. 

i. The global structural stiffness matrix is decomposed using the Cholesky LLT 

decomposition method, and an initial random trial vector is calculated. 

ii. The algorithm then iterates (using the seven most computationally intensive 

subroutines of the algorithm) until the required eigenvalues and eigenvectors 

are extracted with satisfactory accuracy. 
iii. The algorithm then back substitutes and mass normalises the final converged 

solution for the mode shapes. 

Figure 9-13 below shows the distribution of computational effort among the three 

main sections of the SI algorithm measured on a serial computer system, for the four 

different problems sizes being considered. Table 9-7shows the range of problem 

characteristics that would commonly be attempted using these algorithms. 

The results of Figure 9-13 allow two conclusions to be draw; firstly they indicate that 

the distribution of computational effort among the main sections of the algorithm are 

in general terms, totally non-sensitive to the problem size being attempted. Secondly, 

Figure 9-13 shows that the iterative section consistently accounts for over 90% of the 
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algorithm duration. Thus the most effective way of improving the performance of 

entire algorithm would be to successfully parallelise the iterative component. 

Problem Identification Number of Equations. 
(N) 

Number of Modes required 
accurately -i-. (NRQD) 

(N=1 16, M=1 1) 116 6 

(N=1 16, M=76) 116 66 

(N=773, M=15) 773 10 

(N=773, M=34) 773 24 
The number of iteration vectors m used within the SI routine is determined by M=NRQD+5 or M=NRQD+10, 

depending on the size of NRQD, the additional iteration vectors are used to speed up convergence. 

Table 9-7 The various models attempted 

100% 

90% 

80% 

70% 

60% 

50% 

40% 

30% 

20% 

10% 

oi 
Initial Iterative Final 

Q(N=116, M=11)  (N=116, M=76) 1](N=773, M=15) Q(N=773, M=34)  Average 

Figure 9-13 Comparative results for the main sections of significance within the 
Simultaneous Iteration Algorithm 

9.3.1.1 Identification of significant areas within Iterative section 

As was highlighted previously, the Simultaneous Iteration algorithm is constructed 

from three main sections of subroutines, the structure of the algorithm is shown 

schematically in Figure 9-14. The results from the previous section indicate that the 

vast majority of the computational effort (approximately 90%) for any problem is 

consumed within the iterative section of the algorithm. Figure 9-15(a, h, c& d) 

below show the distribution of computational effort among the seven constituent 
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subroutines of the iterative section, for the four typical problems being considered, 

Table 9-7. The distributions of computational effort for all the constituent routines 

within the iterative section are summarised in Figure 9-16. 

REDUCE 

(i) TRIVEC4 

ORTHOG 

BACKSUB 

MASSMULT 

FORSUB 

(ii) PREDIC 

RANVEC 

ORTHOG 

VERROR 

BACKSUB 

(iii) I MASSMULT 

NORMALISATION 

Cholesky LLT decomposition of stiffness matrix 

Generate random trial vectors 

Orthogonalises vectors 

Back substitutes trial vectors 

Product of mass matrix and trial vector 

Forward substitutes trial vectors 

Generates eigenvalue prediction matrix 

Generates random vectors 

Orthogonalises vectors 

Calculates vector errors 

Back substitutes trial vectors 

Product of mass matrix and final vector 

Normalisation of final vectors 

Figure 9-14 Schematic of Simultaneous Iteration Algorithm 

Page 125 



ýr) 
ý 
ý 

z 

q. 6a wpuqý ya. ýo. 6qwv. d qwuodwop 

ö 

pö 

,mo 

ý 
.ý ý. 

ý 

!IF +ý V 

aloAo uo11wa11 W aBaluaaiad a1uauodwo3 

-ti 

U 

II 
zT 
`- 

. Z: p O bA ý- 
QP 

OO 

U 
NM 

ý II 

t. 

ý., ýý 
ýz y _ý xxsuý,. ý, oý.. , _. 

ý. öý 

. '"""'"'"ý--ý-'=ý-".,. 

ý 

_rý .. 

ý. 

yý w II 

mY Wý 
xm y C'"3 

4ý .. 
ý 

i ýJ . 
ý-ý 

ýP --1 

.? 
^^ý 

"R 

ý1 

U 
14- 0 
0 
ý ý 
.ý 
ý 
2 

'Pk) uq1w4 4>"- 1' -6vlwoHd quýuoduwý 

rt 

.ý 
ý v 

Page 126 

ýn 
ý 
a) 
ý b_1) 

Li.. 



By examining Figure 9-15 & Figure 9-16 it is evident that the majority of the 

computational effort within this section of the algorithm is consumed by four main 

subroutines PREDIC, ORTHOG, BACKSUB and FORSUB. By examination of the 

results in Figure 9-15, it is also evident that the relative computational time spent on 

each of the two main subroutines PREDIC and ORTHOG varies as the iteration 

number increases for all models (i. e. the stage within the overall solution). 

BACKSUB MASSMULT FORSUB PREDIC RANVEC ORTHOG VERROR 
- --- - Q N=116, M=11) IMIAN=116, M=76) Q(N=773, M=15) QiN=773, M=34  Average 

Figure 9-16 Comparative results of the main subroutines within the iterative 

section of the SI Algorithm. 

To understand better the distribution of computational effort among the different 

routines, the results for the (N=1 16, M=76) analysis were normalised with respect to 

the total time required to perform the first iteration cycle. This revealed the relative 

significance of the main components with respect to the stage of the solution, and the 

relative time required performing each subsequent iterative cycle with respect to the 

first iteration cycle, Figure 9-17. 
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Figure 9-17 (N=116, M=76) Normalised with respect to the initial iterative cycle 

Figure 9-17 indicates that there is a substantial (from =55% to =5%) drop in the 

computational effort required in calculating PREDIC as the solution progresses. In 

addition, the relative significance of ORTHOG, BACKSUB and FORSUB appears to 

be slightly decreasing as the solution progresses, as might be expected from the 

characteristics of the method. 

As the algorithm extracts eigenvalues to the required accuracy, the solution stops 

operating on the eigenvectors associated with these eigenvalues. This in some 

routines leads to a significant reduction in the computational effort required for the 

next iteration. 

It should be noted that the results presented in Figure 9-17 are specifically for the 

(N=1 16, M=76) problem. However, upon further investigation into the distribution of 

computational effort at different stages, for various problem sizes, it was found that 

the same general conclusions were correct for the range of typical problems. 

Thus the routines that are most computationally intensive and require to he massively 

parallelised are PREDIC and ORTHOG, while the routines BACKSUB and 

FORSUB would benefit from being partially parallelised. 
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9.3.2 PREDIC - The Prediction Matrix Routine 

This routine on average accounts for 35`%, (Figure 9-10) of the entire calculation 

effort required in the iterative section of the SI algorithm. The routine is structured 

into three clearly defined sections. 

I. Calculate the eigenvalue predictions corresponding to the current iteration 

vectors. 

ii. Calculate the interaction matrix, which is used to modify the current set of trial 

vectors. 

iii. Sort the calculated eigenvalues and associated eigenvectors into descendinL1 

order of magnitude. 

Figure 9-18 The relative significance of the three components of PRI: DIC, 
normalised with respect to the first cycle within PREDIC (N=1 16, M= II). 

Figure 9-18 allows several conclusions to be draw: 

Part I of the subroutine is relatively insignificant when compared with the other two 

components, thus would not benefit from being parallelised. 

Part 11, consumes the majority of the cycle time for each iteration. Thus the greatest 

potential for a significant overall improvement would he realised by parallelising this 

section as much a possible. 
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Part III, is highly significant for the first iteration, the level of relative significance 

reducing rapidly with iteration until it becomes negligibly small. Thus any strategy 

required to parallelise this section would need to be developed with particular 

attention being given to greater solution efficiency while within the first few iteration 

cycles. 

Page 130 



9.3.2.1 Determination of Computational Effort within Part II 

To understand better how the routines might be parallelised, the serial coding was 

examined to determine any clearly defined program structures that could be utilised 

in the parallelisation of the serial coding, Program 9-1. 

c 
c 
c 

PART II 

DO 4 I=LOCK, M 
IF(I. EQ. 1) GOTO 4 
II=I-1 

DO 400 J=LOCK, II 
EL=0. OD0 
DO 3 K=1, N 

3 EL=EL+U(K, I)*V(K, J) 
EL=-2.0D0*EL 
Q=DBD(I)-DBD(J) 
EL=ALIN(EL, Q, DBD(I), INT) 
CALL VECSUM(V, W, I, J, -EL, N, M 
CALL VECSUM(V, W, J, I, EL, N, M) 

400 CONTINUE 
4 CONTINUE 

C 

Program 9-1 
Where 

N The number of active degrees of freedom. 

M The number of iteration trial vectors being used. 

U(N, M) Array which holds trial vectors. 
V(N, M) Array which holds the new product AU. 

W(N, M) Array which contains updated trial vectors. 
DBD(M) Vector which contains the current eigenvalue predictions. 
LOCK Lower limit of active trial vectors (i. e. inactive vectors no longer 

included in some operations). 
INT Iteration cycle number. 

By examining the structure of PART II, it was clear that the calculation of the 

updated trial vectors, W is achieved using nested DO loops. The outer DO loop runs 
from the number of vectors calculated at the end of the previous cycle to the 

maximum number of trial vectors required (i. e. LOCK to M). 

The inner DO loop cycles from the number of vectors calculated at the end of the 

previous cycle to the current value minus one of the outer DO loop. Each cycle of the 

inner DO loop involves two calls to the external routine VECSUM, Program 9-2. 
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This routine modifies a vector of W by adding the product of vector V multiplied by 

it scalar constant CONST. 

C 
SUBROUTINE VECSUM(V, W, K, KK, CONST, N, M) 

DO 1 I=1, N 
1 W(I, K)=W(I, K)+CONST*V(I, KK) 

RETURN 
h. NU 

I'rograin 9-2 

To determine the computational effort required in calculating this routine a numerical 

example was employed. Consider the routine calculating on the first iteration, with 

no vectors having been accurately extracted (i. e. LOCK= I ). 

Outer II Inner F. L W Vectors 
I J U(K, I)"V(K, J) Modified 

] --- --- --- --- --- 
2 1 1 Ü(2)"V(I) W(2)=W(2)+V(I)"-I: L 1.. 2 

W(I)=W(I)+V(2)"EL 

3 2 1 Ü(3) " V(1) W(3) = W(3) + V( I)"-EL 
W(1) = W(I) + V(3) " EL 

3 2 2 Ü(3). V(2) W(3) = W(3) + V(2) " -EL 
1.. 3 

W(2) = W(2) + V(3) " I: L 

4 3 1 Ü(4)"V(I) W(4)=W(4)+V(I)"-EL 

W(I)=W(1)+V(4)"EL 

4 3 2 0(4) " V(2) W(4) = W(4) + V(2) " -EL 
W(2) = W(2) + V(4) " EL 

4 3 3 U(4) " V(3) W(4) = W(4) + V(3) " -EL 
I`1 

W(3) = W(3) + V(4) " EL 

etc. 

Note: - 
0&V represents a column vector of the respective array. 

Table 9-8 Example of calculation in PREDIC Part 11. 

As is highlighted in the above example, there is a considerable amount of calculation 

effort contained in this program section. For any number N in the outer DO loop of 

the section, there is a corresponding N-1 cycles of the internal DO loop which 

Page 132 



modifies the values of all the vectors of W up to and including the N th vector of the 

interaction matrix, as determined in the outer DO loop. 

To determine logically the optimum method of parallelisation of these codes, it was 

found beneficial to develop a rational basis on which the work involved in 

completing the calculation could be quantified and subsequently divided among the 

network. 

If we consider what is actually being achieved in this section of coding, the 

subroutine could be simplified to the following section of code, Program 9-3, namely 

an outer DO loop that has an inner DO loop. 

c 
C PART II 
C 

400 CONTINUE 
4 CONTINUE 

Progrann t)-i 

As was shown in Table 9-8, the amount of computation involved in each of the 

cycles of the inner DO loop is constant, determined only by the number of degrees of 

freedom in the model, N. Thus making this a reliable benchmark from which to 

calculate the computational effort required for the entire subroutine. Hence for future 

discussions, each of the inner DO loop cycles will be described as a Calculation 

Cycle. 

Table 9-9 shows the number of cycles of the outer and inner DO loops rcyuired to 

calculate any general sized problem using this routine. 

Outer Loop Cycle Number of Inner loop Cycles 

LOCK (LOCK - 1) - LOCK + Il t) 

M [(M-1)-LOCK 
+1I 

(M 
- LOCK) 

Table 9-9 Numbcr of DO loop cycles for it general sited problem. 

--- DO 4 I=LOCK, M 4 

DO 400 J=LOCK, I-1 
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The total number of Calculation Cycles is the sum of inner DO loop cycles from 0 to 
(M - LOCK), which is given by: 

(M-LOCK) 

Calculation Cycles =Zi 
i=0 

Equation 9-2 

This is an arithmetic series, Equation 9-3, which can be expressed in two forms, 

Equation 9-3. 

SD =2 (a+L) or Sp =2 (2a+(n 
- lýdý 

Where 
Equation 9-3 

SA Arithmetic sum of n terms. 

a First member of the series. 

L Last member of the series. 

n Number of members in series. 

d The arithmetic difference between members in the series. 

Therefore, the total work or number of calculation cycles in the above routine can be 

expressed as shown in Equation 9-4. 

3= 
((M -LOCK)+1)(M -LOCK) 2 

Equation 9-4 

To illustrate the implication of this expression for the total amount of work involved 

in any typical problem, an example will be considered. Table 9-10 below shows the 

distribution of Calculation Cycles for the (N=773, M=34) problem. Figure 9-19 

shows the results in graphical form. 
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Figure 9-19 The calculation history for the (N=773, M=34) problem 
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Iteration Number LOCK Number of Active 
Vectors 

Number of Calculation 
Cycles, S� 

I 1 34 561 

2 I 34 561 

3 1 34 561 

4 I 34 561 

5 1 34 561 

6 1 34 561 

7 3 32 496 

8 5 30 435 

9 9 26 325 

10 10 25 300 

11 10 25 300 

12 10 25 300 

13 19 16 120 

14 22 13 78 

15 22 13 78 

16 23 12 66 

Table 9-10 The calculation effort involved in the (N=773, M=34) problem. 
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Figure 9-19 and Table 9-10 indicate that there is a non-linear relationship between 

the number of active trial vectors and the number of computational cycles. At 

iteration 7, the number of vectors was reduced by 5.9% from the previous iteration, 

the corresponding reduction in the computational cycles was 11.9%. Again in 

iteration 8, a drop of 6.3% in the number of vectors corresponds to a 12.3% reduction 

in the computational cycles respectively. This emphasises that as the subroutine 

progresses and begins to solve for vectors, the solution rate `accelerates'. However, it 

also highlights the significant amount of work that requires to be performed in the 

first few iterations until vectors begin to be extracted. Thus in some respects this is 

analogous to the situation presented in Part III of PREDIC; any strategy should be 

biased to solve the problem with greater efficiency while within the first few 

iterations. 

The results of Figure 9-19, Table 9-8 & Table 9-10 also suggest that there are two 

rational ways of potentially reducing the total calculation time, by dividing the total 

work, either by, 

i. An even distribution of Calculation Cycles. 

ii. An even distribution of trial vectors. 

However, any strategy for parallelisation of this subroutine would have to take 

account of the relative communication rates of the distributed computer system being 

used. In particular the relative speed of the processors in performing on-board 

calculation compared with the inter-processor communication rates, see Section 8.1. 
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9.3.2.2 Parallelisation of Serial Codes 

The results presented in this section pertain exclusively to the parallei isatIon of the 

PREDIC Part II subroutine. The remaining subroutines of the cigensolution 

algorithm were run as serial codes. 

The results presented relate to Table 9-11, which show the various dill'erent 

combinations of work distribution strategies and communication topologies 

implemented. 

- --... __. _. _. ___.... _.. __... __... i__.. __... _. --__.. _---. _... __. _.. _. __-- 

Even 

Work Receive Distribution 
Distribution Network Network 

ý------ 

i 
Even 

Polynomial 

Farm 

Farm 

Farm 

Finger 

Finger I Finger 

Program 

ParaNal7 

ParaNat20(8) 

ParaNat2l 

Table 9-11 Distribution Methods and Communication Networks 
implemented for Part II, PREDIC. 

As was discussed earlier, the main criterion for determining the optimum method by 

which parallelisation of the serial codes should be achieved relates to the strategies 

used to divide the total number of calculation per iteration. Should the division he 

along the lines of the total number of trial vectors being divided evenly among the 

network, or should the distribution be achieved by dividing the total calculation 

effort evenly among the network?. The following section discusses the two possible 

solutions in detail. 

9.3.2.2.1 Even Vector Work Distribution 

This distribution method as is suggested in the title is implemented to divide the total 

number of active trial vectors evenly amongst the processor network. The even work 

distribution of active trial vectors among the processor network is given by: 

Number of Active Trial Vectors 
Number of trial Vectors per Processor = N1 

C: qu: Uiom 9-5 
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where the number of active trial vectors is equal to (M - Lock) + 1. 

The above expression (Equation 9-4) was programmed into a section of logic that 

was implemented in a generic parallel code thus allowing the program to internally 

optimise or "self-scale" itself to the total amount of system resources allocated to it. 

The main section of the PREDIC Part II routine is computationally exceptionally 
demanding for the first few iteration cycles with the number of active vectors 

reducing in a non-linear manner with iteration number. Hence, as the algorithm 

progresses, the likelihood of obtaining an even distribution of trial vectors with no 

remainder becomes increasingly more unreasonable, prompting the question of what 

should be done with any remaining unallocated vectors. 

The solution to this particular problem has already been addressed in Section 8.1.1 

Consider what is actually being achieved when PREDIC is parallelised. Each 

processor in the network is given a unique distribution of the total amount of work, 

achieved by specifying the limits of the active trial vectors that will be operated upon 
by that processor, as shown below. 

DO for I= Limitlo,,, er TO Limit� ppe1 

The upper and lower limits are unique for each processor, such that the total 

calculation will be performed among the network. Once each processor completes its 

allocated task, it communicates its partial solution back to the Master processor, 

which sums all the partial solutions to obtain the total solution for that iteration. 

In Table 9-8, the most distinguishing feature of PREDIC Part II is that as a processor 

operates on the vectors between Limittower and Limit�pperf the processor has actually 

modified the partial solution from LOCK, which is the lower limit of the current 

number of converged vectors up to Limit,, ppe1. This single feature was used to develop 

the subsequent logic of all the work distribution strategies. Since all the vectors 

between the limits of LOCK and M are to be distributed, it was logical to ensure that 

the greatest amount of communication should be done over the shortest distance 

possible, to keep the total duration of communication to a minimum. 
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In addition, to redUCC the amount of' conuºuuºication further, the Master processor 

that sums up the partial solutions should he eivrn a (list rihutio n of the \voik, that 

would if distributed to another processor signil'icantly reduces the efliciency of the 

computational network. The work was distributed in such a way that the upper limit 

of the trial vectors was operated upon by the Master processor, with the Tower linºit 

being operated upon at the greatest distance fronº the Master processor, as shown in 

Figure 9-20. 

Also, any remaining unallocated trial vectors, would he operated upon oil the piaster 

processor to reduce the amount of conuiumication that would he rcgIuired to Ilalisnuit 

the extra partial solution hack through any particular communication network. 

Work I >i>trilit iun 
Lock 1() I . 

imit� 
i, i,,. 1 

MASTER 

Work Distribution 

1, IIII ltlovver'r() N'1 

i 

f'IýUfC 9-20 2U Týlý' : 1I I 1u'alll)Il of vv'11fý. (IItilllI) lllltýll, Iý) Ill; llil 

Applying these criteria, the final sections of the imlplemented logic in the Generic 

algorithm wits obtained and coded as shown below, Progranº 9-4. 
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CCC 
C Calculate Division of Work 
CCC 

number (m luck)-1 
division -(number /nproc) 

work (1) =m 
work(1+nproc)=lock-1 

DO 100 i- I, nworker 
work (1*i)=((nproc-i)*division)c(loc"k 1) 

100 CONTINUE 

These codes were employed in the suhroutine as shown in the Program 9-5 he hw. 

which is a section of the PREDIC Part I suhroutine. 

DO 2 I= work(procid+2)+1, work(procid+l) 
EL=O. ODO 
DO 1 K=1, N 

1 EL=EL+U(K, I)`V(K, I) 
DBD(I)=EL 

2 CON'I'INUi 

Pro-, ram 9-5 

To illustrate the even vector distribution method, the example helow shows the 

distribution of vectors and computational cycles associated with the (N= I 10, M=76) 

analysis. In the first iteration, running on a3x2 processor array. (i. e. 

M=76, nproc=6, Number of trial vectors per processor =12) The nunlher of 

computational cycles associated with the distribution of vectors was calculated using; 

Equation 9-6, which is a modified version of Equation 9-3. 

((Limit,,, 
p, - Limiti)+ 1) 

ý CalculýUion Cycle =2_) 

Equation 9-0 

Processor 
U 

Limiq�w. c, 
61 

I. imit�i, i, 
76 

I 
Nunmber ol'Vectors 

10 

C: ýIc 

1 49 60 12 

2 37 48 12 

3 25 36 12 

4 13 24 12 

5 1 ý 
___ 

12 12 

LIkIlloll Cycles 

I(l8ll 

642 

-39h 

354 

_'l(1 

00 

'I'ahlc 9-12 lixantlýlc ulTvcn vcctur (listrihutiun (N=1 Ih, N1- Icýl. 

I', iýr I-lO 



As is evident from Table 9-12, although the active trial vectors are evenly distributed 

among the network, the distribution of the computational cycles is exceptionally 
biased. The implications of this are discussed in detail in Section 9.3.2.2.3 where the 

problems associated with communicating the partial solutions to the master processor 

will also be addressed. 

9.3.2.2.2 Polynomial Work Distribution Method 

In the previous section, the computation associated with a constant division of active 

trial vectors can differ significantly depending on the upper limit of the work 
distribution allocated to any one processor. The next logical step in an attempt to 

resolve this significant bias in the work distribution is to divide the total number of 

potential computational cycles evenly amongst the processor network. 

This was achieved by modifying the expression for the arithmetic sum, Equation 9-3, 

to calculate the limits for the vectors to be distributed resulting in an even 
distribution of total work. Again the upper limit of the trial vectors was allocated to 

the master processor, following the logic developed for the even vector distribution 

method. Any remainder was allocated to the Master processor. 

The sum of n terms; S,,; of the total work in the PREDIC routine was calculated 

using the following expression, 

Sn= 
2 

(2a+(n-1)d-2) 

Equation 9-7 

This was re-arranged into the form required to calculate the number of trial vectors 

that should be associated with each processor to give the required division of total 

work. The work distribution was calculated from the M th vector backwards, thus the 

arithmetic difference between consecutive vectors, d was equal to -1. The re- 

arranged expression (Equation 9-8) is expressed in terms of active trial vectors and 
S�D, where SnD is an even distribution of the total computational effort and is 

calculated by dividing Equation 9-4 by the number of processors N. 

n2-n"(2a-1)+2"Sýp=0 

Equation 9-8 
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Solving this for the nutuher of active vectors it `gives, 

11 4a 2 -2 'a _1 
s 

, 
IIý 

1 

Iquation 9O 

"I'his expression allows the limits of the allocated trial vectors to he calculated in a 

sequential manner, building on one processor's calculated 111111t to deternºine the next 

processor's limit in sequence. Equation 9- 10. 

Work(I+I)=Wurk(I)-n 

I: yuatiun 9- IO 

The generic algorithm coding was as follows, Program 9-6 
CCC Calcul<ot. e l)ivir: i ei ei W, n k 

number- (ni- lock) +I 
divi=(number/nproc) 

work (1) =m 
work(l+nproc)=lock-1 

C 

C 

cycles=(number/2)*(number-1) 
division=real(cycles/nproc) 

DO 215 I=1, nworkers 
share= ((work(i)-0.5)-(0.5*(sgrt((((2'work(i))-1)""2) 

" -(8*divis))))) 
work(i+1)=work(i)-nint(share) 

215 continue 
CCC 

I'ruor. tiu J-(, 

The following examples show the results of the polynomial distribution method for 

the (N=1 16. M=76) problem. Table 9-I3 shows the result for it 3x2 network. 'fahle 

9-14 for the sane prohlem running on it 3x4 network. Both 'fables give the results 

for the first iteration cycle; Lock= 1. 

Procid 
ý 

U 

I 

1) 

3 

4 

S 

LilTlllluwrr Llllllluhprr 

70 76 

63 69 

55 

45 

32 

I 

62 

54 

44 

31 

Number of Veclors 

7 

7 

ý 

IU 

13 

31 

('alCulilt ivn ('YCICS 

SUI 

"ýýý 

"I(iO 

.I tii 

"lh5 

"I'ahlc 9-13 (N= 116, M=76) runninl; on a3 x_' array. 
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F'rocic1 

U 

L. I f1ll It lUIVCC 

74 

71 

21 67 

l. IIII lliil'I'cl 

76 

73 

70 

3i 63 1 66 

41 59 

51 55 

6I 50 

7I 45 

81 39 

9 32 

ýýc. �ii.. _ýý 

ll 1� 22 22 231 

Table 9-14 (N=1 16. M=76) running, on a3x4 array. 

As is clear from the above Tables, the distribution of the work amongst the 

processors is much more even while the number ol' active trial vectors allocated to 

each processor is relatively non-uniformly distributed. This also has implications as 

to how the partial solutions should Optimally he recovered and distributed around the 

network. The problems associated with this will he discussed in the followine 

section. 

9.3.2 2.3 Communication Network Topology 

To aid the interpretation of the choice of communication network, a few criteria must 

he satisfied. The criteria associated with PRI: DIC part II are as follows. 

I. The network must he ahle to collect and sum partial solutions from all processors 

in the network while minimising the communication time and avoiding 

bottlenecks. 

I The network must distribute the total solution to all processors in the network as 

quickly as possible to allow the network to progress to the next suhroutine in the 

eigensolutloll algorithm. 

IO 23 

62 

58 

54 

49 

44 

38 

31 

Number cil'VrcIors 1 ('ali ulalion Cycle" 

ý 

I 

4 

4 

4 

4 

5 

5 

6 

7 

9 

ýii 

?I 
.1 

2 70 

? 5.1 

?.; 8 

,,, 

255 

2 30 

'-13 

2-18 

234 

I'. ige 14 
.1 



'I'Ihe main communication demands of this routine are to collect partial solutions and 

clisU-ihute the total Solution. The effects of cacti Communication method are Iii"t 

discussed separately before cumulative effects are considered. 

As was shown in Table 9-11, two coIII nu uiicatloll topologies \1. ere eniploved in three 

conihinations. Tame 9-15 shows the Perfornianee Indices (111) for the \arious 

combinations of' work distribution strategics and conutnulication topology, for the 

(N=1 16, M=76) problem running on a number of* different processor networks. 

Processor j Even-harm- I: ven-harn1- 
Ný, harm fýin`ýrr 

Array ; -- - 

- 
ParaNat7 

_ --- ------- ----_ ý 
ParaNat20(8 ) 

__ ___ _- __ - SERIAL - 
1 

- 
1.00 1.00 

2x2 4 1.98 2.07 

3x2 6 2.03 2.27 

3x3 9 2.08 2.60 

4x3 
--------------- __ ._ 

12 
----- 

I_95 
_ -------__ 

2.70 
-__ 4x4 16 

j 
1.37 1.90 

4x8 32 --- --- 

Polynomial - 

I'araN, i 121 

I. OU 

. 
1. ()4 

4.0 3 

5.56 

5.77 

6.00 

4.05 

'hahle 9-15 Performance Index for the \'ariuus comhinations of parallelisatlon 
strategies and communication topologies (N=I 10, M=76) 

Table 9-15 gives an indication of the effect the distribution communication has upon 

the calculation time. In particular, if the results of ParaNat20 and I'araN, u7 arc 

compared, the only difference in the implemented algorithm is the distribution 

network being changed from the Farm to Finger network, respectively. The results 

indicate that there is a5- 39 `/ increase in the Il associated with this single change 

across the various sizes of networks. This is due to the existence of a large bottleneck 

in the Farm Coil) municatloll network. 

Flic way the Farm network operates is to conumtunicate the entire solution to carp 

processor in sequence. Consequently, as the master processor conununicates to 

processor I, the remaining processors in the network from 2 to Ni, arc idle. '11111" it 

can he said that the network is obtaining its solutions from a single source. I he 
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number of idle processors is reduced by one for each communication cycle. The 

maximum delay experienced by any individual processor can be quantified as 
((DimX x DimY )-1 ) communication cycles. 

The Finger network is a significant improvement on the Farm network, although it 

also has a small bottleneck problem associated with it. The Finger network (unlike 

the Farm network) has a totally adaptive communication structure allowing the 

maximum delay experienced by any single processor to be minimised. 

Initially the Finger network communicates from the master to processor 1, in a 

similar way to the Farm network, the rest of the processors in the network being idle. 

However, in the second cycle, the Master processor communicates to processor 
DimX, while processor 1 communicates to processor 2. This methodology is 

repeated cycle after cycle with communication from multiple sources, the number of 
idle processors reducing by a maximum of DimX with each communication cycle. 

The maximum possible delay experienced by a processor is (DimX + DimY -2) 

communication cycles, with the corresponding maximum number of sources 

simultaneously communicating being DimX. 

Another significant difference between the Finger and Farm communication 

topologies is that in the Finger scheme each processor communicates only with their 

adjacent neighbour, allowing a significant reduction in the time required for each 

communication cycle, (see Section 8.1.1). 

Another major difference is the collection of the results; there are two variables that 

control the collection of the partial solution. They are, firstly the work distribution 

being employed and secondly the communication network used to recover the 

results. 

A separate study was made to examine the effects of the communication network 

upon the calculation time of the algorithm. The Finger network yielded a 21% - 52% 

increases in the Performance Index, for the (N=116, M=76) problem, when 

compared with the Farm network. This significant increase was due to the 

"displacement" of the potential bottlenecks within in the network. 
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This "displacement" of the potential bottlenecks within the network, can be easily 

explained. As noted in Section 8.2.2, the Finger network allows the collection and 

summing up of partial solutions to occur from multiple sources concurrently. The 

Farm network however only allows the communication of processor's partial 

solutions to the Master processor, while the rest of the network waits to 

communicate, thus causing global delays in the network. 

Thus, the Finger network's ability to adapt and communicate concurrently allows the 

"displacement" of the communication bottlenecks within the network. Since the 

Master only receives results from two processors, the associated bottleneck is 

reduced to a negligible level due to the careful scheduling of the communication. 

Finally, the effect the collection communication topology has on the solution will be 

discussed; however this will be done including the effect of the different work 
distribution strategies. The comparison will be made using the solutions for 

ParaNat20 which uses the Even-Farm combination and ParaNat2l which uses the 

Polynomial-Finger combination of work distribution and communication network 

respectively, (refer to Table 9-11). 

This allows the comparison of a method that permits concurrent communication and 

summation of partial solutions, with one that only allows a single communication 

and summation to take place in any one cycle. The increase in the Performance Index 

for this combination of changes from ParaNat20 to ParaNat2l ranges from 75-216%, 

which represents a significant gain over solely changing the communication network 

used to collect the results. This increase is due in part to the role of the master 

processor (procid 0). In the Even vector distribution method, the Master processor 
has to complete significantly more calculation cycles that any other processor. This 

means that the rest of the processors in the network will have completed their 

allocated calculations before the master processor. Thus, they will be idle waiting to 

transmit their partial solutions and receive the total solution from the master 

processor. 

Conversely the Polynomial distribution method leads to a more even distribution of 

calculation cycles, thus the processors in the network communicate their partial 
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solutions much more quickly allowing the master to communicate the total solution 
in a much reduced time. 

The results of the various versions of the PREDIC Part II subroutine are shown in 

graphical form in Figure 9-21. The results are also shown in term of the network 

efficiency, Figure 9-22. This was obtained by dividing the Performance Index by the 

number of processors in the network, Np. 

Figure 9-21 shows initially that as the number of processors included in the network 

increases, the PI increases. This however peaks and then begins to rapidly drop. This 

significant drop in PI is due to the individual computational tasks being sub-divided 

to an extent that the communication bottlenecks within the system exceed the 

potential speed-ups within the network. Figure 9-22, emphasises this point by 

showing that as the number of processors in a network increases, the average 

utilisation of each individual processor with in the network drops considerably. Thus 

suggesting that it does not make good economic sense to buy large order computers 

to solve medium sized problems. 
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Figure 9-21 The Performance Index of the Parallelised PREDIC Part II routine. 
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9.3.2.2.4 Parallelisation of PRI: I)IC Part I 

This component of the PREDIC routine was insignificant compared to Part II. 

However due to the simplicity of the calculation it performed, the code was modified 

as indicated in Table 9-16. 

Work Distribution 
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Figure 9-23 The Performance Index of the Parallelised PREDIC Part I routine. 

9.3.2.2.5 Parallelisation of REDIC Part III 

This section of the PREDIC routine could not be easily parallelised due to the nature 

of the calculation it performs. In sorting the sequence of the vectors into descending 

order, the routine requires that all the results be known on any one processor to allow 

the sorting to take place. Thus, it was decided to allow this routine to run in a 

concurrent manner on each processor with no inter-processor communication. 
Secondly, the serial version of the routine was examined and re-written to be more 

efficient than before. 

The original serial codes sorted the eigenvalues in a consecutive manner comparing 

one eigenvalue with its neighbours, if a larger eigenvalues was found their positions 

within the solution vectors would be switched along with their associated 

eigenvectors. The improvement made was to only switch the eigenvalues, keeping a 

vector containing information about the final locations of each eigenvalues, once 

they were finally sorted into descending order, the associated eigenvcctors were 

moved only once, to their final position within the solution vector. The resulting 

codes being 34% faster than the original. 
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9.3.3 ORTHOG - The Vector Orthogonalisation Routine 

This routine accounts for approximately 30% of the entire calculation effort required 
in the iterative section of the SI algorithm, Figure 9-16. This routine, unlike the 

PREDIC subroutine, had no clear structures that could be sub-divided although, the 

routine did have a clearly defined logical structure and was essentially an iterative 

process. The iterative component of the subroutine naturally lent itself to the 

parallelisation process. 

ORTHOG required an exceptionally rigid communication and distribution strategy, 

due to the computational demand that had to be catered for as a result of the way the 

calculation was performed. To calculate an ortho-normalised trial vector, all the data 

from the previous trial vectors has to be available on the processor performing the 

ortho-normalisation. 

To understand better how the routines could be parallelised, the serial coding was 

examined to determine any clearly defined program structures that could be utilised 

in the parallelisation of the coding, Program 9-7. 

SUBROUTINE ORTHOG(V, N, M, LOCK) 
EXTERNAL VECSUM 

C 

C 

C 

C 

C 

DO 1 IsLOCK, M 

DO 3 J=1, I 
EL=O. ODO 

D04 K=1, N 
4 EL=EL+V(K, J)"V(K, I) 

IF(I-J)3,5.3 
3 CALL VECSUM(V, V, I, J, -EL, N, M) 

5 D=1. ODO/DSQRT(EL) 
DO 1 K=1, N 

1 V(K, I)-D"V(K, I) 
RETURN 
END 

Program 9-7 
Where 

N The number of active degrees of freedom. 

V(N, M) Trial vectors to be ortho-normalised. 

M The number of iteration trial vectors being used. 
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LOCK Lower limit of active trial vectors (i. e. inactive vectors no longer 

included in some operations). 

Basically the ortho-normalisation is performed in two parts. Firstly the trial vector 
V(i) is orthogonalised using vectors V(j), (where j= 1 to i-1). Secondly the trial 

vectors is normalised with respect to itself. 

The two standard expressions that are used to ortho-normalise a set of vectors are 

V(1)T ' V(j) =0 1#j 

V(i)T " V(j) =1 1=j 

Equation 9-11 

It is evident from the code fragment above, that to correctly orthogonalise a vector 
V(i) the solutions for all the vectors up to V(i-1) must be available locally to the 

processor orthogonalising the current vector. 

The implication of having to communicate all the individual orthogonalised vectors 

to the rest of the network would place an overwhelming demand upon the 

communication network. It became evident that having to possess the solutions of all 
the previously calculated vectors on all processors that require the solution would be 

very demanding. An alternative strategy was obtained, that would still allow the 

majority of calculation to be performed on-board local processors, while minimising 
the communication being performed. The solution adopted was termed the Cyclic- 

Distribution Method because of the manner in which the problem was solved. 

Each processor in the network is allocated a single vector to orthogonalise or 

normalise depending on its processor number. Once each processor has performed its 

allocated calculation it communicates its partial solution to the Master processor 

which stores all the newly calculated vectors from all the Slave processors. When all 

the newly calculated vectors are recovered from the network, the Master processor 

then communicates the last Np vectors to all the slave processors. The Slaves now 
locally contain the complete solution for Computational Cycles x Np vectors, 
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allowing more calculation to be performed at a local level for the next computational 

cycle. 

The method is illustrated by a worked example of the method, again for consistency 

the (N=116, M=76) problem will be used to develop the example, running on a3x2 

processor network, Np=6, M=76, Lock=1. 

The method developed has several distinguishing features contained within its 

coding, and like the parallelised PREDIC subroutine is fully generic or "self-scaling" 

to the system resources it is allocated. 

The problem is solved in an iterative manner as follows from I= Lock to M. 

Determine which computational cycle, mult, is currently being solved, Equation 

9-12. The subroutine then allocates the next Np vectors to be orthogonalised to the 

processor network, distributing them in accordance with an algebraic expression 
dependent on their individual processor numbers, procid, Equation 9-13. 

mult =N 
P 

Equation 9-12 

procid = (mod(I - 1), nproc) 

Equation 9-13 

The exception to this occurs when mult =0, in which case a special piece of logic is 
invoked, which instructs the Master processor only to ortho-normalise the first NP 

vectors. 

The newly orthogonalised Np vectors are then distributed around the entire network 

at the end of each computational cycle, for use in all subsequent cycles. It is worth 

noting that at the beginning of a new computational cycle, all the processors in the 

network have the orthogonalised vectors from 1 to ((mult-l) x Np). 

I 
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The subroutine then calculates the upper limit of the previous computational Cycle, 

limit. This upper limit is used by the Slave processors around the network to 

orthogonalise their currently allocated vector, using the previously orthogonalised 

vectors from I to limit. These locally calculated solutions are only partially 

orthogonalised and are denoted as V(i)*, and are communicated directly to the 

Master processor using the Farm topology, which completes the ortho-normalisation 

of the vector, from limit+l to i, refer to Table 9-17. 

Vector Allocated to processor 
p=(mod(I-1), nproc) 

Vectors Operated 
upon Locally 

Vectors operated upon 
on Master processor 

I 0 I.. I 

2 0 [. 2 - 

3 0 1.3 - 

4 0 1.. 4 - 
5 0 L5 - 

6 0 L6 - 

7 0 1.. 7 - 

8 1 IA 7.. 8 

9 2 1.. 6 7.. 9 

10 3 L6 7.. 10 

11 4 L6 7-11 

12 5 IA 7-12 

13 0 1.. 13 - 

14 1 1.. 12 13.. 14 

15 2 1.. 12 13.. 15 

16 3 1.. 12 13.. 16 

17 4 1.. 12 13.. 17 

18 5 1.. 12 13.. 18 

19 etc. 

t This expression is disregarded if i, ºult <1 

Table 9-17 The calculation strategy of the ORTIIOG subroutine 
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The Master processor has a special role to perform in the ortho-normalisation 

procedure. This processor is allocated the vector ((mult x Np)+l) at the beginning of 

each computational cycle, which is completely ortho-normalised and stored on the 

Master along with the previously calculated vectors from previous computational 

cycles. Thus once the Master processor has calculated vector ((mull x Np)+1), it is 

the only processor in the network that has the entire set of ortho-normalisation 

vectors from 1 to ((mull x Np)+l). Hence the other processors in the network can 

only orthogonalise their allocated vector up to vector ((mult-1) x Np) or limit. 

Once the locally calculated partially orthogonalised solution V(i)' is obtained on the 

allocated processor, this partial solution is communicated to the Master processor 

that completes the ortho-normalisation of the vector using the newly stored ortho- 

normalised vectors. Hence, the Master calculates from limit+l to I, for all the (NP-l) 

vectors that are partially calculated on the Slave processors. 

At the end of each computational cycle, the Master processor uses the Finger 

communication network to distribute the last Np ortho-normalised vectors to the 

network of Slave processors. 

There are two important points to be noted for the Cyclic Distribution Method for the 

development of the solution. 

Firstly, the method used for the distribution of the Np solutions was the Finger 

communication network, which was shown in PREDIC to have significant 

advantages over the Farm communication networks, mainly due to its ability to 
`displace' data bottlenecks. 

Secondly, as the subroutine progresses through several computational cycles in the 

particular example, the amount of locally stored data increases. After the first 

computational cycle, each Slave processor contained 6 (Ne) ortho-normalised 

vectors, which are used to partially orthogonalise the next allocated vector, in 

subsequent cycles each processor would locally store 12,18,24 vectors, etc. This 

means that for this increase in the amount of locally available data, a large proportion 
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of the calculation effort required to ortho-normalise a vector can he IwIlornu"d 

locally. Irrcing the Master processor to serve the rest of the network when regIuired. 

Table 9-I8 helow shows the performance indices for two different intplrntrntaIiuns 

of the ORTIIOG subroutine. Both use the I nt topolo"-, y to receive data and Ihr 

linger topology to distribute data; the only dillerence between the two methods is 

that in OR'I'IIO(2 the Master processor is allocated the last vector in each 

computational cycle (i. e. 6.12,18 etc. ), while in OR'I'lIO(;.; the Master processor is 

allocated the first vector in each computational cycle (i. e. 1,7, I; etc. ) 

Processor Array nproc 

SERIAL 

2x2 

3 X2 

3 X3 

4x3 

I 

4 

6 

9 

12 

4x4 16 

4x8 32 

2.84 

2.86 

2.95 

3.7-1 

3. -1ti 
3.3() 

'I'ahlc 9-18 Shccd-uh factors for various conthinations 01' parillclisation methods 

13y exanlininýg Table 9-18 and Figure 9-24, it is quite clear that the ddil leient methods 

used for the allocation of vectors have a considerable effect on the speed of the 

subroutine. The associated network efficiencies are given in Figure 9-25. 
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9.3.4 BACKSUB & FORSUB - Auxiliary Matrix Routine 

The BACKSUB and FORSUB routines typically account for approximately 20% and 
12% of the iterative section of the SI algorithm respectively, Figure 9-16. The 

function of these routines is to perform back-substitution and forward-substitution of 

the current trial eigenvectors, to effect the pre-multiplication process (Refer to 

Jennings[63.. 65]). Since both these routines consist of a series of operations 

performed independently on a particular eigenvector, it was possible to simply divide 

the total amount of calculation tasks among the network in a manner similar to the 

PREDIC routine. Unlike the previously discussed PREDIC & ORTHOG subroutines 
both the routines performed exactly the same number of operations per eigenvector 
irrespective of the eigenvectors position within the global set. 

Similar to the PREDIC routine, the simplest way to divide the total amount of 

calculation effort among the network is an even division of the total work. This 

method was implemented in both routines. Once the individual processors had 

completed their share of the total computation, the Master processor recovered the 

solutions using the Farm topology from each Slave processor in turn. Finally the 

Master processor broadcast the total solution to all the processors in the network 

using the Finger topology. 

The result of this simple modification to both the BACKSUB and FORSUB routines 

was a Performance Index for both routines of between 2 and 3, depending on the size 

of problem being attempted and the size of the processor network, thus justifying the 

effort spent in parallelising these subroutines. 
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9.3.5 Conclusions for Parallelisation of Eigenvalue Analysis 

There are several general conclusions that can be draw from the work in parallelising 

the Simultaneous Iteration eigenvalue algorithm. Firstly, it has been shown that by 

studying the specific structure of various algorithms, considerable reductions in 

computer analysis time can be achieved. 

Secondly the development and implementation of efficient communication 

topologies that utilise and generically `self scale' themselves can on their own 

introduce a considerable improvement in the computational efficiency of the 

algorithm. However, if combined with a relatively efficient method of distributing 

the tasks around the processor network, the potential gains can be considerably 

larger. 

Thirdly, as has been demonstrated in the parallelisation of the BACKSUB and 

FORSUB subroutines, which perform simple independent calculation using a clearly 

defined algorithm structure, there can be a considerably improvement by even the 

most basic parallelisation of the serial codes. 

Finally, and most significantly, all the above parallelised routines exhibit a speed-up 

of scale. This means that as the problem to be solved becomes larger, the potential 

improvements in the network performance increase. This increase is non-linear and 

for several of the routines the limit of the improvement has as yet not been reached, 

even when solving a model with a large number of degrees of freedom. 

The main objective of parallelising the various subroutines within the simultaneous 

iteration algorithm was to attempt to minimise the time required for each iteration 

through the algorithm and fundamentally, to reduce the total time required in solving 

a specific problem. Figure 9-27 & Figure 9-26 show the results for the explicitly 

parallelised subroutines and all the subroutines within the algorithm respectively. 

Note, that in Figure 9-26 the performance indices for the three non-parallelised 

subroutines are greater than unity, this is due to the optimisation option being used 

when compiling the serial codes. By examining Figure 9-27, it is possible to 

determine the effect the parallelisation had upon the total algorithm. The 
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performance index for the total cycle stays above 3 for the majority of analysis, and 

never drops below 2. Hence, it would be reasonable to say that for this particular 

problem, the total solution was obtained in less than half the time, or the 

parallelisation resulted in an improvement greater that I00%Yo. 
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Figure 9-26 The Performance Indices for the Parallelised Simultaneous Iteration 
Algorithm (N= 116, M=76) on a3x3 processor network. 

6.0 

5.0 

4.0 

3.0 

2.0 

1.0 
0 2 4 6 8 10 

Iteration Number 

12 14 16 18 

Figure 9-27 The Performance Index for the Parallelised Subroutines within the 
Simultaneous Iteration Algorithm (N= I 16, M=76) on a3x3 processor network. 
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9.4 General Conclusions on Parallelisation 

The results obtained for the parallelisation of both the time history algorithm and 

eigenvalue algorithm indicate that there is potential for considerable reduction in the 

time required in performing a specific analysis. 

The results for the time history algorithm showed an improvement of around 28 % in 

the time required to perform a single iteration. This would suggest that if the 

parallelised codes ran the same algorithm, they would complete the analysis 28 % 

quicker than the serial version. However, if the Newmark integration scheme was 

replaced with a method that required less iterations per time step, the potential 

reduction in the duration of an analysis would have a lower bound of 28 % and an 

upper bound possibly significantly larger. 

The above conclusion, while valid for the specific algorithms implemented within 

ANSUSP, may not be generally applicable to other programs involving other 

integration schemes. In this specific case, due to the clear parallel structure of 
RESVEC, the routine was `hard-coded' to the processor network. That is each 

processor was explicitly given a task to perform and given instructions on how to 

perform it. This method was found to be necessary due to the considerable amount of 
data that was required to be passed to and from each Slave processor. 

In Section 8.1.2, it was found that each processor could calculate considerably faster 

that the processor network could communicate the same amount of data. The 

implication of this being that the algorithm structure that would show the greatest 
improvement, is the one that requires to communicate a small amount of data to 

perform a long calculation. This is the antithesis of the structure of the time history 

algorithm parallelised within ANSUSP. 

The Simultaneous Iteration algorithm on the other hand has exactly the desired 

structure. The relative magnitude of the communication within the network was 

almost negligible compared with the duration of the calculations. Hence, this 

algorithm showed considerable improvements, the average reduction in analysis time 

being 66 % with a peak of around 75 %. These considerable reductions were partially 
due to the generic nature of the implemented algorithm, allowing it to internally 
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decide how to solve the current iteration within the analysis. This flexible self- 

scaling structure allowed the algorithm to optimise every iteration of the problem, 

resulting in the smallest possible analysis duration. 
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Appendix 1 Derivation of Characteristic Displaced Shape from 

Complex Conjugate Eigenvalues and Eigenvectors 

For a real non-symmetric general matrix the eigenvalues and corresponding 

eigenvectors are of complex conjugate form 

?, =µfico 4=ptiq 

The characteristic motion of the structure can be calculated from these complex 

conjugate components as follows 

ý(t)=(a+ib)e6`+")`(p+iq)+(a-ib)eý`-'wi`(p-ig) 

Where a, b are arbitrary constants of integration. 

Re-arranging this expression and simplifying we obtain 

fi(t) = e" 
le"°" (a + ib)(p + iq) + e-'°" (a - ib)(p - iq)} 

(t)=e'"{e"'(ap-bq+i(aq+bp))+e-"' (ap-bq-i(aq+bp))} 

Grouping common sub-expressions 

4(t) = e'" 
{(ap 

- bq)(e'°" + e-"') + i(aq + bp)(e'°" - e-l" )} 

Noting the two identities 

(e" + e-"°") _ (Cos(wt) +i- Sin(wt))+ (Cos(-(ot) +i- Sin(-cot))= 2Cos(cot) 

(e"0 - e-"o`) _ (Cos(wt) +i- Sin(wt))- (Cos(-wt) +i- Sin(-wt))= 2i " Sin(wt) 

We obtain 
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ý(t) = e'12Cos(cat)(ap - bq) +i " 2i " Sin((ot)(aq + bp)} 

Which is reduced to its final form 

4(t) = e'" {W, " Cos(cot) + W2 " 5in(wt)} 

Where 

W, = 2(ap - bq) W2 = -2(ag + bp) 

If the arbitrary constants of integration a&b are set to equal a= b= -1/2 the weighting 
functions reduce to 

W, =(q - P) W2=(q+p) 

Note: - The solution of this expression for the characteristic equation quoted in 

Jennings[62], is incorrect. In his formulation the weighting functions are 

given as W, = -(p - q) and W. = (p - q), these solutions are unobtainable 

with two weighting functions. 
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