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Summary 

AC electrokinetics is the phenomenon of induced motion in polarisable particles 
by the use of alternating electric fields. Rotational motion, referred to as 

electrorotation, is induced by rotating electric fields, whilst lateral motion, 

referred to as dielectrophoresis, is induced by non-uniform electric fields. 

The work presented in this thesis covers a range of applications of AC 

electrokinetics. Electrorotation was used to investigate the changes in the gross 

biophysical properties of fibroblast like cells following infection with Herpes 

Simplex Virus type 1. Changes in the biological properties of the cells were 

correlated with the known biophysical life-cycle of the virions. Electrorotation 

was also used to study the effect of using antibodies to couple virions to the 

surface of polystyrene beads. The results indicated that electrorotation was likely 

to be applicable to the detection of virus using appropriate antibody-coated 

polystyrene beads. Analysis of the experimental results showed that 

dielectrophoretic methods would be better suited to the detection of virus 

complexed polystyrene beads. 

To obtain accurate results from electrorotation spectra requires that the electric 

field distribution in the electrorotational electrode is known. An experimental 

map of the torque distribution within an electrode array showed good correlation 

with a numerical model in which the both the phase and magnitude of the electric 

field was taken into account. 

Dielectrophoresis has been used for the separation and enrichment of cell 

populations. However, such separation techniques require exposure of the cells 

to high electric fields that could affect the normal physiology of the cells. To test 

for this, a range of possible biological effects were screened for. The results 
indicate that electric fields are possibly associated with the perturbation of 

cellular events. These results are considered to be the first step in understanding 

the effects of dielectrophoresis on the biological and biochemical properties of 

cells. 
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Chapter 1: Introduction and scope of work 

1.1 Introduction 

AC electrokinetics is the motion induced on micron and sub-micron particles 

through the application of alternating electric fields. The study of this 

phenomena is of interest to researchers in a wide range disciplines and the topic 

is being pursued for its potential applications in areas such as medical 
diagnostics and treatment, as well as for example, the detection of parasites in 

water supplies. 

It has long been known that electric fields can induce lateral motion in particles, 
for example Hatescheck and Thorne [1] observed the motion of nickel particles 

that was suspended in toluene and benzene, when exposed to a non-uniform 

electric field. Pohl named this type of motion dielectrophoresis in 1951 [2], and 
later wrote a detailed study of the phenomena [3]. Another type of motion was 

observed by Lang [4] in 1906, who was able to demonstrate that the direction of 

rotation of an insulating dielectric cylinder exposed to a rotating electric field 

depended on the conductivity of the suspending medium. It was not until 1982 

that Arnold and Zimmermann [5] used this method for inducing rotation of 

single cells, thus making it possible to obtain reproducible measurements of cell 

response to rotating electric fields. Leading to the development of the method of 

electrorotation for single cell dielectric measurements. Electrorotational and 
dielectrophoretic motion are closely connected, with electrorotation having its 

physical origin in the phase component of the effective dipole moment of a 

particle, while dielectrophoresis arises from the real component of such a dipole 

moment. 

Dielectrophoresis can be explained by considering a polarisable particle exposed 

to an electric field. The electric field causes charge to build up at the interface 

between the surface of the particle and its surroundings, causing it to polarise. 
The nature of the charge build-up is determined by the dielectric properties of the 



particle and its surroundings. If the polarisibility of the particle is greater than its 

surroundings, then the dipole moment will be in the direction of the applied 

electric field and the resulting motion is referred to as positive dielectrophoresis. 

Conversely, if the polarisibility of the particle is less than its surroundings, the 

dipole moment will be in the opposite direction to the applied electric field and 

the resulting motion is referred to as negative dielectrophoresis. 

If the electric field is uniform then the charges will be arranged in such a manner 

that the forces on a dielectric particle cancel each other out and the particle will 

not experience a net force. Thus, in order for a polarisable particle to experience 

a net force it needs to be exposed to a non-uniform electric field. As a result of 

variations in the electric field gradient, the particle will experience different 

charge densities at different points. The result is that the individual forces no 

longer cancel each other out and the particle experiences a net force induced by 

the non-uniform electric field [3,6-10]. This motion has become the focus of 

numerous attempts at developing new methods of cell sorting and differentiation 

[11-13]. 

Electrorotation is the continuous rotation of a polarisable particle exposed to a 

rotating electric field. Reproducible experiments of rotation of particles during 

dielectrophoretic pearl chain experiments was observed by Zimmermann et al 
[14]. This was later suggested to be a result of dipole-dipole interaction between 

adjacent particles [15] as a result of a phase delay in the dipoles with respect to 

the applied field. These observations lead to the realisation that rotating electric 

fields could cause single cells to rotate. Leading Arnold and Zimmermann [16] to 

introducing the technique of suspending particles in a rotating field, creating a 

practical method of inducing rotational motion of single cells, from which 

information of the cell's dielectric parameters can be obtained. 

Electrorotation occurs when a dipole is induced in a particle by a rotating electric 

field. When an external electric field is applied to a polarisable particle the 

dipole moment induced in the particle will initially not be aligned with the 

electric field. After a given time, the dipole moment will align with the electric 

field. If the electric field is rotating the induced dipole moment will continuously 
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be trying to align with the electric field, causing the particle to experience a 

continuous torque (e. g. [17]). The direction of the rotation is determined by the 

phase angle between the dipole moment and the electric field. If the phase 
difference is less than 180° the particle rotation will follow the applied electric 
field, this is referred to as co-field rotation. However, if the phase difference is 

greater than 180° the quickest way for the dipole moment to relax is by rotating 

counter to the electric field, causing the particle rotation to be in the opposite 
direction of the applied electric field, this is referred to as anti-field rotation. 

The rate and the direction of rotation of a particle exposed to rotating electric 

fields depends on the dielectric properties of the particle and its surrounding 

medium. Since the dielectric parameters of a particle will, in general, exhibit 
frequency dependent behaviour, electrorotation can be used as a means of 

studying the dielectric properties of individual particles. This has proved to be a 

useful tool in the characterisation of the dielectric properties of a range of 
biological particles. 

1.2 Scope of work 

In this thesis the effect of infecting Baby Hamster Kidney fibroblasts with 
Herpes Simplex Virus, type 1 was investigated using electrorotational methods. 

The results of the investigations are analysed with respect to the known life-cycle 

of the virus. The rapid detection of the Herpes Simplex Virus, type 1 would be a 

valuable contribution to the treatment of virus. To this end experiments were 

performed in which the virus was attached to polystyrene beads so that the effect 

of the virus can be studied with a view to the development of electrorotational or 

dielectrophoretic detection methods. The electrodes used in this work generate 

non-uniform electric fields and knowledge of the electric field distribution is 

important in order to obtain accurate results. Therefore torque mapping in an 

electrode was performed and the results used to verify the numerical model 

proposed by Hughes et al [18]. Electrorotation measurements are often used in 

the development of dielectrophoretic cell sorting systems (e. g. [19]). In such a 
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system cells are exposed to electric fields at high frequencies and such fields 

might affect the physiology of cells. It is therefore of importance to determine 

the cellular effects of exposing cells to dielectrophoresis, and measurements of 

such effects were made. 

1.2.1 Electrorotation studies of Baby Hamster Kidney fibroblasts infected with 

the Herpes Simplex Virus, type 1. 

The technique of electrorotation has been used to study the dielectric properties 

of a number of biological particles [17,19-33]. There are a number of examples 

where electrorotation has been used as a non-invasive method to probe the 

changes in the dielectric properties of cells and micro-organisms when subjected 

to stimuli or challenged by infection or parasitic invasion. Some examples 
include observations of the differences in the membrane capacity and 

conductivity of fertilised and unfertilised rabbit oocytes [30], the time-dependent 

interaction of erythrocytes with influenza virus [27], as well as the changes in the 

dielectric properties of lymphocytes following stimulation with mitotic agents 

[32]. 

In this thesis the time dependent changes in the dielectric properties of Baby 

Hamster Kidney fibroblasts (BHK(C-13)) following infection with the Herpes 

Simplex Virus, type 1 (HSV-1) were observed using electrorotation. The aim of 

this study was to determine if viral infection of a cell manifests itself in changes 

in the gross physiological parameters of the cells. The study was expanded to 

include measurements of protein profiles and scanning electron microscope 

images of cells. The results were analysed in terms of the known biophysical 

life-cycle of the virus. The possibility of developing methods for the separation 

of infected and non-infected cells is also discussed. 
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1.2.2 Attachment of HSV-1 to polystyrene beads. 

When a polystyrene bead is coated with a protein layer, the surface properties of 

the bead changes. These changes are reflected in the dielectric properties of the 

bead, which in turn produces changes in the electrorotation spectrum of the bead. 

In this work beads were first coated with anti-mouse IgG, then with monoclonal 

mouse anti-HSV-1 IgG to which HSV-1 virions were attached. At each stage the 

electrorotational spectra of the beads were obtained. The results of each stage 

were analysed with a view to ascertaining the possibility of developing a method 

for detecting HSV-1 virions in solution. 

Classical diagnostic procedures for the detection of HSV-1, such as direct 

visualisation of virus particles by electron microscopy, virus growth 

characteristics on susceptible cells and immunofluorescent detection, often 

necessitates isolation and cultivation of the virus, which is usually a long and 

uncertain procedure. These methods have to a large extent been superseded by 

immunological and in particular by nucleic acid based techniques. All these 

current methods have some drawbacks and most require skilled operators. 
Therefore approaches based on changes in the AC electrokinetic properties of 

particles promise a rapid, sensitive and quantitative new method. 

1.2.3 Rotation mapping of planar microelectrodes. 

During electrorotation measurements it is important to know the electric field 

distribution across the electrode. Time-invariant electrostatic field mapping have 

been performed [18,34,35] and there have also been attempts at field mapping 

using cm scaled electrodes [34,35]. A more comprehensive numerical study of 

the electric field generated by electrorotation electrodes was presented by 

Hughes et al [ 18] and in this study both the magnitude and phase of the electric 
fields were taken into account. In order to verify this simulation experimentally, 

measurements of the spatial variation of electrorotational torque within a 

polynomial electrode [36] were performed. The rotation rate of elliptical latex 

beads was measured at a large number of different discrete positions within an 
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electrode. The spatial variation in rotation rate was analysed and the results 

compared to the predictions made by Hughes et al [18]. 

1.2.4 Cellular effects of electric fields. 

With dielectrophoretic methods it is possible to move cells towards high field 

regions or away from high field regions and the method can be used as a tool to 

separate different cell types or to enrich cell sub-populations. This technique 

holds great promise for the development of new cell sorting technologies and in 

recent times several systems of cell separation have been developed. For 

example, Talary et al [11] used dielectrophoretic methods to obtain a six-fold 

enrichment of CD34+ cell subpopulation from bone marrow and peripheral 
blood stem cells without the need for initial chemical treatment associated with 
immunoadsorption techniques. Gascoyne et al [12] reported dielectrophoretic 

separation of MDA-231 human breast cancer cells from blood with 100% 

efficiency, while the tumour to normal cell ratio was reported to be in excess of 
1: 1x105. 

If dielectrophoresis is to be used to manipulate cells that may subsequently be 

used for clinical proposes it is important to investigate the nature and extent of 

any cellular responses to dielectrophoretic manipulation. Identifying such effects 
is clearly important in ascertaining the viability of dielectrophoretic cell sorting 

technologies. It is well known that cells are capable of exhibiting very rapid and 

quantifiable responses to a range of stimuli. Since there are not any appropriate 

precedents that suggest an obvious subcellular system as a potential target for the 

dielectrophoretic field, a spectrum of possible resultant effects were investigated 

using a range of different biological investigations. These include scanning 

electron microscopy, alterations in cell-cycle control system dynamics and a 

MTT mitochondrial stress assay. Alterations in gene expression was tested at 

two levels. Firstly. expression of the intermediate-early gene c-fos was 

investigated and secondly, mRNA fingerprinting was carried out using sets of 

random primers as an assessment of non-specific gene transcription. This work 

was performed in colaboration with Dr S. Britland (University of Bradford, 
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School of Pharmacy), T. T. Li (University of Glasgow, Department of Cell 

Biology) and Dr A. T. Evans (University of Bradford, School of Pharmacy). 



1.3 Summary 

In order to determine if viral infection of a cell manifests itself in changes in the 

gross physiological parameters of the cells, electrorotational measurements were 

performed on BHK(C-13) cells at different times after infection with HSV-1. 

The results of these measurements, as well as of scanning electron microscopy 

and protein profiles were analysed in terms of the known biophysical life-cycle 

of the virus. HSV-1 virions were attached to antibody coated polystyrene beads 

and the effect on the dielectric properties of the beads were investigated using 

electrorotational methods. The results were analysed with a view of developing 

a new method for detection of HSV-1 in solution. The electric field distribution 

in an electrorotational electrode was measured using an experimental torque map 

and the distribution was favourably compared to a numerical model presented by 

Hughes et al [18]. Exposing cells to electrical fields raises concerns about 

possible cellular effects of such manipulation. In order to quantify the possible 

cellular effects of dielectrophoretic manipulation of cells, a spectrum of possible 

resultant effects were investigated using a range of different biological 

investigations. 
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Chapter 2: AC Electrokinetics - Theoretical Aspects 

2.1 Introduction 

AC Electrokinetics describes how externally applied alternating electric fields 

can induce motion in particles. Cell and particle movement occurs as a result of 

externally applied time varying electric fields and is dependent on the induced 

polarisation of the field-exposed cells or particles. By using micro-fabrication 

methods it is possible to create electrodes that generate electric fields capable of 

inducing motion in dielectric particles, the motion can be lateral if the electric 

field generated is non-uniform or rotational if a rotating electric field is 

employed. The direction and speed of the resulting motion is dependent upon the 

properties of the dielectric particle and its suspending electrolyte, as well as the 

applied electric field. Using a suitable dielectric model for the particle and 

analysing the response of a particle to an applied electric field, information can 

be obtained about the nature of the dielectric particle upon which motion is 

imparted. 
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2.2 Polarisation 

Polarisation is the ability of materials to acquire a dipole through the action of an 

external electric field [1]. Materials in which an external electric field can induce 

dipoles are referred to as dielectrics. In a dielectric material there are charges 
bound to atoms or molecules and these can only be forced to move minute 
distances by the application of an external electric field. The field causes 

positive charges to move one way and negative charges to move in the opposite 
direction, a dielectric in which such a displacement has taken place is said to be 

polarised. Some molecules possess a permanent dipole and in a material 

consisting of such molecules the dipoles align with an externally applied electric 
field, causing the net dipole moment of the material to increase. 

2.2.1 Electric polarisation 

In a material, where the average dipole moment vector is p and there are N 

dipoles per unit volume, then 

P=Np (1) 

is the electric polarisation. Within a dielectric, polarisation causes charges to 

accumulate. These are referred to as bound charges; the bound volume charge 

density Pb of a dielectric is given by: 

Pb=-7') 

2.2.2 Basic polarisation processes 

(2) 

There are three basic mechanisms by which an external electric field can induce 

dipoles in a homogeneous dielectric material. Electronic polarisation occurs 

when the centre of charge of the electron cloud in a molecule moves slightly with 

respect to the centre of charge of the nuclei. The displacement is minute, even 

on an atomic scale, typically 10-8 times the diameter of an atom. Atomic 
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polarisation is a result of ions, of different signs, moving in different directions 

as a result of an applied electric field. Orientaional polarisation occurs when 

polar molecules align in an applied electric field, causing the dielectric to 
become further polarised. The alignment is partially disrupted by collisions 

caused by thermal agitation. 

2.2.3 Gauss's Law 

In a volume v that contains various dielectrics, the total charge Q within v is 

given by Q=Qf+ Qb 
, where Qf is the total free charge and Qb is the total 

bound charge. When there are no surface charges on v then Gauss's law relates 

the outward flux of the electric field E through the surface of area A to the net 

enclosed charge Q by: 

f E"dA- 
Q (3) 

A 
EO 

where dA is the vector normal to a small element of the surface and co is the 

permittivity of free space. 

In the case where the volume v lies inside the dielectric, Gauss's law can be 

expressed in differential form: 

v-E='° 
Co 

where p= Pf + Pb is the total charge density. 

(4) 
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2.2.4 Laplace's and Poisson's equations 

If E= -V V is substituted in to the differential form of Gauss's law. then it 
follows that 

_CO (s) 

This is Poisson's equation for the potential V in dielectrics. In a region where 
the total charge density p= Pf + Pb is zero 

o2V=0 

This is Laplace 's equation for dielectrics. 

2.2.5 Electric flux density 

(6) 

Combining the differential form of Gauss's law and the expression for the bound 

charge density within a dielectric gives: 

V "(coE+P)= pf (7) 

The vector D is defined as 

D=E0E+P (8) 

and is such that its divergence is equal to that of the volume free charge density. 

It is referred to as the electric flux density. As a result: 

v- D=pf (9) 
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2.2.6 Electric susceptibility and relative permittivity 

In most dielectrics P is proportional to E and points in the same direction, such 
dielectrics are linear and isotropic. Then 

P=Eo%eE 
(10) 

for which xe is electric susceptibility of the dielectric. In linear and isotropic 

dielectrics 

D=EoE+P=e0(1+, re)E=coerE (11) 

where Er =I+ Xe is a dimensionless number, the relative permittivity of a 

dielectric. 

2.2.7 Real dielectrics and complex permittivity 

Some dielectrics are close to ideal, they are homogeneous, linear, and isotropic, 

their conductivity is close to zero and their relative permittivity is virtually 
independent of frequency, i. e. they have a constant permittivity. However, this is 

generally not the case. 

Consider a parallel plate capacitor of surface area A, where the plates are 

separated by a distance s, connected to a voltage source with a potential V and 
frequency f as illustrated in figure 1: 
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Figure 1: Parallel plate capacitor with an applied voltage of frequency f. The plates are of area, A 

separated by a distance s, the gap is filled by an ideal dielectric. 

For a capacitor that consists of an ideal dielectric, the impedance is given by: 

Z= 
l 

IwC 

where j= ,ýI, co is the angular velocity of the potential and the capacitance C 

is given by 

A 
EoEr 

s 

V(f) 

(12) 

(13) 

Most real dielectrics exhibit more complicated behaviour. They are partially 

conducting and as such are said to be lossy. If a parallel plate capacitor, as 

illustrated in figure 1, contains a lossy dielectric then the capacitor is equivalent 

to a circuit containing an ideal non-conducting dielectric of capacitance C, 
, 

in 

parallel with a resistor of resistance R, , where the resistance is given by: 

R, _ 
S 

(14) 
6A 
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where a is the conductivity of the dielectric. The total impedance of such a 
circuit is given by: 

R, 
1+ jwR, C, 

(15) 

Comparing this expression to the impedance of an ideal capacitor (equation 

(12)); replacing R, with equation (14) and C, with the expression for the 

capacitance of a parallel plate capacitor (equation (13)), yields an expression for 

the capacitance of a parallel plate capacitor consisting of a lossy dielectric: 

C=c 
s 

(16) 

where the term E" replaces the permittivity 6= E0Er in equation (13). The term 

E" is referred to as the complex permittivity of a lossy dielectric, and is: 

.6 6 =CA-J- 
Ct0 

(17) 

This is a convenient to way express the conductivity terms of a dielectric 

exposed to an alternating electric field [2]. 

If the complex permittivity has an imaginary component then there is and 

absorption of energy and associated joule heating in the dielectric. The rate of 

conversion of electrical energy to heat is proportional to the imaginary 

component. 
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2.3 Further Polarisation processes 

The rate at which polarisation occurs is finite, so if an external electric field is 

changing rapidly then the dipole may no longer be able to keep up with the 

electric field. This leads to a reduction in the polarisibility of a material 

compared to low frequency values [3]. Such a reduction in polarisibility is 

referred to as a dielectric relaxation, and this depends on the nature of the 
dielectric material as well as on the way a dielectric system is assembled. 

In a dielectric system consisting of different dielectrics there are several different 

processes that cause the dielectrics to polarise as a result of an applied electric 
field. These include the three basic polarisation processes: orientational, atomic 

and electronic polarisation, as well as polarisation caused by interfacial processes 
in heterogeneous materials. Therefore variations in the permittivity of a 
dielectric occur as the frequency of the applied electric field changes. Atomic 

relaxations occur at the same frequencies as the natural vibrations of a molecule 
(infrared range at about 1014Hz), electronic relaxations occur at the higher 

frequencies of the electronic transitions within an atom (visible and higher). 

Orientational polarisation processes will in general have a relaxation frequency 

that is lower than that of the atomic and electronic polarisations. The 

orientational relaxations depend largely on the immediate environment of the 

molecular dipole, as described by Debye [4] type relaxations. An example of 

these dielectric relaxation processes is illustrated in figure 2. 

20 



E 

orientational 

atomic 

electronic 

>> E 

1 00 1 05 1 010 1 015 1 020 
Frequency 

Figure 2: Variations of the dielectric parameters CI 'C 
it with the frequency for the interfacial, 

orientational atomic and electronic dielectric dispersion processes. The frequencies shown are 

examples for the different relaxations. The figure is not to scale. 

The atomic and electronic polarisations processes have relaxation frequencies 

that are high enough for the polarisation they cause to be unaffected by the 

angular velocity of the electric fields used in this work. They can therefore be 

considered to be constant at all the frequencies of the applied electric field. 

2.3.1 Debye relaxations 

In a homogeneous dielectric material, polarisation is caused by the movement of 

charge to create dipoles or by alignment of individual dipole moments. As the 

slowest polarisation mechanism in a homogeneous dielectric material is usually 

dipole reorientation, it is usually the first polarisation term to disappear as the 
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frequency of an applied electric field is increased. In the frequency range where 
the orientational polarisation process undergoes a dielectric relaxation. the 

electronic (xei) and atomic (xa) polarisations remain unchanged, and they can 

therefore be regarded as constant. The polarisation caused by these polarisation 

mechanisms is given by Pel = EOxe1E and PQ = E0xaE for the electronic and 

electrical polarisation mechanisms respectively. The total polarisation is given 
by Pc =Pel+"a. 

The polarisation due to dipole orientation is given by Por = 6üXorE , and this 

changes with the frequency of the applied electric field. As a consequence, in the 

low frequency limit, the total polarisation is: 

P=Por+P, 

While in the high frequency limit the polarisation reduces to 

P=Pc 

as a result of the orientational polarisation term disappearing. 

(18) 

(19) 

It can be shown [3] that this change can be described as a frequency dependent 

polarisation: 

P(1v) = Po,. (w) + PC = -Co . Z'or +. Z', E (20) 
1+jonor 

corresponding to the dielectric having a complex permittivity given by: 

G* =Fix, 
`1 -`3, 

1+J(Ofor 
(21) 

where ror is the characteristic relaxation time of the macroscopic dielectric 

relaxation mechanism. e, is the permittivity at the low frequency limit. while e 
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is the permittivity at frequencies high enough for orientational polarisation to 

have disappeared. The complex dipole moment consists of a real and an 
imaginary component: 

(22) 

The real component is given by: 

=Eý+ 
k2 

(23) 
l+w zor 

While the imaginary component is given by: 

c (24) E" 
(6 

- c- 
1 +(O2r 

r 

These are known as the Debye equations, an example of the frequency 

dependence of E' and e" is illustrated in figure 3. 
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Figure 3: Variations in the real and imaginary components of the complex permittivity with 

frequency of an applied electric field, as given by equations (23) and (24) respectively. The low 

and high frequency limits were set to c, = 50 and c., = 25 and the characteristic relaxation 

time to r0 =1.67 x 10-6 seconds. 

2.3.2 Interfacial Dielectric Phenomena: Maxwell-Wagner Polarisation 

Debye relaxations occur in homogeneous media. However, many systems are 

not homogeneous, but contain several different dielectrics and as such are 

heterogeneous. In general, a heterogeneous medium exhibits frequency 

dependent dielectric and conductive properties that are different from those of 

the constituent components. Such dispersions are known as Maxwell-Wagner or 

interfacial polarisations [3]. 



The simplest example of such a heterogeneous system is a parallel plate capacitor 
that consists of two parallel slabs of different dielectrics, as illustrated in figure 4. 
One dielectric has a thickness given by d, 

,a conductivity of a, and a 

permittivity of e, , for the other these parameters have values given by d, , a-, 
and 62 . The total thickness of the dielectrics is given by d=d, + d2 . 

.4 00. 

Figure 4: Parallel plate capacitor with an applied voltage of frequency_f. The plates are of surface 

area A. The gap is filled by two real dielectrics of thickness di and d2, the dielectrics are defined 

by the permittivities sl , EZ and conductivities 61,6Z respectively. 

The physical mechanism by which interfacial polarisation occurs can be 

explained in terms of the non-uniform distribution of charges across the interface 

between the two differing dielectrics. In order to achieve continuity of current in 

the differing dielectrics is a charge carrier discontinuity exists at the boundary of 

the two dielectrics. The build-up of charge at the interface causes polarisation in 

the dielectric system, this polarisation is frequency dependent and is the origin of 

interfacial relaxations for a heterogeneous system. 

By assuming that 6, is negligibly small and that c, 6, and c, are frequency 

independent, it is possible to obtain a simple expression for the behaviour of the 

dielectric system. The system can be regarded as two capacitors in series, for 

which the total capacitance can be found by using [3]-. 
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I-1+1 
--- C Cl C2 

The capacitance of the two capacitors are given by: 

c, = 
and 

C= 
AC°-62 

d2 

j61 

AEo 6, - WEo 

d, 

(25) 

(26) 

(28) 

The expressions for Cl and C2 gives a total capacitance given by: 

c= 

AEOE2 E1 
J61 

WE0 
(29) 

d2 E, -J 
6' 

+d, E2 
(0eo 

From which it can be seen that in the low frequency limit (co - 0) the effective 

permittivity is given by: 

E, d 
. E1 =d 

ford=d, +d2. 

(30) 

While for the high frequency limit (w -> oo) the effective permittivity is given 

by: 

c, E, d 
E" d, e1 + dje, 

(31) 
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from which it can be seen that . 6, > e,,, indicating that the system exhibits a 

dielectric dispersion. 

From a full analysis of the two layer system it can been shown that the dielectric 

dispersions of a two layer system can be described in terms of Debye equations 

[5], leading to the following expressions for the dielectric parameters in the two 

layer system: 

. 61 
E= Car- +-- 

600 (32) 
1 +an 

and 

ell 
)COT 33, 

1+w2T2 

with 

E_ 
d(E, d, 6Z +e2d2a1) (34) 

(ß, d2+ 62 d, )2 

=- 
de'e2 (35) 

°° (s, d2 +e2d, ý 

and 

r= 
co(sidi +ezd-, ) (36) 

6, d, +6, d, 

The conductivity of the interfacial system as a whole is given by [51: 

d6, o1 
ý_ (37) 

6, d, +62d, 
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2.4 Dielectric Particles in an external electric field 

When a polarisable particle is exposed to an electric field, charge builds up at the 
interface between the surface of the particle and its surroundings, causing the 

particle to polarise. As a result of the polarisation of the particle, the electric 
field is perturbed in the vicinity of the particle. By studying the effect the 

polarised particle has on the electric field an expression for the effective 
permittivity of the particle can be obtained. 

2.4.1 Potential of a particle in an electric field 

When a dielectric material is exposed to an external electric field it polarises (as 

described in section 2.3 above). For the case of a dielectric particle suspended in 

a dielectric medium the medium/particle interface is polarised by Maxwell- 

Wagner type interfacial polarisation. As a result, surface charge is induced, and 

the particle acquires an induced dipole moment. This dipole moment depends 

not only on the properties of the dielectric particle, but also on its interaction 

with the medium in which it is suspended. If the particle is spherical then it can 

be described by a co-ordinate system as illustrated in figure 5. 
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Figure 5: Co-ordinate system used to solve the potential arising from a spherical dielectric sphere 

of radius a suspended in an electric field E. 

To calculate the induced dipole moment, Laplace's equations must be solved for 

a spherical particle. If the particle is insulating and suspended in a dielectric 

medium, with the electric field E(, uniform and the dielectric particle spherical 

with radius a, then the following boundary conditions must be satisfied [1]: 

(1) The potential V is continuous at r=a 

(2) The normal component of D is continuous at r=a 

(3) When r -* ao, l' = E,, rcos8 
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The electric field for a spherical particle is best solved using a spherical co- 

ordinate system (r, 9, o ). In such a co-ordinate system solutions to Laplace's 

equation are expressed in spherical harmonic functions. Using an appropriate 

choice of co-ordinate system it is possible to make the solution independent of 
0. The general solution to Laplace's equation in such a case is: 

) 

V= ý(Anrn +Bnr-(n+l )P (COS 0) (38) 
n=0 

where i� cos e) are Legendre polynomial and An!, Bn are constants. The 

potential inside the sphere is considered independent from the outside. This leads 

the boundary conditions being expressed as: 

V Ir=a 
Vp 

r_a 

_ 
ap ý"' ÖY 

r-Q 
=6p aY 

r=a 

(39) 

(40) 

where V. and Vp are the potentials in the suspending medium and the particle 

respectively, while sm and ep are the permittivities of the suspending medium 

and the particle respectively. The field outside the sphere must satisfy boundary 

condition (c). Therefore the solution for the potential outside the sphere must 

contain the term Vm = -Eor cos B and no other positive power of r. As the 

potential inside the sphere is finite at r=0 there cannot be any negative powers 

of r. From this it can be shown that solutions for the potentials outside and 

inside the sphere take the form: 

l' =E rcos0 
Q3-p- fim 

-1 (41) 
m0 r3 Sp +2em 

Fp=_ 
3Sm 

Eor cos O (42) 
Ep + 2Em 
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2.4.2 Potential of a particle in an electric field - lossy dielectrics. 

If the dielectric is now conducting, the boundary conditions (a) and (c), and 
general solutions still hold. The presence of conductivity terms and charge 
transport to the dielectric interface, which in turn affects the electric flux density 
D in the dielectric must be included. In such a scenario applying Gauss's law 

changes boundary condition (b) to become: 

Eap_m 
av 

P aj" - Ps 

r=a 
aY 

r=a 

(43) 

where p, is the free surface charge density at the interface, which is governed by 

time dependent charge carrier transport. The charge conservation equation can 
be used to relate the rate of change of charge in a volume to the flux of charges 
through the surface bounding the volume: 

aq 
=-v-J at 

(44) 

The current density in a dielectric can be related to the electric field strength: 

J=6E (45) 

Combining the above two equations and using Gauss's law in differential form 

gives a new form for the second boundary condition: 

Öt - 6m 
8r 

r=a 

arp 
- 6P ar 

r=a 

(46) 

In the case of time varying electric fields of the form E= Eoe'(` , then the 

potential 1' and the surface charge density ps are also time dependent. The time 

dependent derivative of p, is then jwp1. The two equations that describe the 

second boundary condition can then be combined to give: 
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=a p av 
=o ar "är 

r=a r=a 
(47) 

where e and e,,,, are the complex permittivities of the particle and the medium 

respectively. The difference between this equation and the boundary condition 
for an ideal dielectric does not depend on position, so the solution to the 
potentials are given by the same equations as for an ideal dielectric, i. e.: 

3 

m -1 (48) Vm = Eor cos B a3 ýp 
* rc+ 26 

pm 

36* 
VP --, mc+ 

26* 
Eo r cos B (49) 

pm 

2.4.3 Effective dipole moment - The Clausius-Mossotti factor 

The potential induced by a dipole of moment peff suspended in a dielectric 

medium of permittivity Emed is given by [6]: 

pej- cos e 
2 

Vdipole 
- 4TCEm Y (50) 

Comparison of the dipole potential with the potential V. around a dielectric 

sphere gives the following expression for the dipole moment: 

Pef- = 4ze EP -cm 3E (51) 

The effective dipole moment of a sphere suspended in a dielectric medium is 

frequency dependent due to Maxwell-Wagner relaxation at the particle-medium 
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interface. The frequency dependence of the effective dipole moment is described 

by the expression: 

ts 

pm K(w) 
6 

£* +2E 
pm 

(52) 

This expression is known as the Clausius-Mossotti factor. The Clausius- 

Mossotti factor is correct under conditions where the characteristic size of the 

electric field is large compared to the size of the sphere and the sphere is 

sufficiently far away from other dielectric objects so that it is not influenced by 

the potential induced by their dipole moments. 
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2.5 Dielectrophoresis 

When a polarisable particle that is suspended in a dielectric medium is exposed 
to an electric field, the particle polarises. The nature of the polarisation is 

determined by differences in the dielectric properties of the particle and its 

surroundings. If the polarisibility of the particle is greater than its surroundings, 
then the resulting polarisation will be in the direction of the applied electric field. 

Conversely, if the polarisibility of the particle is less than its surroundings, the 

resulting polarisation will be in the opposite direction of the applied electric 
field. 

When a particle is polarised by an applied electric field, the charges that give rise 

to the polarisation will experience a force. If the electric field is uniform then the 

forces on the charges in the dielectric particle balance out and the particle will 

not experience a net force. However, if the electric field is non-uniform, then 

there will be an imbalance of forces and the particle will experience a net force. 

The induced force on the particle is referred to as dielectrophoresis [7-12]. The 

direction of the dielectrophoretic force is towards the high field regions if the 

polarisibility of the particle is greater than the surroundings and away from the 

high field regions if the polarisibility of the particle is less than the surroundings 

as illustrated in figure 6. 
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Figure 6. Schematic representation of the polarisation of a spherical particle in a dielectric 

medium in a uniform and in a non-uniform electric field. The case of a particle with polarisibility 

greater than the medium polarisibility is shown on the left and the case of a particle with 

polarisibility less than the medium polarisibility is shown on the right. When the electric field is 

uniform the forces on the charges in the dipole balance and there is no movement. But if the 

electric field is non-uniform there is an imbalance in the force on the charges in the dipole and 

the particles move in the direction of the dielectrophoretic force. If the particle polarisibility is 

greater than the medium, the force is in the direction of the high-field regions, in the case when 

particle polarisibility is less than the medium the force is towards low field regions. 

2.5.1 Derivation of force on a particle 

When a particle is subjected to conditions that causes it to experience a net dipole 

moment, it will have centres of positive and negative of charges that are equal 

but separated by a distance d as illustrated in figure 7. The electric field is 

assumed to contain no contributions from the dipole itself. 
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Figure 7: The net force on a small dipole given by p= qd in a non-uniform electric field. The 

electric field vectors show the direction and magnitude of the electric field at the positive and 

negative charge. 

If the electric is non-uniform then the positive and negative charges will 

experience different electric field strengths [6], giving rise to a total force on the 

particle of: 

F= qE(r + d)- qE(r) (53) 

where r is the position vector of -q. For the case where the magnitude of d is 

small compared to the non-uniformity of the electric field, a Taylor series can be 

used to describe the electric field about the position r as. 

E(r+d)= E(r)+d . VE(r) (54) 
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where terms of order d2 and higher are ignored. In this manner the force on the 
particle can be written as: 

F=gd. VE (55) 

From which the force on a dipole due to the applied electric field can be found: 

0)E (56) 

The above derivation is usually accurate for calculations of the force on single 
particles in a non-uniform electric field where the dimensions of electrodes are 

usually much larger than that of the dielectric particle. 

2.5.2 Time averaged dielectric force 

We have shown that the instantaneous force on a dipole subjected to an applied 

electric field is given by: 

F=(p"V)E (57) 

If the force depends on time as a result of the electric field being time varying 

(E = Eoe "') the dipole moment will vary at the same angular velocity as the 

electric field, but will lag by an angle B The time-averaged force can be found 

using [6]: 

(F) =2 Re[(p " D)E' 

where E* indicates the complex conjugate of E. 

(58) 

The time-averaged force can be calculated using the vector identity that states 

that for two vectors A and B: 
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0(A"B)= (B"O)A+(A"O)B 

+Bx (V x A)+ Ax (V x B) 
(59a) 

If the vectors A and B are electric fields then by the Maxwell's equation that 
states that 

vxE=O (, 9b) 

then the vector identity becomes: 

0(A " B) _ (B 
" 0)A + (A 

" 0)B (59c) 

The electric field used was of the form: 

E= Eoej(<tx-k. x) (59d) 

where Eo is real and depends only on position, t is time, co is the angular velocity 

of the electric field, k is the wave number and x is the position of the vector. 

Also we can write: 

De'(oi-k. x) = _jkei(al-k. x) (59e) 

According to equation (51) p is proportional to E. The dipole moment can 

therefore be expressed as: 

p= a(w)E (59f) 

if a(w) is a scalar: 

a(co) = 47ren, a3K(<. o) (592) 
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Using the above relationships is written as [6-8]: 

(p 
" O)E* = a(c+'(ay-k-x) {(Eo 

. V)Eo }e-; (ay-k. x) 
(59h) 

+ ja(coý (Eo 
, k)Eoe-'(ca-k. a) 

For transverse propagating electromagnetic fields: 

Eo " k=0 (59i) 

As a result: 

(p 
" V)E* = a(w»J(ux-k-z) {(Eo 

. O)Eo }e-; (ca-k x) (59j) 

from which it can be shown that 

(p 
" V)E* = a(a XE0 

"V )Eo (60a) 

Using the same method it can be shown that 

(p` 
" O)E = a(wX E0 "V 

)E, 
) (60b) 

which demonstrates that the position of the complex conjugate does not affect the 

final result. 

Using the vector identity in equation (59c) and the results in equations (60a) and 

(60b), the time averaged can be shown to be. 

ýF\ = 2IrEma3 Re{K(w)}VEö (61) 

Where Re{ } indicates the real part of the Clausius-Mossotti factor. The sign of 

the real part of the Clausius-Mossotti can be either positive or negative. 

indicating that particles can be moved towards high or low field regions 
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2.6 Electrorotation 

The action of an externally applied electric field on a dielectric particle results in 

the particle experiencing an induced dipole moment. Initially the dipole moment 

will not be aligned with the electric field vector and a time delay clearly exists 
between the establishment of the field and the dipole. The induced dipole 

moment vector tries to align itself with the electric field vector, giving rise to a 

torque on the particle. In a static electric field the induced dipole will quickly be 

able to align itself with the electric field, causing the torque to disappear rapidly. 

However, if the electric field is rotating, the dipole will continuously be 

attempting to align itself with the electric field vector. As a result, a dielectric 

particle exposed to a rotating electric field will experience a continuous torque 

[6,13,14]. 

When a particle such as a cell is suspended in a dielectric medium and is exposed 

to a rotating electric field it experiences an induced dipole moment. There will 

be a phase difference between the field vector and the dipole moment vector 

resulting in the particle experiencing a torque tending to align the particle's 

polarisation vector with the field. This torque is zero when the phase angle 

between the particle's polarisation vector and the applied field is zero and 

maximum when the phase angle is ±900. If the induced dipole moment lags 

behind the field then the direction of rotation is with the field and vice versa for a 

moment that leads the field. A theoretical treatment of this effect can be found in 

a number of publications [9,15-18]. 

2.6.1 Derivation of torque on a particle 

Consider a particle that is exposed to an externally applied electric field that 

causes the particle to have centres of positive and negative charge equal in 

magnitude but separated by a distance d, as illustrated in figure 8(a). The centres 

of positive and negative charge give rise to a dipole moment. Initially this dipole 

moment will not be aligned with the electric field, causing the dipole to 

experience a torque. The torque is caused by the centres of positive and negative 
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charge experiencing a force (F = qE) that are equal in magnitude but that act in 

opposite directions. These forces causes the dipole to experience a torque and 
therefore to align with the electric field. 

qE 

-qE 

Figure 8(a): Force components creating a net torque on a small dipole given by p= qd in an 

electric field. The positive and negative charges generate forces in opposite directions, these 

forces generate a torque as the dipole tries to align itself with the electric field. 

The net torque exerted by an applied electric field on an infinitesimal dipole can 

be found by considering the net force acting about the centre of a small dipole 

[6]. Each of the charges contributes to the torque: 

r= 
d 

xqE+ 
d 

x(-qE)=qdxE 22 
(62) 

From which the torque on a dipole due to an applied electric field can be found: 

"dipole =pxE (63) 
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The above derivation is usually accurate for calculations of the torque on 

particles in an electric field where the dimensions of the electrode are usually 

much larger than that of the dielectric particle. From the expression of the torque 

it can also be seen that the torque does not depend on the gradient of the electric 
field, so that it is possible to generate a torque as long as the electric field vector 

and the dipole moment vectors are not parallel. 

2 6.2 Time averaged torque 

We have shown that the instantaneous torque on a dipole subjected to an applied 

electric field is given by: 

F=pxE 

If the torque depends on time as a result of the electric field being time varying 

(of the form E= Eoe'°' , where Eo depends on position only), then the dipole 

moment will rotate at the same angular velocity as the electric field. But the 

dipole moment and the electric field will be separated by an angle 8 as illustrated 

in figure 8(b). 
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Figure 8(b): Illustration of a dipole moment generated by an externally applied electric field in a 
Cartesian co-ordinate system. The torque exerted on a dipole p is dependent on the electric field 

strength E as well as the angle between the two vectors. The direction of rotation depends on 

phase angle between the electric field and the dipole moment. The angle 0 is in the sense of the 

rotation ofp to E. 

The time-averaged torque can be found using [6]: 

(I') _ý Rep xE *] (64) 

where E* indicates the complex conjugate of E. This then becomes 

(r) =p E(, sin Bz (65) 

Using the expression for the effective polarisibility as given by equation (51) the 

magnitude of the time averaged torque becomes: 
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r= 47re, 
na3 

K(wjEo2 sin0 (66) 

For which the angle 0 is given by: 

B=-sin-' (Im 
I 
{((ý)) 

K co 
(67a) 

J 

i. e.: 

Im{K(w)} 
sin O=- (67b) JK(co) 

It can thus be shown that the time averages torque is as given by [17]: 

I' = -47z 'ma3 Im{K(n)}Eo2 (68) 

Where Im{ ) indicates the imaginary part of the Clausius-Mossotti factor. The 

sign of the imaginary part of the Clausius-Mossotti factor can be either positive 
or negative, depending on whether the dipole moment vector leads or lags the 

electric field vector. 

2.6.3 Steady state rotation rate 

When a particle, suspended in a dielectric medium, rotates it will also experience 

a drag force. When a spherical particle is rotating in a medium it is subjected to 

a viscous drag that is characterised by a friction coefficient. This depends on the 

viscosity of the medium and the geometry and surface properties of the particle. 

For slow rotation rates (a few rads-1) the frictional torque for a spherical 

stationary body rotating about its own centre can be obtained [ 19,20] : 

Fdrag = 8m 3/ (69) 
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where 77 is the viscosity of the medium. The viscous drag is proportional the rate 

of rotation of the sphere R(cv), i. e.: 

1 drag = R(W 
)Fdrag (70) 

The speed of steady state rotation is limited by the viscous drag, as a result the 

steady state rotation is then given by: 

R(a) =1 
dipole 

(71) 
Fdrag 

Solving this expression using the full expression for induced torque gives the 

steady state rotation rate: 

Em Im 
* 

-ein 
; 

E2 
E+ 2Em 

R(w) -- p217 (72) 

This is the rotational velocity of a particle exposed to a rotating electric field. 

The rotation rate is dependent on the frequency of the applied electric field 

through the Clausius-Mossotti factor. A particle will experience rotation 

described by equation (72) as long as the approximations invoked in the 

derivation of the Claus ius-Mossotti factor holds. 
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2.7 Modelling dielectric particles 

2 7.1 Spherical dielectric models 

A heterogeneous particle can be described by a model that takes into account the 

makeup of the particle. Biological cells often consist of different compartments 

that have distinct dielectric properties. Cells might consist of a nucleus, a 

nuclear membrane, the cytoplasm and a plasma membrane; such a system can be 

considered to consist of several layers of concentric spherical shells, as illustrated 

by figure 9. Each of the shells has a distinct complex permittivity given by 

and a distinct radius a; (i =1,2, " " ", N+ 1); with i=l 

corresponding to the innermost layer. A smeared out sphere model [ 15,21-23] 

can be used to describe the effective complex permittivity of such a particle. 
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Figure 9: A smeared out spherical shell approach used to determine the effective permittivity of a 

sphere consisting of N shells. The stepwise simplification of an N shelled sphere by repeated 
iterations to a homogeneous sphere with an effective complex permittivity that mimics the 

dielectric properties of a sphere. 
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In order to obtain the effective permittivity of a smeared out shell model, the N 

shelled particle is replaced by a (N -1) shell particle, with the innermost sphere 

and the first spherical shell being replaced by a sphere with complex permittivity 

of: 

3 
a2 

a, 
\3 

3s 

+2 
ý1 E2 

E, +2e2 

az 
a, 

t! 

eI -£2 

el + 2e2 

= S(e 
, 

E2, al, a2) 

where the function S is defined as 

d3 

Qt, ), r, , 41 - ), 
a 

+2a-b 
c a+b 

(73) 

(74) 

(75) 

The next step is to replace the N -1 particle by aN-2 particle, for which the 

effective complex permittivity would be given by: 

3 
a3 

_ 
a2 

46? ef 
= ý3 

-\ 3 

+2a-b 
a+b 

i 

+2 
£lefJ - E3 

£, eý + 2.63 

a3 
a2 

s+ 
£1 

eff - £3 

£le f+ 
2£3 

re 
= S8,, a2, a3 

= S((El 
3 

Ea ,C,, 

),, 
63, a2, a3) 

(76) 

(77a) 

(77b) 

Repeating this procedure N-2 times, allows the particle of N shells to be 

replaced by an equivalent smeared out shell model with an effective complex 

permittivity given by: 
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I3ss aN+l 
+2 

6N-lejJ - C. 
V+1 

ss 
*_s 

aN 6_V-l 
of 

+ ZE. 
ý +1 ýPeff 

Veff 3ss 
(78) 

aN+l 6, V-Ieff - E-V+1 

ss 
a: v £V-1eff + 2EN+1 

For which the function S becomes: 

=S S7 
S(.. S(. 6, 

, 
EZ 

, 
al 

, 
a2) 

.. 

), 
EN, aN-1 aN 

ý 
16N+1 aN aN+l) (79) 

This is the general expression for the effective complex permittivity of a particle 

consisting of an inner sphere surrounded by N concentric shells. 

The derivation of the Clausius-Mossotti factor and also of the dielectrophoretic 

force and the electrorotational torque is based on a model of a homogeneous 

dielectric sphere suspended in a dielectric medium. It has been shown by Huang 

et al [15] that if a heterogeneous sphere can be described by the smeared out 

shell model, then the approach for deriving the Clausius-Mossotti factor for a 
homogeneous sphere can be used for a multi-shelled particle. 

2.7.2 Elliptical shell model 

The expression for torque exerted on a spherical dielectric particle can be 

extended to describe the torque induced on a spherical particle with an arbitrary 

number of shells. In some cases it is not sufficient to consider the case of a 

spherical particle and more complex models are needed for elliptical particles. 

The elliptical particle consists of a multi-shelled ellipse immersed in a dielectric 

medium as shown in figure 10. The complex permittivity of the medium and the 

confocal shells are denoted cured and ci respectively. An elliptical co-ordinate 

system is introduced by assuming that the outermost surface of the ellipse is a 

standard ellipsoid with semi-axes ao, bo, co : 
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where ý represents a family of surfaces of confocal ellipsoids. When ý=0 and 
ý= (5j, the above equation represents the outermost and ith surfaces respectively. 

The semi-axes of the ith surface is given by: 

ai = (ao 
- S. )' bi = (bo 

- Sj )4 c1 = (co 
- S. )4 (81) 

7 

bo 

an 
al 

ao 

Figure 10: Cross section of a multi shelled ellipse in the x-y plane. The semi-axes for the 

different shells are given for both the x and the y axes. The innermost shell is given by a� and 

b� 
5 while the outermost shell is described by a0 and bo. 

It has been shown that [20,24] for a=x, y the susceptibility of an ellipsoid is 

given by: 
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(82) 

where Aja is the depolarisation factors along the x and y axes given by: 

AýX = 0.5a; b; c; J Aoy (83) (a; + ý)R; 

A; 
y = 0.5a; b; c; 

dý f4 
(bi + ý)Ri 

(84) 

with 

R; = 
{(a,. ` + ýXb, 2 + ýc? + )) (85) 

These factors can be derived for prolate particles with a; > b; = c; >0 and for 

oblate particles a; = b; > c; >0 [20]. The term e pell 
is the effective complex 

permittivity of a multi-shelled ellipsoid along the a=x, y axes, giving: 

** 
s1 +\Eef%2- S1 

JAI,, 
+ vl 

(1 
- 

A0a )] 

epefi(a) - e1 
**: l 

ý1 + Eef 2- El `41 a+ 
v1 AOa ) (86) 

where c '� , is the resulting effective complex permittivity of the innermost 

ellipsoids. The effective permittivity of the remaining layers can be obtained 

using: 

"_ 
ýiM + 

(fie 

i +1ý - 
Eis JýAi a+ 

vi 
\l - 

Ai 
-1. aIJ 

1=2,..., n-2 (87) 
6i + "e,, J) - ýi X'4ia + V114i-l, 

a 

* , n-1 
+(--n cn-1 

ion-l. 

a 
+ vn-1 

(1 

L /J 

En-I + 
('6n 

- 6n-1 + Vn-lAn-2, 
a 

(88) 
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In the above 

vi = 
a; b; c, 

-- 
ai-tbi-Ici-t 

(89) 

For an elliptical dielectric particle placed in a sinusoidally varying external 
electric field E, the time-averaged torque is given by [20] : 

F, (co) (90) 

where vc is the volume of the ellipsoid, c.. is the permittivity of the medium, 

and xx (co) and xl, (co) are the x and y components of the susceptibility of the 

ellipse and Im{ } indicates the imaginary part of 

The steady state rotation rate of the ellipse can be found by calculating the 

viscous frictional torque of the particle. It depends on the rotation rate of the 

ellipsoid, and steady state rotation rate is given by: 

R( )= 
re 

`J Df 
(91) 

where Df is a factor characterising the hydrodynamic resistance to rotation of 

the particle. The hydrodynamic resistance is found using [20]: 

(a+b) 

D =rß [aA0+b6A0 
(92) 

where i is the viscosity of the medium, ao and bo are the x and y dimensions of 

the particle respectively. The terms A0 and Am, are the depolarisation factors of 

the particle along the x- and y-axis. 
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2.7.3 Mixture theory 

The case of a dielectric system consisting of separate dielectric bodies contained 
within the same volume, is illustrated in figure 11. 

1 

"" " 

""" 

"S 

Figure 11: Illustration of a heterogeneous dielectric system in which a number of distinct 

dielectric bodies ('2') are contained within a homogeneous dielectric ('I'). 

In such a case standard dielectric mixture theory can be employed to find the 

complex permittivity of the mixture [25-27]: 

(2,,, * +s; )-2p(e1 
c2 

*- se mix 1 2e1 z+ E* + Pe1 z 
(93) 

The subscripts `1' refers to the main dielectric and `2' refers to the dielectric 

body to the two distinct dielectrics and p is the volume fraction of the second 

dielectric body: 

P= 
U' 
V2 

(94) 

for volumes v, , u, ; v, is the total volume, while u, is the total volume of all the 

small dielectric bodies. With the use of equation (93), measurements of the 
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dielectric properties of the mixture can be used to obtain the dielectric properties 
of the suspended bodies '2". 

2.7.4 Curve fitting 

The electrorotational spectrum of a particle is obtained by observing the 

frequency dependent rotation of a particle subjected to a rotating electric field. 

The electrorotational spectrum is a complex non-linear function of a particle's 
dielectric properties and the experimental conditions. In order to obtain the 

dielectric parameters from an electrorotational spectrum curve fitting procedures 
have to be employed [28]. 

The process involves fitting the equation for steady state rotation rate to a model 

that predicts the dielectric parameters of a particle as given by the smeared out 

shell model. In the equation for the steady state rotation rate a new factor A is 

introduced: 

ss 

Em Im 
EP -ein 

,EZ Ep + ZEm 

A 
21l 

(96) 

The factor A is a scaling factor that takes into account that neither the viscosity of 

the medium (ii), nor the electric field strength (E) are precisely known. In 

addition the particle might be in contact with the electrode surface, in which case 

surface friction also affects the steady state rotation rate. 

The curve fitting procedures were carried out using an algorithm that minimises 

the sum of the deviations between the experimental rotation spectrum ( Re. 
vp, 

(w; ) ) 

and the spectrum predicted by the smeared out shell model of a cell with a steady 

state rotation rate ( Res, (w; )) [28]. For i data points this function can be written 

as: 
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Min tE, (Rexpt (wi) - Rest (wi )f (97) 

The minimisation was carried out with a routine capable of minimising a 
function with up to five variables. The routine uses a non-linear Nelder-Mead 

simplex method [29,30], part of Matlab® software (Mathworks, Illinois). The 

Nelder-Mead method minimises a function of n variables. In this case the 

function is the difference between data points predicted by equation (96) and data 

points obtained from experiments as expressed by equation (97). The 

minimisation procedure depends on the comparison of function values at the 

(n+1) vertices of a general simplex in factor-space, followed by the replacement 

of the vertex with the highest value by another point. By repeated iterations of 

this process the simplex adapts itself to the local landscape and contracts to a 

final minimum. This process in carried out, at each step in the search, by 

generating a new point in or near the current simplex and, provided it has a 

smaller value then one of the existing vertices, one of the current vertices is 

replaced by the new point, giving a new vertex. This step is then repeated until 

the diameter of the simplex is less than a specified tolerance. 

2 7.5 Electric field distribution in electrodes 

In both dielectrophoresis and electrorotation experiments, a. c. electric fields are 

used to manipulate and characterise particles. In order to predict and analyse the 

movement of a dielectric particle in an electric field it is important to know the 

electric field configuration. Several authors have simulated the electric fields 

generated by different types of electrorotation electrodes using numerical 

techniques. Gimsa et al [31] and Holzel [32] used time invariant methods to 

obtain the electric field generated by polynomial electrodes. However, the most 

accurate work to date on electrorotational electrodes has been carried out by 

Hughes et al [33], who included the effect of phase distributions in their work. 

Hughes [34] also simulated the time varying electric fields generated by other 

electrode configurations such as, amongst others, bone shaped and point 

electrodes. On the basis of these simulations it was observed that electric fields 

generated by polynomial electrodes offer the best overall geometry for use in 
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electrorotational studies. Green et al [35] looked at electrodes used for 
dielectrophoretic manipulation of bioparticles using finite element field 

simulation software. 

(a) Electrorotation 

Computer simulations performed by Hughes [34] found that polynomial 

electrodes have the best overall characteristics for use in electrorotation, and 

therefore these electrodes were used in electrorotational work undertaken in this 

thesis. 

The polynomial electrodes used were defined in a x-y plane by the expression 
[36,37]: 

x2+y2i=k2 

where 2k is the distance between the electrode tips as shown in figure 12. 

(95) 
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Figure 12: Plot of the central region of a polynomial electrode in an x-y plane where the distance 

from tip to tip is 400µm. Electrodes used for electrorotation experiments were of this type, 

electrodes with a gap of 800µm were also used. 

From the electric field simulations undertaken by Hughes et al [33], it has been 

shown that polynomial electrodes generate a higher torque (19%) per volt 

applied to the electrodes compared to circular electrodes. In the central region of 

the polynomial electrodes there is a smaller area of uniform torque, but outside 

this area the electric field deviation and hence any dielectrophoretic force is 

smaller in polynomial electrodes compared to circular electrodes. Polynomial 

electrodes have a circular region of uniform torque that is about 0.4 times the 
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distance between the electrode tips in diameter taken from the centre of the 

electrodes. Outside this area the torque changes rapidly with position [33]. 

When employing electrorotational spectroscopy the position of a particle within 

the electrode pattern affects the rotation rate. In order to obtain consistent results 

a particle should not move when obtaining the rotational spectrum. It is therefore 

important to be aware that in polynomial electrodes, particles outside an area 

about 0.6 times the distance between the electrode tips will experience a 
dielectrophoretic force that can be strong enough to cause particles to move. In 

this case the movement of particles will cause the rotation rate of particles to 

change with position. 

(b) Dielectrophoresis 

Electrodes used for dielectrophoresis experiments generate a large region of 

strong electric field. Two types of electrode patterns have been employed [37, 

38]. They are referred to as castellated and sawtooth electrodes. Of these two 

types, the sawtooth electrodes give the strongest electric field and also the largest 

region of high electric fields. Such electrodes are illustrated in figure 13. 
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Figure 13: Pattern of a sawtooth electrode, with rectangular features. Scale bar: 100µm. The 

high field regions are situated between the electrode tips as well as along the electrode edges. 
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2.8 Electric field simulation 

2.8.1 Finite element method 

The induced motion of a polarisable particle as a result of an applied non- 

uniform electric field depends on the position of the particle within the electrode. 
An electrode that generates a non-uniform electric field distribution will in 

general not have an analytical solution to the electric field. However, in order to 

predict the motion of a particle, the electric field distribution must be known. To 

this end a finite element method was employed. The finite element software 

package was called Maxwell (Ansoft, Pittsburgh) and this software package is 

capable of solving the electric field distribution of a 3-D geometry defined by the 

user. 

To solve the electric field distribution, a static field approximation is made. In 

this case the finite element software is employed to solve Poisson's equation in 

its general form: 

v"evv=-pv (98) 

where V is the potential within the domain which denotes solution space and pV 

is the free volume charge density. Over the surface of the domain two boundary 

conditions hold: 

(a): The Ditrichlet boundary condition in which the electric potential is a 

constant (V=Vo) and the electric field is perpendicular to the surface. 

(b): The Neumann boundary condition which the electric field is 

tangential to the surface: 

apr= 
an 

(99) 
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k is a constant. The differentiation with respect to n indicates 
differentiation along the normal of the surface. 

It is also possible to have a boundary condition that is a combination of (a) and 
(b): 

k, V+ k2 
av= 

k3 
an (100) 

where k; are constants. The solution must also take into account variations in 6 

with position such as at the boundaries between different dielectrics. 

The problem space is divided into elements and the electric potential in these 

elements is approximated to a linear function. Each element has a number of 

associated nodes, such as end points or midpoints of edges. These elements are 

used to construct a matrix of the problem space. The matrix is solved to give the 

potential at each node. This solution is an approximation of the real solution, but 

by increasing the number of elements it is possible to obtain solutions that are 

sufficiently accurate. 

In Maxwell, a 3-D problem space is divided into a series of tetrahedra. A node is 

assigned to each of the four corners and the middle of the six edges between the 

corners giving ten nodes for each element, as illustrated in figure 14. Thus, the 

equation for the potential at any point inside the tetrahedra can be approximated 

to the general second order function: 

6'(x, y, z)= al +a, x+a3y+a4z+asxy+a6yz+a, xz 

+a8X2 +a9y2 +al0Z2 (101) 

the individual constants a; can be found from the known potential at each node. 
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Figure 14: Example of a tetrahedra as used in the Maxwell finite element electric field software 

package. The tetrahedra consist of one node at each of four corners as well as a node at the 

midpoint of each six edges between the corners. 

The usual procedure for solving a problem is to divide the problem space into a 

coarse mesh of elements and solve. The resulting solution is not usually accurate 

and error analysis is performed on the elements. Maxwell then refines the mesh 

where the error is greatest, adding elements only where an improvement in 

accuracy is required. The problem is then solved for the new mesh and the error 

analysis is performed again. This procedure is referred to as adaptive refinement 

and is repeated until the error over the whole of the problem space reaches a 

predefined value. Once the process has ended the electric field can be calculated 

using E=-VV V. 

2.8.2 Method of moments 

The induced torque on a polarisable particle depends on the position of the 

particle within the electrode. An electrode that is used to generate a rotating 

electric field will in general not have an analytical solution to the electric field 

distribution. The method of moments was employed to calculate the field 

distribution in a polynomial electrode. 
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The method of moments imposes a mesh across charge-bearing electrodes; it 
does not impose a grid across the sample space. Referred to as the Charge 

Density or Moment Method, the electric field is calculated from Coulomb's law: 

E=Y 
Q'zr, 

i 47r r; 
(102) 

where E is the electric field at a point due to i charges of magnitude Q, a 

distance r. away along vector e j. This principle was used by Maxwell [25] to 

calculate the charge across a square area by dividing it into smaller regions 

across which the charge was approximately uniform. If the surfaces of the 

electrodes are divided into sufficiently small subareas, the charge across these 

subareas can be assumed to be uniformly distributed. The charge on each 

subarea can be calculated by determining the contribution a unit charge (on a 

given subarea) makes to the potential at all other subareas. By solving against the 

known potentials on the electrodes, the charge distribution can be derived. A 

similar process is subsequently used to calculate the contributions of the charges 

on the electrodes to the potential at any arbitrary point. 
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Figure 15: A sequence of n electrodes in space each carrying a charge qn and a voltage Vn 

relative to 0 at infinity. 

In a system of n conducting electrodes shown in figure 15; the potentials V, are 

applied, relative to a potential of OV at infinity. Each electrode caries a surface 

charge q, , the potential at each of the n electrodes is related to the charge on the 

other n-1 electrodes. This can be expressed in vector form as: 

V=PQ (103) 

where the elements p11 (i, j <_ n) of P is a parameter which couples the potential 

on electrode i due to charge j, is given by: 

q; 
4; zso emed rr 

(104) 

Element p; of matrix P couples the potential at the midpoint of electrode i to a 

charge on electrode j in the absence of any other charges. p, is obtained from 

subarea j, it is obtained by integrating the charge density in subarea A, at a 

distance r., from such a charge. 
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Having determined the values of matrix P it is possible to calculate the charges 
on each subarea by reorganising equation (103) and solving for charge Q: 

Q=P-'V 

where V is the potential applied to the subareas. 

(105) 

Alternatively, this can be 

expressed in terms of charge density, rather than charge: 

6=P, -Iv (106) 

where 6 is a charge density vector which is related to P by adjusting for the 

surface area of each element A,. 

Rearranging the above equation, it can be seen that for a given set of points in 

space, the potential 0 is dependent on the charge density across the subareas of 
the electrode, and on a charge-potential relationship matrix: 

ý= aP' (107) 

The potential at a point due to charge na distance s away from the centre of its 

area is found by integrating over subarea na distance s, away. If there are a total 

of N subareas then we can derive an expression for the potential Ok at a general 

point k by summing the result of the N integrals over subareas na distance sn 

away. 

The calculation of the potential can be adapted to calculate potentials at points 

displaced a small, regular distance from the points of study along the axes 

centered on the sample point. This allows calculation of the electric field at the 

series of points, by calculating field gradients based on differences between 

potentials at these points. Having calculated the electric field in vector form in 

this manner, the data may be saved in the form of matrices Ex,,:, E1,, ß and E:,,:. 

Electrodes modelled using the Method of Moments requires a fixed charge 

density, thus it is unable to perform true AC analysis. However, an AC cycle can 
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be divided into a number of static "frames", making it is possible to analyse 

phase effects across whole a cycle. 
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Chapter 3: Electrorotation measurements of the virus life cycle of 
Herpes Simplex Virus Type 1 infected Baby Hamster Kidney 

Fibroblasts. I. Background and Methods. 

3.1 Summary 

The dielectric properties of baby hamster kidney fibroblasts (BHK C-13) cells 

were measured using electrorotation before and after infection with Herpes 

Simplex Virus, type 1 (HSV-1). The dielectric properties and morphology of the 

cells were investigated as a function of time after infection. The mean specific 

capacitance of the uninfected cells was 2.0µF/cm2, reducing to a value of 

1.5µF/cm2 at 12 hours post-infection. This change was interpreted as arising 
from changes in the cell membrane morphology coupled with alterations in the 

composition of the cell membrane as infection progressed. The measured 

changes in the cell capacitance were correlated with alterations in cellular 

morphology determined from Scanning Electron Microscope (SEM) images. 

Between 9 and 12 hours post-infection the internal permittivity of the cell 

exhibited a rapid change, reducing in value from 75Eo to 58 Eo and this was 

correlated with the generation of large numbers of golgi derived membrane 

vesicles and enveloped viral capsids. 

The data is discussed in relation to the known life cycle of HSV-1 and indicates 

that electrorotation can be used to observe dynamic changes in both the dielectric 

and morphological properties of virus infected cells. Calculations of the 

dielectrophoretic spectrum of uninfected and infected cells have been performed 

and the results show that cells in the two states could be separated using 

appropriate frequencies and electrode arrays. 
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3.2 Introduction 

The technique of electrorotation has been used to study the dielectric properties 
of a number of biological particles [1-16]. A detailed theoretical treatment of 
electrorotation is given in the theory chapter. 

Early electrorotation measurements of liposomes found different characteristic 
frequencies for the dielectric relaxations of different types of liposomes and 

reactions to changes in pH of the suspension medium were also observed [3]. 

Electrorotation has also been used to study the effect of the biocide 

polyhexamide on the properties of yeast cells [11] where the cytoplasmic 

membrane conductivity was observed to increase gradually with increasing 

biocide concentration. A drop in the internal conductivity of the cells was also 

reported, attributed to an increase in ion leakage across the membrane as a result 

of the biocide concentration being high enough to affect ion transport across the 

cytoplasmic membrane. Differences in the membrane capacity and conductivity 

of fertilised and unfertilised rabbit oocytes have been observed [12]. The change 

in the capacitance was thought to have been caused by alterations in the 

membrane structure following fertilisation. The increase in the membrane 

conductivity was attributed to an increase in metabolic activity as a result of 

fertilisation, leading to a higher number of transport channels in the membrane. 

Early electrorotation measurements were also carried out to study the time- 

dependent interaction of erythrocytes with influenza virus [8]. The experiments 

showed that changes in ion-permeability of the membrane resulted in a drop in 

the cytoplasmic conductivity and this effect could be followed using 

electrorotion. The effects of antibiotics on the membranes of human erythrocytes 

[13] have also been followed. In this case the effect of the antibiotic nystatin, 

was to induce a rapid increase in transmembrane permeability coupled with 

shrinkage of the cells, both of which could be determined through their influence 

on electrorotation properties. The use of electrorotation to study the effect of 

treating erythrocytes with the lipophilic anion dipicrvlamine [17] gave 

convincing evidence that inserting such artificial charge carriers into plasma 

membranes contributed significantly to the rotational spectra of erythrocytes 
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suspended in low conductivity media. The authors were able to extract 

quantitative data on the partition and the transmembrane translocation rate of the 

anion dipicrylamine, and values were in good agreement with corresponding 
literature values. Recent work has shown that infection of erythrocytes with the 

malaria parasite Plasmodiumfalciparum, causes a time dependent change in the 

rotation spectrum which is indicative of an outflux of ions via the plasma 

membrane [14] consistent with the production of parasite-associated membrane 

pores. 

The interaction of lipophilic ions (in the form of negatively charged tungsten 

carbonyl complexes) with mammalian cells was studied by electrorotation [18]. 

From the electrorotational spectra it was possible to deduce that the negatively 

charged tungsten carbonyl complexes were, for the most part, able to introduce 

mobile charges into membranes. As a result it was found that the tungsten 

derivatives could be considered to act as lipophilic anions. The authors found 

that the partition coefficients and translocation rate constants derived from 

electrorotational spectra were found to be in agreement with values obtained 

from charge pulse experiments on artificial membranes. 

Changes in the dielectric properties of lymphocytes following stimulation with 

mitotic agents were studied by Arnold et al [15]. Both B and T lymphocytes 

were challenged with mitotic agents and the changes in the conductivity, 

permittivity and morphology of the cells followed as a function of time. The 

response was shown to parallel increases in transmembrane transport following 

mitogenic stimulation. Observations of the electrorotation properties of normal 

and malignant cells [16] have shown that significant changes occur in the 

morphology and dielectric properties of cells during and after transformation. 

The internal properties of the cells were shown to remain unchanged, while 

significant changes were observed in the properties of the membrane. These 

alterations were shown to closely follow changes in the structure of the 

membrane. 

Electrorotation was used in conjunction with flow cytometry to study the 

incorporation of DNA, protein and extra plasma membrane by three mammalian 
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cell lines arrested by the drug aphidicolin or doxorubicin [19]. Using these 
techniques the authors were able to show that drugs used to arrest the cells had 

not affected the fundamental bilayer, but that an increase in the number and size 
of microvilli must have occurred. It was also observed that drug-mediated arrest 

of the G 1-S or the G2/M boundaries did not arrest synthesis of protein or total 

membrane area. Hypo-osmotic stress was found to be tolerated better by arrested 

cells than untreated cells, indicating that excess plasma membrane allows cells to 
better tolerate rapid cell expansion. 

Most of the experimental work on cells has used excitation frequencies up to 

20MHz, which limits the observations to changes associated with the plasma 

membrane and to a lesser extent the cytoplasm. Recent advances in circuit 
design have enabled measurements to be made at frequencies up to 1.6GHz [10, 

20], allowing detailed dielectric data on the interior of cells to be obtained. For 

example, Holzel has demonstrated [20] that data over the frequency window 
from 100MHz to 1 GHz was required to extract the dielectric properties of the 

innermost parts of yeast cells from the electrorotational spectrum. In particular, 

Gimsa et al [10] have been able to measure the dielectric relaxation of 

haemoglobin inside erythrocytes, and hence determine the dielectric properties of 

haemoglobin using high-frequency electrorotation techniques. 

The technique of electrorotation allows measurements to be made of single cells 

within a mixture so that the dielectric properties of different sub-populations can 

be measured. This data can then be used to optimise conditions for cell sorting 

by dielectrophoretic methods [5,21]. There have been numerous reports on 

successful separation of cell population using dielectrophoretic methods. For 

example, Gascoyne et al [22] used data obtained from electrorotation to model 

the dielectric characteristics of MDA-231 human breast cancer cells and resting 

T-lymphocytes in order to design a dielectrophoretic affinity column. This 

device was shown to be capable of separating cancer cells from the resting T- 

lymphocytes. Talary et al [23] used a similar method to obtain a six-fold 

enrichment of stem cells expressing the CD34+ antigen frone bone marrow 

samples and peripheral blood. In a similar vein, cells that have been infected 

with virus could also potentially be separated from uninfected cells using 

73 



dielectrophoretic methods tailored to the differences in the dielectric properties 
of the cells before and after infection. 

In order to probe the effects of viral infection of fibroblast cells, electrorotational 

spectroscopy of individual cells was used. The electrorotation spectra of 
BHK(C-13) cells were measured for frequencies up to 20MHz. Using this 

frequency range means that the dielectric parameters of the membrane and the 

cytoplasm can be probed. The dielectric parameters are reflected in the shape of 

the electrorotational spectra; and curve fitting procedures were used to obtain the 

individual dielectric properties of the membrane and cytoplasm. Cells were 

modelled using a single shell model that neglects the influence of the nucleus 

[24]. Electrorotational spectra were taken at different times during the viral 
infection-cycle, allowing time dependent changes in the dielectric parameters of 

BHK(C-13) fibroblasts following infection with HSV-1 to be obtained. 
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3.3 Virus life-cycle 

The infectivity cycle of the virus is illustrated in figure 1 and can be summarised 
as follows: upon infection, the virus binds to membrane surface receptors 
followed by glycoprotein-meditated fusion of the viral envelope with the cell's 
plasma membrane, releasing the capsid into the cytoplasm. The capsid is rapidly 
transported along the microtubule network [25] to the vicinity of a nuclear pore, 
to which the capsid binds, whereupon viral DNA is released and enters the 

nucleus. 

This causes reprogramming of protein synthesis and gene expression, resulting in 

viral gene expression and DNA replication. Viral DNA begins to appear in the 

nucleus 3 hours after infection, with replication being completed 12-14 hours 

post-infection. Preceding DNA replication is transcription of viral immediate- 

early genes, relying on host cell RNA interacting with certain viral tegument 

proteins. The protein products of the immediate-early genes are themselves 

regulatory proteins required to turn on or modulate the expression of other viral 

genes including early, delayed-early and late genes in temporal sequence. Early 

genes encode most of the enzymes and factors required for viral DNA 

replication, the delayed-early and the late genes encode most of the structural 

proteins of the virion. The transcription of viral genes, replication of the viral 

genome and assembly of nucleocapsids take place entirely in the cell nucleus. 

The nucleus is also where progeny viral genomes are packaged into newly 

assembled capsids. 

The DNA-containing capsids leave the nucleus by budding through the inner 

nuclear membrane into the perinuclear space where the virion acquires an 

envelope. Two theories exist about how the viruses leave the perinuclear space. 

One states that the envelope obtained at the inner nuclear membrane is retained. 

while viral tegument and envelope proteins are modified as the virus exits the 

cell via the exocytic pathway. The other states that the envelope acquired at the 

inner nuclear membrane is lost by fusion of the enveloped particle with a 

cytoplasmic membrane, and that a new envelope is acquired by envelopment of 

cytoplasmic nucleocapsids at other cytoplasmic membranes, most probably those 

75 



of the Golgi apparatus. Whatever model is correct mature enveloped virions 

ultimately appear in cytoplasmic transport vesicles in the form of Golgi derived 

transport vesicles, in which virions are transported to the plasma membrane and 

released onto the cell surface by exocytosis without cell lysis [26-291. This 

process is summarised in figure 1. 
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Figure L Schematic representation of the life cycle of Herpes Simplex Virus, type 1. It shows 

the different stages of the life cycle, including virus entry, uncoating, replication and assembly, 

envelopment and release. 
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3.4 Importance of dielectric parameters 

The dielectric properties of a cell (capacitance and conductance) reflect the 

composition and shape of the plasma membrane and also of the cell cytoplasm 

and nucleus. Any modifications induced by, for example, virus invasion will 
lead to changes in these dielectric properties. For example, a common 

consequence of virus infection in mammalian cells is disruption of the 

cytoskeleton. This can lead to large-scale changes in cell conformations. 
Another example is the disruption of the plasma membrane of a cell resulting 
from viral egress from a cell. Such changes might be reflected in changes in the 
dielectric properties of the cell. It is possible to observe these changes in cell 
dielectric parameters through their effects on the electrorotational behaviour. 

In general, infection of cells by viruses results in extensive alterations in the 

biochemistry and physiology of the cells. While much effort has been expended 

on studying changes in gene expression following infection and the biochemical 

signals which control these changes, much less is known about the effect of 
infection on the physical properties of the cell. Recent developments in 

analysing cells in rotating electric fields has demonstrated the value of this 

technique for analysing the properties of single cells and determining their 

biophysical properties. This work analyses the life cycle of the HSV-1 virus in 

terms of the time-dependent changes in the dielectric properties of single 

BHK(C-13) cells. 
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3.5 Materials and Methods 

3.5.1 Cell culture and virus infection. 

Cells from a tissue culture adapted Baby Hamster Fibroblast (BHK21 C13) cell 
line were maintained in Glasgow-modified Eagle's medium (Gibco/BRL) 

supplemented with 10% tryptose phosphate broth and 10% newborn calf serum. 
Cells were grown on 60mm tissue culture plates (Corning), to a density of 5x106 

cells/plate. Cells are normally adherent, and in order to obtain electrorotation 

spectra cells were carefully removed from the culture dishes using mechanical 

methods. 

To ensure simultaneous infection of all cells, 10 plaque forming units (p. f. u. ) per 

cell of Ficol gradient purified HSV-1 strain 17 [30] were used. The purified virus 

was stored at -70°C in aliquots of 50µl. For each experiment a fresh aliquot was 

used. At appropriate times after infection the cells were harvested by scraping 

into the tissue culture medium, pelleted by centrifugation at 400g and 

resuspended in the suspension medium used for electrorotation measurements 

which consisted of 320mM Sucrose, 0.2mM EDTA, 0.1mM PBS and 0.3mM 

PEG. 

3.5.2 Electrorotation measurements 

The rotating electric field was generated from a four phase direct digital 

synthesised frequency generator, designed and constructed in-house. Four- 

electrode polynomial arrays were used for the measurements [31,32], with a 

distance between opposing tips of 800µm. The electrodes were fabricated by 

evaporating a layered structure of gold/palladium/titanium onto glass microscope 

slides using standard photolithographic techniques [33]. 

Electrorotational measurements were obtained from cells that had been harvested 

and resuspended at a concentration of approximately 104 cells per ml in a 

suspending medium with a conductivity of 17.5mSm-1, at a temperature of 20°C. 
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The conductivity of the medium was measured using a Hewlett-Packard 4192A- 

impedance analyser with a Sentek conductivity cell at a frequency of 100kHz. 

For the electrorotation measurements, a chamber was constructed around the 

electrode array with a volume of approximately lml and sealed with a cover slip. 

The entire electrode-chamber assembly was placed on an inverted microscope 

and cell rotation imaged with a CCD camera and recorded using S-VHS video. 

The frequency dependent rotation rate was measured using a stopwatch. The 

spectrum of single isolated cells, which were located within the central area of 

the electrode array [34], were measured at four points per decade over the 

frequency range 3 kHz to 20 MHz at a voltage of 2V (rms) connected to the 4- 

electrodes in phase quadrature. The experimental set-up is illustrated in figure 2. 
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Figure 2: Experimental setup used to obtain the electrorotational spectra of fibroblast cells prior 

to and following infection with HSV-1. The electrodes were energised using a DDS signal 

generator. 

3.5.3 Scanning Electron Microscope (SEM) images 

At appropriate times after infection the culture medium was removed from the 

culture dish and the cell monolayer was carefully washed with phosphate 

buffered saline (PBS). The cells were then scraped into fresh PBS and allowed to 

settle onto glass cover slips coated with poly-l-lysine. After 5 minutes unattached 

cells were removed by rinsing in fresh PBS. Adsorbed cells were fixed with a 

2.5% solution of glutaraldehyde in PBS for I h, rinsed in PBS and exposed to I% 

osmium tetroxide for a further hour. The cells were dehydrated by sequential 

immersion in 30,50,70,90 and 2x100% ethanol followed by a 50: 50 

ethanol: acetone solution and then 100% acetone. Cells were then critical point 
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dried and sputter coated with gold. Images were taken at a magnification of 
5x 103 on a Hitachi S-800 SEM operating at 30kV. 

3.5.4 Protein profiles 

The cells for protein analysis were harvested at the same times post-infection as 

cells used for electrorotation and SEM analysis. For protein radiolabelling 

experiments, cells were infected in Glasgow-modified Eagle's medium 

containing 2% new-born calf serum and one fifth the normal concentration of 

methionine. Three hours after infection, 50 µCi /ml of [35S]-methionine was 

added and incubation was continued until the appropriate time post-infection for 

harvesting. Samples were prepared for electrophoresis and proteins were 

separated on polyacrylamide gels as described elsewhere [35]. Gels were fixed, 

dried and exposed for autoradiography using Kodak X-O-mat S film. Dr. F. J. 

Rixon (MRC Virology Unit, Glasgow) performed this work. 

3.5.5 Data analysis and Theory 

When in suspension, BHK cells are spherical in shape so they can be 

approximated to a series of concentric spheres, consisting of the plasma 

membrane, the cytoplasm, nuclear membrane and the nucleus. Owing to the 

limited frequency bandwidth of our experimental apparatus, it was not possible 

to obtain data at sufficiently high frequencies to probe the nucleus and the 

nuclear membrane. Thus the cells were modelled using a single shell model, 

which only considers the membrane and the cytoplasm; the nucleus being 

considered as part of the cytoplasm. 

The spherical single-shell model treats the cell as a solid particle (the cytoplasm 

plus nucleus) surrounded by a thin insulating membrane. At low frequencies the 

electric field does not penetrate the cell membrane so that the measured electrical 

parameters are a function only of the membrane capacitance and conductance. At 

higher frequencies the electric field penetrates the cell so that the electrical 

properties of the cytoplasm can be probed. Analysis of the data in terms of this 

82 



simple model has been found to be remarkably effective and gives reproducible 
values for the conductivity and permittivity of the membrane and of the interior 

of the cell [36,37]. The specific membrane capacitance is calculated in terms of 
the membrane permittivity according to: Cspec = "mem Id, were d is the membrane 

thickness and ýmem is the permittivity of the membrane. 

The steady state rotation rate, R(a) imparted upon a dielectric particle depends 

upon the electric field and the suspension medium surrounding the particle [9] 

according to the expression given by equation (96) in the theory chapter: 
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The particle was modelled using the smeared out shell model, according to which 

the complex permittivity of the particle can be written as the sum of the 

membrane and internal complex permittivities [37] as given by equation (73) in 

the theory chapter: 
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where a is the radius of the cell and n, and Emem are the complex permittivities 

of the cell interior and membrane respectively. Using curve-fitting procedures 

the dielectric parameters of the cells can thus be obtained. 

An algorithm that minimises the sum of the difference between the experimental 

rotation spectrum and the spectrum predicted by the single shell model of a cell 

with a steady state rotation rate [36] using from equations (96) and (73) is 

described by equation (97) in the theory chapter: 
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Using this procedure the specific membrane capacitance (C,,, ), the internal 
permittivity (E, n, ) and the internal conductivity (a;, ') of the cell were obtained. The 
membrane conductivity of the cells was extremely low and impossible to 
accurately predict from the electrorotation or dielectrophoretic cross over data. 
Also since this value has little effect on the other dielectric parameters the 

conductivity of the membrane was set to a fixed value of 6mem =5x 10-7 Sm"' 
during curve fitting [36]. 

To quantify the accuracy of curve fitting a regression coefficient (p) was 
calculated according to: 

(R, 
ý, P, P ji R 

expt 
(coi ) 

(4) 

A value close to unity for the regression coefficient implies that the model used 
to fit the electrorotational data was successful. Only data in which the regression 

coefficient was greater than 0.985 was used. Data sets that produced a regression 

coefficient less than this value were rejected. 

3.5.6 verification of Membrane conductivity using Dielectrophoretic Crossover 

Frequency Measurements 

Electrorotation provides a useful tool for analysing the dielectric properties of 
individual cells. From electrorotational data it is possible to extract information 

about the permittivity of the membrane as well as the permittivity and 

conductivity of the interior. However the conductivity of a plasma membrane is 

often very low and as a result it is often not possible to ascertain its value from 

electrorotation spectra [36]. Such low conductivity values do not to affect the 

shape of electrorotational spectra and as a result it is usual to assume that the 

membrane conductivity is low when performing curve-fitting procedures on 
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electrorotational data. However, if the membrane conductivity reaches a 

sufficiently high value it will start to affect the shape of electrorotation spectra. 
It is therefore important to obtain an independent value for the membrane 

conductivity of the cells. This can be done using dielectrophoretic crossover 
frequency measurements. 

The technique of measuring the dielectrophoretic crossover frequency for a range 

of medium conductivities makes it possible to find the membrane conductivity of 

a population of cells. When a cell is exposed to an externally applied non- 

uniform electric field it experiences a dielectrophoretic force as given by 

equation (61) from the theory chapter: 

F= 27r6ma3 Re{K(w)}VE2 (5) 

For a suitable combination of frequency, medium conductivity and cell size this 

force becomes equal to zero. The frequency at which this occurs is referred to as 

the dielectrophoretic cross over frequency. The dielectric cross over frequency is 

the frequency at which the real part of K(w) is equal to zero, so that the 

dielectrophoretic force becomes zero. For a cell modelled with the single shell 

model, the dielectrophoretic crossover frequency is given by [ 16] : 

�cross 

V-2 

8MCspec 
V(4o7m 

- aGmem)2 - 9Gmema 
2 (6) 

Were am is the conductivity of the suspending medium, a is the radius of the 

cell, Cspec is the specific membrane capacitance of the cell and Gmem = (6mem /d 

is the conductivity per unit area of the membrane (d is the membrane thickness). 

Dielectrophoretic crossover frequency measurements were carried out on two 

sets of cells. The first sets were mock-infected cells, while the second set of cells 

were infected at 10 pfu, the same as for the electrorotational studies. Cross over 

data was measured for infected cells 18 hours post infection. The membrane 
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conductivity of these time points could be obtained and compared Also the 
specific membrane capacitance obtained from the two types of experiments could 
be compared. 

Measurements of the dielectrophoretic crossover frequency of BHK(C-13) cells 

was performed using a polynomial electrode with a gap of 400µm between 

electrode tips, at an applied potential of up to 5 Vpk_pk. For each experiment 
200µl of cells at a concentration of 10' cells per ml were spun down and 

resuspended in 400µl of 320mM Sucrose, 0.2mM EDTA and 0.3mM PEG, with 
the amount of PBS being varied to adjust the medium conductivity. The 

dielectrophoretic crossover frequency of at least five cells per medium 

conductivity was measured at suspension medium conductivities of 2.8mSm-', 

9.2 mSm-1,15.7mSm" ', 22.1 mSm-l and 32.4mSm"1. Cells in suspension were 

confined to the electrodes using a chamber that was constructed around the 

electrode array using clear nail varnish and a 13mm diameter coverslip giving an 

enclosed volume of approximately 25µl. 

The results of dielectrophoretic crossover frequency measurements were 

analysed using an algorithm that minimised the difference between 

experimentally obtained crossover frequencies and those predicted using 

equation (6): 

2ý) 
Mlnl 

(fcross(theorv), 

i - 
fcross(experiment), 

i 
7 

i 

were i is the number of data points. The algorithm employs a Nelder-Mead 

method [38] to calculate average values for the specific membrane capacitance 

and the area specific membrane conductivity of the cells measured. 

3.5.7 Determination of virus surface coverage 

When a virus infects a cell, changes occur in the structure of the cell. One 

change is the appearance of virions on the cell surface as a result of exocyiosis. 

These first appear after about 6 hours post infection, they then appear in 
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increasing amounts up to approximately 12 hours post-infection. Beyond this 

time the number of virions on the surface of the plasma membrane starts to 

decline [26,39]. It is possible that the presence of large amounts of virions on 

the surface of a cell might affect the dielectric properties of the cell. If viruses 

are present on the surface of a BHK(C-13) cell then their presence can be 

modelled by adding an outer layer to the single shell model. The outer shell was 

modelled as a monolayer of virus particles of variable volume fraction with 

suspending medium taking up the spaces between viruses, as shown in figure 3. 

Virion particles on 
the cell surface 

-. ell Membrane 

'ytoplasm 

Figure 3: Schematic of multi shell model of BHK(C-13) cell covered with HSV-1. The outer 

layer consists of a mixture of HSV-1 and suspension medium. 

Dielectric mixture theory can be used to calculate the effective permittivity of a 

mixture of two different dielectric bodies according to equation (93) from the 

theory chapter. 

+e)-2,0(s -gyp) 8) 
Mix ý(2e+s)+p(e-s)p 
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where the particles of permittivity Ep is suspended within a dielectric with 

permittivity ev and p is the volume fraction taken up by the particles. 

3.5.8 Determination of the bound structures within the cytoplasm 

Another change that occurs in virus infected cells is the presence of increasing 

amounts of membrane bound structures within the cell. The presence of these 

structures results in a larger fraction of the cytoplasm being taken up by 

membrane bound structures. The membrane bound structures can be vacuoles 
derived from the golgi apparatus which often contain viruses, or enveloped 

viruses present in the cytoplasm. The presence of a large amount of membrane 

bound structures would be expected to affect the dielectric properties of the cell 

interior. The effect of membrane bound structures on the cell interior was 

modelled using dielectric mixture theory by introducing membrane bound 

structures into the previously uniform interior of the cell, as illustrated in figure 

4. 
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Membrane bound 
vacuoles in 
cytoplasm 

Cell Membrane 

Cytoplasm 

Figure 4: Membrane bound structures in the previously uniform cytoplasm of a BHK(C-13) 

modelled using the single shell model. The vacuoles are present in increasing amounts following 

infection. 
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Chapter 4: Electrorotation measurements of the virus life cycle of 
Herpes Simplex Virus Type 1 infected Baby Hamster Kidney 

Fibroblasts. II Results. 

4.1 Electrorotation 

4.1.1 Electrorotational data 

Electrorotational spectra for HSV-1 infected BHK(C-13) cells were obtained at 
discrete times throughout a single cycle of virus replication. The time points 

chosen were at 0,6,9,12,18 and 26 hours after infection. At each time point 

electrorotational spectra were obtained for 8 to 10 individual cells. To ensure the 

reproducibility of the results, the time courses were performed in two ways. 

Method 1: Discontinuous time course. 

In this approach, each time point (5 data sets in total) was treated as a separate 

experiment. Thus, five culture dishes were infected simultaneously with 
l Opfu/cell of virus. They were incubated at 37°C and at the appropriate time after 
infection (e. g. 6 hours) all the cells were harvested. The cells were stored in 

growth medium at 4°C in order to reduce metabolic processes and cell 
deterioration, the electrorotation spectra were taken as soon as possible. Since 

each spectrum took approximately 30 minutes, to accumulate up to 10 spectra 

(sequentially) took several hours. Typically two to three spectra (each 

representing a single cell) were obtained from one plate of cells. Therefore, using 

this method up to 10 electrorotational spectra were obtained for each time point. 

Method 2: Continuous time course. 

In method 1, above, each batch of cells being examined were harvested at the 

same time and stored at 4°C until used for measurement. Although metabolic 

processes are greatly delayed at low temperatures, we felt it necessary to confirm 
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that the behaviour of the cells was not affected by this treatment. As an 

alternative approach, therefore, five replicate plates of cells 'were infected 

simultaneously with virus. The plates were incubated at 37°C and at each of the 
desired times (e. g. 6 hours) one was removed, the cells harvested and 

electrorotation spectra determined immediately. Incubation of the remaining 

plates was continued until the next time point when the process was repeated. At 

each time point 2-4 spectra were collected. In order to obtain the required 

number of electrorotational spectra needed to determine average values for the 

cell properties at each time point, this entire procedure was repeated three times. 

A rotation spectrum for an uninfected BHK(C-13) cell is shown in figure I a. 

This cell had been cultured to confluence before being physically removed from 

the culture dish surface and its spectrum recorded. At a medium conductivity of 

17.5mSm-' the cell exhibits an anti-field rotation peak at approximately 30kHz. 

The best fit to the data obtained using a single shell model is shown by the solid 

line, and for this particular cell the parameter set used to obtain this fit is given 

by: Cspec = 2.30µF/cm2, cr1 = 0.23Sm"1 and ci,, t = 61 Eo with a=6.7µm. 

96 



2.0e-7 

-ý 1.5e-7 N 

E 
1.0e-7 

5.0e-8 

O. Oe+O 

.° C4 -5.0e-8 

b -1 Oe-7 . 

"al, -1.5e-7 

-2.0e-7 

-2.5e-7 
le+3 le+4 le+5 le+6 le+7 le+8 le+9 

Frequency (Hz) 

Figure 1 a. A typical electrorotation spectra for an uninfected BHK(C-13) cell. The solid line 

represents the best fit to the experimental data. The best fit dielectric parameters for this 

particular cell were: Cspec = 2.30 µF/cm2, e,,, = 61 go and 6;,, 1= 
0.23 Sm"'. The regression 

coefficient was p=0.994. 

A typical electrorotation spectrum for a BHK cell 18 hours post-infection is 

shown in figure 1 b, and in this case a best to a single shell model fit was obtained 

with: C. = 1.52µF/cm2, cr;,, t = 0.45Sm"1 and Eint =46e, with a=6.8µm. This 

data shows that (for the same medium conductivity) the infected cell exhibits an 

anti-field rotation peak at approximately 50kHz. 
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Figure lb. A typical electrorotational spectrum for a BHK(C-13) cell, 18 hours after infection 

with HS V-1 at l Opfu. Solid line represents the best fit to the experimental data. The best fit 

dielectric parameters derived for this particular cell were: Cspec = 1.52 µF/cm2, Eint = 46cc and 

6;,, t = 0.45Sm"'. The regression coefficient was p= 0.996. 

4.1.2 verification of cell model 

Experimental data was fitted to theory using the spherical single-shell model that 

treats the cell as a solid particle (the cytoplasm plus nucleus) surrounded by a 

thin insulating membrane. A spherical double shell model of a cell consists of 

the concentric spheres starting with the nucleus, followed by the nuclear 

membrane, the cytoplasm and the plasma membrane. In this model a total of 
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eight dielectric parameters is needed to describe a cell, compared to the four 

parameters needed to define a single shell model. 

The nucleus of a BHK(C-13) cell has a diameter 0.5 times that of the whole cell. 
The nuclear membrane would be expected to have dielectric parameters that are 

similar to that of the plasma membrane, while the interior of the nucleus would 
be expected to have dielectric parameters similar to those of the cytoplasm. 
Assigning these values, as well as those of the cytoplasm and the plasma 

membrane to a double shell model, as well as generating a single shell model of 

the cell that ignores the nucleus allows a comparison of the Clausius-Mossotti 

factor generated by a single shell and a double shell model to be performed. The 

effect of using the double shell model as compared with single shell model is 

shown in figure 2. From the figure it is clear that a nucleus has little effect on the 

Clausius-Mossotti factor. 

A further complication in determining the dielectric parameters of the nucleus is 

that a double shell model contains eight independent dielectric parameters, but 

from a curve with two peaks it is only possible to obtain four independent 

parameters [1]. Holzel [2] overcame this problem by building a signal generator 

capable of sweeping the frequency window from 100Hz to 1.6GHz and an 

electrode chamber in which it was possible to adjust the conductivity of the 

suspending medium while retaining the same cell in the electrode array. This 

enabled the author to take electrorotational data at four different medium 

conductivities and thus obtained enough data to derive the eight independent 

dielectric parameters of a double shell model. However, the extra complications 

involved in obtaining the data needed to derive all the dielectric parameters make 

it unpractical to use the double shell model. 
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Figure 2: Comparison of the Clausius-Mossotti factor generated using a single shell model 

(dashed line) and a double shell model (solid line) of a BHK(C-13) cell. 
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4.2 Protein profiles 

To confirm that the cells being analysed in the electrorotation studies were 

properly infected, protein synthesis was analysed by labelling the cells with 
[35S]methionine. The protein profiles at times 0,6,9,12,18, and 26 hours post- 
infection are shown in figure 3, with several of the more prominent virus specific 

proteins labelled (this work was performed by Dr F. J. Rixon). As expected, viral 

proteins, including structural components of the capsid (VP5), tegument (VP16 

and VP22), and envelope (gB), are present in increasing amounts from 6 hours 

post-infection. The time course of protein synthesis is typical for HSV-l infected 

BHK cells [3] and demonstrates that the infection is progressing normally under 

these experimental conditions. 
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Figure 3. Protein profiles of HSV-l infected BHK(C-13) cells. The figure shows the protein 

profiles for the cells at time 0,6,9,12,18, and 26 hours post-infection and structural components 

of the capsid (VP5), tegument (VP 16 and VP22), and envelope (gB), are present in increasing 

amounts from 6 hours post-infection. 
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4.3 Membrane conductivity 

The crossover frequencies of individual mock infected BHK(C-13) cells are 

given in figure 4a, while the crossover frequencies of BHK(C-13) cells infected 

with HSV-1 for 18 hours are given by figure 4b. In both figures the fitted data 

points are also shown along with a plane that gives the best fit of crossover 
frequency with respect to cell radius and medium conductivity. It can be seen 

that in both cases the crossover frequency increases, as the medium conductivity 
increases, as expected from equation (7), background and methods chapter. 
Analysis of the dependence of the crossover frequency on the suspension 

medium conductivity, cell size and cell dielectric parameters using a 

minimisation algorithm as used to obtain the cell dielectric parameters. In order 

to quantify the accuracy of the best fit to the experimental data, a regression 

coefficient was calculated using an equation similar to equation (4), background 

and methods chapter 

The best fit to the data was obtained with a specific membrane capacitance of 

1.75µFm-2, an area specific membrane conductivity of the order 10-10 Sm-2 and a 

regression coefficient of 0.9025 for mock infected cells. For cells infected for 18 

hours the algorithm gave a specific membrane capacitance of 1.49µFm-2 , an area 

specific membrane conductivity of the order 10"10 SM-2 and a regression 

coefficient of 0.9642. A value for the area specific membrane conductivity of 

the order of 10-10 SM-2 does not compare with other values quoted for 

mammalian cells [4-6], where values are in the range 20 to 700Sm"2. In order to 

check the sensitivity of the fit to the area specific membrane conductivity, this 

factor was increased gradually until a change in the regression coefficient was 

noted. It was found that the upper limit of the area specific membrane 

conductivity was 11 Sm"2 for mock infected cells and 23 SM-2 for infected cells, 

comparing favourably with values quoted in literature. 
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Figure 4(a). The dependence of the dielectrophoretic crossover frequency of mock infected 

BHK(C-13) cells on medium conductivity and cell size. The data points are represented by `*', 

the fitted points by V. The cell dielectric parameters obtained were specific membrane 

capacitance of 17.5mFm-2 and the area specific membrane conductivity for mock-infected cells 

was <11Sm2, for a regression coefficient of 0.9025 
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Figure 4(b). The dependence of the dielectrophoretic crossover frequency of BHK(C-13) cells 
infected for 18 hours on medium conductivity and cell size. The data points are represented by 

the fitted points by V. The cell dielectric parameters obtained were specific membrane 

capacitance of 14.9mFm-2 and the area specific membrane conductivity for mock-infected cells 

was <23Sm2, for a regression coefficient of 0.9642 

Applying curve fitting techniques to the data for the dielectrophoretic crossover 

frequency of BHK(C-13) cells (both prior to infection with HSV-1 and 18 hours 

post infection) showed that the membrane conductivity was very low. The 

specific membrane capacitance obtained was within the range of the values 

obtained for the corresponding time points using electrorotation measurements 

(see figure 6). During curve fitting of the electrorotational data the membrane 

conductivity was fixed at a= 5x 10-' Sm-l, corresponding to an area specific 

conductivity of 7OSm-2 
. 

However, as can be seen from figure 5, values for the 

area specific membrane conductivity of less than 70 Sm"2 do not significantly 
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affect the electrorotational spectrum of a cell when suspended in a medium with 

a conductivity of 17.5mSm"1. 

From the graph it can be seen that for an area specific membrane conductivity 
greater than 7OSm"2, the membrane conductivity starts to affect the shape of 

electrorotational spectra. It is therefore important that dielectrophoretic 

crossover frequency measurements are used to give an independent verification 

of membrane conductivity, and that the value used during curve fitting does not 

affect the electrorotational spectrum. 
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Figure 5: Variations in the Clausius-Mossotti factor for a mock infected BHK(C-13) cell with 

variations in the membrane conductivity. The membrane conductivity was set at Gmem-O. O7Sm 2, 

70Sm"2 and 700Sm"2. It can be seen it is only for Gmem greater than 70 Sm 2 that the membrane 

conductivity has a significant effect on the Clausius-Mossotti factor. 
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4.4 Specific membrane capacitance 

The time dependent changes in the specific membrane capacitance of BHK(C- 
13) cells following infection for both the interrupted and the continuous time 

courses are plotted in figure 6. The data plotted in this figure represents the mean 
of the specific membrane capacitances with standard errors shown. The 

membrane thickness, d, was set at 7nm to obtain this data. 
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Figure 6. Plot of the change in the specific membrane capacitance of BHK(C-13) cells following 

infection with HSV- 1. The symbol (. ) denotes the continuous while ( ) denotes the discontinuous 

time course experiments. For clarity the points have been offset on the time axis by +0.25h for 

the discontinuous and -0.25h for the continuous time course. Vertical bars show the standard 

error. 
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It can be seen from figure 6 that a gradual decrease in the specific membrane 

capacitance of the cells occurs with time after infection with HSV-1. The same 
decrease is observed for both the interrupted and the continuous time course 

experiments. The capacitance of the uninfected cells is 2.0µF/cm2, and this 

decreases to 1.6-1.8µF/cm2 at 9 hours post-infection. There was a steady 

decrease with time up to 18 hours after infection, when the capacitance reached 

1.25p. F/cm2. The specific membrane capacitance then increased again to a final 

value of 1.5µF/cm2,26 hours post-infection. 
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4.5 Surface morphology and membrane composition 

Implicit in the single shell model is the assumption that the surface is smooth. 
However, as can be seen from the SEM of a cell surface in figure 7, the surface 
of a real cell differs considerably from the ideal. 

Figure 7: A SEM image of a BHK cell. It clearly shows that the membrane of a cell is not 

smooth, rather it consists of a large number of invaginations and irregularities. 

The cell membrane is composed of a lipid bilayer, with a number of 

biomolecules such as cholesterol and ion channels spanning part of or the whole 

thickness of the membrane. In electrical terms these different regions can be 

modelled as a number of separate electrical components in parallel so that the 

specific membrane capacitance can be described by the following simple 

expression [7]: 

Cspec 
- 

aChp + (1 
- CO Cother (1 
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where a is the fraction of the cell surface composed of lipid bilayer, and the 
subscripts "lip" and "other" refer to the lipid bilayer and other components 
(biomolecules) respectively. A schematic representation of the changes in a 
plasma membrane as a result of various biomolecules spanning the whole or part 
of the lipid bilayer is given in figure 8. 

ýAý iý. iý. ýlliºýYlýiiýNilý+ýIN. ýýýw. « 
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Figure 8: A schematic representation of the lipid bilayer of a cell. Figure 8(A) shows a 

membrane consisting solely of a lipid bilayer, corresponding to a=1. Figure 8(B) shows a 

membrane that is composed to a mixture of biomolecules and the lipid bilayer. This corresponds 

toa<1. 

It has been estimated for mammalian cells [7] that values for these membrane 

parameters are Cl,, = 0.78µF/cm2 and C,, ther = 1.04µF/cm2. Assuming that 

typically 60% of the membrane surface consists of biomolecules other than the 

lipid bilayer (i. e. a=0.4), then the value of Cspec = 0.94 µF/cm2, which is too low 

to account for the measured values for BHK(C-13) cells. The maximum Ccpec 

allowed by the model is with a=0, i. e. C pec = 1.04µF/cm2, compared to values of 

C. vpec = 2. O l µF/cm2 obtained for BHK cells. Thus, in general, this approach is 
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inadequate to explain the observed magnitude of specific membrane capacitance 
measured for the BHK(C-13) cells. 

In order to account for such discrepancies, the concept of a folding factor 

was proposed [8] to take into account that, due to features such as microvilli, 
folds, ruffles and blebs, a cell surface is highly irregular and invaginated. The 

specific membrane capacitance can then be written as: 

Cspec = omem 
[aClip+ (1- a)Cother 

1 
ý2ý 

Equation (6) shows that a cell with membrane irregularities will have an 

increased membrane capacitance as compared to a cell with a smooth surface. 

Such irregularities are illustrated in figure 9. 

(A) 

Figure 9: Schematic representation of the plasma membrane of a cell. It shows the differences in 

the membrane folding factor for a smooth cell (figure 9(A)), with omem =I and for a cell with a 

surface containing invaginations and irregularities (figure 9(B)), where 0mem >1 
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The membrane of a BHK cell contains a number of different proteins. which 

span part of or the whole thickness of the membrane. Such a membrane would be 

expected to have a high membrane capacitance (since a would be low). The 

herpes virus particle contains 12 or more integral envelope proteins. As infection 

proceeds, these proteins are synthesised in increasing amounts and most are 

inserted into cellular membranes including the plasma membrane [9]. In parallel 

with this process, synthesis of many host cell proteins is inhibited. Consequently, 

as infection progresses the composition of the cell membrane tends to approach 

that of the viral envelope. Viral glycoproteins are known to span the viral 

envelope but, however, as the virus is non-metabolising, there are no ion 

channels in its envelope. Thus it is possible that the viral membrane may have a 

lower membrane capacitance than the BHK(C-13) cell membrane. The reduction 

in the specific membrane capacitance of the plasma membrane throughout 

infection may therefore reflect the convergence of its properties towards those of 

the virus envelope. 



4.6 Scanning Electron Microscopy 

The time dependent changes in the membrane folding factor following virus 
infection were observed by SEM. Examples of mock-infected cells and infected 

cells at times 9,18 and 26 hours post-infection are shown in figure 10. 
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Figure 10. SEM photographs of BHK(C-13) at various stages of infection cycle. Figure 10a 

shows an uninfected BHK(C-13) cell, whilst the remaining BHK(C-l3) cells were infected with 

lOpfu/cell for HSV-1 for 9h (figure 10b), 18h (figure 10c) and 26h (figure 10d). All cells were 

harvested and prepared for microscopy as described in Methods. The scale bar represents 6µm. 
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These images reveal that there are no dramatic changes in the overall appearance 
of the cells following infection. However, differences in their surface 

morphologies can be seen at the different times. Thus, in comparison with 
infected cells, uninfected cells (figure 10a) are less uniformly spherical and have 

a surface membrane that has few microvilli but shows evidence of large scale 
irregularities, such as folds and ruffles. Cells that have been infected for 9 hours 

(figure 10b) are rounder and have membranes that exhibit greater roughness, on a 

small scale, than uninfected cells. There is an increase in the number of 

microvilli, and there seems to be a reduction in the large scale features apparent 
in the uninfected cells. These changes are even more pronounced at 18 and 26 

hours post-infection (figure 10c and d), where the cell surface is uniformly 

rounded with a further increase in the number of microvilli, as time progresses. 

From the images shown in figure 10 there appear to be two factors that affect the 

cell folding factor throughout the life cycle of the virus. Mock-infected cells have 

a surface with large-scale irregularities but relatively little small-scale roughness 

due to microvilli. After infection the shape of the cells becomes more uniform; 

the large-scale is lost and microvilli become increasingly evident. The reduction 

in the large-scale irregularities with time would be expected to reduce the 

membrane folding factor, while an increase in the appearance of microvilli would 

cause a small increase. Another possible reason for the drop in the membrane 

capacitance is that the composition of the cell membrane changes during the 

infection cycle, tending towards the properties of the viral envelope. 

A small increase in the specific membrane capacitance of the cells occurs at the 

end of the virus life cycle. This could be due to a further increase in the number 

of microvilli on the surface; giving rise to an increase in the membrane folding 

factor at 26 hours post-infection. 
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4.7 Mixture theory applied to progeny virions 

When viruses reach the surface of a cell thorough exocytosis, large amounts of 

progeny virions can be found on the cell surface. Assuming they are closely 

packed as many as 104 virions would be needed to cover the surface of a cell. 
Changes in the dielectrophoretic and electrorotational spectra of BHK(C-13) 

cells (in a suspending medium of conductivity 17.5mSm-1) with virions on the 

cell surface modelled using the method outlined in section 5.7 (background and 

methods chapter). The result of the modelling is shown in figure 11. Curves (a) 

shows the case for zero viruses, whilst curves (b) and (c) are for 5,000 and 

10,000 viruses on the cell surface respectively. It can be seen from the figure that 

there is a 9% reduction in the dielectrophoretic force on the cell when 5,000 

virions are present on the surface. This number is representative of the number of 

virions which would be expected to be made by the host cell and might be found 

on the surface of a cell following exocytosis. With 10,000 virions on the cell 

surface, there is a marked change in both the dielectrophoretic and 

electrorotational spectra. This change is not seen in our electrorotation data and 

indicates that the presence of such large numbers of virus particles, although 

theoretically possible, is unlikely to occur in practice. 

The data in figure 11 indicates it should be possible to separate virus-infected 

cells undergoing exocytosis according to the amount of virions present on the 

cell using techniques such as field flow fractionation [10] which can discriminate 

small changes in the Clausius-Mossotti factor. 
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Figure: 11. The effect of HSV-1 on the surface of a BHK(C-13) cell, variations in the real and 

imaginary components of K(co) with number of virions. Curves (a) shows the case for zero 

viruses, whilst curves (b) and (c) are for 5,000 and 10,000 viruses on the cell surface respectively. 
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4.8 Internal permittivity 

The time dependent changes in the internal permittivity of BHK cells following 

infection are shown in figure 12 for both the interrupted and the continuous time 

course experiments. The graph represents the mean of the internal permittivities 

with the standard errors shown. 

Owing to the limitations in the data at high frequencies, the spread in the range of 

values is greater than for the specific capacitance. However, the trend in the data 

is clear and the average internal permittivity of cells taken from both the 

discontinuous and the continuous time course experiments are in good agreement 

with each other. It can be seen that the internal permittivity of BHK cells changes 

with time following infection. For uninfected cells the permittivity is 

Ei, t = 75±12 c, which is in general agreement with other literature values 

obtained for mammalian cells [4]. Following infection with HSV-1 the internal 

permittivity drops by nearly 20 tco to a lower value of cint = 58±10 Eo at 10 hours 

post-infection, thereafter remaining constant. 
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Figure 12. A plot of the time dependent change in the internal permittivity of BHK(C-13) cells 

following infection with HSV-1. The symbol (") denotes the continuous while ( ) denotes the 

discontinuous time course experiments. For clarity the points have been offset on the time axis by 

+0.25h for the interrupted and -0.25h for the continuous time course. Vertical bars show the 

standard error. 
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4.9 Internal conductivity 

The time dependent changes in the internal conductivity of BHK(C-13) cells 

following infection are shown figure 13 for both the discontinuous and the 

continuous time courses. The graph represents the mean of the internal 

conductivities with the standard errors shown. The average value for the internal 

conductivity remains within the range 0.3 and 0.42 Sm-1 throughout the 

infectious cycle. This value can be compared with a growth medium conductivity 

of 1.4Sm"1 and a suspending medium conductivity of 0.0175Sm"1. 
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Figure 13. A plot of the time dependent change in the internal conductivity of BHK(C- 13) cells 

following infection with HSV-l. The symbol (") denotes the continuous while (") denotes the 

interrupted time courses. For clarity the points have been offset on the time axis by +0.25h for the 

interrupted and -0.25h for the continuous time course. Vertical bars show the standard error. 
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4.10 Mixture theory applied to cell interior 

As infection progresses, increased amounts of golgi apparatus derived membrane 
bound structures and virions are present in the cytoplasm of cells. In order to 
determine the effect of these membrane bound structures on the dielectric 

properties of the cytoplasm, dielectric mixture theory was used. When applying 
dielectric mixture theory to the cytoplasm (as outlined in section 5.8, background 

and method chapter), the vacuoles were modelled as membrane bound spheres 
1µm in diameter of identical capacitance and conductivity as an infected cell. 
The vacuole interior was assumed to consist of a medium (with dielectric 

parameters identical to the cytoplasm of an uninfected cell) and a volume 
fraction equal to 0.4 of virions. The exact value of this volume fraction does not 

affect the final outcome of the modelling and is therefor an arbitrary choice. The 

dielectric parameters of the enclosed virions were obtained from Hughes et al 
[I I[11]. Dielectric mixture theory was used to model the dielectric parameters of 

the cytoplasm with increasing amounts of membrane bound structures in the 

form of vacuoles. The results were compared with the dielectric parameters 

obtained from the electrorotational spectra using a single shell model. 

The results can be seen in figure 14, which shows that as the volume fraction of 

the membrane bound structures (in the form of vacuoles) increases, the value of 

the permittivity of the interior drops (for frequencies greater than approximately 

104 Hz). Also the conductivity of the interior decreases. The permittivity is 

lowered because the membrane bound structures have a lower permittivity than 

the remainder of the cytoplasm. The conductivity is lowered because the 

membranes have a very low conductivity, which causes the overall conductivity 

of the interior to drop. The values for the cytoplasm calculated from dielectric 

mixture theory (solid lines) can be compared with the dielectric parameters 

obtained from curve-fitting procedures (dotted line). Another dispersion due to 

the presence of these structures occurs at frequencies greater than approximately 

10GHz, this dispersion falls outside the frequency range of figures 14 and 15. 
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Figure 14: The changes in the permittivity and the conductivity of the interior of a BHK(C-13) 

cell with increasing volume fraction of membrane bound structures. The arrows indicates how 

the permittivity and conductivity changes as the volume fraction increases. The volume fractions 

used were 0.05.0.1,0.2 and 0.3. The dotted lines indicate the values obtained for infected cells 
from electrorotational data. 

From figure 14 it can be seen that the conductivity of the cell interior (modelled 

using dielectric mixture theory) is lower than the value obtained from 

electrorotational spectra. This drop in the overall conductivity was compensated 

for by increasing the conductivity of the remaining part of the cytoplasm (the 

volume not occupied by the vacuoles). The results are shown in figure 15, where 

it can be seen that increasing this component of the cytoplasm causes the overall 

conductivity of the cell interior to increase, but only causes a slight increase in 

the permittivity of the interior. 
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Figure 15: The changes in the permittivity and the conductivity of the interior of a BHK(C-13) 

cell plotted for increasing conductivity of the the cytoplasm outside the membrane bound 

structures. The arrows indicate how the permittivity and conductivity changes as the 

conductivity of the cytoplasm outside the membrane bound structures is increased. The 

conductivities used were 0.37,0.45 and 0.55Sm', while the volume fraction of vacuoles was 

0.24. The dotted lines indicate the values obtained for infected cells from electrorotational data. 

The best match to the dielectric parameters of the cytoplasm was obtained for a 

volume fraction of 0.24 for the membrane bound structures, and a conductivity of 

0.53Sm-1 for the part of the cytoplasm outside the membrane bound structures. 

The dielectric properties of the cells were measured over a frequency range from 

1 kHz to 20MHz. In this frequency range the low frequency dispersion in the 

permittivity of the cell interior that (seen in figures 14 and 15) was found to 
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cause only a slight increase in the magnitude of the real part of the Clausius- 
Mossotti factor for frequencies less than 104 Hz. The imaginary part of the 
Clausius-Mossotti factor was not affected. 

The above analysis was repeated by replacing the vacuoles with enveloped 

virions as the membrane bound structures. The permittivity and conductivity of 
the cytoplasm was modelled using mixture theory. A match to the values 

obtained from electrorotation data was found with a volume fraction of virions of 
0.18 and the conductivity of the cytoplasm increased to 0.48Sm"1. Again it was 
found that the low frequency dispersion in the permittivity of the cell interior 

modelled with mixture theory had only a small effect on the real part of the 

Clausius-Mossotti factor at low frequencies. 

The above results show that the drop in the permittivity of the cell interior 

resulting from viral infection can be accounted for by the presence of increasing 

amounts of membrane bound structures in the cytoplasm. 
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Chapter 5: Electrorotation measurements of the virus life cycle of 
Herpes Simplex Virus Type 1 infected Baby Hamster Kidney 

Fibroblasts. III Discussion and Conclusions. 

5.1 Discussion 

5.1.1 Virus life-cycle and cell ultrastructure 

During infection of cells with HSV-1, the initial step is the binding of virions to 

cellular receptors, followed by fusion of the virion and cell membranes, leading 

to internalisation of the virion components. In this work, the cells were infected 

with 10p. f. u. per cell of highly purified virus. With such a low number of virions 

binding to the cells, it is unlikely that they will have any directly measurable 

effect on the dielectric properties of a cell, particularly since it is a transient 

event. After membrane fusion there is a rapid cascade of processes that result in a 

switch in gene expression from cellular to viral genes. However, the gross 

morphology of the cell was not detectably altered until several hours after 

infection when cells grown as monolayer cultures began to round up and lose 

their normal, extended conformation. This rounding proceeded until the cells 

were predominantly spherical by which stage they usually had detached from the 

tissue culture vessel. (In the experiments presented in this thesis, all the cells are 

spherical because they have been physically detached from the support for 

rotation measurements). The cause of the rounding appears to be the 

depolymerisation of microtubules and of actin containing microfilaments that are 

important for maintenance of the cellular ultrastructure. The cytoskeletal network 

is known to be important for transport of incoming viral DNA-containing capsids 

to the nucleus [1] but this is a very early event, which takes place before its 

disruption. It is not clear whether the disruption of the cytoskeleton is a 

functional feature of virus infection or simply a side effect of the drastic changes 

in macromolecular synthesis and organisation that are consequent upon infection. 
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5.1.2 Membrane capacitance 

Changes also occur in the cell membrane as infection progresses, although the 

physical nature of these changes has not been well studied. Both increases [2.3] 

and decreases [4] in the numbers of microvilli have been reported following HSV 
infection of mammalian cells, as well as the formation of larger structures (folds 

and blebs). One consistent feature is the appearance of progeny virions on the 

cell surface. In BHK(C-13) cells, these start to appear about 6 hours after 
infection and their numbers increase markedly until approximately 12 hours, 

after which they decline again [5]. The changes in the membrane ultrastructure 

are apparent in both the dielectric data and the SEM images (figure 10 in the 

results chapter) of the cells. As these images show, there was an obvious change 
in the morphology of the membrane as infection progressed, but they do not 
indicate that there were major changes in the shape of the cells. All the cells were 

spherical owing to detachment from the culture vessel. However, there was a 

tendency towards more uniform rounding as infection progressed, as evidenced 
by a reduction in the size and number of irregular surface folds and creases, 

which was accompanied by an increase in the numbers of microvilli (figure 10 in 

the results chapter). 

It appears that the membrane of the detached uninfected cell has large-scale 

irregularities including folds and creases and that this changes to a more uniform 

conformation following infection, probably as a result the disruption of the 

cytoskeleton. This effect is apparent in the time dependency of the specific 

membrane capacitance where, between 6 and 9 hours post-infection, there was a 

rapid decrease of approximately 25%, compared with an uninfected cell. At this 

time exocytosis is well under way. The decrease in capacitance continues with 

time, both as the surface of the cell becomes smoother and the overall surface 

area reduces, together with the fact that the cell membrane takes on the 

composition of the viral envelope. 
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5.1.3 Membrane permeability and internal conductivity 

Although the virus leaves the cell by exocytosis, this is not accompanied by cell 
lysis. The plasma membrane therefore retains its integrity throughout the 

productive phases of infectious cycle. It is not known whether membrane 

permeability is affected, although decreases in membrane fragility following 

HSV infection have been reported for a number of mammalian cell types [6]. 

We did not distinguish changes in permeability in our electrorotational and 
dielectrophoretic data. Figure 13 in the results chapter shows that the internal 

conductivity of the cell remained unchanged throughout the life cycle of the virus 

at between 0.30 and 0.42Sm"1 during the entire time course of the experiments 
for all the cells measured. This can be compared with the growth medium 

conductivity of 1.4Sm-1 and a suspension medium conductivity of 0.0175Sm"1. 

Dielectrophoretic crossover frequency measurements on mock infected cells and 

cells infected for 18 hours showed that the membrane conductivity of BHK(C- 

13) cells remained low through the infection cycle of the virus. The membrane 

capacitances obtained from these measurements were within the error of those 

obtained from electrorotational spectra. Together these results confirmed that the 

membrane did not become appreciably permeable as a result of viral infection 

and the resulting exocytosis. 

5.1.4 Internal permittivity 

By 6 hours post-infection, virus particles are beginning to be made and the 

process of virus release begins. Virus capsids are synthesised in the nucleus and 

transported across the nuclear membrane. The capsids are surrounded by the 

tegument proteins and pass through the golgi apparatus, where they probably 

acquire the viral envelope [7,8], before exiting the cell. The fraction of the 

cytoplasmic volume occupied by membrane bound vacuoles increases as a result 

of infection, since infection of cells with HSV-1 is known to cause proliferation 

of golgi derived membranes, generating large numbers of vacuoles (many 

containing virus particles) of different sizes [9]. The synthesis of large number 

of vacuoles and enveloped virions could lead to a marked reduction in the 
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permittivity of the cytoplasm. A step change in internal permittivity occurred 

sometime between 9 and 12 hours post-infection, when large quantities of virions 

are being produced. This suggests that processes which give rise to the 

production of large numbers of vacuoles are switched on at around 9-12 hours 

and thereafter their rate of loss, by fusion with the plasma membrane, is probably 

equal to the rate of production. Thus the reduction in internal permittivity could 
be attributed to an increase in the number of membrane containing structures 
(vacuoles, virions) within the cell cytoplasm during viral replication. 

This observation is supported by the results of applying dielectric mixture theory 

to model the cytoplasm. When the membrane bound structures were modelled as 

golgi derived transport vesicles, the model indicated that they occupied a volume 

fraction of 0.24 of the cell interior. However, if the membrane bound structures 

were modelled as virions, they occupied a volume fraction of 0.18 of the cell 

interior. These volume fractions are equivalent to a cell containing up to 2x 104 

virus particles; an amount that is within the limits of the number of virions a cell 

produces. 

Thin section images by Rixon et al [5], showed viruses enclosed in cytoplasmic 

vacuoles being transported to the cell surface, while images by Smith and De 

Harven [9] showed the presence of long stretches of nuclear membrane 

reduplication as well as membrane bound cisternae in the cytoplasm. Morgan et 

al [10] observed a large number of partially formed virus particles within cells. 

These images show that the membrane bound structures were not fully filled with 

virions. It is therefore likely that the number of virus particles in the cell interior 

is lower than 2x10``. 

From the modelling it was found that the presence of a large amount of 

membrane bound structures reduced the overall conductivity of the cytoplasm. 

For the overall internal conductivity of cells to have remained constant, the 

conductivity of the cytoplasm outside the membrane bound structures would 

have to have increased to 0.48-0.53Sm-1 depending on the type of membrane 

bound structures within the cytoplasm. This indicates that the total ion 

concentration within the cell remains unchanged. 
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5.1.5 Prospects 

Dielectrophoresis can be used as a method for separating cells of different 
dielectric properties. For example, human breast cancer cells (MDA231) have 
been separated from normal human erythrocytes using a dielectrophoretic 

affinity column [11]. The electrorotation spectrum for a particular cell type can 
be analysed to give the frequency dependent dielectric properties of the cells and 
thus develop optimal cell separation conditions or protocols. For the particular 

case of the BHK(C-13) cells, pre- and post-infection, the corresponding 
dielectrophoretic spectrum was calculated from the electrorotation data and the 

results are shown in Figure 11. This figure shows the real and imaginary 

components of the factor ýp - gym, d (the Clausius-Mossotti factor) which ýp + 26med 

gives an indication of the force and torque on a particle respectively plotted for a 

medium conductivity of 17.5mSm 1. The curves are computed from the mean 

values of the dielectric parameter set, for mock infected cells, curve (a) and for 

cells 18 hours post-infection, curve (b). The error bars represent the maximum 
deviation that occurs in the data, computed from the maximum range in the 

measured dielectric parameters for all the cells. 
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Figure 1. The frequency dependence of the real and imaginary components of the Clausius- 

Mossotti factor for uninfected BHK cells. Curve (a) gives the Clausius-Mossotti factor for 

uninfected cells, whilst curve (b) is the Clausius-Mossotti factor for cells infected for 18 hours. 

Both curves are for a suspending medium conductivity of 17.5mSm 1. The error bars represent 

the range of possible values of the Clausius-Mossotti factor as derived from the range of the 

various dielectric parameters. The plot shows that at this conductivity and in a frequency 

window from 20kHz to 40kHz the two types of cells could be separated using dielectrophoretic 

methods. 

It can be seen from figure 1 that over a frequency window from 20kHz to 40kHz, 

the uninfected cells experience a positive dielectrophoretic force whilst the 18 

hours post-infected cells experience negative dielectrophoresis, implying that the 

two cell types could be successfully separated in an appropriate electrode 

chamber. 
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5.2 Conclusions 

It was shown that electrorotation can be used as a technique to probe the time- 
dependent biophysical changes which take place as a cell undergoes viral 
invasion, replication and release. It has been shown that the membrane 

capacitance of the cells changes markedly between 6 and 9 hours post-infection, 

presumably as a result of changes in the morphology of the cell membrane. 
Scanning electron microscope images of cells, taken at discrete times post- 
infection, indicate that the membrane morphology varied with the virus life-cycle 

causing a reduction in the effective surface area of the cells. Using 

dielectrophoretic crossover frequency measurements it was confirmed that there 

was no increase in the conductivity of the membrane as a result of exocytosis. 

This was further confirmed by the fact that the internal conductivity of the cells 

remained constant throughout the virus replication cycle at 0.30 to 0.42 Sm-1, 

which can be compared with a growth medium conductivity of 1.4Sm"1. A step 

change in internal permittivity was recorded between 9 and 12 hours post- 

infection, this reduction was found to correlate with increased generation of 

membrane bound structures in the form of golgi apparatus derived membranes 

which envelopes the virions within the cytoplasm. Other structures enveloped by 

membranes could also contribute to a reduction in the internal permittivity, they 

are present inside cells in the form of enveloped virions as well as partially 

formed virus particles. 

This work points to the potential application of electrorotation techniques as a 

method for the non-invasive analysis of virus-host interactions. Further 

refinements to the technique, such as confinement of cells in electrical or optical 

traps, would allow measurements to be made on a single cell and for data to be 

collected over the entire 24 hour life cycle of virus infectivity. The work also 

suggests further biomedical applications and highlights the potential of 

dielectrophoretic separation techniques for the retrieval and separation of 

infected cells from uninfected cells. 
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Chapter 6: Determination of the dielectric properties of 

polystyrene beads complexed with herpes simplex virus 

6.1 Summary 

The effect of complexing polystyrene beads with virions was probed by 

electrorotational methods. Antibodies to HSV-1 were complexed with beads 

coated with secondary antibodies. Electrorotation measurements were performed 

on beads with and without HSV-1 particles complexed to the surface. Neither 

type of bead responded to rotating electric fields, making differentiation of the 

beads by electrorotation impractical. Dielectric modelling of beads of different 

sizes showed that the relative difference in the real part of the Clausius-Mossotti 

factor increases as the bead size decreases. This suggests that it could be 

possible to detect the presence of virus on appropriately sized beads using 

dielectrophoretic methods rather than electrorotational methods. 
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6.2 Introduction 

The electrorotation of polystyrene beads has been used as an assay for the 

parasites Criptosporidium and Giardia [1] in water supplies. The assay was 
based on using latex beads with a binding agent specific to the parasites. When a 
bead is exposed to a rotating electric field, the rotation rate dependends on the 

surface conductance of the bead. Treating the bead so as to attach a binding 

agent specific to a parasite has the effect of altering the surface conductance of 
the bead, thus changing the rotation rate of the bead. When parasites attached to 

the binding agent, the surface conductance of the bead was further affected, 

giving rise to changes in the rotation rate of the bead. By observing the rotation 

rate of the bead it was possible to detect the presence or absence of parasites in 

raw water supplies. The authors also outlined how the method could be 

developed further for DNA analysis [1]. 

The separation of different beads has also been demonstrated using a system 
based on dielectrophoretic gravitational field flow fractionation. It was 
demonstrated that polystyrene beads with different surface functionalisations and 

of different sizes could be separated from a mixture into separate batches [2]. 

The continuous separation of different types of latex particles was also 

demonstrated, raising the possibility that large amounts of such beads could be 

separated. 

A biosensor for the herpes virus has been demonstrated [3]. In this case, specific 

antibodies have been used to develop a method of detection capable of 

distinguishing between different strains of herpesvirus. The authors coated a 

pizoelectric crystal with a protein onto which an antibody specific for a particular 

type of virion was attached. Virions then attached to the antibody and the effect 

of the virions on the resonant frequency of the crystal could be monitored. Using 

this method it was possible to selectively detect relatively small amounts of 

herpes particles. 

Electrorotation has been used to complex viable and non-viable Escherichia coil 

to the surface of latex beads [4]. It was demonstrated that electrorotation can be 
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used to differentiate between beads with one of individual viable or on non- 
viable E. coil on the surface and hence determine the viability individual micro- 
organisms. 

For electrorotational measurements, beads were first coated with anti-mouse IgG, 

then with monoclonal mouse anti-HSV-1 IgG to which HSV-1 virions were 

attached. At each stage the electrorotational spectra of the beads was obtained. 
The results of each stage were analysed with a view to ascertaining the 

possibility of developing a method for detecting HSV-1. This process is 

illustrated in figure 1. 

Anti-mouse IgG 

ýaý ý,, ( Carboxylate 

Mono 

anti-I- 

(c) 

Figure 1: Illustration of the three step process used to bind HSV-1 to carboxylate modified beads. 

With the development of effective antiviral drugs, such as the anti-herpes agent. 

acyclovir, being able to make a rapid diagnosis of infection has become 

increasingly important since early intervention can allow the appropriate 

treatment to be instigated often leading to a marked reduction in the severity or 
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spread of disease. Accurate and rapid diagnosis is also important to ensure that 

unnecessary and possibly inappropriate treatment is not carried out. Classical 

diagnostic procedures usually require long and uncertain procedures. Newer 

immunological methods are now used, in particular nucleic acid based 

techniques, although direct visualisation of virus particles by electron 

microscopy is still an important tool for some viruses. Immunology approaches 

can either take the form of direct detection of virus proteins using specific 

antibodies, or, more commonly, measurement of the host's immune response to 

the virus. The most powerful of the newer techniques is the polymerase chain 

reaction (PCR), in which viral nucleic acid (DNA or RNA) is amplified through 

multiple cycles of synthesis, using oligonucleotide primers complementary to 

specific viral sequences. Despite these improvements, all the current methods 

have some drawbacks and most require skilled operators. Thus new approaches 

based on measuring the dielectrophoretic properties of virus complexed particles 

hold the promise of being rapid, sensitive and quantitative. In addition since this 

method utilises technology developed for the electronics industry, it should lend 

itself to automation with the obvious potential for lowering costs. 
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6.3 Theory 

For an elliptical particle suspended in a dielectric medium with viscosity i and 

exposed to an electric field E the steady state rotation rate is: 

R())=-Em 
Im( (co) + 

, 
Z3, (co))E Z 

4 
(a+b) 

aöA0 +böA0, 

Where the minus sign indicates that the dipole moment lags the electric field, S� 

is the permittivity of the suspending medium and Im{ } indicates the imaginary 

component of, while Aox and Aov are the depolarisation factors of the x and y 

components (described in the theory chapter), which for a prolate particle is 

given by [5] : 

qo 
21z 

_ 

[(q 

A 

_ 

(1-Aox 

A°v 
2 

q-1 0 

(2a) 

(2b) 

for a=x, y, and qo is calculated from the major axis ao and the minor axis bo of 

the polystyrene bead by q0 
a0 

=-. bo 

The terms '' and x,, are the x and y components of the susceptibility of the 

dielectric particle given by: 

Sp - Sm 

- s: A+Em ~a(tc; 

nr 

ln[(qo + ý[q2 0 0 

(3) 
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for a=x, y, e,,, and 6p are the complex permittivities of the suspending 

medium and the particle respectively. 

An expression which describes the measured conductivity of a polystyrene bead 
is given by [6,7] : 

6-a 
21c, 

+A +- -- 
a pba (1+ jwT) 

(4) 

where 6p is the bulk conductivity, xs is the surface conductance. The factrors 

A, T and a define the low frequency conductivity dispersion that gives rise to the 

low frequency rotation peak. This dispersion is considered to be associated with 

the electrical double layer and Zhou et al [7] proposed that at low frequencies 

polarisation effects due to counterions and co-ions in the electrical double layer 

gives rise to a time-varying conductance that gives rise to the low frequency 

conductivity dispersion. To date insufficient experimental data exists for this 

proposition to be confirmed. 

The permittivity and bulk conductivity of the polystyrene beads is known, so that 

it is possible to obtain the surface conductance from the electrorotational spectra. 

This is done by comparing an experimental electrorotational spectrum with a 

spectrum predicted by equation (1) (using equations 2-4 for suitable 

substitutions) using curve fitting procedures which minimises the difference 

between experimental and predicted spectra. This procedure has been described 

in more detail in the theory chapter. 

The effect of attaching virions to the surface of a polystyrene bead was modelled 

using dielectric mixture theory. This was done by treating the HSV-1 on the 

surface of the beads as an extra layer that consisted of a mixture of HSV-1 

virions and suspension medium, described in more detail in the theory chapter. 

140 



6.4 Materials and Methods 

6.4.1 Electrodes and Electrorotational Measurements 

Beads were suspended in 280mM mannitol and contained within a chamber 

made up by clear nail varnish with a coverslip used as a lid, the volume was 

approximately 20µl. Electrorotational measurements were carried out using 

polynomial electrodes that were 400µm from tip to tip as described earlier. 

In order to visualise particles as small as virions a Nikon Microphot microscope 

with fluorescent objectives was used. A green fluorescent probe was used to 

mark virus particles, while the TRITC conjugated anti-mouse IgG was 
fluorescent red. The probes were excited by a UV-light source and visualised 

using a fluorescent microscope objective. A colour filter was used to restrict the 

light to the desired wavelength range. The presence of polystyrene beads in a 

sample solution was confirmed using a white-light source to illuminate the 

sample from underneath. 

6.4.2 Binding protocol of carboxylate modified beads 

In order to attach proteins to the surface of the polystyrene beads the following 

procedure was used: 

1) Prepare 100m1 of phosphate buffers (PBS), pH 7.4 and pH 6.5. 

2) Prepare 100ml of 10mM MES (2-[Morpholino]ethanesufonic 

acid)buffer. 

3) Prepare 100ml IM Glycine 

4) Dissolve protein (mouse IgG (whole molecule)) at 10mg/ml in 50mM 

PBS, pH 6.5. 

5) Mix 100µl of IgG solution (10mg/ml) with 400µl 10mM MES 

(solution 1). Mix 100µl of 2% w/v solids COOH modified 

microspheres and 400µl 10mM MES (solution 2). Mix solutions 1 

and 2 together in a glass centrifuge tube. 
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5) Add 1-2mg of EDAC (1-Ethyl-3-(3-Dimethylamino- 

propyl)carbodiimide). Mix by vortexing. 
6) Incubate the reaction mixture on a rocker or orbital shaker for 2h at 

room temperature. 
7) Add Glycine to a final concentration of 100mM to quench the 

reaction (this was obtained by adding 100µl of 1.1 M Glycine to 1 ml). 
Incubate at room temperature for 30 minutes. 

8) Centrifuge to separate protein labelled microsphere particles from 

unreacted protein. Use 8000 rpm on a micro-centrifuge for 20 

minutes. 
9) Resuspend the pellet in I ml of 50mM PBS, pH 7.4, by gentle 

vortexing or by use of a bath sonicator. Centrifuge as in step 8). 

Repeat twice more. 
10) This gives a final solution with approximately 1x108 beads per ml. 

6.4.3 Virus cultivation and preparation 

HSV-1 virions were purified using protocols established by Szilagyi and 
Cunningham [8]. The virus particles were pelleted from tissue culture medium 

(TCM) by centrifugation at 23,000 g for 2 hours at 4°C. They were resuspended 

in TCM and centrifuged through a 35 ml gradient of 5-15% w/w Ficoll 400 in 

TCM at 12,000 rpm in a Sorvall AH629 rotor. The virion band was collected, 

diluted in TCM, pelleted at 20,000 rpm in AH629 tubes, resuspended in an 

appropriate volume of TCM and frozen at -70°C for future use. 

The viruses were fluorescently labelled with NBD-dihexadecylamine (Molecular 

Probes Inc). The dye was dissolved in DMF at a concentration of 2 mg/ml and 

then added to the virus solution (in TCM) at a 1: 100 dilution. Particles were 

incubated for 20mins at room temperature, pelleted at 20,000 rpm for 10 minutes 

in a Sorvall TLA 100.2 rotor and resuspended in iso-osmotic (280mM) mannitol. 

6. -4. -4 Complexing of HSI -1 with antibody coated polystyrene beads 
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In order to attach virus to beads, the beads were first coated with anti-mouse IgG 
using the binding protocols described above, followed by the attachment of 
monoclonal mouse anti-HSV-1. This was done by adding 5µl of the protein to 
400µl of anti-mouse IgG conjugated beads suspended in 280mM mannitol at a 
concentration of 1x107 beads per ml. The mixture was left at room temperature 

on an orbital shaker set to 400rpm for 1 hour. The beads were then spun down at 
8000rpm in a microcentrifuge for 20 minutes and resuspended in 400µ1 of 
280mM mannitol. 2µl of HSV-1 at a concentration of 1012 virions per ml was 

added to the solution before it was placed on an orbital shaker at 400rpm for 30 

minutes. 

It was found necessary to perform additional experiments to confirm that the 

correct binding had taken place at each step. These experiments were performed 

with TRITC conjugated anti-mouse IgG. 

The TRITC label emits red light when excited by UV-light; the red TRITC label 

was chosen as it is easy to differentiate from the green fluorescent dye that was 

used to label the virions. It was used to test if the monoclonal anti-HSV-1 IgG 

protein had attached to beads coated with anti-mouse IgG. The testing was 

performed in several stages: 

(i) To test for non-specific binding of TRITC conjugated anti-mouse IgG to 

beads coated with anti-mouse IgG; 2µI of TRITC conjugated anti-mouse 

IgG was added to a 400 µl a solution of 280mM mannitol containing 

secondary antibody coated beads at a concentration of 1x107 beads per 

ml. The final solution was then placed on an orbital shaker set to 400rpm 

for 30 minutes. The extent of non-specific binding could be observed 

with a fluorescent microscope. 

(ii) The next step in the process was to bind monoclonal mouse anti-HSV-1 

IgG to the anti-mouse IgG coated beads. This was performed by 

observing the extent of specific binding of TRITC conjugated anti-mouse 

IgG to beads coated with monoclonal mouse anti-HSV-1 IgG. To this 
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end, 2 t1 of TRITC conjugated anti-mouse IgG was added to a 400µ1 

solution of 280mM mannitol containing monoclonal mouse anti-HSV-1 
IgG coated beads at a concentration of 1x107 beads per ml. The final 

solution was placed on an orbital shaker set to 400rpm for 30 minutes. 
The extent of specific binding could be observed with a fluorescent 

microscope. 

By observing the difference in the amount of TRITC conjugated mouse IgG that 

attached to the beads in the two control experiments it was possible to ascertain if 

monoclonal mouse anti-HSV-1 IgG attached to beads coated with mouse IgG. 
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6.5 Results 

6.5.1 Electrorotation of untreated carboxylate modified beads 

Electrorotation spectra was collected for 5 COOH modified beads suspended in a 
medium with a conductivity of 3.5mSm-', and the average value of each data 

point for the 5 spectra was calculated, as was the standard deviation of the 

rotation rate at each data point. Curve fitting procedures was applied to this 

average spectrum and the result is shown in figure 2. The fitted curve gave 

Ks = 1.8OnS 
, 
A= 0.002, T= 0.0006 and a=0.70. 
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Figure 2: A fitted spectrum (solid line) fitted to the data points of an average untreated 

coarboxilate modified polystyrene bead. The dielectric parameters used were i=1.80nS, A= 

0.002, T= 0.0006 and a=0.70. The error bars represent the standard deviation of the rotation 

rate at each data point. 
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6.5.2 Electrorotation of EDAC treated carboxylate modified beads 

Electrorotation was performed on 5 separate EDAC functionalised polystyrene 
beads suspended in a medium with a conductivity of 1.5mSm-1. As before, curve 
fitting procedures were applied to an average spectra obtained by taking the 

average value of each data point of the spectra. The results are shown in figure 

3, were acs = 0.65nS, A= 0.00056, T= 0.0004and a=0.67, with the error bars 

representing the standard deviation of the rotation rate at each data point. 
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Figure 3: A fitted spectrum (solid line) of the data points of an average coarboxilate modified 

polystyrene bead treated with EDAC only. The dielectric parameters used in obtaining this were 

xs = 0.73nS, A= 0.0005, T= 0.0003 and a= 0.75 

deviation of the rotation rate at each data point. 

The error bars represent the standard 
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In order to compare the Clausius-Mossotti factor of the two types of beads, the 
imaginary components were plotted for a medium conductivity of 2mSm-1, the 

results are shown in figure 4. From this figure it can be seen that the rotation rate 

of an EDAC modified bead is slower than the rotation rate of an untreated bead 

under identical experimental conditions. 
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Figure 4: The imaginary part of the Clausius-Mossotti factor of polystyrene beads in a 

suspending medium with a conductivity of 2mSm"1. The solid line represents untreated 

carboxilate modified beads, the dotted line represents EDAC treated carboxilate modified beads. 
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6.5.3 Electrorotation of protein coated carboxylate modified beads 

Polystyrene beads were coated with anti-mouse IgG and electrorotation 

measurements performed on these beads. All of the beads (more than 50) failed 

to rotate under the influence of the applied electric field, at voltages in the range 
I to 12V(peak-peak) and frequencies in the range 100Hz to 20MHz. 

6.5.4 Attachment of HSV-1 to protein coated carboxylate modified polystyrene 
beads 

In order to attach HSV-1 to carboxylate modified beads a three-step process was 

used: 

(i) The carboxylate modified beads were coated with anti-mouse IgG. 

(ii) The next step was to attach monoclonal mouse anti-HSV-1 IgG to the 

anti-mouse IgG; 

(iii) The final step was then to attach HSV-1 to the beads by binding the virus 

to the monoclonal anti-HSV-1 IgG. 

The final result of this process is illustrated by figure 5. 
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Figure 5: Attachment of HSV-1 particles to beads by the use of a primary antibody to couple the 

virus particle to a secondary antibody attached to the surface of the polystyrene bead. Drawing is 

not to scale. 

After beads had been coated with anti-mouse IgG and resuspended in 280mM 

mannitol, a small amount (2[d) of TRITC conjugated anti-mouse IgG was added 

to the solution to measure non-specific binding. The results can be seen in figure 

6. 
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(a1: 

(b) 

Figure 6: Non-specific binding of TRITC conjugated anti-mouse IgG to anti-mouse IgG coated 

beads. Figure 6(a) shows the beads present in the solution. While figure 6(b) shows that a small 

amount of non-specific binding of TRITC conjugated mouse IgG to anti-mouse IgG coated beads 

occurs, as illustrated by the circles. Figure 6(a) and 6(b) are not the same fields. 
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When the sample was illuminated from behind, as shown in figure 6(a), it can be 

seen that beads were present in the solution. Once this illumination is removed 

and the beads are illuminated by UV-light only, as shown in figure 6(b), the 
TRITC conjugated anti-mouse IgG can be seen to make the solution red. It can 

also be seen that a small amount of non-specific binding of TRITC conjugated 

anti-mouse IgG to polystyrene beads coated with anti-mouse IgG occurred. This 

effect is illustrated in figure 7. 

TRITC conjugated 

anti-mouse IgG 

Carboxylate modified 

polystyrene bead 

Anti-mouse IgG 

Figure 7: Schematic representation of non specific binding of TRITC conjugated anti-mouse IgG 

to carboxylate modified beads coated with anti-mouse IgG. The diagram is not to scale. 

To test for the specific binding of the antibody, monoclonal mouse anti-HSV-1 

IgG was added to a solution of beads coated with anti-mouse IgG, suspended in 

280mM mannitol. A small amount of TRITC conjugated anti-mouse IgG was 

then added to the solution. The final result is shown in figure 8. 
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Figure 8: Beads present in the solution are shown in figure 8(a), while the specific binding of 

TRITC conjugated mouse IgG to anti-mouse IgG coated beads with monoclonal mouse anti- 

HSV- I IgG is clearly evident in figure 8(b). Figure 8(a) and 8(b) are not the same fields. 
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When the sample was illuminated from behind, as shown in figure 8(a). beads 

could be seen in the solution. Once this illumination was removed and the beads 
illuminated by UV-light, as shown in figure 8(b), the TRITC conjugated anti- 
mouse IgG was seen to make the solution red. In figure 8(b) aggregation of 
TRITC conjugated anti-mouse IgG is clearly evident on the surface of the beads. 

This demonstrates that specific binding of TRITC conjugated anti-mouse IgG to 

polystyrene beads with monoclonal mouse anti-HSV-1 occurred. This reaction is 

illustrated in figure 9. 

TRITC conjugated 

anti-mot 
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Monoclonal mouse anti-HSV-1 

Figure 9: Schematic representation of specific binding of TRITC conjugated anti-mouse IgG to 

carboxylate modified beads coated with monoclonal mouse anti-HSV-I. The diagram is not to 

scale. 

In order to test if the monoclonal mouse anti-HSV-1 IgG antibody could 

complex with virions, two solutions containing virions were compared. In one 

solution no antibody was added, while in the other solution the antibody was 

added. Both solutions were from the same stock of virions. The solutions were 

left on an orbital shaker for 30 minutes at 600rpm. In the solution containing 
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monoclonal mouse anti-HSV-1 IgG, clusters of HSV-1 were formed as shown in 
figure 10. This Indicated that the monoclonal mouse anti-HSV-I IgG was 
binding to the HSV-1 virions, causing the virions to clump together. 

Figure 10: Image of a cluster of HSV-1 virions. Such clusters were found to be more frequent in 

solutions of HSV-1 treated with monoclonal mouse anti-HSV-1 IgG as compared to solutions 

where the virions had not been treated with the antibody. 

After confirming that the monoclonal mouse anti-HSV-1 IgG was capable of 

attaching to the anti-mouse IgG coated polystyrene beads as well as being able to 

bind to the virions, HSV-1 was complexed with antibody coated beads. The 

result of binding virions to the beads can be seen in figure 11. 
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(a) 

Figure 1 1: The result of coating beads with HSV- 1. The beads in the sample can be seen in 

figure 11(a), while the beads coated by the green HS V-1 virions are shown in figure 1 1(b). 

Encircled is an example of a HSV-1 coated bead. Figure 11(a) and (b) are not the same frame. 
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Figure 11(a) shows the solution illuminated with white light and it can be seen 
that there are beads present in the solution. When the solution was exposed to 
UV-light, beads coated with HSV-1 virions could be seen. The virions were 
labelled with a green fluorprobe, and were seen as green dots. Therefore 

presence of a green particle of the same size and shape as the beads implies that 
the virions had attached to the bead The circle in figure 11(b) highlights such a 
bead covered with HSV-1 particles. Beads treated in the same manner but 

without HSV-1 attached to the surface cannot be seen in UV-light, The images 
therefore show that the attachment of virions to the polystyrene beads was 

successful. 

6.5.5 Electrorotation of protein coated carboxylate modified beads complexed 

with HSV-1 

Electrorotation of beads coated with HSV-1 was attempted. However, it was not 

possible to obtain rotational motion of the polystyrene beads over a range of 

voltages up to 12V(peak to peak) and medium conductivities in the range 0.6- 

1OmSm-1 for frequencies between 100Hz and 20MHz. 

The slowest rotation rate that has been recorded with the experimental apparatus 

employed in the course of these experiments is 0.1 rads"1, this value can be 

compared with the rotation rates from 0.25 up to 3 rads"1 in figures 2 and 3. The 

rotation rate of a bead is directly related to the imaginary part of the Clausius- 

Mossotti factor, which in turn is dependent on the surface conductance of the 

bead. Calculation of the rotation rate for a range of surface conductances can 

give an indication of the required surface conductance for the magnitude of the 

rotation rate to be less than 0.1 rads-1. Such calculations of the electrorotational 

spectra of polystyrene beads indicated that a surface conductance at which the 

rotation rate of the beads is less than 0.1 rads-i, and hence too slow to observe. is 

in the range KKS=0.2nS to KS=0.1 nS. According to these assumptions and 

calculations, outside this range the magnitude of the rotation rate was observable. 

156 



6.6 Discussion 

6.6.1 Data analysis 

The attachment of a secondary antibody to polystyrene beads followed by the 
attachment of a primary antibody specific to HSV-1 was shown to be a 
successful approach to binding virions to beads. Simple control experiments 
were used to confirm the specificity of binding by the different antibodies, 
confirming that HSV-1 did bind to the monoclonal mouse anti-HSV-1 IgG, 

which in turn had bound to the anti-mouse IgG coupled to the surface of the 
beads. 

Electrorotational measurements were performed on the beads at each stage in the 

process. It was found that untreated carboxylate-modified beads had a surface 
conductance of 1.85nS (this compares with a surface conductance of 0.73nS 

reported for carboxylate and amino-functionalised beads obtained from 

Polysciences by Zhou et al [7]), while beads treated with EDAC had a reduced 

surface conductance of 0.73nS. 

Once an antibody was attached to the surface of the beads it was not possible to 
induce rotation of the beads. The lowest measured rotation rate in figures 2 and 
3 is 0.25 rads-1, but experimentally values as low as 0.1 rads-l were measured. At 

lower rotation rates beads would did not complete a full rotation or rotated in a 
jagged manner as if they were subject to movement generated by joule heating of 

the suspension medium. Under these conditions it was not possible to obtain 

meaningful rotation data. There were also cases were the beads would not rotate 

at all, but move slightly as if subjected to Brownian motion. Such behaviour in 

the beads could occur as a result of the imaginary part of the Clausius-Mossotti 

factor of the bead being too small to cause the beads to rotate. 

Modelling of the electrorotational spectra of polystyrene beads showed that this 

is behaviour is likely to be caused by the beads having a rotation rate less than 

0.1 rads-' and therefore a surface conductance in the range acs=0.1-0.2nS. 
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Attachment of HSV-1 failed to induce rotation of the beads, indicating that 

attaching virions does not significantly alter the surface conductance of the 

protein coated beads. As a result it was not possible to differentiate beads with 

or without HSV on the surface using electrorotation. 

6.6.2 Dielectric mixture theory applied to virions on the surface of polystyrene 
beads 

Further analysis of the effect of attaching a layer of HSV-1 to the surface of a 

protein coated polystyrene bead was performed by employing models that used 

dielectric mixture theory. The surface of the beads was modelled as a layer 

consisting of suspension medium and virions. For this model the surface 

conductance of the beads was set to xS=0.2nS, i. e. the value obtained for protein 

coated beads. This value also corresponds to values that were obtained for 

216nm protein coated beads using dielectrophoretic cross-over frequency 

measurements (Data to be published, Hughes et al). As shown in figure 12, it 

can be seen that the imaginary component of the Clausius-Mossotti factor only 

changes slightly with increasing amounts of virions on the surface of the bead. 

The rotation rate that would result from the calculated Clausius-Mossotti factor 

would be 0.08rads"1, which is less than the lowest rotation rate observed in the 

course of the electrorotational experiments. This correlates with our 

observations where it was not possible to observe rotation on beads coated with 

antibodies or when HSV-1 was attached to the anti-body. 
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Figure 12: Simulation of the effect of varying the volume fraction of HSV-1 on the surface of a 

polystyrene bead. The volume fraction of virus on the surface of the beads were 0 (black line) 

and 0.3 (red line). 

The similarity in the two spectra can be explained if the surface conductance of 

the virus being approximately xS=0.2nS (for viruses that are 1-10 days old, data 

to be published, Hughes et al). The surface conductance of the virus is very 

similar to that of the bead, meaning that complexing virions to the surface of a 

bead will not change the overall conductance of the bead surface, resulting in the 

spectrum remaining unchanged. If the surface conductance of the beads is raised 

by an order of magnitude a reduction in the imaginary part of the Clausius- 

Mossotti factor occurs. 
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The beads used were 5.2x3.1µm in size. The effect of attaching HSV-l virions 
to protein coated beads, with identical dielectric properties and a volume fraction 

of bound virions equal to 0.2 was modelled for beads of smaller dimensions. 
The results are shown in figure 13, where it can be seen that the smaller beads 
have a larger imaginary part of the Clausius-Mossotti factor. 
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Figure 13: Variation in the imaginary part of the Clausius-Mossotti factor with bead size. 

(red line) and without (black line) HSV-1 (volume fraction = 0.2) complexed to the bead. 

size variations of the beads were 5.2x3.1 µm, 3.1 x 1.8µm and 1.6x0.9µm. 
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The imaginary part of the Clausius-Mossotti factor for all the bead sizes is quite 

small. The rotation rate of the smallest (1.6x0.9µm) beads would peak at 

0.4rads"', a value experimentally difficult to detect accurately. As a result it 

would be difficult to obtain spectra sufficiently accurate to detect the small 

difference between beads with or without complexed HSV-1 using 

electrorotation. However, Burt et al [1] have demonstrated that using suitable 

0 
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experimental apparatus it is possible to obtain accurate rotation spectra for beads 

0.8µm in diameter, with a maximum rotation rate of 0.25rads-1. The authors also 
demonstrated that it was possible to differentiate between beads coated with 
different types of antibodies. These results indicate that improvement of the 

experimental apparatus could lead to the detection of HSV-1 complexed to small 

polystyrene beads with electrorotation. 

In order to ascertain if dielectrophoresis would be a better method for the 

detection of virus particles, the real part of the Clausius-Mossotti factor was 

computed. The results for varying bead sizes are shown in figure 14. 
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Figure 14: The effect of attaching HSV-1 (volume fraction = 0.2) to the surface of polystyrene 

beads. The solid lines represents beads without HSV-1, while the dotted lines are beads with 

virions on their surfaces. Figure 14(a) is for beads with dimensions: of 5.2x3.1µm (black), 14(b) 

is for beads of 3.1 x 1.8}. un (red); figure 14(c) is for beads of 1.6x0.9pm (blue). 
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The force on a particle experiencing dielectrophoresis is proportional to the 

volume of the particle as well as to the Clausius-Mossotti factor. It can be seen 

from figure 14 that while the force decreases with a reduction in the bead size 

and Clausius-Mossotti factor, the relative difference in the force between beads 

with and without HSV-1 increases. This indicates that using a suitable bead size 

it may be possible to detect the difference between beads with and without HSV- 

1. 
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6.7 Conclusions 

Primary antibodies specific to HSV-1 were successfully used to complex HSV-1 

to the surface of polystyrene beads coated with a secondary antibody. The 

attached virions could be clearly seen using a fluorescent objective. Using 

electrorotation it was not possible to differentiate between beads with the virus 
specific antibody attached from beads with HSV-1 attached as both types of 
beads failed to respond to rotating electric fields. However results presented by 

Burt et al [1] indicate that with care it is possible to obtain accurate rotation 

spectra of protein coated bead less than I mm in diameter. This suggests that it 

might be possible to detect HSV-1 complexed to small beads. 

Modelling beads of different sizes suggest that as the bead size decreases, the 

relative difference in the real part of the Clausius-Mossotti factor increases, 

perhaps making it possible to detect the presence of virus on beads by 

dielectrophoresis. The modelling suggests that, using beads of appropriate size, 

dielectrophoresis might be an appropriate method for the detection of beads with 

virions attached to the surface. Thus, if a sufficient number of virions is attached 

to a particular bead they could alter its dielectric properties in a detectable 

manner [9-13]. Further developments of such a method could lead to real time 

separation of beads with and without virions using Field-Flow-Fractionation [2], 

or continuous separation as described by Markx et al [14]. 
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Chapter 7: Mapping the Electrorotational Torque in Planar 

Microelectrodes 

7.1 Summary 

The dielectric properties of a polarisable particle can be characterised b)" 

measuring the frequency dependence of the torque in a rotating electric field. 

Measurements performed using planar electrodes indicate a spatial variation in 

the torque across the dimensions of the array. In order to map this variation, the 

variation in rotation rate of elliptical latex beads was measured in 203 discrete 

positions in a 400x400µm polynomial electrode array. It was shown that torque 

variations across the electrode array can exceed 50% of the mean value at the 

centre. Data averaging and smoothing was performed to reveal trends that match 

theoretical predictions made using numerical models. The results indicate that 

the torque depends on variations in both the magnitude and phase of the electric 

field. 
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7.2 Introduction 

The rotation rate of a particle depends on the electric field strength (as described 
in the theory chapter). However, experiments have shown that particles exhibit a 
spatially dependent rotation rate within an electrode area, caused by non- 
uniformities in the electric field. In order to minimise the experimental error 
measurements are usually made within the central region of the electrode array 
where the electric field is considered constant [ 1-3] 

. For example Burt et al [4] 
imposed an arbitrary restriction on electrorotation measurements so that only 

particles within a circle of radius defined by 1/3 of the distance from chamber 

centre to electrode tip were studied. 

Field-mapping in large electrodes (cm scale) has been used in order to determine 

the variation in electric field as a function of particle position within an electrode 

chamber [5,6]. Numerical methods have also been used to calculate the electric 
field distribution [5-7]. Both Gimsa et al [5] and Hölzel [6] assumed that the 

torque varies only as a function of the square of the electric field. Hughes et al 
[7] showed that the torque is also related to the phase difference between the x 

and y components of the electric field within the rotation area, but this model has 

not been demonstrated practically. 

A previous attempt to produce a "rotation map" was undertaken by Fuhr et al [8] 

who measured the spatial variation in rotation rate of oat protoplasts suspended 

in an electrode chamber formed by inserting four metal pins into an electrolyte 

solution. The rotation rate was measured at only 17 discrete points within the 

central area of the electrode chamber and a ±10% deviation in rotation rate was 

measured. Such a small variation was probably due to the fact that the electrodes 

were circular pins producing a uniform field in the centre. This data can not be 

used to verify the results predicted by Hughes et al [7], as the electrodes 

simulated were planar microelectrodes, which would not be expected to generate 

the same field distribution as the "pin electrodes" employed by Fuhr et al. 
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In order to verify the simulation performed by Hughes et al [7], measurements of 

the spatial variation of electrorotational torque within a polynomial electrode [9] 

was performed. The rotation rate of elliptical latex beads was measured at 203 

different discrete positions within the electrode array. The spatial variation in 

rotation rate was analysed and the results point to trends which are similar to the 

predictions made in [7], implying that differences in phase as well as the 

magnitude of the electric field determine the torque exerted on a particle. 
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7.3 Theory 

In this work slightly ellipsoidal beads were used so that the polarisation depends 

on the orientation of the bead to the field [10]. However, all the beads lie with 
the long axis parallel to the surface and in plotting the rotation rate the 

polarisability of all the beads was assumed to be identical. 

Simulations of the time-invariant electric field in polynomial electrodes have 

been performed previously [5,6]. However, simulations of rotating field vectors 

suggests that both the magnitude and phase of the rotating electric field varies 

across the electrode [7] so that an effective electric field factor E2 can be 

introduced to compensate for this: 

E2 eff = ExEy sin(Ox - c}, ) (4) 

where the subscripts x and y indicate the x and y components of the electric field 

and the phase 0. Both the magnitude and phase in the x and y directions are 

spatially dependent implying that the torque exerted on particles rotating in the 

electrode chamber varies as a function of position by as much as a factor 2. 
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7.4 Materials and methods 

7.4.1 Electrodes 

The electrodes were of a polynomial design [9], with a 400µm gap between 

opposing electrode tips, as illustrated by figure 1. They were fabricated on glass 

slides by conventional photolithographic processes, and consisted of 100nm Au 

deposited over a 10nm Ti/lOnm Pa underlayer. A chamber was constructed 

around the electrode array using clear nail varnish and a 13mm diameter 

coverslip giving an enclosed volume of approximately 10µ1. 

Figure 1: A photograph of the electrodes used in this work, fabricated from aI OOnm thick gold 

layer over l0mn Ti/lOnm Pd seed layer onto glass slides. Scale bar: 200µm. The box indicates 

the region of the electrode within which measurements were made. 
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7.4.2 Experimental 

Experiments were performed using carboxylate modified elliptical latex beads 

(Bangs Laboratories, Illinois) which were 3x5µm in size. They were washed and 

resuspended in 280mM mannitol solution to a final concentration of 

approximately 2x107 beads/ml. A 4-phase Direct Digital Synthesiser (DDS) was 

used to give a signal at a frequency of 1 MHz, at 12 Volts peak to peak. The 

beads were imaged using a Nikon inverted microscope, a Panasonic digital 

camera and JVC S-VHS video recorder. Only beads further than 15µm apart 

from each other were measured and typically 60 beads occupied the electrode 

area at any one time. Rotation rates were obtained by examining the images on a 

large television monitor with a precision in measurement to ±1µm. Rotation 

rates were measured using a stopwatch over 5 complete revolutions per bead. 

Several experiments were made so that the rotation rate in a total of 203 positions 

across the whole array was measured. The data was processed using Matlab® 

software. 
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7.5 Results 

Figure 2 shows an image of the beads in the electrode array. On application of 
the electric field, negative dielectrophoresis pushed the beads away from the 

electrode edges by up to 50µm. Although particles were observed to rotate in 

this region, the dielectrophoreticaly induced motion was too rapid to allow 

measurement of the rotation rate at a single point. Particles which rotated near 

the electrode edges, or in the inter-electrode gaps did so in a non-uniform manner 

where the bead alternated between rapid semicircular rotation and pauses where 

no motion was observed. Outside this region beads rotated smoothly about a 

stationary axis. 
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Figure 2: A captured video image of the elliptical beads rotating in an electric field. This image 

shows that the beads are repelled from the electrode edges by dielectrophoresis. A 50µm wide 

band, free of beads is apparent at the electrode edges, so rotation measurements could not be 

made in this region. Only beads more than 15µm from adjacent beads were measured. Scale bar: 

100µm 
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The normalised rotation rate for 203 random points across this region is plotted 
in figure 3(a). The position of each measurement point is indicated in figure 3(b) 

with the co-ordinate point (0,0) at the centre of the electrode array. The data 

plotted in figure 3(a) shows the normalised rotation rate, with a value of 1 

assigned to the mean value of the rate of rotation for the particles closest to (0,0). 

The graph has been drawn using the Delaunay triangulation function to 
interpolate between the data points, such that any point on the chart takes the 

value of the nearest recorded point to it. This figure shows that the rotation rate 

of beads nearest to the electrode tips (but 50µm away from the edges) is 

approximately 1.5x greater than the mean rotation at the centre of the electrodes. 

The lowest rotation rates are found towards the inter-electrode gaps (±200, 

±200), where values were typically 0.8x that at the electrode centre. 
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Figure 3(a): Plot showing the rotation rate measured across the electrode area, defined by the box 

in figure 1. The figure shows how the normalised measured rotation rate vanes relative to the 

value at the centre of the electrodes. 
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Figure 3(b): A plot of the location of the measured data points. A total of 203 discrete points 

were measured. 
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7.6 Discussion 

7.6.1 Data analysis 

As can be seen from figure 2, beads were pushed away from the electrode edges 
during the course of electrorotational measurements. The force experienced by 

the beads was the result of electric field non-uniformities giving rise to a 
negative dielectrophoretic force. Hughes [I I] used the method of moment to 

conduct simulations of the dielectrophoretic force generated during 

electrorotation by polynomial electrodes, the results of which are shown in figure 

4 (corresponding to the region defined by the box in figure 1). The arrows show 
the direction and relative magnitude of the dielectrophoretic force. It can be seen 
that the distribution of the beads in figure 2 which result from the 
dielectrophoretic force the beads experience during electrorotation correlate well 

with the magnitude and direction of the dielectrophoretic force vectors. 
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It can be seen from figure 3(a) that the rotation rate is not uniform across the 
electrode and in general the rate near the electrode tips is higher than at the 

centre, or the electrode corners. The experimental error in obtaining the rotation 
data for single beads was estimated to be within ±5%. In addition. local 

variations in rotation rate were observed, probably caused by a combination of 
factors such as differences in bead properties, variations in the height of the bead 

above the electrode plane, or interactions between the bead and glass. 
Independent measurements of the variation in the characteristic rotation spectra 
for a selection of beads, all measured in the central region of the electrode array, 

indicated a maximum variation of ±5%. In order to more accurately determine 

the torque distribution further data analysis was performed. 

Since the polynomial electrode array is symmetrical about 4 axes, the 

experimental data points can be mirrored 8 times which effectively increases the 

number of data points in any octant by a factor or 8. The results of this operation 

are shown in figure 5, where the torque distribution is now easier to visualise. It 

shows that the rotation rate is uniform across the central region of the electrode 

array, and rises towards the edges with a peak value of 1.5x the central average at 

the boundary of measurement, approximately 50µm from the electrode tips. 
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Figure 5: A plot showing the rotation rate determined by mirroring each data point 8 times 

around the 4 axes of symmetry. 

Figures 6(a)-6(c) show the results of pixel by pixel averaging figure 5 using 

l 0µmx 10µm, 20µmx20µm and 40p. mx40µm windows respectively. As the 

averaging window size is increased, local variations are removed and an 

underlying variation across the electrode array is seen. As the window size 

increases a slight local maxima can be seen in the direction of inter-electrode 

gaps. In order to test for errors, the original data (figure 3(a)) was subtracted 

from the averaged data (figure 6(c)). Maximum variations were ±0.15x the 

average central torque value and randomly distributed across the array. 
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Figure 6(a): The figure show the result of applying a rolling average across the data set described 

in figure 5. The size of the window was: 10pmx10pm. 
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Figure 6(b): The figure show the result of applying a rolling average across the data set described 

in figure 5. The size of the window was: 20pmx20µm. 
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Figure 6(c): The figure show the result of applying a rolling average across the data set described 

in figure 5. The size of the window was 40gmx l Opm. The general trends in torque distribution 

can be seen more clearly in this figure. 

7.6.2 Comparison with theoretical model 

In previous work [7], the electric field was analysed for a 400x400µm gap 

electrode in a plane covering 800x800µm. The simulation space was divided 

into 80x80 discrete points, spaced 10µm apart on a regular grid and the 

simulation was calculated for a plane 3µm above the electrodes. Although the 

beads used in this work were 3µm in diameter along the minor axis. the 

differences in electric field between 1.5µm (corresponding to the centre of 

rotation of bead) and 3µm are probably minor. 

Figure 7 shows a simulation of confined by the box in figure 1, in the plane 

3µm above the electrode calculated using the method of moments as outlined in 
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[7], these simulations were performed by Dr. M. P. Hughes at the University of 
Bangor. It can be seen that the measured rotation rate shown in figure 6(c), and 
the simulated rotation rate (E) shown in figure 7 are similar in shape. 

2 

2 
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rotation l5 

rate 

200 
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Figure 7: A simulation of the torque distribution relative to the value at the centre (0,0) calculated 

in a plane 3µm above the electrode surface in an area defined by the box in figure 1. The 

simulated rotation rate compares favourably with the experimentally determined torque 

distribution shown in figure 6(c). 

A grey scale representation of the theoretical and experimental data is shown in 

figure 8 (a) and (b) respectively. A good correlation can be seen between the 

simulated rotation rate (normalised ET), figure 8(a) and the experimental data, 

figure 8(b). The correlation can be seen in the regions of low rotation rate at the 

central areas that are of the same magnitude in both cases. Also the increasing 

rotation rate in the direction of the electrode tips is the same in both cases, as is 

the reduction in rotation rate on approaching the inter-electrode gaps. The latter 

effect gives rise to a shallow maximum at approximately (±l00, ±100). 
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Figure 8: A grey scale plot of the simulated rotation rate (a) and the experimentally measured 

rotation rate (b) taken from figures 7 and 6(c) respectively. Adjacent scales indicate the relative 

rotation rates. The similarity between the experimental and predicted rotation rates is evident. 
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The principal discrepancy is that experiments indicate that the torque near the 
inter-electrode gaps (±150, ±150) falls to 0.7, whereas the model predicts that it 

should be of the same magnitude as the centre. 

A reason for this discrepancy may be due to the magnitudes of the rotating 

vectors EX and E. The non-uniform rotation rate could be caused by a vector 

combination of a rotational and an alignment torque. The time averaged 

alignment torque will remain constant, so that the bead will align with the major 

axis along Emax. Superimposed on this is the rotating torque, which acts either 

with or against the alignment torque. The overall effect is that the torque will 

vary depending on the alignment of the bead so that its motion will appear to be 

non-uniform. Thus the rotation rate of an elliptical bead will vary with its 

orientation to the field. Finally, near the electrode edge the electric field contains 

a significant z-direction component, which may cause the particle to rotate at an 

angle to the electrode plane. 
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7.7 Conclusions 

In order to justify the use of electrorotation data for particles distributed across 
an electrode chamber, it is important to determine the effect that the non- 
uniformity of electric field magnitude and phase has on those particles. In order 
to assess this, the electrorotation rates of over 200 latex spheres have been 

measured across an electrode array to determine the variation in induced torque 

as a function of position within the array. This study demonstrated that the 

torque varies by in excess of 50% depending on the position within the array. 

Comparison of the variation in torque as mapped across the inter-electrode space 
indicates a defined shape to the torque variation, which may be used to validate 

existing theories of electrorotation. The variation closely matches the torque 

distribution predicted by numerical models which take into account variations in 

local phase, and shows that both variations in the magnitude and phase of the 

electric field cause variations in the induced rotation of particles. 

Recent work by De Gasperis et al [12] and Zhou et al [13] have led to the 

development of automated systems for the determination of rotation rates. Such 

a system could be adapted to automatically adjust the measured rotation rate of a 

particle depending on the position of the particle in the electrode chamber. This 

would increase the number of cells available for study by compensating for wide 

variations in position-related local torque variations away from the central 

region. 
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Chapter 8: Cell reactions to dielectrophoretic manipulation. 

8.1 Summary 

The phenomenon of dielectrophoretic particle manipulation holds promise for 

many biotechnology applications, including new methods for cell sorting. Cell 

manipulation typically involves transient exposure for 15 minutes to radio- 
frequency AC electric fields generated using planar microelectrodes. The aim of 
this work was to investigate a range of acute effects of dielectrophoretic 

manipulation on the normal physiology of isolated cells. Cells were suspended 
in isoosmotic Mannitol and exposed to a 5MHz, 21V(peak to peak) electric field 

using electrodes with 100µm feature sizes. The cells were assigned to three 

experimental groups; non-exposed controls, exposed cells processed immediately 

after cessation of the field, and exposed cells processed after a time delay. 

The results can be summarised as follows: SEM observations of spread cells 

cultured on the devices showed no apparent acute effects of field exposure on 

cell morphology, cell-doubling rates in exposed cells subsequent to field- 

exposure or transient incubation in mannitol were no different from control cells. 

While an MTT `mitochondrial stress' assay indicated no alteration in the rate of 

oxidative respiration in exposed cells 0.5 hours after exposure to the field, and 

Western blot analysis indicated upregulation of fos protein in cells 0.5 hours after 

field-exposure, which was confirmed using densitometry. Finally, reverse 

transcription of cellular mRNA followed by PCR amplification, polyacrylamide 

gel electrophoresis and autoradiography of cDNA banding revealed differential 

gene expression between controls and exposed cells processed immediately after 

cessation of the field. Differential gene expression persisted in exposed cells at 

least 0.5 hours after removal from the field. Other observations indicated that 

temperature fluctuation in the mannitol solution was minimal, suggesting that 

upregulated mRNA may not have been related to thermally-induced heat shock 

protein. 
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The results indicated that exposure to AC fields during dielectrophoretic cell 

manipulation is associated with upregulation of the intermediate-earl; gene cfos 

and also transcription of other as yet unidentified genes. These transcriptional 

events were not manifest as gross changes in cell morphology or cell-cycle 

dynamics. 
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8.2 Introduction 

8.2.1 Cellular responses to dielectrophoresis 

If dielectrophoresis is to be used to manipulate cells that are later used for 

clinical proposes it is important to investigate the nature and extent of any 

cellular responses to dielectrophoretic manipulation, as identifying such effects is 

clearly relevant to the development of dielectrophoretic cell sorting technologies. 

Cells are known to be capable of exhibiting very rapid and quantifiable responses 

to a variety of stimuli. As there are not any appropriate precedents that suggest 

an obvious subcellular system as a potential target for the dielectrophoretic field. 

it was deemed necessary to screen a spectrum of possible resultant effects using a 

range of different biological investigations. 

These include scanning electron microscopy, which was applied to investigate 

the gross alignment responses of cells to externally applied electric field 

gradients, modulation of filopodia and lamellipodia initiation and also 

ultrastructural alterations in membrane integrity. Other biological investigations 

include possible alterations in cell-cycle control system dynamics that were 

measured by standard assessment of doubling rates in a fibroblast-like cell line. 

As well as the use of an MTT ((3-[4,5-Dimethylthiazol-2-yl]-2,5- 

diphenylterazolium bromide; Thiazolyl blue, Sigma, UK) mitochondrial stress 

assay in order to determine whether any field-activation effect was dependent 

upon an increase in oxidative respiration. Finally, alterations in gene expression 

was tested at two levels. Firstly, expression of the intermediate-early gene c-fos 

was investigated indirectly using an immunochemical localisation of fos protein 

on a Western blot of pooled cell lysate. Secondly, mRNA fingerprinting was 

carried out using sets of random primers as an assessment of non-specific gene 

transcription in a wider context. 
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8.3 Experimental methods 

8.3.1 Fabrication and electrode design. 

In order to probe the effect of dielectrophoresis on cells, a non-uniform electric 
field was generated using a microfabricated electrode of a sawtooth pattern. A 

photograph of the electrodes is shown in figure 1 with a feature size between tips 

of 100µm. This sawtooth pattern was chosen in order to generate regions of high 

electric field at the electrode tips [1], and thus trap cells with positive 
dielectrophoretic forces. The electrodes were fabricated using standard 

photolithographic techniques, and consisted of layers of 10nm Titanium, 10nm 

Palladium and 100nm of Gold deposited onto a glass slide. The electrode array 

was 8 mm by 11 mm and the cells were confined by a perspex cloning ring to 

give a chamber height of 6 mm. 

w ,. 

Figure 1: Photograph of the electrodes used to manipulate BHK21 C-13 cells with positive 

dielectrophoresis. The scale bar represents 100µm. 
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8.3.2 Cell handling during dielectrophoresis 

For dielectrophoretic experiments, cells were removed from the culture plates, 
resuspended and washed once in a medium consisting of 280mM mannitol and 
0. lmg/ml BSA, with a conductivity of lOmSm"', measured using a HP 4292A 
impedance analyser and a Sentex conductivity cell. The cells were introduced 

onto the electrode array at a density of 1.5x105 cells/ml and allowed to settle for 
5 minutes prior to the application of a signal of 21 Vpk pk and a frequency of 
5MHz for 15 minutes. At this voltage and frequency the cells experienced 
positive dielectrophoresis. 

8.3.3 Electric field mapping and membrane potential calculations 

The sawtooth electrode generates a highly non-uniform electric field. In order to 

calculate the electric field strength at different points on the electrode, finite 

element simulation software was used (Ansoff®, Maxwell 3-D) to obtain 

electrostatic plots of the field distribution. The software employed does not take 

into account free charge and is therefore not able to solve Poisson's equation. As 

such the software can not solve time dependent changes in the electric field, so 

the simulations undertaken are steady state approximations of an alternating 

electric field. Electric field plots were also calculated with a cell located near the 

electrode edge. The cell was modelled as a solid dielectric sphere, and the 

electric field plots were performed for two different cell permittivities. In the 

first case the permittivity of the cell was set to be equal to the permittivity of a 

cell membrane, in the second case the permittivity of the cell was set to be equal 

to the permittivity of the cell interior. When the frequency of an applied electric 

field increases, it starts to penetrate into the cell interior. Plotting the electric 

field for a low and high cell permittivity allows the changes in the electric field 

distribution as the frequency of the field is increased to be observed. 

The cell was also modelled as a heterogeneous dielectric system, approximated 

to a solid dielectric sphere surrounded by a thin membrane. Using this model, an 
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expression for the electric potential AU dropped across the cell membrane as a 
function of the applied electric field and frequency can be obtained [2]: 

DU= 
I+ a(G 

Y2 Ea cos 8 
(1) 

mem + J'mem P, + P/ 

In this expression Cmem is the specific membrane capacitance, Gmem is the 

membrane conductance per unit area, a--7µm is the radius of the cell, p is a 

general resistivity and the subscripts i and s refer to the cell interior and the 

suspending medium respectively. The polar angle with respect to the field is 

given by 0. 

8.3.4 Cell culture. 

Fibroblast-like BHK 21 C 13 cells from Glasgow University stock were 

maintained using standard cell culture methods. The basic culture medium was 

the Glasgow modification of Eagle's minimal essential medium (Gibco, 

Scotland) supplemented with 3mM glutamate, 100 units/ml penicillin, 100 gg/m1 

streptomycin, 2.5gg/ml ampherotericin B, 10%v/v calf serum, 10% tryptose 

phosphate broth and 20mmol Hepes saline. Cell suspensions were obtained by 

detachment of confluent monolayers using 0.05% trypsin in 0.2mg/ml EDTA 

after rinsing in Ca2+Mg2+ - free 20mM Hepes-buffered Hank's balanced salt 

solution. Trypsinisation was stopped by addition of serum containing medium, 

prior to centrifugation, resuspension, trituration and counting of cell density. 0.4 

ml of cells suspension was plated onto the devices at a density of 1.5x105 cells 

per ml. 

191 



8.3.5 Analysis of cell division parameters. 

Cells were assigned to exposed and non-exposed control groups of equal volume 
fraction in medium as assessed using a haemocytometer. The electric field ýN as 
applied to one group of cells using the parameters described above. Immediately 

after exposure the average cell numbers in each group were counted using a 
haemocytometer and the cells subsequently plated into 6x 25ml TC flasks at 
equal cell densities. This was assigned time zero. Subsequent counts of cells per 
field of view were obtained using phase-contrast optics for 5 fields of view, 
selected by systematic random sampling for all 12 flasks at 21,31,44,5-5,69 and 
97 hours after plating. Cell counts over the observation period were compared 

using a Kolmogorov-Smirnov two-sample test. 

8.3.6 Examination of cell morphology. 

Cells were plated onto the devices at a density of 5x104 cells/ml and placed at a 
temperature of 37°C for 24 hours to adhere and spread both over and between the 

electrodes. The cells were then exposed to the field using the same parameters as 
before and then immediately washed once in HBSS and then fixed for 15 

minutes using I% v/w glutaraldehyde in 0.1 M PBS at room temp. After fixation 

and preparation for SEM, examination proceeded with removal of the fixation 

solution followed by 3x5 min rinses in fresh 0.1 M PBS and post-fixation in I% 

v/v osmium tetroxide in RO water for 10 minutes. After a further 3 rinses x5 

minutes in RO water the cells were dehydrated through increasing concentrations 

of alcohol in RO water to 100% alcohol within 1 hour. The cells were then 

placed in 1: 1 solutions of alcohol in hexamethyldisilazane (HMDS) for 2x5 

minutes and then in HMDS alone for 2x 5mins. After the second immersion the 

cells on the devices were allowed to air dry. The devices were then mounted on 

SEM stubs, sputter coated with gold palladium, earth-strapped using silver dag 

and examined using a Hitachi SEM 800 operated at 10kV. This process Ns as 

repeated for a control sample that was not exposed to electric fields but otherwise 

given identical treatment. 
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8.3.7 Mitochondrial stress (MTT) assay. 

Alterations in mitochondrial stress were probed using an MTT assay for both 

cells exposed to the electric field and the control cells. One 0.5m1 sample of cells 
at 1x106 cells/ml were exposed to the electric field. A control sample was 
maintained under the same conditions but without the field. After pelleting at 
2000rpm for 5mins the cells were resuspended in Hank's balanced salt solution 
(Sigma, UK) containing 0.5mg/ml MTT ((3-[4,5-Dimethylthiazol-2-yl]-2 

. ý- 
diphenylterazolium bromide; Thiazolyl blue, Sigma, UK) and incubated at 37°C 

for 3 hours. Active mitochondrial dehydrogenases in living cells reduce the 

yellow dye to the insoluble purple formazan, while dead cells do not affect the 

dye. After repelleting at 2000rpm for 5mins the converted dye was solubilised by 

triturating vigorously in 0.2m1 isopropanol. Finally the absorbance of the the 

was scanned between 400 and 700nm using a spectrophotometer. A 

spectrophotometric reading was taken at 570nm. This work was performed in 

collaboration with Dr S. Britland (School of Pharmacy, University of Bradford). 

8.3.8 fos protein Western blotting and immunodetection. 

One hour after field-exposure two sets of control and exposed cells were tested 

for expression of fos-protein. From each experiment 0.2ml aliquots of cell 

suspension were mixed with an equal volume of gel sample buffer (50 mM Tris - 

HCl pH 6.8; 0.5 % sodium dodecyl sulphate; 10 % glycerol; 0.5 %2- 

mercaptoethanol; 0.01 % bromophenol blue) and boiled for five minutes. The 

cooled samples were then centrifuged at 14,000g for five minutes. 15 ml aliquots 

were subjected to polyacrylamide - SDS electrophoresis using a discontinuous 

system (4% stacking; 10% resolving; 1.5mm thickness) in a minigel format 

(Hoefer Mighty Small). Running conditions were typically 50 mA continuous 

current for 1 hour. After electrophoresis was complete. the proteins \\ cre 

transferred to PVDF membrane (NEN DuPont) using a semi - dry transfer system 

(Hoefer) (100mA constant current for one hour). Membranes were agitated in 0.1 

M phosphate buffered saline plus 0.05% tween - 20 (PBST) containing 5°ö fat 

free milk powder (Marvel) for one hour to block protein binding sites. The 

membranes were then washed in PBST and probed with anti c-fi antibody 
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(rabbit polyclonal antisera Ab-5, Calbiochem) (1: 500 titre) in I% bovine serum 
albumin/PBST for one hour. After washing off excess, bound antibody was 
detected by incubation with a goat anti rabbit antisera conjugated to horseradish 

peroxidase (1: 80,000 titre) followed by enhanced chemiluminescent detection of 
enzyme activity (Renaissance, NEN DuPont) on Reflection film (NEN DuPont). 
Replicate blots were also incubated with anti c -fos antisera in the presence of 
amino acids 4-17 c fos peptide fragment (Oncogene Research Products) to assess 
the specificity of the reaction. This work was performed in collaboration ww ith Dr 
S. Britland and Dr A. T. Evans (School of Pharmacy, University of Bradford). 

8.3.9 mRNA fingerprinting - Experimental Design. 

An onset control group was processed at the start of the experiment. A second 

group of cells were exposed to the electric field for 0.25 hours and then 

processed immediately after being removed from the field. A third group of cells 

was exposed to a field with same intensity and duration as before. However, on 

removal from the field these cells were replaced in the incubation chamber for a 
further 0.5 hours prior to processing. The purpose of the 0.5hour delay prior to 

processing was to determine whether gene expression in this group of cells was 

altered in comparison with acutely processed cells and onset controls. 

8.3.10 mRNA fingerprinting - isolation of mRNA. 

Fingerprinting RNA populations was done using a randomly selected primer for 

first strand cDNA synthesis. PCR amplification was then used to amplify the 

products. Cells were collected from the devices immediately after completion of 

the experiments and thoroughly homogenised in 0.8 ml of RNA zolTM B 

solution (Biogenesis Ltd, Poole, UK) to expose the contents of the cytosol for 

separation. Approx. lml of `cytosol'/RNA zolTM B solution was then 

transferred to an Eppendorf tube and 80 pl of chloroform added. The samples 

were then vortexed for 15 seconds and stored on ice for 5 minutes. After 

centrifuging at 12,000g at 4°C for 15 minutes the aqueous phase ý%as collected 

and the RNA precipitated by the addition of an equal volume of the aqueous 

phase (approx. 400µl) of isopropanol for at least 45 minutes at 4°C. The RNA 
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precipitates were centrifuged for 15 minutes and then washed once with 0.8m1 of 
75% ethanol. Quantities of RNA were assessed by spectrophotometry at 260nm 

and up to 5ug RNA was used for cDNA synthesis. This work was performed by 
T. T. Li (Centre for Cell Engineering, University of Glasgow). 

8.3.11 mRNA fingerprinting -first-strand cDNA synthesis. 

Up to 5µg of the RNA sample was combined with 1µl cDNA synthesis oligo 

(dT)12_18 primer and 2µl sterile H2O and made up to 4l. cDNA was made 
directly from the total RNA since only mRNA has a poly A tail corresponding to 

the oligo DT primer. The Ependorf tubes were then incubated at 70°C for 3 

minutes. 5µl of the cDNA master mix , made up from 2µl of 5x first-strand 

buffer, 2µl of dNTP mix, 5µM each of dATP, dCTP, dTTP and dGTP and 1µl of 

MMLV (Moloney murine leukaemia virus) reverse transcriptase (Clonetech Inc., 

USA), was added to each reaction tube and incubated at 42°C for 1 hour. The 

reactions were then terminated by incubation at 75°C for 10 minutes. All the 

cDNA samples were then stored at -20°C. This work was performed by T. T. Li 

(Centre for Cell Engineering, University of Glasgow). 
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8.3.12 PCR for mRNA fingerprinting - cDjVA amplification. 

Each cDNA sample was thawed slowly and then combined with the polymerase 
reaction mixture containing lOX PCR buffer, sterile H2O, 1.5mM MgCl-,. 0.2mM 

dNTP mix, 3.3µM 32PdATP (3000Ci/mmole), and lunit Taq polymerase 
(Boehringer Mannheim), 0.1µM ofthe Pl ;Tl OR P2; T2 primers (P1 :5'- 
ATTAACCCTCACTAAATGCTGGTGG-3' and T 1: 5' - 
CATTATGCTGAGTGATATATCTTTTTTTAG-3' ; P2: 5'- 

ATTAACCCTCACTAAAGATCTGACTG-3' and T2: 5' 

CATTATGCTGAGTGATATCTTTTTTTTTAC-3') /20µl reaction mixture, and 

cycled first through 94°C for 5 minutes, 40°C for 5 minutes, and 72°C for 5 

minutes. This was followed by 2 cycles of 94°C for 2 minutes, 40°C for 5 

minutes and 68°C for 5 minutes, followed by 22 cycles of 94°C for =I minute, 

60°C for 1 minute and 68°C for 2 minutes. The PCR amplified fragments were 

separated on a denaturing polyacrylamide gel run for 2-3 hours at 85W. The gel 

was dried and exposed to X-ray film for 1-3 days. This work was performed by 

T. T. Li (Centre for Cell Engineering, University of Glasgow). 
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8.4 Results. 

8.4.1 Dielectrophoresis 

Prior to the application of the electric field, cells were suspended in the 
isoosmotic mannitol solution at a conductivity of 10mSm-1, placed over the 

electrodes and allowed to settle. They were observed to be randomly distributed 

as shown in the photograph of figure 2(a). A potential of 21 V peak to peak at a 
frequency of 5MHz was then applied and after 10 seconds the cells moved 

towards the high field regions at the electrode tips and along the electrode edges, 

as shown in figure 2(b). Once the cells had moved into the high field regions they 

remained there for the duration of the experiments (15 minutes). 
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Figure 2: BHK cells suspended in 280mM mannitol and 0.1mg/ml BSA, sealed by a cloning ring 

on a sawtooth electrode pattern as seen through an inverting microscope before the electric field 

was applied (figure 2(a)) and 10 seconds after the field was applied (figure 2(b)). 

Measurements of the dielectric properties of BHK(C-13) cells had been made 

using electrorotation methods (as described in the chapters detailing the time 

dependent changes in BHK(C-13) cells following infection with HSV-1). This 

indicated that the plasma membrane had a specific capacitance of 2iiFcm-2 and a 

conductivity of 5x10-7Sm-' and the cell interior a permittivity of 75c� and a 

conductivity of 0.32Sm-1. These dielectric parameters were used to calculate the 

frequency variation of the Clausius-Mossotti factor. For a medium conductivity 

of lOmSm-' the results are shown in figure 3, where it can be seen that at a 
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frequency of 5MHz the cells experience positive DEP as observed 
experimentally figure 2(b). 
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Figure 3: The real and the imaginary components of the Clausius-Mossotti factor of a BHK21 C- 

13 cell suspended in lOmSm-1. 

8.4.2 Electric field and power dissipation simulation. 

Electric field simulation software (Ansoff, UK), was used to calculate the electric 

field distribution for the sawtooth electrode array both with and without a cell. 

At an applied potential of 21 V peak to peak, the calculated electric field 

distribution in a plane 6µm above the electrode surface is as shown in figure 4(a). 

The highest electric field occurs at the electrode tips, reaching a maximum of 

3.7x105Vpk_pkm-1. During experiments, cells experiencing positiv c 

dielectrophoresis would be attracted to these regions of high electric field. 
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Figure 4(a): Simulation of the electric field strength in sawtooth electrodes, 5mm above the 

electrode surface. A voltage of 21 Vpk_pk was applied to the electrodes. From the plot it can be seen 

that the regions of high electric field strength is at the electrode tips. 

In order to estimate the localised power distribution around a cell, the 

distribution of E2 was calculated for the cell with two different permittivities. 

Figure 4(b) shows the distribution of E2 when the cell was modelled with the 

permittivity equal to a plasma membrane (Er=15.8), while Figure 4(c) shows the 
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distribution of E2 when the cell was modelled with the permittivity equal to a cell 
interior (sr 55). The calculated electric fields were for a cell 10µm in diameter. 
20µm from the electrode tip. 

V2m-2 

Figure 4(b): Simulation of the square of the electric field strength in the presence of a cell with 

the permittivity set equal to a plasma membrane near the electrode edge in a sawtooth electrode, 

6µm above the electrode surface. A voltage of 21 Vpk_pk was applied to the electrodes. From the 

plot it can be seen that the electric field is consistent with the cell experiencing a net dipole 

moment. 

Figure 4(b) shows E2 within the cell and that it was approximately 5xlO"' V2 pk_ 

pkm"2 in magnitude, from this it can be calculated that according to the 

simulation the potential drop across the cell is 2.8Vpk-pk. 
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Figure 4(c): Simulation of the square of the electric field strength in the presence of a cell with 

the permittivity of a cell interior near the electrode edge in a sawtooth electrode, 6µm above the 

electrode surface. A voltage of 21 VPS p was applied to the electrodes. From the plot it can be seen 

that the electric field is consistent with the cell experiencing a net dipole moment. 

Figure 4(c) shows Ez within the cell and again it was approximately 5x 10" V2Pk_ 

pkm-2 in magnitude, thus according to the simulation the potential drop across the 

cell is 2.8VPk_pk. 
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It can be seen from this simulation that the majority of the power dissipation is 
localised at the electrode edge, but that regions of increased E2 are found at the 

poles of the cell. Time averaged power dissipation is given by W= o-E2. On the 
basis of the simulated electric field distributions, and taking into account that the 

conductivity of a cell cytoplasm was 0.32Sm"', as compared to a medium 

conductivity of 0.01 Sm-', the power dissipation inside cells will be higher than in 

the medium surrounding the cell. Because the membrane conductivity is very 
low, power dissipation in the plasma membrane can be neglected. Thus although 
the electric field is lower inside the cell, the power dissipation is higher owing to 

the high cytoplasm conductivity. On the basis of these calculations the total 

power dissipation in the cell amounts to 2.4pW. 

These calculation assume that the electric field simulations are correct, however 

the finite element software does not take into account the free charge in the 

medium or in the cell. But as the conductivity of the cytoplasm of a cell was 
0.32Sm"1, it is a conductor that contains free charge, which means that such an 

approximation does not compute the correct field. It is likely that the electric 

field inside the cell should be smaller than the values obtained from the electric 

field simulation software. This means that both the potential dropped across the 

cell and the total power dissipation inside the cell should be smaller than the 

values calculated from the electric field simulations. 

It was found that the power dissipation inside the cells was higher than in the 

suspending medium that surrounds it. Such a difference in power dissipation 

will lead to the cell experiencing a temperature rise that is greater than that of the 

suspension medium. Some time after the field is switched on the temperature of 

the cell will reach a steady state value at which the heat dissipated into the 

surrounding is the same as the heat generated by the electric field. An 

approximation of the temperature difference between the medium and the cell 

can be calculated using methods described by Ramos et. al [3]. According to 

which the increase in the temperature is given by. 
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AT= cfým' 
k 

where k is the thermal conductivity of water, Vr,,, 
s 

is the rms voltage dropped 

across the cell and 6 is the conductivity of the cell interior. Using this equation 

gives a value for the temperature increase within the cell of approximately' 0.5°C. 

The temperature rise in the plasma membrane will be insignificant as a result of 

the low potential dropped across the membrane. The result obtained is likely' to 

be too high as a result of the electric field simulations overestimating the electric 
field strength inside the cell. Further work is needed to clarify this could be 

undertaken with electric field simulation software capable of solving the full time 

dependent changes in the electric field in the presence of free charge. 

8.4.3 Membrane potential calculations 

The electrical potential dropped across the cell membrane was calculated from 

equation (1), using the minimum and maximum of electric field strengths in the 

electrode as given by figure 4(a). The data summarised in figure 5, this shows 

that at a frequency of 5MHz the potential across the cell membrane was in the 

range 8.61.. tVpk_pkto 6811Vpk_pk. By contrast at lower frequencies the membrane 

potential is much higher, approaching 5 Vpk_pk, a potential that is sufficient to 

rupture cellular membranes 
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Figure 5: The frequency dependence of the induced membrane potential of a BHK21 C-13 cell 

suspended in lOmSm-1. The membrane potentials were calculated for the maximum (a) and 

minimum (b) electric field strength generated by the electrodes. At a frequency of 5MHz the 

maximum induced membrane potential was found to be 68µV. 

8.4.4 Steady-state temperature measurements. 

Steady-state temperature measurements were made in the medium using a 

thermocouple attached to a micromanipulator. 15 minutes after application of 

the electric field the temperature was measured at heights ranging from 0.5 to 

5.5mm above the electrode surface. The data is shown in figure 6 and indicates 

that for this particular medium conductivity and applied potential the stead\ state 

temperature rise was less than one degree at all points in the bath after 15 
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minutes of field exposure. These data are consistent with other theoretical 
predictions and experimental observations [3]. 
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Figure 6: The dependence of the temperature of the suspension medium on the distance from the 

electrode pattern. The temperature was measured before the electric field was applied (") after the 

electric field had been on for 15 minutes ( ) and 15 minutes after the electric field had been 

switched off(A). 

8.4.5 Cell morphology 

Following field exposure, scanning electron microscopy of the cells failed to 

reveal alterations in the morphology of the cells. SEM images of cells on 

electrodes are shown in figure 7(a) (unexposed) and figure 7(b) (field exposed). 

Phase contrast imaging also showed unremarkable morphology as shown in 

figure 7(c), (unexposed) and figure 7(d) (exposed). There was no evidence to 
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indicate possible galvanotropic alignment, such as aligned filopodial or 

lammelipodial protrusions, nor evidence of other atypical beha\ iours. The cell 

membrane appeared unremarkable with no obvious field-associated anomalies. 

Cells which were incubated in a mannitol solution but not exposed to the field 

also had unremarkable morphology. 
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Figure 7: Scanning electron micrographs illustrating cell spread cell morphology of field-exposed 

cells (a) and non-exposed cells (b), the scale bar represents 15µm. Field exposed cells and cell 

incubated in Manitol have unremarkable morphology when compared with controls. No 

membrane abnormal membrane features could be identified in field- and non exposed cells. 
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Figure 7: Phase contrast photomicrographs illustrating cell spread cell morphology of field- 

exposed cells (c) and non-exposed cells (d), the scale bar represents 15µm. Field exposed cells 

and cell incubated in Manitol have unremarkable morphology when compared with controls. No 

membrane abnormal membrane features could be identified in field- and non-exposed cells. 

Studies on cell-doubling rates indicated that there was no difference between 

onset controls, exposed cells or cells with no field exposure. This data is 

summarised in figure 8. 
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Figure 8: Growth curves for non-field-exposed cells (a), field-exposed cells (b) and non-exposed 

cell. Absence of any significant difference between the 2 growth curves suggests no lasting 

effect of the electric field or mannitol exposure on the cell cycle control system. 
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8.4.6 Mitochondrial stress 

Spectrophotometric analysis of MTT solution revealed no difference in the rate 
of oxidative respiration between control and exposed cells (figure 9). 

A 

Figure 9: Spectrophotometric traces of MTT dye solution after incubation with control (a) and 
field-exposed cells (b). The traces were not different suggesting that field exposure had no effect 

on the rate of oxidative respiration with the suspension of BHK cells. 

8.4.7 Expression of fos protein. 

Immunoprobing of Western blots of cell samples revealed a major reactive band 

at 45 - 50 kDa in both control (D and F) and exposed samples (C and F) 

consistent with the c fos protein product (figure 10). The staining is visually 

more intense in columns C and E. The fos-protein band was entirely removed by 

competition with the amino acid 4- 17 peptide fragment of human c-fos in both 

exposed (a) and control (b) samples indicating that the bands did indeed 

represent fos-protein. Other bands reacting with the polyclonal antisera N%cre not 

capable of being competed out, and therefore represent non-specific reactions. 

211 

400nm 500nm 600nm 700nm 400nm 500nm 600nm 700nm 



This was further confirmed by semi-quantitative analysis of fos protein 

expression in the groups of manipulated cells was carried out by densitometric 

image analysis of band staining intensity on the Western blots using Paint Shop 

Pro version 5.01 (JASC Software). Bands correlating with fos expression in 

lanes A and B, the fos peptide blocked samples, showed staining intensities very 

similar to background levels. This confirmed the specificity of the anti-fos stain 

in lanes C-F. Densitomerty revealed an approximate 20-30% increase in fos 

protein expression in field-exposed lanes (lanes C, E) as compared to the 

respective non-exposed control lanes (lanes D, F). Staining intensity in both the 

field-exposed groups and both the non-exposed groups were very similar. 

Peptite Peptite Exposed Control Exposed Control 

blocked 1 blocked 2 cells I cells 1 cells 2 cells 2 

ABCDEF 
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Figure 10: A Western blot of fos protein expression in two preparations of field-exposed and 

control cells. Qualitative comparison and densitometric analysis indicated increased fos protein 

staining intensity in lysate from field-exposed cells (C, E) when compared with their respective 

controls (D, F). The specificity of fos protein immunostaining is verified by co-incubation of anti- 
fos protein antisera with a 4-17 peptide fragment of human fos protein, in which case staining 

was illiminated (A, B). 
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8.4.8 mRNA fingerprinting. 

In figure 11 panels A and B show cDNA gels obtained using two primers. 
Differentially expressed bands were found ranging from 0.3-2k bp in both cases. 
Columns 1 and 4 are control samples, 2 and 5 field-exposed cells, and 3 and 6 

field-exposed cells processed after 0.5 hours. In the close up of panel A four 

bands of interest are highlighted. X1 and X2 in column 2 indicate gene 

upregulation in field-exposed cells. Bands Y1 and Y2, as well asY3 in column 5 

highlight upregulated mRNA persisting in field-exposed cells 0.5 hours after 

cessation of the field. In panel B similar differentially expressed bands can be 

seen. Tags X3, X4 and X5 in column 5 again show cDNA banding indicative of 

gene upregulation in field-exposed cells. Y3 in column 6 indicates mRNA 

upregulation in cells 0.5 hours after cessation of the field. 
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Figure 11: Panels A and B display cDNA bands reverse transcribed from mRNA extracted from 

control (lanes 1,4) and field-exposed cells processed immediately (2,5) and after a 0.5 hours 

delay (3,6) using two sets of random primers. Differentially expressed cDNA bands are seen in 

cells immediately after cells are removed from the field (X,, X2, X. X, andXS) and 0.5 hours later 

(Y1, Y2_ andY3). 
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8.5 Discussion. 

It is anticipated that dielectrophoretic particle manipulation could be the 
fundamental operating principle of new cell-sorting technologies. Since 
dielectrophoretic sorting of heterogeneous cell populations is dependent mainly 

upon phenotypic parameters there is no absolute requirement for the pre- 
immunolabelling of cells [4]. However, the routine use of FACS has led to a 

rapid evolution in CD and other antigen labelling techniques which, if employed 
in this context, could increase the versatility of the dielectrophoretic technique 

further. 

Reported examples of dielectrophoretic sorting have so far included selective 

isolation of viable cells from lysed cells in culture media [5], enrichment of cells 

expressing particular cluster-differentiation antigens [6], removal of both 

leukaemic cells [7] and other potentially metastic cell-types from blood [8]. As 

well as cells infected with viral pathogens (as described in this work). Other 

biotechnology-related examples include the sorting of prokaryotes [9] and other 

non-human eukaryotic species [10]. There have also been reports of potential 

uses for dielectrophoretic manipulation in molecular biological applications such 

as cell fission [11] and fusion [12]. It is of fundamental importance to establish 

whether normal cell physiology is compromised as a result of any cell-sorting 

procedure. As a results the experiments undertaken were designed to examine 

the scope of any potential acute effects of 5MHz radio-frequency 

dielectrophoretic manipulation on isolated cells. 

The vast majority of published research on the effects of electromagnetic fields 

on living systems has focused principally on radio-frequency and Microwave 

fields, for example those with bandwidths commonly used for personal 

radiotelecommunications and power transmission. In fact, ambient RF fields can 

be derived from a number of sources, broadcasting, telecommunications. radar, 

industrial machinery, security equipment and also medical procedures such as 

diathermy and medical imaging [13]. The results of previous in vivo and in ý itro 

investigations using different RF frequencies have suggested that radio- 

frequency fields may influence cellular processes, [14,151. It is thought that as 
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the frequency increases from 100kHz the dominant energy transfer process in 
biological systems is through localised heating. Cells would be expected to 
respond to local heating by upregulation of one or many heat shock proteins 
(HSPs), or chaperonins, which are also known to respond to other types of stress. 
Heat shock molecules display a broad phylogenetic distribution [16] and as such 
are known to mediate a variety of cellular functions. 

The theoretical and experimental evidence presented suggests that thermal 
energy transfer into the cells from the culture medium or by direct heating of the 
cytosol was minimal. However, unidentified gene upregulation was detected in 
field-exposed cells. Since a specific examination of the levels of cytosolic HSPs 

was not conducted, the possibility that at least part of the differentially-expressed 

cDNA may have coded for HSP's in field-exposed cells cannot be excluded. It is 

possible that the field stimulus could have been transduced via a non-thermal 

mechanism. Indeed, this has been borne out by other workers who have reported 

changes in the steady-state levels of cellular HSP's and the expression of proto- 

oncogenes c-myc and c-jun in the absence of elevated temperatures [ 17]. These 

workers concluded that cells may respond to thermal and electromagnetic field 

stimulation by using similar transduction mechanisms. The results demonstrated 

that another stress marker for cells, fos protein was unregulated in cells exposed 

to the field. Once again, the possibility that the differentially-expressed cDNA in 

field-exposed cells may have coded for fos-protein or an associated gene 

regulatory protein could not be eliminated. Interestingly, it has been reported that 

c-fos transcription is not upregulated at 836.6Mhz at various power densities 

[18]. However, upregulation in another proto-oncogene, c-jun, the product of 

which combines with fos protein to produce the gene regulatory protein AP-1. 

has been reported after RF exposure. Intermediate early gene upregulation is 

consistent with our observation of differential cDNA expression, although 

adjustments in the cell-cycle control system were not highlighted by a 

quantitation of cell-doubling rates. 

This contrasts with the only other study on the cellular effects of 

dielectrophoresis that was found in the literature. Fuhr et al [191, found that 

when cultivating mouse fibroblasts under the prolonged influence of electric field 
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the anchorage time and the lag phase of the cells dropped, while the average cell 
cycle time and speed of mobility was reduced. These results show that while 
exposing cells to electric field for 15 minutes is not sufficient to cause alterations 
in cell cycle dynamics, prolonged exposure to electric fields does cause changes 
in cell cycle dynamics. 

The literature contains a number of reports of altered cell-cycle dynamics in 

response to field exposure. The consensus appears to be that cell division rates 

and other intracellular cytoplasmic and cytoskeletal events correlate with power 
level and duration of exposure [20]. This relationship has been found in human 

epithelial amnion cells [20], mast cells [21], human and rodent neuroblastoma 

cells [22] and osteoblasts [23]. Broude et al [24] suggested that there may 

correlation between the amplitude of cell membrane fluctuation in a RF field and 

the responses exhibited by the cell. This was based on a series of experiments 

using cytoskeletal disrupting agents. The real-time observations on spread cells 

on the devices did not show any apparent effect of field-exposure on the cell 

membrane under-phase contrast optics, nor retrospectively with SEM 

observations. 

However, the data suggest that the potential drop across the cell membrane 

would have been a maximum of 68µV, a number that is considered physiological 

tolerable for mammalian cells [25]. The potential dropped over a whole cell was 

found to reach a maximum of 1.8VPk_pk, while the regions of joule heating were 

found to be in the cell interior, with heat being dissipated in the low conducting 

plasma membrane. An approximate calculation of the temperature difference 

between the cell and the surrounding medium found that the cell experienced a 

temperature increase of 0.5°C. Such a temperature rise would not be expected to 

cause damage to the cells but might induce production of heat shock proteins. 

Studies on whole animals and humans at telecommunications RF frequencies 

have showed a variety of effects from field exposure. Fritze et al [261 recently 

reported that microwave fields were associated with upregulation of heat shock 

protein 70 and c-fos mRNA in the cerebellum. neocortex or piriform cortex of 
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acutely exposed rat brains. The levels of c jun. and GFAP mRNA were not 

changed in any of the experimental groups. Immunocytochemical anal\ sis of fos 

and jun proteins and HSP70 24 hours after exposure did not reveal any change 

from normal levels. After a further 7 days there was no evidence for filial 

proliferation. A recent report has suggested that these acute stress responses 

displayed by cells may not be manifest at the neurophysiological level. Roschke 

et al [27] did not find any effect of 3.5 minutes exposure to 900Mhz on the 

awake human electroencephalograph. However, a recent report has suggested 

that RF fields are associated with increased blood pressure in human [28] and 

impaired spatio-temporal co-ordination. 
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8.6 Conclusion 

By screening a spectrum of possible resultant celullar effects of dielectrophoresis 
using a range of different biological investigations it was shown that 
dieletrophoretic manipulation of fibroblast like cells can be associated with 
pertubation of normal cellular events. Cell morphology, cell oxidative respiration 
and cell cycle dynamics each appeared to be unaffected by dieletrophoretic 

manipulation. However, exposure to the applied electric field was associated 
with an increased expression of fos-protein and upregulation in unidentified 
genes. The data also suggested that the process of gene transcription may have 

continued beyond the 0.5 hours refractory period set for this experiment. The 

results obtained were not considered to be predictive of genotoxic effects on the 

cells resulting from the field-exposure. The very subtle effects dielectrophoresis 

had on cell physiology were reflected by the effects being detected by the 
investigation of fos-protein and gene expression. While the cruder methods of 

qualitative examination of cell morphology and cell-doubling rates revealed 
little. 

By screening a spectrum of possible resultant cellular effects of dielectrophoresis 

using a range of different biological investigations, it was found that increased 

expression of fos-protein and upregulation in unidentified genes occurred. In 

order to better understand the nature of these events, it will be necessary to 

extend the work presented here by conducting time-course observation on the 

detected alterations in cells physiology, in particular concentrating on the 

duration of field-associated gene transcription and fos-protein expression. 

Furthermore, a successful attempt at sequencing the differentially-expressed 

cDNA bands and thus elucidating the mechanism for field-induced gene 

expression could provide valuable information about the mechanism behind the 

upregulation of genes. 

As dielectrophoresis and electrorotation are increasingly being used as methods 

for cell identification and cell sorting, it is becoming important to quanti! N the 

cellular effects of exposing cells to the electric fields required to manipulate the 
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cells. It is hoped that this work will provide a useful first step in such an 

undertaking 
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Chapter 9: Conclusion and future work 

9.1. Conclusions 

Electrorotational measurements of the time dependent changes in the dielectric 

properties of BHK(C-13) cells following infection with HSV-1 showed that 

electrorotation can be used as a method of probing the time-dependent 

biophysical changes that occur in cells as they undergo viral invasion. replication 

and release. It was found that the dielectric parameters of BHK(C-13) cells 

change as a result of HSV-1 infection. The membrane capacitance of the cells 

was found to reduce markedly, while the membrane conductivity remained 

unchanged, a reduction in the internal permittivity of the cells was also observed. 

It was possible to correlate the changes in the dielectric parameters to the known 

biophysical life cycle of the virus. This shows that electrorotation is a useful tool 

in probing changes in the gross biophysical properties of cells following 

infection by virions, the results also pointed to the potential for AC electrokinetic 

separation of infected cells from uninfected cells. 

It was successfully demonstrated that HSV-1 could be complexed to polystyrene 

beads using antibodies specific to the virus. Probing the effect of complexing 

antibodies to beads using electrorotation showed that it was not possible to 

differentiate between HSV-1 complexed beads from beads without HSV-l. 

However, modelling beads of decreasing sizes suggested that as bead size 

decreases the relative difference in the real part of the Clausius-Mossotti factor 

increases, perhaps making it possible to detect the presence of virus on the 

surface of small beads with dielectrophoresis. 

The electrodes used for electrorotation measurements generate non-uniform 

electric fields. As the rotation rate of a particle is proportional to the electric 

field, it is important to determine the effect that the non-uniformity of electric 

field has on the rotation rate of the particles. To this end, the rotation rates of 

latex spheres were measured across a polynomial electrode array in order to 

2 24 



determine the spatial variation in induced torque within the electrode. The 

results demonstrated that the torque varies by in excess of 50% depending on the 
position of a particle within the array. 

The experimentally mapped spatial variation in the torque across the electrode 
chamber was found to closely match that predicted by numerical models in 

which both the variations in the electric field and phase distributions were taken 
into account. 

When cells are manipulated using dielectrophoresis or electrorotation they are 

exposed to high electric fields. It is conceivable that such field could affect the 

physiology of the cells. Thus any possible resultant celullar effects of 
dielectrophoresis were screened for by using a range of different biological 

investigations. These investigations showed that dieletrophoretic manipulation 

of fibroblast like cells is associated with pertubation of normal cellular events. In 

summary, cell morphology, cell oxidative respiration and cell cycle dynamics 

each appeared to be unaffected by dieletrophoretic manipulation. F Iowever, 

exposure to the electric field was associated with increased expression of fos- 

protein and upregulation in unidentified genes. The results were not considered 

to be predictive of genotoxic effects on the cells. The very subtle effects that 

dielectrophoresis had on cell physiology were detected through investigation of 

fos-protein and gene expression, while the cruder methods of qualitative 

examination of cell morphology and cell-doubling rates revealed little. 

9.2. Future work 

It was successfully demonstrated that the changes that occurs in the biophysical 

properties of a cell as a result of virus infection could be detected using 

electrorotation. This points to the potential application of electrorotational 

methods as a means of non-invasive analysis of virus-host interactions. Further 

refinements to the technique, such as confinement of cells in electrical field 

cages as proposed by Fuhr et al {l] or in optical traps, such as laser tweezers [2. 

3] would allow measurements to be made on a single cell for extended periods. 
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In this way data for the entire 24 hour life cycle of virus infectivity could be 
collected for a single cell. The results also suggests further biomedical 
applications and highlights the potential of dielectrophoretic separation 
techniques such as field-flow-fractionation [4] for the retrieval and separation of 
infected cells from uninfected cells. 

It was not possible to use electrorotation to differentiate between beads either 
with or without HSV-1 on the surface. Mathematical modelling suggests that 
using beads of appropriate size could lead to the possibility of using 
dielectrophoresis as a method for detecting the complexing of virions to beads. 
This in turn could lead to a method where virus particles in solution are detected 
by beads complexed to beads which could then be detected and separated b\ 
dielectrophoretic methods [5-9]. Further developments of such a method could 
lead to real time separation of beads complexed with HSV-1 from uncomplexed 
beads using Field-Flow-Fractionation [10], or continuous separation [11 ]. This 

could give rise to a rapid advanced biosensor system. 

Mapping the torque generated by polynomial electrodes showed that the torque 

profile closely matched that predicted by Hughes et al [12]. Recent work by De 

Gasperis et al [ 13] and Zhou et al [ 14] have led to the development of automated 

systems for the determination of rotation rates of cells using image processing 

techniques. Such systems could readily be adapted to automatically adjust the 

measured rotation rate of a particle depending on the position of the particle 

within an electrode chamber. This would increase the number of cells available 

for study by compensating for the position-related variations in torque away from 

the central region of an electrode pattern. 

It has been shown that alterations in the physiology of cells occurred follow ing 

exposure to dielectrophoresis. In order to better understand the nature of the 

changes, it will be necessary to extend the work. That could be done b\ 

conducting time-course observations of the detected alterations in cell 

physiology, a natural staring point would be to concentrate on the duration of' 

field-associated gene transcription and fos-protein expression. Furthermore. a 

successful attempt at sequencing the differentially-expressed cDNA hands and 
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thus elucidating the mechanism for field-induced gene expression could provide 

valuable information about the mechanism behind the upregulation of the genes 

observed. It would also be of interest to obtain precise simulations of the electric 
field within a cell in order to be able to better understand the effect of the electric 

fields on cells. 
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