FINANCIAL LIBERALIZATION AND
INDUSTRY STRUCTURE NEXUS: AN
INVESTIGATION USING DYNAMIC
HETEROGENEOUS PANELS FROM
MALAWIAN DATA

By

Grant Peter Kabango

Submitted in fulfilment of the requirements for the Degree of

Doctor of Philosophy in Economics
in the

Department of Economics
Faculty of Law, Business, and Social Science

at the
University of Glasgow

Glasgow December 2009



ABSTRACT

This thesis re-examines the relationship betwesanfie and growth. Most previous
studies that have dealt with different aspectshed telationship show that a well-
developed financial system is important for ecorogrowth. However, instead of
concentrating on the aggregated perspectives af tbiationship, this research
investigates whether financial development inflleenthe level of competition in the
real sector, as one possible mechanism throughhwilmance may influence growth.
The study focuses on the changes in industriattstre and performance following a
regime change in the financial system: from finahdiepression to financial
liberalization. It has been suggested that findriibaralization may be a key policy
to promote industrialisation as it removes the kredcess constraints on firms,
especially small and medium ones. Competition anforancial institutions, which
accompanies financial liberalization, leads to teavailability of finance and a
reduction in the cost for firms of raising capitr investment. In turn, this
encourages creation and entry of new firms and ptesn industrial growth,
particularly of those firms and sectors that aréemsal finance dependent. The
implications of financial liberalization on the tesector are investigated using
industry-level panel data from Malawian manufactgria variety of econometric
methods, and standard measures of industry steuetond performance, as well as
financial development indicators. The analysis atmsascertain whether financial
liberalization in Malawi has had any impact on theailability of credit for
manufacturing firms and whether its effects, whare hypothesised to influence
industry structure and performance, differ depegdn characteristics such as the
degree of external finance dependence of firmsiron Eize. The main empirical
findings show that financial liberalization, evéntiresults in greater supply of credit
and a larger number of lending institutions com@avéh the pre-reform period, does
not remove financing constraints on firms, espécitdle small and medium ones.
Instead, it is the large existing firms that benfgm a more liberal financial regime.
Indeed the evidence is that financial reforms hawestly facilitated the expansion of
existing establishments rather than the creatiome establishments, and have
resulted in greater industry concentration. Furtpesfitability and output growth are
disproportionately higher in large firms than inahones. The implementation of

financial liberalization in Malawi has been judged success; nevertheless the



evidence is that these reforms have been detrifmentampetition in industry. What
are the policy implications of these findings? Tlagidy shows that financial
liberalization is not the key for the promotioninflustrialisation. In the presence of
pervasive market failures in financial resourcedtion, as have been experienced in
Malawi, the withdrawal of the state from creditogfition decisions is unlikely to

result in industrial development.

Keywords: Financial liberalization, financial developmentxternal finance

dependence, industry structure, industry perforrmaitalawi.
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CHAPTER 1.0: BACKGROUND AND JUSTIFICATION FOR THE STUDY.

1.1. INTRODUCTION.

Economic literature provides different perspectioesthe theoretical link between
financial development and economic growth. Accagdito Schumpeter (1911),
financial intermediaries provide essential servitted are catalytical for innovation
and growth. Thus, a well-developed financial systemable to channel financial
resources to the most productive use. However, l@rnative explanation by
Robinson (1952) argues that finance has no cau$atteon growth. Robinson
contends that, instead, it is financial developntbat follows economic growth as a
result of higher demand for services. Accordinghis hypothesis, when an economy
grows, more financial institutions, financial pratsl and services emerge in the

markets in response to higher demand for services.

The literature in this research is generally marsupport of the hypothesis advanced
by Schumpeter (1911), which is later conceptualizgdicKinnon (1973) and Shaw
(1973), and further formalized by Fry (1988) andg&e (1993). According to
McKinnon and Shaw, government restrictions on theration of the financial system
such as interest rate ceiling, directed creditgpedi, and high reserve requirements
may hinder financial deepening. Consequently, thiay affect the quality and
guantity of investments, with a subsequent advarggact on economic growth.
Therefore, the McKinnon-Shaw financial repressi@magigm implies that a poorly
functioning financial system may retard economicovgh'. However, some
economists are not convinced about the suggestaaipent role of the financial
system in influencing the economic growth procelsgcas (1988) argues that
economists tend to over-emphasize the role of Grfactors in the process of
growth. Singh (1997) also contends that developroéfihancial markets may be an
impediment to the economic growth process partibulhen it induces volatility

and discourages risk-averse investors from invgstiurther, according to Mauro

! According to the endogenous growth literatureaficial development has positive impact on growth
(see, for example, Bencivenga and Smith,1198enciveng&t al, 1995; and, Greenwood and
Jovanovic, 1990)
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(1995), the introduction of certain financial todlsat allows individuals to hedge
against risk may lead to a reduction in precautpreavings and hence lowers
economic growth. These views have therefore excitether research on other
possible avenues that justify the relationship leetwfinance and growth.

However, until recently, lack of sufficient timerss data, particularly for developing
countries, has been a major constraint on resesffolts regarding the relationship
between finance and growth. As a result, crossirgstiudies have dominated the
literature. Nonetheless, in recent years, empirreskearch on the finance-growth
nexus has now increased with availability of newadeompiled by international
institutions such as the IMF, the United Nationstimtions, and the World Bahk
Notwithstanding this development, most of theseaesh studies have not attempted
to establish the exact link between finance andvtiroand, have instead taken for
granted the views suggested by the McKinnon-Shapothesis. Arguably, oma
priori grounds there are different avenues through whi@nce and growth can be
related. As such, theoretical underpinnings propaeseler the McKinnon-Shaw view
require extensive empirical investigation. Notablhilst prior studies have made
significant contribution to the literature and eatracted interest for further research
on the finance and growth nexus, the results cabhaageneralized across countries
due to differences in the nature and operationkefinancial institutions and policies

pursued in each country.

1.2. MOTIVATION FOR THE STUDY.

This study is motivated by the need to provide hfr perspective regarding the
finance and economic growth debate. This is achlidwe investigating further one
possible avenue through which finance may relath conomic growth — its effect
in influencing the level of competition in industryhus, rather than examining the
broad correlation between financial development aodnomic growth, this study
specifically investigates whether industries that aore dependent on external
financing, are likely to become more competitivloi@ing financial liberalization.

2Such data has been employed by, for exampglek& al (2000, 2004), Beck and Levine (2002),
Levineet al (2000), and Demirguc-Kunt and Levine (2001)
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Accordingly, within these industry groups, this dstudecomposes the impact of
financial liberalisation and financial developmenmt industry concentration and net
firm entry; as well as industry price-cost margarsd output growth. However,
before outlining the study’s research questions,fthlowing sections briefly outline

the conceptual issues, which guided formulatiothefrelated research questions.

In a market economy, lack of competition, as sigdifby concentrated market
structures, has direct effects on prices, profitd aconomic welfare. Research by
such scholars as Edwards (1955), Weiss (1983)Casdvell (1987) is illustrative and
has concluded that the impact of economic concemtrés negative overall. To the
extent that increased concentration leads to iseskamarket power, thereby
facilitating pricing above competitive levels, tlegree of concentration is a potential
public policy problem. Economic reforms that hawscently characterized most
countries in the world, such as the financial lddeation process, have been
implemented with the objective of achieving equgallistribution of resources
through market forces other than state interventioereby engendering competition
and ensuring increased productivity as well asrdéble prices, and, ultimately,
improved consumer welfare. This framework therefprevides an opportunity to
assess how the widely adopted financial reformreffonpact on competition levels.
Arguably, results of this type of exercise may met easily generalized across
countries. Obviously, initial conditions in eachuotry or within each group of
countries may have a lasting influence on the on&of the reforms. This study,
therefore, investigates the relationship betweerarfitial liberalization, industry
structure and industry performance in the manufagjusector of a single sub-
Saharan African country — Malawi. Justification fbiis approach is based on two

main arguments.

Eirst, there has been minimal empirical research omdlaionship between the level
of financial development and degrees of intra-itigudynamics in economies with
relatively underdeveloped financial systems suchrasound in sub-Saharan Africa.
It is worth noting that economies in the sub-Sahak&ica region are continuously
exposed to large, externally and policy-generatextiss as well as to high political
instability, civil strife and natural calamitiesych as droughts and floods, thereby

rendering these economic environments to be highbertain and risky, than other
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parts of the world (see, Adam and O’Connell, 199@llier, 1998; Nissanke, 2001).
Besides, several theoretical and empirical stuti@se suggested that the role of
financial development in an economy may vary acrossintries because of
differences in institutional and economic strucsu(eee, La Portat al, 1997, 1998;
and Bell and Rouseau, 2001). As such, the role eiffiectiveness of financial
intermediation in the economic growth process ipeeted to take a different
perspective in sub-Saharan Africa than it doesthemparts of the world. Results
from cross-country studies could therefore be radileg. Moreover, to date,
economic theory remains ambiguous on the issuehetiver effectiveness of financial
development in promoting economic growth dependsthen structure or level of
development of the economy. There are those whaeeditat, in a given economy, it
is the sector with high economies of scale thatebemmore from financial
development (Kletzer and Bardhan, 1987; Beck, 20@@plying that financial
development is much more effective in promoting necoic growth in more
industrialized economies than in less industrigliseonomies. On the other hand,
there are those who contend that countries at dagly stage of development benefit
more from financial development (McKinnon, 1973;y,Fr1995). Further, and
specifically related to empirical industrial orgsatiion literature, this study approach
is also motivated by Haber (1991) who, following@mparative study of industry
concentration and capital markets for Brazil, Mexiand the United States,

concludes that,

“... [T]he forces giving rise to concentrated inttiad structures in Latin America
(and, most likely, in other parts of the less depetd world) differed in both degree
and kind from those operating in Western Europe @dniled States. Gerschenkron’s
model for Germany, for example, in which banks emaged the formation of
industrial cartels, does not appear to be a usmindlel for explaining industrial
concentration in Latin America. In short, to fullywderstand industrial organisation
from a world viewpoint, scholars need to look beydine United States and Western

European cases.” (Haber, 1991, p.578)

Second most of the previous studies on the possible Ibé&ween financial
development and economic growth have largely fatusecross-national estimates,

and very few on specific country situations. And, yiehas been well documented that
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the pure cross-country studies method fails to ieitjyl address potential biases
induced by endogeneity of the explanatory varialded the existence of cross-
country heterogeneity. Many researchers argue stgawdespread use of cross-
section econometric analysis in the context of napieng to discover a reliable
empirical relationship between financial developmand economic growth They
contend that the results from such investigatiossally rest on a relationship of
averages across countries, which may not existynoae particular country. Further,
the results report partial correlations, which ncagnge as more variables are added
to the equations. They also argue that the issueaofality is not addressed
adequately in cross-section analysis. And, inddede series investigation has
suggested that the direction of causality may \eempss countries (see, Demetriades
and Hussain, 1996; Arestis and Demetriades, 1983)Rodrik (2005) suggests,
therefore, focusing on a single country enabledypass the limitations of cross-
country studies; and, the findings so obtained ney representative of the
relationship between financial development and gnovolow (2001) also argues
that, whilst a group of economies may share somewan features, each has its own
distinctive characteristics. As such, explaining #volution of economic behaviour
observed over time requires an economic model thadynamic in nature. In
particular, Solow (2001) contends that it is impattto carry out country-specific
studies in order to relate the findings to poli@gidns within specific cases.

The foregoing, therefore, supports the need to woinsimilar studies on the financial
development and growth nexus for countries at iffelevels of development; and,
preferably on an individual country basis, in order effectively establish the
linkages. This study, therefore, attempts to filstgap and proposes to add to the
literature by investigating the relationship betwe@nancial development and
industry structure (thus, industry concentratiod aet firm entry); and, performance
(thus, profitability and output growth) in the Mal@an manufacturing sector, using
panel data covering 20 industry groups for thequefi970 to 2004. To date, there is
no known research study that has extensively fatasethe link between financial
development and the manufacturing industry strecamd performance in Malawi;

certainly, not following financial liberalization.

% See, for instance, Kenny and Williams (P00 Arestis and Demetriades (1997); Gibsonl
Tsakalotos (1994); Levine and Zervos (1993); QU&93); and, Levine and Renelt (1991)
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Besides being a country-specific investigation, alhis a departure from tradition,
this empirical study takes advantage of Malawi’'plementation of financial reforms
during the review period. As an integral part loé tstructural adjustment program,
which the country adopted since 1981, under th@iees of the World Bank and
IMF, the financial system was liberalized. And, ides institutional reforms — which
included reviewing of the laws and regulations gowey the financial sector,
restructuring and privatization of banks, and tHepion of indirect instruments of
monetary policy — the financial liberalization pess, in the main, involved
decontrolling interest rates and eliminating dieglctcredit allocation systems and
credit ceilings (see, for example, Mehraet, al, 1998). The objective was that,
following the McKinnon (1973) and Shaw (1973) hympetes, financial liberalization
would lead to higher levels of investment and otgrowth, as resources would be
channelled towards financing the more productivggats. According to this view,
therefore, an increase in real interest rates Votlg the financial liberalization
process, should encourage saving and expand tipéyafperedit availability to firms.
As a consequence, a larger volume of investmentbeafinanced; and further, that
through easy access to credit, any previously matlohigh return projects are
afforded a chance to compete for funds, therebyribaning to economic productivity
and growth.

Evidently, the financial liberalization process Malawi has generally led to some
transformation of the entire financial infrastruetuThe process has also affected the
environment in which firms in the manufacturing teeoperate in terms of openness
of financial market institutions and availabilit§ fmancial products for private sector
investment. And, according to literature on businggstems that attempt to explain
the organization and functioning of the manufacgrindustry, the development of
institutional environment is hypothesised to havéasting influence on industry
structures and performance. Important elementshis institutional environment
include financial institutions, both formal and oninal, which determine who gets
access to credit and capital (Whitely, 1992; Argget al, 1997). Arguably therefore,
effective financial markets are essential ingretien the development of industry.
Rarely, if ever, are industrial firms able to geaterin their normal operations the

resources needed to finance capital expansions askig capital. A smoothly
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functioning financial system can provide the regdiresources in a timely fashion
and at adequate costs. Failure to do so enhancasrbao entry to any aspiring
entrepreneurs, and for those firms already in djmerathis raises production costs,
fosters inefficiency, and retards growth and comipeness in the manufacturing
sector (see, Aryeetest al, 1994; Levy, 1992; and Steel and Webster, 1998j)s T
ultimately breeds monopolies, oligopolies, whick detrimental to the development
of the manufacturing sector and economic growtle,($&r example, Pedersen and
McCormick, 1999).

However, several studies and survey results prowdielence that despite the
transformation of the financial infrastructure @lling the financial liberalization
efforts, access to credit remains a major problemfifms in Malawi, just like in
many other countries in the sub-Saharan Africamredgs well as other developing
countries that have implemented these reféristably, as documented by Loayza
and Ranciere (2006) and, Pagano (1993) among otieascial liberalization may
either deepen the financial system or induce firsrfcagility; thus, its long-term
benefits on an economy are ambiguous, from both irerab and theoretical
perspectives. Studying the Malawi manufacturingusidy, before and after financial
liberalization, therefore makes an excellent temtecof the relationship between
financial development and industry structure andigomance.

1.3. SIGNIFICANCE OF THE STUDY AND PROBLEM STATEMEN T.

In addition to its contribution to the literature the finance and growth nexus, this
study has significance because of its importanelg@ment policy implications. If

financial liberalization and financial developmdrdave distributional effect on the
Malawian manufacturing sector, then the countryictwthas remained agricultural-
based for many years, will have a lot to gain mmie of its industrialization efforts.

This should be achieved through the adoption oicjgd directed at expanding and
improving the efficiency of its financial systenmeteby promoting the development

of the manufacturing sector.

* See, for example, Nissanke (2001) and, Aryeetey(1997) for a comprehensive review on the
sub-Saharan African countries experience.
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In Malawi, continued high dependence on agricultw@ammodities has been of
concern because it is associated with decreasmugstef trade and macroeconomic
instability, with potential adverse consequencefdput and consumer prices. More
importantly, Malawi, like other countries in subkasan Africa, needs high and
sustained growth to make a significant impact ovepty; and, history has shown that
the manufacturing sector is the main source of oyoand sustained growth (see,
UNCTAD, 2003). Besides, literature on endogenouswtnt also emphasise the
importance of increasing returns to scale in thenufecturing sector in long-run

growth (see, for example, Matsuyama, 1992). By etppy the manufacturing sector
and lifting any constraints to its high and sustdirgrowth, is critical to improving

economic performance and growth. However, accordong number of surveys

conducted in many parts of the sub-Saharan Afrsse,(for example, Biggs and
Srivastava, 1996; UNIDO, 1985); there exist a lbtconstraints that impede the
development of the manufacturing sector, a sitnasbared by Malawi. Evidently,

policies within the manufacturing sector are ususilased against small and new
investors, while favouring large and fully estabéid firms. For instance,

concessions such as investment incentives anddigdakis are sometimes accorded

selectively, usually only benefiting large estdidid firms.

Extending from the foregoing, a key constraint toe tdevelopment of the
manufacturing sector, and of particular relevamcthis research study, is the lack of
access to financial resources for firms’ investraeahd development. Financial
institutions view large established firms as logkriand cheap to service per unit of
funds lent. As a result, they have preferentialeascto credit. Even though this
phenomenon is evident in both developed as welleagloping countries, it is more
prevalent in the latter group of countries. Thi®ésause in developing countries like
Malawi, private sector credit is relatively scarcmformation networks are
underdeveloped, and binding interest rates chaisetahe financial markets

Arguably, poorly functioning credit markets consirdirm entry and expansion,

> For a more comprehensive review, see elifl987), and Gauthier and Gersovitz (1997)soA
specific case studies by Pack and Webkt(1286) on Korea, Cortext al (1987) on Colombia,
and Wade (1990) on East Asia.

® Aryeeteyet al (1997, 1994); Nissanke and Aryeetey (1998)d, Nissanke (2001) adequately
cover this phenomenon as it relatessub-Saharan African countries, includifdalawi.
However, Chipeta and Mkandawire (1996, 1992¢iigally focus on Malawi.
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thereby rendering the industrial sectors uncompetiand inefficient oligopolies.
Hence, credit programmes have long been a favoimedvention by donors and
governments in most developing countries, partitpltédose in sub-Saharan Africa,
which includes Malawi. Implicit in these intervemns is a concern that credit markets
are not functioning well and that their malfunciimgnresults in low economic activity
and growth. The literature documents well-estabkliskeasons for credit markets not
to be perfect (see, Hoét al 1993).

The prevalence of the foregoing conditions in theldwi economy, raise a number of
fundamental empirical issues in regard to the dgrakent of the manufacturing
industry; and more particularly, the effectivenesk the financial system in
engendering a competitive business environmentsaslaimed in the orthodox
theoretical literature, following the McKinnon-Shdwpothesis. Most critical are the
guestions:first, whether, through deregulated interest rates amwdeased credit
accessibility, the financial liberalization and d®pment process, has any
distributional ramification on the industrial stture in the manufacturing sector,
thereby engendering dynamism and competition inrttastry; andsecond whether
entrenched oligopolies have instead emerged fatigwhe financial liberalization and
financial development process, that are neitheovative, technically efficient, nor
likely to price competitively; and, in turn, if thihas compounded the problem of
monopoly profits that usually arise in such bussnesvironments. In this research
study, therefore, these issues are investigated iindustry-level datasets drawn from

the Malawian manufacturing sector.

1.4. MAIN HYPOTHESES INVESTIGATED.

In this study, the following main hypotheses arareied:

() Financial liberalization has positive and robust distributional effects on

the industry structure. This is accomplished through a critical appraislthe
following two related sub-hypotheses;
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= Industries where firms are more dependent onrmaitefinance become
relatively more competitive; and, disproportiteda less concentrated with
the liberalization and development of the finahsystem.

= Financial liberalisation, working through finaakcidevelopment, facilitates
firm’'s access to credit, thereby fostering threation and entry of new
firms over the life cycle of an industry.

(i) Financial liberalization enhances performancein those industries that are
characterised by a significant number of small-siz# firms. This involves an
appraisal of the following sub-hypotheses;
= Financial liberalization induces higher price-cosrgins in those industries
that are characterised by a significant numbenll-sized firms.
= Financial liberalization leads to increased and ocedput growth, more in
those industries that are characterised byrafgignt number of small-sized

firms.

The first hypothesis is investigated in ChaptersirFand Five, while the second
hypothesis is the subject of Chapter Six.

1.5. DATA SOURCES.

The study uses panel data on Malawi's manufactufitmgs over a 35-year period
(1970 — 2004). Dataset for industry value-added @@eindustry sectors is obtained
from two related sources: the UNIDO electronic Hate [Industrial Statistics Data
base 2006 at the 3-digit level of ISIC Code (R®ns2) (INDISTAT 3) (1963-2004)];
as well as from the Annual Economic Survey (AES)ores as published by the
Malawi National Statistical Office. Apparently, 8etwo sources are related as the
country page for Malawi on the UNIDO database idaipd using AES data. The
AES data, which is collected through a questiomajives a quantitative description
of economic enterprises in the economy with regardtheir production and
employment characteristics, profitability levelgacsition and issue of both real and
financial claims in different sectors of the ecomnonkurther, the survey covers
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industries with 20 or more employees engaged inptibeuction and sales of goods
and services on the market at prices normally desigto cover the cost of
production. The United Nations system, ISIC (Newrkjp is used to classify
economic activities. Where possible, the data ms@mted for each 4-digit ISIC
division. However, in order to preserve confidelityiasince Malawi Statistics Act of
1967 restricts publication of any information thaould identify the activities of
individual persons or business undertakings, soctigitees are classified at 3-digit
level. Over the study period, 1970-2004, some pngas have emerged while others
have disappeared or did not qualify for selectiaio the AES sample. Total number
included in the survey sample during the studyquehas therefore ranged between
307 and 404 establishments. Further, from the Maldational Statistical Office,
privileged access was also obtained to unpublishédidual firms’ files from the
AES questionnaires, from where largest firms’ vedaleled data was extracted; which
together facilitated the estimation of some of tlaiables, such as the industry
concentration ratios, price-cost margins, extefin@nce dependence ratios, and firm

sizes.

Data on financial and monetary aggregates is sduroen the International Financial
Statistics of the IMF, and Reserve Bank of Malawri@dic reports. This includes
data on sectoral distribution of credit to the emog as reported by the Malawian
banking system. World Development Indicators puigds through the World Bank

database is the main source of data on the re@irseggregates

1.6. RESEARCH METHODOLOGY.

The methodological and analytical basis for thisdgtis drawn from the empirical
literature focusing on financial liberalizationndincial development, and industry
dynamics. An extensive review of the theoretical @mpirical literature underpins
the analysis for the Malawian manufacturing sectoescriptive statistics and

econometric techniques are used to derive the tsegulthis study. Econometric

" Where a variable is determined through a ratiwben one variable measured at the end of the yea
and GDP which is measured over the yda, ratio is deflated using the GDP deflatsy for
example, in Favara (2003).



26

models are constructed which forms the basis oftéilsé of the hypotheses. The
methods and analytical techniques employed in théysare highlighted in each of
the chapters in which they are used and their dithoihs are also clearly spelt out.
Where necessary, graphic illustrations and tables support the results obtained in
the study. Policy implications of the results anglaa that warrant further research are

highlighted in the last chapter of the thesis.

1.7. STRUCTURE OF THE STUDY.

This study is organised into seven chapters. Chaptee, provide introductory
background to the study. Chapter Two, gives anweer of developments in the
Malawian economyin particular, this overview seeks to demonstrate kchanges in
the Malawian economic landscape during the studyogehave influenced the
research interest as highlighted in the empiricestjons above. The overview also
includes a preliminary simple econometric invest@aof the before and after effect

of financial liberalization on major financial amtlustrial sector aggregates.

Chapter Three, reviews literature related to the ob finance in the economic growth
process. Special focus is made on literature ragardhe effect of financial

liberalization on the availability of credit, orclaof it, in terms of its supply as well as
pricing, on firms’ size distribution, investment ailgons, and by extension,
profitability of its investments. This takes therfoof an inspection of both theoretical
models as well as empirics on financial developnagnt industrial organisation. The
literature review in its entirety makes preparationthe specification of the models

in this study, in line with developments in theand in estimation techniques.

Empirical models are specified and presented inp@hnsa Four, Five, and Six. In
Chapter Four, aggregated models relate to thedetlween financial development,
external finance dependence, and industry structdrespecifically, industry
concentration and net firm entry; in Chapter Favglisaggregated approach is used to
investigate heterogeneity across industry groupterims of their responsiveness to
changes following financial liberalization; and,@mapter Six, the study examines the

effects of financial liberalization on the relatghip between firm size and industry
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performance, measured through price-cost margirgs @mput growth. Models
investigated in the empirical Chapters Four, Fianed Six, draw heavily from the
literature discussed in Chapter Three as well asideration of the structure of the
Malawi economy as discussed in Chapter Two. Furl@kapters Four, Five and Six
also separately discuss, in detail, the estimagohniques adopted in the respective
chapters, and present and analyse the econometiession results following the
estimation process. Discussions following the mgidestimations involve assessing
the consistency of the results with regard to eowonoand statistical theoretical
criteria, as well as evaluating their individualrfpemance. All the three empirical

chapters make assessments of policy implicatiomsmfrom the respective analyses.

Chapter Seven, presents a summary of the studypnfsddraws conclusions based on
the analyses, identifies the study’s contributionthe literature as well as policy

implications of the study findings, and finally c@omends areas for future research.

1.8. CONCLUSION.

Theoretical and empirical literature continues teliveér disparate predictions
regarding the impact of financial liberalization thre firm’s investment capacity; and,

its influence on industry structure and performance

In Malawi, the paradox is that during the same quktihat the country’s economic
policy stimulated entrepreneurship, through easiecess to capital following
financial liberalization, the manufacturing sectmmtracted; unlike during the pre-
liberalization period when it registered some exiam To date, the sector has
persistently declined and has registered closureestral major companfesThe

trend for most companies igither to shift from manufacturing production in the
country to marketing products which they previoused to produce but are now
manufactured by their offshore sister compan@ssimply close-down and exit;

thereby leaving a structure that is only dominadigda few firms. Such a structure

8 Closures and exits, in the main, inclutiese of major companies in the metal fabricatind
machine tool, fertilizer production, fittme, textiles, tobacco processing, anénem food
processing industries (World Bank, 2004b).
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hides inefficiency and limits the ability to compdioth locally and globally. Though
firms operating in such an environment are likeyehjoy scale economies, they are
also likely to focus on static rather than dynarmgains. Firms operating under
monopoly are likely to focus on temporary gainstthi@ey enjoy due to their
monopoly power, all at the cost of consumer weltsea result of their uncompetitive
pricing. However, under a competitive environmentovation and product quality
are likely to flourish. As such, apart from antigdt policy formulation, there is need
for articulating the role of the financial sectorfacilitating this process.

Against this background, it is therefore importaat examine the links between
financial liberalization, financial development amdustry structure and performance
in the manufacturing sector. Indeed, given the Hyggised competition-enhancing
effects of this policy on the economy, one is le@sk whether there is a possible link
between a liberalized financial system and thecstre of the industry that evolves,
as well as the performance patterns that emerged®s since the impact of financial
liberalization in each industry is also likely tary over timé& but, also depending on
industry-specific characteristics — including theéeat to which an industry depends
on external financing — this research study theeséxplicitly consider these aspects

in its empirical framework.

° As observed by Kaminsky and Schmukler (2008yeisas Loayza and Ranciere (2006), all recent
models that examine the evolution of the effeétinancial liberalization through time, differdate
between short- and long-run effects on economaavth.
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CHAPTER 2.0: MANUFACTURING INDUSTRY, FINANCI AL
LIBERALIZATION AND THE FINANCIAL
DEVELOPMENT PROCESS IN MALAWI.

2.1. OVERVIEW OF THE ECONOMY AND THE MANUFACTURING
SECTOR IN MALAWI.

2.1.1. Macroeconomic Background.

The performance of the Malawian economy up to 19& relatively good,
registering high growth rates and favourable baan€ payments position. The
contribution of the manufacturing sector to grossndstic product rose from 8.0
percent in 1964 to 11.0 percent in 1978. Howevle tountry experienced
macroeconomic instability and structural constsaiatter the 1979 international oll
shocks and civil strife in the neighbouring Mozaqu®, which prompted the
implementation of the IMF/World Bank structural asiment programme (SAP) in
1981. Several policies were therefore implementeter these programmes, amongst
which were those specifically aimed at stimulatcgmpetition and growth in the

manufacturing sector.

However, more than twenty years following the ecomoreform programmes in
Malawi, the policies have had limited success ansbime instances even perpetuated
instability in the manufacturing sector. The cdmition of the manufacturing sector
towards real output has been erratic and declimimigjle the agricultural sector
remains to be the dominant sector of the economyth&r, the size of the
manufacturing sector is still small, predominantbligopolistic, and mostly
concentrated in five sub-sectors: food processbeyerages, tobacco processing,
textiles, and pharmaceuticals. This chapter theeeforovides an overview of the
structural changes that have characterised the wila manufacturing industry
within the reform period; and attempts to relate piolicy reforms with the intended
objectives. Specifically, an important question palicy debate is whether financial
sector related reforms managed to engender comopeténd growth in the

manufacturing industries in Malawi.
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2.1.2. Industrialization Policy Framework.

Like most sub-Saharan countries, Malawi adoptedistrehlization as part of its
development agenda since attaining political inddpace in 1964 (see, Malawi
Government, 1971). The primary objective of thisiggooption was to enhance the
modernisation of the economy. According to literafundustrialization is expected to
facilitate the transformation of a country’'s econorstructure from being typically
agricultural-based to a modern economy. Furthes,ithportance of industry to the
economic growth process include its effects in sltating production more widely
through its forward and backward linkages with otharts of the econom¥ The
industrialization policy option in Malawi was, tledore, expected to translate into an
increased share of industry activity in GDP; thgreimcrease employment
opportunities, raise incomes, and ultimately trarslinto improved standards of
living for the country’s population. These effosgere originally embedded in two
related pieces of legislation. Firsthelndustrial Development Act of 196bat set out
the conditions for licensing industrial firms inding the related incentives. Thus, it
governed entry procedures by allowing discretiorsgsgrovals of entry applications
based oninter alia, adequacy of resources, and public significancthefproducts,
location and relative size of the investment, i timanufacturing sector. This
legislation also provided exclusive monopoly rights large enterprises with the
potential for the exploitation of economies of scallhus, the emphasis on a
minimum efficient scale in the Act — together witther protection provisions relating
to depreciation allowances, and tariffs — meant a@e firms were favoured at the
expense of small firms; thereby breeding monopdaies infant industries that could
not have survived if protection were lifted. Secowds theControl of Goods Act of
1966 which imposed an ‘average cost plus margin’ ogilon prices for selected
domestic manufactured products. Regulations wenposed regarding fixed
maximum ceiling prices on mass-produced, fairly bgeneous commodities; and,
both maximum selling prices at the retail level @odtrols at the wholesale level on
certain consumer goods that allegedly composedrgurortant part of low-income
budgets. However, the government also set up ocgrols by decree for a wide
variety of other goods (see, Malawi Government, 1)9Generally, this system

19 ewis (1954), Fei and Ranis (1964) provide theoretical background to this phenomenon. Also
see, Seidman (1986); Killick (1993); Gibbon46® Pedersen and McCormick (1999).
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introduced price distortions in the manufacturiegter; and provided little incentives
to entry by potential investors, as government waw seen to be limiting price
movements on the existing firms, thereby distortingir profitability (World Bank,
1981, p.39).

2.1.3. Industry Structure.

The industrial sector in Malawi, like elsewhere $mb-Saharan Afridd, was
characterized by a dualistic structure, where langmbers of small-scale enterprises
co-existed with a small number of relatively laggale modern plants, mostly
dominated by public enterprises and multinatiorflliates; and, with few linkages

between the two.

2.1.3.1. Large- Scale Enterprises.

The large-scale enterprises have predominantly lvetire form of public enterprises.
As observed by Pedersen and McCormick (1999), aftétical independence, most
of the new states in Africa, including Malawi, aggewith donors that due to the
limited indigenous capital, the state had to plaatalytic role in the industrialization
process. Public enterprises were therefore creatkely manufacturing sectors, either
through nationalisation of existing enterpriseshoough government investment in
existing or new industrié§ Multinational companies have also invested aththek

of either the state, in a joint venture with a pal@nterprise, or with a large private
business (see, for example, Seidman, 1986, p.&a8)erally, in such arrangements,
the foreign investor supplied management and teehmsiervices and some capital,
while the public enterprise supplied additional italpplus expertise on the local

economic environment. As observed by Seidman (19863h arrangements were

1 Arelatively recent description of structuoé industry in less developed countries, likalévi,
is made by UNCTAD (2006, pp.222-224); and Tyth@000).

12 According to World Bank (1989b)estimates, 1980, state-owned enterprises accounted for 17.0
percent of GDP in sub-Saharan Africa.
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mostly common elsewhere in the less developed desnif the sub-Saharan African

region as welf’.

Accordingly, where private entities were either bieaor unwilling to set up
industries, public enterprises were set up totlid gaps, as government pursued an
industrial strategy aimed at increasing local pgétion in light of a weak local
private capital base. This industrial strategy waplemented under the aegis of
public enterprisesyiz, MDC, PRESS, ADMARC, IMEXCO, and INDEBANK,
amongst others (see, Lawson and Kaluwa, 1996; @hi2@01, 2004). Although each
of these five leading public enterprises startedvath a very specific purpose, each
rapidly branched out into many different industrids Chirwa (2004) notes, by 1980,
ADMARC and MDC had direct and indirect ownership 82 manufacturing
enterprises, operating in highly oligopolistic metkand competing with private local
and foreign firms in various industrial markets. \&thall the public enterprises were
operated on commercial lines, with government etipgdhem to make profits, the
majority performed dismally, due to weak managemeatrtly explained by the
interlocking ownership structures. And, Harrigar®41) observes that due to the
interlocking ownership structures in several inpestts, it meant that any poor

performance in major subsidiaries affected thewé#te public enterprises.

2.1.3.2. Small-Scale Enterprises.

The small-scale enterprises, by definition, consighicro- small- and medium-scale
enterprises. In Malawi, this sub-sector grew a<latively small segment of the
industrial sector, both in absolute terms and latien to the formal manufacturing
sector. In terms of characteristics, Ettema (1@®%erves that, in Malawi, just like in
other countries within the sub-Saharan region, rpritees in the small-scale sub-
sector are labour intensive and mostly depend aal lputs of raw materials;
machinery and spare parts have to be imported.td¢terology to which the small-

scale enterprises have access is mostly very sidmpiledividual enterprises, methods

13|n Malawi, such arrangements were tmamtable in the following industries: leeages
(Calrsberg from Denmark); Pharmaceuticflénilever International, UK); Food Prosig
and Textiles (LONRHO, UK).
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and machinery used are directly related to theeprgneurs’ access to finance and
technical assistance, rarely to a conscious chafi@opropriate production methods.
However, the usual shortage of imported inputseermany to adapt their mix of
inputs. As a result, quality and/or production haseded to decline in those areas
where there are no alternatives to imports, butm®price (see, for example, Ettema,
1984; Malawi Government, 2000). Generally, smaills enterprises have

underperformed despite government’s provision ciiiécal and financial suppoft

2.1.4. Macroeconomic Policy Framework and the Manwcturing Industry.

The performance of the manufacturing industrieMalawi has been intimately tied

to overall economic growth in general. Thus, wiBiBP grew at 5.7 percent per year
between 1973 and 1979, industrial output grew atséhme rate. Between 1980 and
1987 the economy grew at 2.3 percent per yearradhastry grew at 1.2 percent. The
close relationship between the growth of the seatwt that of the economy is not
coincidental; industrial output is mainly sold eetdomestic market and consequently
domestic demand is by far the most important faetibecting sales of industrial

goods.

Accordingly, as shown in Table 2.1, the implemeatabf the broad-based structural
adjustment programme that Malawi embarked on dutBgyl, in response to a series
of external shocks that characterised the econdntlyah time was, in part, aimed at
stimulating competition and growth in the manufacity sector (see, World Bank,
1989a). Overall, the objective of the reform efoiin relation to the manufacturing
sector, was to develop outward-looking industrial&ures; create an enabling policy
environment through sound macroeconomic manageamehteforms of trade policy
and financial intermediation; downsize inefficiepublic sector; improve the
management and finances of public enterprises;faster the development of private

sector enterprise, especially small and mediundsizeerprise's.

14 Several institutions have since been creatiedINDEBANK, MUSCCO, and SEDOM,  providing
financial support; MEPC, for export prama; MEDI and DEMATT, for  vocational trairgn
and skills development (see, Ettema, 1984)

15 See, World Bank (1996); Gulhati (1989); Kaluetaal (1992); and, Mulaga and Weiss, 1996)
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However, despite all these policy initiatives, ferformance of the manufacturing
sector fell short of expectations. And, in its sa& of the industrial sector in Malawi,
the World Bank (1989a), identified financial seatmderdevelopment as a continuing
impediment to the growth and development of the ufeturing sector in particular,
and the overall economy in general. Consequenfigr aeveral financial sector
studies and initiatives, systematic financial seotforms were undertaken within the

realms of the structural adjustment program franred/orld Bank 1991).

Table 2.1: Malawi’'s Structural Adjustment Programmé&981-1998

Prog. / Year | Main Policy Action Affecting the Manaftturing Sector

SAL | -Devaluation of currency by 15% in Apr.1982, 12%5ep. 1983.
1981-83 -Periodic increase of interest rates
SAL Il -Devaluation of currency by 3% in Jan.1984, and 15%ypr.1985.
1984-85 -Industry Price Decontrol-41% of controlled product
-Periodic adjustment of interest rates.
SAL Il -Devaluation of currency: 9.5% in Jan., 10% in Al9g6, and 20% in Feb.87.
1986-87 -Industrial Price Decontrol

-Privatisation of State-Owned Enterprises.
-Establishment of an Export Financing Facility.
-Periodic adjustment of interest rates.

ITPAC -Devaluation of the currency by 15% in Jan. 1988.

1988-89 -Industrial Price Decontrol.

-Abolition of exclusive product (monopoly) rights.

-Revision of duty drawback and introduction of amrtredit system.
-Partial liberalization of foreign exchange ratiagion 65% of imports.
-Reductions in the scope of export licensing.

ASAC -Devaluation of the currency by 7% in March 1990.
1990-91 -Periodic adjustments of interest rates.
-Complete liberalization of foreign exchange altoma
EDDRP -Devaluation of the currency by 15% in June an@®% in July 1992.
1992-95 -Floatation of the local currency (Malawi Kwacha)Rebruary 1994.

-Malawi Investment Promotion Agency is created.

-Replacement of Industrial Development Act withustfial Licensing Act.
-Review of Labour market imperfections includingnimium wage policy.
-Reduction in tariffs and consolidated tariffs lied to a maximum of 75%.
-Elimination directed bank credit controls and tddesation of interest rates.

FRDP -Implementation of Export Processing Zones Act.
1996-98 -Establishment of the Malawi Stock Exchange.
-Privatisation of State-Owned Enterprises.

Source World Bank (1996), and Reserve Bank of Malawi mmic Reports (Various Years).
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2.1.5. Financial Liberalization Objectives and Impémentation Framework

Malawi implemented, within the structural adjustmegrogramme, a series of
financial reforms with the objective of developitige financial system. The financial
liberalization process started with the deregutaid lending rates in 1987, and of
deposit rates in 1988. Deposit rates were adjugpedards by 3.0 percentage points;
immediately followed by a reduction in both lendiagd deposit rates (see, Nissanke
and Aryeetey, 1998). The liquidity reserve ratiosvadso introduced as a monetary
policy tool during this period. These reforms, whiwere seriously embarked on in
1989, also led to the overhaul of the legal framwor the financial sector. Changes
were effected on the Reserve Bank Act of 1965 &edBanking Act of 1965; and
government enacted the Reserve Bank Act of 1983fenBanking Act of 1989, both
of which broadened the powers and mandates of ¢éiérad bank; and gave due
recognition to the role of market mechanism in tleource allocation process.
Further to this, the central bank was given th& t#spromoting and developing the
money and capital market in Malawi (see, World Batk91). These changes
immediately resulted in the restructuring of thesemg institutions, and facilitated
entry of new financial institutions; thereby recugi to an extent, the monopoly
power of the dominant commercial banks (see, MlacAhd Chirwa, 2002). The
fixed exchange rate regime of the local currencg a0 discontinued by 1994 in
favour of a market-determined system. Further,dietral bank stopped the use of
periodic changes in the liquidity reserve requiretm@ control liquidity, preferring

the use of the discount rate as the main instrumfemibnetary policif.

2.1.6. Financial Liberalization and the Financial 2velopment Process.

A key objective in the implementation of financideralization, according to the

orthodox view, is achieving development in the ficial systert. However, a

number of studies have examined the effect of firedriberalization on the Malawi

6 Notably, through open market operationse central bank started issuing Treasury hiith
low denominations in order to encourameall savers as well (see, Mlachila and Chirve®2)

1" Gertler and Rose (1994, p.32) characterikis process as multi-dimensional, involviimger
aliaz an evolution from self finance texternal finance, development of intermediati
subsequent development of markets for dineatit; and narrowing of interest rates spread.



36

financial system, and find evidence of positive awoipof this policy initiative in the
country; albeit, not of the expected magnitude.r@ai(1998a) observes an annual
increase in financial depth, re-allocation of cted non-preferential sectors, and
increase in the share of deposits of non-bank &ilgannstitutions, and a decline in
monopoly power within the banking system. Seck Bhdllil (1993, pp.1873-1875)
observe some improvement in real interest rateswes as a reduction in the
monetary system’s net claims on government reldadv@DP, during the period after
financial liberalization in Malawi. Aryeetewt al (1997), also find evidence of
improvements in financial depth in Malawi, but obsethat the financial system
remains segmented. Nissanke and Aryeetey (1998grwdspositive changes in
financial indicators in Malawi, among other coue$riin the sub-Saharan Africa
region that undertook financial reforms. Further,a study involving twenty-nine
sub-Saharan African countries, Reinhart and Takatli2003) identify Malawi to be
among the only nine countries (together with BotsayaGhana, Kenya, Mauritius,
Namibia, South Africa, Uganda and Zambia) thatstgi“more advanced” progress
in financial development following financial libdization. Gelbard and Leite (1999),
arguing against the orthodox criteria for assessthg impact of financial
liberalization on financial development, particljyafor the sub-Saharan region,
provide a summary of improvements in the finansigtems of 38 countries in sub-
Saharan Africa, including Malawi, using a calcuthimomprehensive survey-based
index of financial development. They demonstratg tompared to other countries in
sub-Saharan Africa, and based on six aspects afidial development, the financial
system in Malawi improved from being underdeveloped987, to being minimally
developed by 1997.

Conclusion from the foregoing studies is that, desphe relatively impressive
developments in the financial sector, it is nonketbe clear that Malawi still has to do
more, particularly in areas of financial liberaliba, institutional environment, and
monetary polic}?. Consistent with these observations, Nissankefagdetey (1998)
and Nissanke (2001) separately note that merelyngihg policy from financial

repression to financial liberalization has notyddddressed the fundamental problems

18 As observed by Mlachila and Chirwa (200R)erest rate spreads in the Malawian bamki
system significantly increased after tleforms, and that the banks are shiftihg tost of
liberalization to customers.
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facing financial systems in sub-Saharan Africajudimg Malawi. Specifically, the
savings mobilization and private sector credit ity have been observed to be
slow to emerg€. Evidently, in Malawi, despite some positive depghents related
to private sector credit, most firms continue beaffected by both high cost of
finance due to high interest rates, as well aslprmb stemming from limited access
to finance. Certainly, those sectors of the econtimay suffered from policy biases
under the financially repressive regime, such agtivate small-scale manufacturing
sector, continue to experience problems of crectitss after the financial reforms
(see, Aryeeteyet al, 1997; Nissanke and Aryeetey, 1998; NORAD, 200zlawi
Government, 2000, 2004). Accordingly, whilst onetled key objectives of financial
liberalization in Malawi was to increase the voluofdending to competitive sectors
of the real economy, credit allocation to the pievaector has varied over the period
(see, Chart 2.1).

Chart 2.1: Distribution of Domestic Credit between Public and Private sector.
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This notwithstanding, however, in recent years tiead has been in favour of the
private sector, albeit still unstable (see, Sader@005). Besides, when compared to

other countries in Africa, Malawi’s position is ntubetter in this regard. as observed

19 Nissanke and Aryeetey (1998) cite high ieoick of non-performing loans , excess liquidity an
externally imposed policy uncertainty anddéodity, as reasons behind these developments.
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by Nissanke and Aryeetey (1998) in a comparatiudysbf some countries in the sub-
Saharan Africa region, actually documents thatkenln the other countries where
financial reforms have also been undertaken, Malteasgi had a better distribution of
financial system’s loans and advances and thaptivate sector has tended to be

favoured in lending.

Table 2.2: Private Sector Credit as a Share of Tidb@mestic Credit.

(Percentages)
Year Malawi Tanzaniga Ghana Nigeria
1986 39.4 7.2 13.6 47.2
1987 29.0 7.8 10.6 54.7
1988 35.5 12.9 16.9 51.9
1989 48.2 9.6 37.0 n/a
1990 52.5 4.6 37.6 63.5
1991 59.0 11.8 30.1 54.1
1992 63.0 23.0 30.9 40.8
1993 40.4 27.1 35.8 44.9

SourceNissanke and Aryeetey (1998).

Chart 2.2: Share of Private Sector Credit by Main Economic Activities.
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As depicted in Chart 2.2, most private sector ¢reds been extended to agriculture,
manufacturing and trading sectors, which, sincepesdence in 1964, have together
accounted for more than 50.0 percent of loans drdreces extended by the banking
system, with the balance being absorbed in thewarservices industries. During the
period before liberalization, average credit to #gricultural sector accounted for
38.0 percent, whilst that to manufacturing was ddy percent of total advances.
Government’s deliberate policy of directing cretitthe agricultural sector that was
implemented during the 1970s explains the dominahtlee agricultural sector in the
credit market. However, after financial liberalipat, the banks are now exercising a
lot of discretion as they freely allocate credit t@rious economic sectors.
Accordingly, by 2001, the share of bank loans avbaces to the agricultural sector
was 8.6 percent, whilst that to the manufacturiegte was 33.7 percent; and,

increasing on average.

However, despite these positive developments iditcte the manufacturing sector,
most firms continue experiencing financing consiiiin Malawi. Apart from the
high cost of finance, as alluded to earlier, thare institutional and regulatory
problems regarding access to credit for both tingelaand small-scale enterprises.
Clearly, the problem is not one of inadequate nurob@stitutions with a mandate to
finance business activity, since, by 2004, the tguhoasted of eleven registered
commercial banks (compared to only two during the-liperalization periodf, a
stock exchange, two discount houses, and over yweasthble NBFI's, additional to
insurance companies and foreign exchange burea@xerbheless, despite this
financial infrastructure, access to finance sglinains a problem for both large- and
small-scale enterprises; particularly the lattetegary (Chirwa, 2004; Malawi

Government, 2000, 2004; Aryeetelyal, 1997). Several reasons explain this situation.

Regarding credit access problems by large-scatesfithere is very little term lending
carried out by the commercial banks. Business feyydihich mostly is to “blue chip”
firms, is in the form of short-term overdraft fatds. As Chipeta and Mkandawire

(1996) argue, the commercial banking sub-sectorftwasoo long focused on short

20 Apart from actively lending to large firms, mastthese banks (notably, National Bank of Malawi,
Commercial Bank of Malawi, and INDEBANKalso have specialized windows for lending to
small-scale enterprises.
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term lending that has historically targeted theeiigm trade sector and large scale
enterprises, leaving a persistent unsatisfied ddni@nmedium term and long term
capital finance for both large and small-scale gmiges. And, surveys by World
Bank (1991) and Malawi Government (2000, 2004)stidw that the financial sector
in Malawi indeed specialises in short-term creditopposed to the long-term loans
that are necessary for industrial development. Ehmartly because of the availability
of high interest government bonds, as a resultlativthere is no pressure on banks
to lend to businesses. Further, the traditionah tlending institutions such as pension
funds are not yet fully developed. Most importaattbr is regarding the financial
institutions lending characteristics where bankeltéo concentrate their lending to
traditional and established customers (often puéliterprises and businesses with
good cash flow — usually large and modern), anddatimse that are new and without
any record. In their study of financial reformsfaur sub-Saharan African economies
of Malawi, Ghana, Tanzania and Nigeria, Aryeetyal (1997, pp.210-211) notes,
“[Following the financial reforms] there was littehange in banks’ lending profile
within private sector portfolio. Banks continued ¢oncentrate on their traditional
large, established customers and to avoid smak-sderprises and small farmers...
In Malawi, the small enterprise sector (fewer ti@hworkers) received only 15.0
percent of total loan volumes in 1992, while laegeerprises received 63.0 percent of
total loans disbursed™ Thus, typically banks find it easier and more jtatile to
deal with the already established and large-saatiergrise segment of the market, as
risk is considered to be minimal and transactiosts@re lower. As Little (1987)
notes, “institutional credit is better seen as amseof facilitating the expansion of
firms that have passed the survival stage and egeired at least the beginnings of
a good track record.” (ibid, p.233)

The small-scale enterprises also encounter simpiablems; albeit, in a relatively
severe manner. Thus, despite establishing fasilibecater for small-scale enterprises,
applicants from this sector are rarely served. &ethl security and information
inadequacy are usually used as reasons for dewmyetit to this sub-sector. Recent

studies (Malawi Government 2000, 2004) show thaarice feature highly as a key

2L A similar observation is made by Bigstetral (2003) in a study of Ghana, Zimbabwe, Kenya,
Ivory Coast, Burundi, and Cameroonherme, on average, of those firms with a dehfan
credit, only 25.0 percent obtained thanky and, of those that received loahs, majority
were mostly large firms compared with the dfiahs who were much less likely to get a loan.
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constraint to starting up an enterprise in Malads. shown in Table 2.3, at 2.0
percent, loans from credit institutions barely ségi as source of start-up capital for
most small-scale enterprises in Malawi (Malawi Goweent, 2000). Besides, for
those that are able to obtain loans — particulizdsn the micro-financing institutions
— repayments rates are erratic and poor. This adleaffects the operations of the
micro-financing institutions in terms of lendingpegity, as most of these institutions
were created with donor seed capital and have nodata to collect savings.
Consequently the low recovery rates directly tratesinto an erosion of the capital
base; which, in turn, constrains the institutiogrsding capacity. Besides, these micro-
finance lending institutions do not provide mediamd long-term credit, which is

necessary for economic growth (Chipeta and MkandgwB96; Chirwa, 2004).

Table 2.3: Principal Sources of Start-Up CapitarfMicro- and Small - Scale
Enterprises in Malawi.

Rercentageps

Source of Capital:- Creation of Micro and Small-Scale Enterprise

' Pre-88 1988-92 1992- 96| 1996- 0C Total
Loan from family / friends 5.0 5.0 7.0 7.0 6.0
Given free from family/ friends 18.0 13.0 as. 20.0 17.0
Money Lender 0.0 1.0 1.0 0.0 0 0.
Own Savings 59.0 60.0 62.0 64.0 61.0
Agricultural Credit 3.0 5.0 4.0 2.0 4.0
Credit Institution 1.0 3.0 1.0 2.0 2.0
No need for Credit 14.0 13.0 10.0 5.0 0.01
Total 100.0 100.0 100.0 100.0 100.0

Source Malawi Government (2000)

Further, most entrepreneurs within the small-ssalesector consider credit from the

lending institutions to be expensive and would ef@e risk their own savings, if

available, rather than pay for expensive loangda-sff with (Malawi Government,
2000, p. 39Y. A related study (Malawi Government, 2004) dessibow business

establishments secured financial assistance bet@@@h and 2003. Chart 2.3 below
shows that, about one-third of enterprises thatrmditlapply for any loan, reported
lack of information on potential lenders, as theimgactor barring them from

borrowing. This highlight the low outreach finardiastitutions have to this business

22 Similarly, an UNCTAD (2001) study of severAfrican countries, establishes that between 59.0
percent and 98.0 percent of SME’s use thetisonal assets to capitalize their entegprihan
borrow from the financial system.
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sector. About 16.0 percent did not apply due toriperous screening requirements,
which most consider unnecessary. Furthermore, higjection rates tend to

discourage any would-be applicants and potentiedstors.

Chart 2.3: Reasons for not Accessing Credit
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2.1.7. Manufacturing Industry Performance following Financial Liberalization.

2.1.7.1. Industry Productivity.

The macroeconomic environment in Malawi has hadewaastating effect on the
performance of the manufacturing sector. Measurgdthe index of industrial

production, Chart 2.4 shows total manufactured wiuip be lower in 2004 than it was
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in 1991; and, even much lower than what was recbdiging the period before the
reforms started in 1980 (see, Mulaga and Weiss5,1189272).

Chart 2.4 : Index of Industrial Production .
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Table 2.4: Capacity Utilization in Key Industried the Manufacturing Sector
(Percentages)

Industry Group 1997 | 1998 1999 2000
Food Processing 65.0 54.6 475  49.0
Beverages 60.0 55.0 60.0 43.0
Textiles 53.5 50.5 46.00 46.0
Sawmill and Wood Products 63.3 68.3 67\5 85.0
Paper and Paper Products 60.0 65.0 6.5 61.5
Other Chemicals (Pharmaceuticals) 90.9 742 978.74.3
Metal Fabrication 12.7 23.1 21.% 30.0
Mineral Products 42.0 55.0 62.0 63.0

Source World Bank (2004b)

As Table 2.4 shows, the low and declining levehwnufacturing activity is further
reflected in low capacity utilisation across albssectors. Major sub-sectors such as
food processing, beverages, textiles, and metaicttion have been operating below
50.0 percent capacity. Notably, Malawi has notyfitducceeded in diversifying its

exports away from agricultural to manufactured picid, despite prevailing export
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opportunitied®. Further, as a proportion of total merchandise oesp the
manufacturing sectors’ contribution remains to baatively low, with the
manufactured exports per capita currently at leas half the level recorded in 1980,
whilst the share in GDP has fallen to 11.0 percéhen compared with other

countries in the region, Malawi’'s manufacturingteeds lagging in most respects.

Table 2.5: Key Manufacturing Sector Performance livétors: Selected African
Countries — 1980, 1990, and 2000

Indicator:- Year | Ethiopia | Kenya Malawi | S. Africa
Manufacturing Value Added| 1981 13 33 34 729
per capita (USD) 1991 12 37 33 661
2001 21 34 23 591
Share of Manufacturing in | 1981 6.8 9.6 14.4 21.5
GDP (percent) 1991 7.3 10.1 17.4 21.5
2001 6.2 10.3 11.1 194
Share of Manufactured Goo@d4981 | 10.2 52.7 35.1 19.4
in Total Exports (percent) 1991 | 17.0 51.3 13.1 25.7
2001 | 12.4 37.7 19.1 63.8
Manufactured Exports 1981 1 39 15 139
per capita (USD) 1991 1 22 6 288
2001 - 19 6 384

Source:UNIDO Industrial Development Report (2004).

Following a study review of its support of the @t® sector development in Malawi,
NORAD (2002, p.9) reports that, “...the Malawi mémuiuring sector showed 0.0
percent growth in the period 1996-1999. The reasonghis are many, but worth
mentioning is the rapid liberalization of marketgposing Malawi’s manufacturers to
competition from South Africa and Zimbabwe. Thetseds still hampered by
monopolistic behaviour, trade barriers, and lackaotess to capital (etc).... The
privately owned garment [clothing and apparel] seds fast disappearing. Since
September 1999, five garment manufacturing compamee closed, and others at a
serious risk. It is a possibility that the wholermgant sector will have closed in the
next two years.” Further, in its assessment ofMadawi manufacturing sector, the
World Bank (2004b) observes that, “...in Malawi thanufacturing sector has been in
stagnation over the past five years and there bas h contraction in output during
the past two years. Over the past five years, thexe been 10 closures of major

manufacturing enterprises in tobacco processingialmgroducts, and garments.

% For example, the US-based AGOA facilityd the EU/ACP “Everything-But-Arms” (EBA)
agreement, provide preferential market actmssxports from countries like Malawi.
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Furthermore, value-added in manufacturing grew iy 6.5 percent per annum over
1996 — 2001, respectively. While the fall in outfwais been observed in all sectors,
the largest fall (38.2 percent) has been expereéemcethe clothing, footwear, and
textile sector[s]. The fall in output has been gefied in the reduction of private
investment, most of which goes into manufacturfrmmn about 8.0 percent of GDP in
1995 to 2.7 percent of GDP in 2000.” (ibid, p.60)

Survey results on the prevailing patterns of fira(see, Malawi Government, 2000,
2004; World Bank, 2004b) suggest that, despiterg¢fierms, insufficient finance for
working capital continue to constrain the daily @®ns of most enterprises,
particularly the micro and small-scale enterpriges.a consequence, enterprises use
their retained profits to finance working capitar fsurvival, rather than ploughing
back into expansion of capacity. The micro- andlsstale sectors’ ability to grow
and provide competition in the manufacturing seaontinues to be inhibited by
unavailability of adequate financial resourcesreébg making it difficult to transform
from micro and smaller enterprises to larger eihbientd®. Consequently, more
than 70.0 percent of enterprises in this sub-sdwwe, over their lifetime, contracted
in size (both in terms of capital, as well as numiifeemployees). Specifically, over
the period 1996-2000, 78.0 percent of the firmstetia ended up contracting in size.
Further, since 1999, more enterprises have closadardnuch faster than those that

have been created (Malawi Government, 2000).

2.1.7.2. Competition in Industry.

The pattern of industrial structure in the manufaog sector, following the financial
liberalization process, remains to be typical abantry at an early stage of industrial
development. In terms of ownership structure, tla@ufacturing sector is still heavily
skewed towards a few prominent, but relatively éaegtablishments; a feature linked
with the centralizing role of the public corporaisy as well as foreign ownership.
State involvement has been, and still remains, ifssgnt in a number of
manufacturing sub-sectors through its designatealiqQwenterprises (see, Chirwa,

24 According to recent survey results, micro- an@iscale enterprise sub-sector is stagnating tespi
showing great potential for growth (World Bagk04b).
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2004). For instance, government has had, and ewmdirto have, presence in
manufacturing sub-sectors. Evidently, there is @ipent lack of competition within
the manufacturing sector, with most industries icmimg to be dominated by
monopolies and oligopolies. As Chirwa (2004) obsergespite the privatisation
process, there is continued holding of ownershipth®y state in most of the key
privatised enterprises; and, the major public capons (ADMARC, MDC and
PRESS) continue to dominate a wide range of busasgsncluding agro-processing
and production of consumer godtsDisappointingly, the small-scale enterprise sub-
sector has not developed adequately to provide néeded competition in the
manufacturing sector. The graduation rate from onfseed bed” into more complex
enterprises is not high; and, in particular, itaend to be lower in Malawi, like most
sub-Saharan African countries, than it is in Asid &atin America (see, for example,
Nissanke and Aryeetey, 1998). This is becausentad-scale investors have not been
able to effectively compete with the conglomeratagther, the relatively small size
of the domestic market and the need for firms toldsge to gain the benefits of
economies of scale partly explains the relativ&wed industry structure in Malawi.
Government granting monopoly rights to certain irm a bid to allow them to grow

enhanced this development.

Foreign ownership too, either through direct maftional investments or as a joint
venture with a locally based entrepreneur, hasributéd to the development of
oligopolistic structures in the manufacturing sectdotably, many of the industries
that are characterized by oligopolistic structuresth foreign involvement, are
significantly capital intensive; and, thus havegireconomies of scéfe This has
been a key entry-deterrent for most aspiring las#lepreneurs, due to inadequate
resources to acquire even the required minimumtadagihis characteristic seems to
be consistent with the view in the literature thatltinational corporations may also
enhance skewed industry structures through thegreagive conduct and possession

of intangible assets (see, Lall, 1979).

% According the World Bank (2004, pp.59 and 95)ofend-2001, annual sales of firms belonging
to these three conglomerates (ADMARC, MD@] &PRESS) together accounted for nearly 26.0
percent of Malawi's GDP.

% For instance, tobacco manufacturing, beveragesinm and publishing, electrical machinery, and
transport equipment, are all characterisetigly capital intensity.
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Finally, the absence of any effective antitrusidigion must have also contributed to
lack of competitiveness in the manufacturing sectbrwas only in 1998 that a
Competition and Fair Trading Act was introduced r@strict anti-competitive
practices. Prior to this, government used sometsopolicies to control restrictive
business practices or abuse of dominant positidnmarket power; such as the
extensive regime of price controls, the directeztlitrand foreign exchange allocation
system, all designed to influence private sectarators (see, Mulaga and Weiss,
1996). The introduction of the Competition and Fanading Act in 1998 was
therefore in recognition of the fact that, despite implementation of the economic
reform programmes (including financial liberalizat), which was aimed at ushering
in a market-oriented economy; there remains a neddvel the playing field. As
noted in the preamble to the Act, “...the Malawitonomy is characterized by
imperfect market structures. In addition to ‘natum@onopolies such as utilities, most
goods in Malawi are produced and distributed undenopolistic or oligopolistic
conditions. Even after all regulatory barriers tdre into these markets are removed,;
economies of scale may inhibit other players frameeng certain markets. [The]
ongoing privatization programme [of public entesps] may result in some public
sector monopolies being divested into private osimgrwith an attendant greater risk

of the abuse of a position of dominant market pow@&talawi Government, 1989)

2.1.8. Summary of Observations.

In summary, following several government effortsdapolicy initiatives, the
foregoing situation has had two notable implicadiom terms of shaping and

influencing the structure and performance of théavi&an manufacturing sector:

Eirst, apart from a few large-scale establishmentsrakeof the manufacturing sector
is comprised of small-scale firms. However, dueséveral barriers to entry and
growth, these small-scale enterprises are not ablgraduate into large-scale
enterprises that could lead to deepening of indddtansformation, thereby lowering
the monopolistic and oligopolistic structures thHave been prevalent in the
manufacturing sector in Malawi. Notably, inadequéiteancial resources severely

restrict small-scale enterprises investment andamesipn. Thus, for a prospective
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small-scale entrepreneur with a well thought owjemt, whether in an existing or a
new product line, investment capital is a probl&ime situation is aggravated by the
lack of commitment from commercial banks and otbeding institutions, in terms of

credit extension to the small-scale enterprise®e ¢bmmercial banks have played
practically no part in financing small-scale entesgs. As observed by Chipeta and
Mkandawire (1992) following a study of the Malawitinancial institutions lending

characteristics, “...few SME'’s obtain credit froronemercial banks, and/or other
financial institutions, as [these institutions] kawnot developed mechanisms for
dealing directly with SME’s whom they consider ® tisky. Further, [for those who

attempt to obtain credit from these institutiorts humber of loan applicants always
far exceeds the number that succeed in obtainiadittt Credit constraints have

been experienced even where the institutions waeifscally created to cater for the
small-scale enterprises. Apart from a 1.0 to 2xX@@etage point interest rate
advantage available on loans from these institati@mompared with prime rates to
commercial bank borrowers, the institutions ared@tpately capitalized and lack
effective outreach to carry out the functions fdrieh they were established. Besides,
their lending conditions have not been favourabithe€®. Consequently, the

institutions’ liquidity constraints, coupled witlhé owner contribution requirement,

have worked against the success rate of obtaimewjtdrom these institutions.

Second the public corporations have over the years raitece their profits, rather
than distributing them. However, despite this propaécome leading to high rate of
investment in the manufacturing sector, it has tiweless increased further the public
enterprises’ market power in the manufacturing aediChirwa, 2004). The
privatisation policy on public enterprises whichsadesigned to promote participation
by Malawian public in the state owned enterprisbgctvare being privatised, as well
as reducing monopoly and increasing competitios, i@ been effective either. This
is because the majority of the interest group dfgaenous people earns low average
levels of income. Even though this constraint im@p@ddressed by setting up special

loan facilities through banks to enable Malawiams gurchase shares in the

27 According to a study by Chipeta and Mkandawi@9@, p.14), out of an average of 726 SME'’s
that applied for loans at SEDOM, an anmv&rage of 53.0 percent was rejected. At INDEBANK
the rejection rate averaged 93.0 percenyg@ear.

% For instance, INDEFUND requires borrowersptib up at least 10.0 percent of the initial calpit
whilst SEDOM has a 20.0 percent floor fog tlients’ own share in a project (see, Chipgetd
Mkandawire, 1992).
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enterprises, which are being privatised, thereigasy access to these facilities (see,
Chipeta and Mkandawire, 1992). This is becausei@yb to these facilities are
subjected to the same usual creditworthiness téststhe banking system.
Consequently, the programme is only benefiting fedividuals and institutional
investors who the banks consider to be financisltpng. Further, the objective of
reducing monopoly is not achievable, particularlycases where large enterprises
undergoing privatisation are not being split intmlaold as small independent units,
in order to facilitate affordability as well as spd ownership (Privatisation

Commission, 1998).

In view of the foregoing developments, therefohere is limited competition in the
manufacturing industries. As observed by Chirwa0@Gnd the World Bank (1989),
in Malawi, the majority of the industries have beegistering high concentration
ratios, with a generally increasing trend. Thisgags that the manufacturing sector
continues to be beleaguered by lack of competitiespite the broad-based economic
reforms, which included financial liberalization.c@ordingly, as suggested by
Reinhart and Tokatlidis (2003), refining future ipgl choices and enhancing
government intervention and measures, necessttaasndertaking of a broad-based
investigation of the responsiveness of the relagednomic indicators to the
implemented financial liberalization process. le thext section of this chapter, this
study attempts to achieve that through a simplenpireary empirical investigation on

the effects of financial liberalization.

2.2. ECONOMETRIC EVIDENCE ON THE EFFECTS OF FINANCIAL
LIBERALIZATION ON SELECTED FINANCIAL AND R EAL
SECTOR VARIABLES.

2.2.1. Empirical Framework.

Financial liberalization, according to literatuoan either have a negative or positive
effect on both the financial as well as manufaaiindustry aggregates. The process,
which is premised on the McKinnon-Shaw hypotheisigften believed to enhance

economic growth through its effect in promoting tthevelopment of the financial



50

systen?®. However, while the financial liberalization paigm has gained wide
acceptance at the conceptual level, empiricalrigsif its validity remains, at best,
inconclusive. For instance, there is a view thdin&ncial liberalization is introduced
at an early stage of development it will have aatieg rather than positive impact on
growth (Kawai, 1994; and, Adelman and Morris, 199)guably, deregulation of
financial markets in developing countries, suctMasawi, may lead to higher interest
rates, thereby increasing the cost of funds andaiad investment. Some researchers
have therefore expressed doubts as to the effeetbgeof financial liberalization in
creating a competitive manufacturing sector in thyag countries (see, for
example, Taylor, 1981; Diaz Alejandro and Hellejn#882; and Rodrik, 1992a).
Amongst the reasons for such pessimism is thatldeweg countries lack efficient
institutions responsible for effective resourceedition (see, Nissanke, 2001).

Whilst the foregoing issues are tackled in moreitlé the subsequent chapters of
this thesis, this chapter conducts a simple prekamyi investigation on the effect of
financial liberalization on key macroeconomic vhlés. Accordingly, in order to
identify the pre- and post-financial liberalizatieffects, the study tests whether the
behaviour of selected industrial and financial ables significantly change in the
years following financial liberalization, using @anple model by Demirguc-Kunt,
Detragiache, and Gupta (2006). Investigations &tamt 1990, which is one year after
financial liberalization in Malawi. Accordingly, gfying the OLS estimator, the
variables are regressed on six time dummies, ool & six years following
liberalization. Where necessary, industry dummyialdes are introduced in the
regression to control for heterogeneity across stries. Thus, the following

empirical model is estimated:

Yo =V + L fort =T-1, T-2....T-6; i =1...N and, AR
Y, =y +pt+u  fort=T+1, T+2...T+6;i =1...N. (2.2)

where,N denote the number of industries, afds an observation for variabiein

periodt and industryi. Further,u;; represent the disturbance term, whjisindg are

2 McKinnon (1973) and Shaw (1973) argue that, faiariberalization induces positive real interest
rates, thereby giving rise to more sasjigcreased investments, improved efficiency piteh
markets in terms of credit allocation, andnudttely economic growth.
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regression coefficients. The estimate of eécthe coefficient of the perioddummy

is therefore the mean difference between the vailltlee variable at and the mean of
the pre-liberalization period. Thus, according teniirguc-Kunt, Detragiache, and
Gupta (2006), if the estimatgtivalues are significantly different from zero, thibe
variable behaves differently in the post-liberdi@a period than in the pre-
liberalization years. This approach provides a camspn between the coefficients of
the time dummies, which, in turn, facilitates tragiof the dynamic evolution of each
variable during the period after the financial féddeation process. Due to

heterogeneity across industries, the study usesdsiiedasticity-consistent standard

errors to do hypothesis testing.

2.2.2. Data Specifications.

The dataset is of the combined cross-sectior (1, 2...20), time seriesT (= 1, 2...

35) variety, with a total o x T = 20 x 35 = 700 observations for each variabl®&lda

2.6 presents the summary statistics for most ofkthe variables in this study, and

Table 2.7 shows the correlations between thesahlas.

Table 2.6: Summary Statistics: Major Financial andeal Sector Components

(Annual Panel Data: 1970-2004)

Variable Description:- Mean | Std. Dev.| Min. Max.

GR Industry value-added growth as % of real GDP 1.78 4.555 -14.16 11.2p
NFE | Number of Firms (% Change) 0.003 0.174 -0.60 3.00
SH Industry Share (Ratio of Industry Value Added taaldlan. Value Added) 0.047 0.072 oor .70Q
CR 3-Firm Concentration Ratio 82.202 | 18.065 29.45 100.00
PCM | Industry Price-Cost Margins 0.183 0.135 -0.26 0.70
MM | Ratio of Manufactured Imports to Total Merchandisgorts (% Growth) 73.637 3.148 63.39 80(77
MX Ratio of Manufactured Exports to Total Merchandis@orts (% Growth) 8.572 2.811 4.62 15,44
GDP | Real Gross Domestic Product (Annual % Growth) 823. 5.395 -10.24 16.73
DD Demand Deposits (Annual % Growth) 20.011 | 14.768 -7.60 56.90
M2 Time and Savings Deposits (Annual % Growth) 23.3[116.174 -5.03 67.76
LR Lending Rates (Nominal) 24.703 | 15.139 8.50 56.17
DR Deposit Rates (Nominal) 15.028 9.429 5.50 37.27
RR Real Interest Rates 5.609 | 10.382 -16.86 36.31
TDC | Total Domestic Credit from the Banking System (Aalfiv Growth) 1.255 0.216 0.69 5.86
FIT Credit to Manufacturing Sector (as % of Total [stic Credit) 0.283 0.086 0.18 0/48
FIN | Credit to Manufacturing Sector (as % of GDP) 120 0.129 0.01 0.44




Table 2.7: Correlation among Major Financial and R Sector Components: (Panel Data - Yearly Obseiwas).

GR NFE SH CR3] PCM MM MX GDP DD M2 RL DR RR TDC FIT FIN
GR 1.000

NFE 0.007 1.000

SH 0.669° | 0.082 1.000

CR3 0.105" | -0.112" | -0.735" | 1.000

PCM 0.097 0.176 0.137 0.425" 1.000

MM -0.190° | o0.08T | -0.079 | -0.224" | 0.165 1.000

MX 0.156" | -0.033 -0.070 0.316° | 0.005 -0.397 | 1.000

GDP 0.054 -0.054 0.011 0.062 0.110] 0.191" | -0.284" | 1.000

DD -0.175" | 0.013 0.035 0.166 | 0.080 | -0.195 | 0.2527 | 0.097 | 1.000

M2 0.111" | -0.013 0.042 0.358 | 0.041 -0.195 | 0.202" | 0.089 | 0.065 1.000

LR -0.3237 | -0.053 -0.112 0.480° | 0.012 0517 | 0576 | -0.089° | 0.080° 0.471" | 1.000

DR -0.241" | -0.042 -0.107 | 0.4527 | 0.053 -0.385 | 0.467 | -0.090" | -0.050 0.527 | 0.945° | 1.000

RR 0.198" | -0.013 -0.09% 0.198" | -0.105" | -0.607" | 0.324" | -0.265 | 0.267" 0.022 0.540 | 0.359" 1.000

TDC | -0.181" | 0.085 0.061 -0.537" | -0.079 0.084 | -0.325° | -0.277" | -0.072 -0.390° | -0.458" | -0.398" | -0.097 1.000

FIT 0.128 -0.044 -0.090 0.605 | 0.116° | -0.184" | 0.294" | 0.148" | 0.233" 0.334" | 0.658" 0.634" 0.289" | 0.741" | 1.000

FIN 0.025 -0.010 0.012 0.2T4| 01727 | -0.188" | 0.107 0.108 | 0.1337 0.1337 | -0.054 0.091 -0.117 | -0.302¥ | 0.536" 1.000
T+1 -0.022 0.037 0.007 -0.034 -0.053 0222 -0.077 0.059 -0.021 -0.130 | -0.042 -0.053 0.062 | -0.095 0.1317 | 0.248"
T+2 -0.021 0.009 0.007 -0.007 0.014 07106 -0.225" | 0.156 | 0.003 0.023 -0.053 -0.046 0.046 -0.087 0.161" | 0.370°
T+3 -0.046 -0.001 0.003 -0.030 0.685] 0.071 -0.082° | -0.355" | -0.021 -0.080 | -0.031 0.027 0.035 0.088 | 0.025 0.18T
T+4 -0.019 0.003 -0.001 0.090| 0.096 | -0.004 -0.219 | 0.187" | -0.017 0.176 | 0.054 0.127 | -0.076 0.009 0.17T | 0.255%"
T+5 -0.046 -0.050 0.011 0.114| 0.129° | 0.024 0.297 | -0.447" | -0.042 0.140 | 0.071 0.1877 | -0.029 0.074 0.209" | 0.539"
T+6 -0.012 -0.003 0.006 0.120| 0.073 | -0.007 0.095 0.411" | -0.040 0.349 | 0.257" | 0.405° | -0371" | -0.17%5" | 0.156 0.025

Note: This table report the correlation matrix of sééel industry and financial variables. And, ***, ** indicate significance levels of 1, 5, and 10gamt, respectively.

“T+1" is a dummy for one year following implementatiohfinancial liberalization, and@+2, T+3, T+4, T+5 andT+6 are dummies for each of the subsequent five years

following the financial reforms.
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2.2.3. Estimation Results.

Table 2.8 show results for simple regressions enefifect of financial liberalization
on the behaviour of selected real sector and fiahsector variables.

Table 2.8: Financial Liberalization Effect on Seléed Economic Indicators.

T+1 T+2 T+3 T+4 T+5 T+6
GR 0.023 0.230 0.538" 0.045 0.878" 0.391"
(0.140) (0.128) (0.150) (0.258) (0.081) (0.076)
PCM -0.032 0.020 0.077* 0.085 0.111 0.067
(0.028) (0.035) (0.037) (0.049 (0.041) (0.026)
NFE 0.040 0.013 0.015 0.000 0.054 0.000
(0.051) (0.016) (0.017) (0.010) (0.073) (0.010)
SH -0.029 0.192 -0.090 -0.044 0.438" 0.134
(0.138) (0.128) (0.148) (0.256 (0.077) (0.075)
CR3 -0.038 0.002 -0.031 0.145" 0.180" 0.190~
(0.028) (0.027) (0.030) (0.029) (0.020) (0.020)
MM 4.471"7 2.201" 1.530" 0.121 0.641" 0.051
(0.139) (0.139) (0.139) (0.139) (0.139) (0.139)
MX -1.607" -3.307" -1.677" -3.247" 5.473" 1.043"
(0.115) (0.115) (0.115) (0.115) (0.115) (0.115)
GDP 1.880" 4.920" -11.140° | 5.880° -14.050"° | 12.920°
(0.167) (0.167) (0.167) (0.167) (0.167) (0.167)
DD -0.551 -0.048 -0.570" -0.472° -1.0117 -0.962"
(0.176) (0.176) (0.176) (0.176) (0.176) (0.176)
M2 -10.694" 3.676" -5.974” 18.096" 14.776" 34.466
(0.663) (0.663) (0.663) (0.663) (0.663) (0.663)
LR -2.923" -3.923" -1.923" 5577 7.077" 23.407"
(0.666) (0.666) (0.666) (0.666) (0.666) (0.666)
DR -1.723" -1.323" 2.677" 7.927" 11.177° 23.447"
(0.380) (0.380) (0.380) (0.380) (0.380) (0.380)
RR 3.034” 2.104” 1.394" -5.276" -2.476" -23.166
(0.438) (0.438) (0.438) (0.438) (0.438) (0.438)
TDC -6.384" -5.865 " 5.115" 0.155 4.235" -11.365
(0.479) (0.479) (0.479) (0.479) (0.479) (0.479)
FIT 8.171" 11.081" 0.141 12.161" 16.7117 10.611"
(0.365) (0.365) (0.365) (0.365) (0.365) (0.365)
FIN 1.143" 1.603" 0.893" 1.173" 2.243" 0.303"
(0.017) (0.017) (0.017) (0.017) (0.017) (0.017)

Note *** ** and * indicate significance levels of 15, and 10 percent, respectivelyi+1” is a

dummy for one year following implementation of fiidal liberalization, and+2, T+3, T+4, T+5 and
T+6 are dummies for each of the subsequent five y&dlewing the financial reforms. White's
heteroskedasticity-consistent standard errorsraparientheses.

2.2.3.1. Real Sector Performance.

The results in Table 2.8 show that the performasfche Malawian manufacturing
industries, as measured by growth in manufactusatue-added and price-cost

margins, does not change in the year immediatetgr ahe financial reforms.
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However, byT+2 manufacturing growth register recovery, as it gngicantly above
the pre-liberalization level during the subsequears, except for the brief stagnation
in T+4. Next, after stagnating ih+1 andT+2, price-cost margins increase to a level
above the pre-liberalization level fron#+3 and in the subsequent years.

Chart 2.5: Manufacturing Value-Added (as % of GDP)
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Source Malawi Government (National Statistical Officecdhomic Planning Ministry).

Arguably, however, growth in real industry outpande linked to either an increase
in industry value-added or expansion in the nundbdéirms. Evidently, in the case of
the Malawian manufacturing sector, growth in outpuist be due to the former
explanation, since the number of firms does notngbkaduring the five years
following financial liberalization, as evidenced the insignificant coefficient on net
firm entry. Apparently, this outturn may explainetiincrease in the average firm
share, and, possibly, in the three-firm concerdrakevels. What may be happening is
that the increase in value-added is originatingnfi® few pre-existing large firms or
companies, which subsequently grow even bigger.celemdustry concentration,
which had hitherto remained unchanged followingfthancial liberalization process,

now has a positive and significant coefficient frda and the subsequent years.

A related explanation for the insignificant resuh output growth in the
manufacturing sector durinb+4 is the impact of donor-aid withdrawal from Malawi
during this period, due to governance concernshBydbnor community. In Malawi,

as is similarly common with most recipients of kdpnor aid in sub-Saharan Africa,
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the high levels and unpredictability of aid flowsntribute to macroeconomic

volatility (see, Bulir and Hamann, 2061)

Chart 2.6: Donor Aid and International Reserves Movements.
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Source World Development Indicators (World Bank).

The country’s foreign reserves position, which Bgnsignificantly from donor
inflows, was eroded following this development; lwadverse implications on the
manufacturing sector’'s performance. It is for samireasons that manufactured
imports also register no changeTif4, after recording annual increases betwéeh
and T+3. However, manufactured imports are significantlpowe the pre-
liberalization level inT+5, before slowing down again im+6. Apparently, the
manufacturing imports intensity that followed theaihcial reforms exposed domestic
manufacturing firms to stiff foreign competitiom teaction to this, many firms either
stopped normal operations or started to scale diweir operations, or turned to
trading in goods, which they formerly produced tBehres. Notably, the insignificant
outturns on the change in the number of firmsherlack of firm creation, from the
year after financial liberalization through 16, testify to this policy development.
Besides, as part of the financial liberalizatiorckzege the exchange rate regime
changed from fixed to a managed float. This hadaasiwe impact on the exchange
rate, which depreciated by a significant marginhmita short space of time,

particularly due to the low foreign reserves levlat characterised the economy at

%0 |n Malawi, foreign aid amounts to approximat2ly.0 percent of GDP per annum. And, budgeted
government expenditures - mostly inrnfoof demand for manufactured goods - are nrade
anticipation of aid, and if that aid is cul#ai, this creates ‘ripples’ throughout the economy.
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that time, as indicated. This had a crippling dff@e the economy overall, which is
predominantly dependent on imported inputs. In ramtt however, the exchange rate
regime change benefited the manufactured expoct®rsavhich gained in terms of
local currency earnings; hence its significant wecy to above the pre-liberalization

level inT+5 andT+6.

In terms of the overall economic performance, foahliberalization is accompanied
by an increase in gross domestic product (GDP) tiroef the order of 2.0 percentage
points in the year immediately after the reformsoW&h remains above the pre-
liberalization levels in the second year followiting financial reforms, registering an
increase of 5.0 percent, before decreasing belevptb-liberalization levels if+3.
This underperformance is due to persistent drowhhring the periodT+3 that
adversely affect agricultural productivity. Agritule, a primary component of the
economy, account for about 33.0 percent of GDPn&guc recovery inr+4 is again
disrupted, mainly due to two developments that gmaeissure on the government’s
fiscal position: the donor aid withdrawal, and #t@nducting of the country’s first
multi-party elections. However, imf+6, macroeconomic performance strongly
recovers and registers a 13.0 percent growth. Qyvetaspite underperformance
during the two periods, output growth remained @&bothe pre-liberalization levels.
This is consistent with findings of Bakaeat al (2005), that financial liberalization
positively influences economic growth, particulatlyrough its effect on financial
development, thus emphasizing the importance ofanfiral development for
economic growth. The result is also consistent witidings by Vlachos and
Waldenstein (2005), who establish that economievtran real output is boosted by
financial liberalization. Further, this confirms ethevidence of Laeven (2003),
suggesting a positive correlation between finanldwaralization and growth, given a

relatively developed financial system.

2.2.3.2. Financial Sector Performance: Savings Mbbation, Intermediation, and

Credit Availability.

In the year after the financial reforms and all sbsequent years, excepflin2, the

rate of growth in demand deposits significantlysfélelow the pre-liberalization level.
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Evidently, there is an increase in long-term ligiei$ in the banking system as broader
money supply M12) becomes significant and positive from peribe4 to T+6. These
findings suggest that, following financial libewdtion, there is some moderate

change in depositors’ behaviour from short-terrmelium and long-term savings.

Chart 2.7: Monetary Growth in Malawi (1980-1995)
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Source:International Financial Statistics, IMF

Interest rates on deposits and lending, which waretrolled by the monetary
authorities before the financial reforms, initiathecline below the pre-liberalization
level in the liberalization year and the followitgo years. However, in the three
years after financial liberalization, the averagéeiest rate on deposits increased
significantly above the pre-liberalization levelsending rates also become positive
and significantly above the pre-liberalization levieom T+4 onwards, mainly
reflecting the reaction from the banking system tba ‘squeeze’ on their profit
margins following the introduction of the liquiditgserve ratiol(RR). TheLRRwas
introduced during the reforms in 1989 for monetaojicy objectives as well as for
prudential purposes so as to safeguard depositot&sest. However, the legal
liquidity reserves form a sizeable loanable fundt ttihe financial institutions could
use to expand the size of their loan portfolio. Agmtly, in Malawi, the high reserve
requirements (which comprise the legal liquiditgerve ratio and the cash reserve
ratio), together with high central bank discourterand high inflation are the factors
influencing interest rate spread. As Seck and E(D93) also observe that, the high
spread between lending and deposit rates in mawgla@ng countries that have
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undertaken financial reforms can be viewed as gliéihtax through the high reserve

requirements on the banking sector by the monetattyorities".

Chart 2.8: Nominal Interest Rate Spread and Movements in Real Interest Rates
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SourceWorld Development Indicators (World Bank).

Real interest rates are significantly above theliperalization level from the year
after financial liberalization and continue to ridaring the subsequent two years.
However, beginning in the period+4, they slide back to the pre-liberalization level,
as they reached negative 16.9 percent in 1995. Wais a result of increasing
inflation, which rose from a three-year averageldf2 percent during the year
following the financial liberalization to an avermbigh of 46.9 percent for the rest of
the period, with a record high of 83.0 percent®3. Two major reasons explain this
increase in inflation following financial liberabdtion. First, the liberalization of the
exchange rate system in February 1994 resultedhnga depreciation of the local
currency, and the higher price of imported inputekly filtered through to domestic
prices. Second, unbudgeted expenditure on the gosIrt993 political referendum
for pluralistic politics, followed by Malawi’s fitsgeneral elections in 1994, led to a

large increase in money supply which became iwftetry (World Bank, 2004b).

31 In Malawi, the spread between the deposit andifgnrates has been around 20.0 percent on
average (see, Mlachila and Chirwa, 2002).
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On credit availability following the financial refms, the results show that despite
total domestic credit initially remaining below tpee-liberalization level in the two
years after the financial reforms, credit to thenafacturing sector rose substantially
beginning in the year after financial liberalizatid his was due to the discontinuation
of directed credit allocation policy, where the iaegiture sector was previously
accorded preferential treatment. Subsequentlysitfage of commercial banks’ loans
and advances to the manufacturing sector incredduads, as a percentage share of
GDP, credit to the manufacturing sector is, to @agextent, significantly different

from its pre-liberalization level froni+1, through tol +6.

50 - Chart 2.9: Selected Credit Indicators.
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Source Reserve Bank of Malawi Quarterly Economic Revigveagious) Table 1.7.

Notably, however, a significant proportion of timerease in credit to manufacturing
was invested into financial assets and not thesaabr. The high treasury bill rates —
which fluctuated between 40.0 percent and 70.0gmencominally (or approximately
between 20.0 percent and 50.0 percent in real Jeledsto increase in demand for
these financial assets, as this was considered lonagive at that time than investing
in the real sectdf. Due to a few alternative financial instrumenke tomposition of
broad money shifted gradually in favour of time dgfs and financial assets, despite

negative interest rates on deposits during patieperiod under review

%2 A World Bank (2004b) study shows that, in Malafeijowing financial liberalization (precisely, at
end-2001) four large conglomerates andr thebsidiaries (which included financial institns)
held nearly 60.0 percent of Treasuryisbi(or about 7.0 percent of GDP). A dency for
‘speculative’ type of investments, tmadarly following financial liberalizatio is well
documented in the literature (see, Grabed5)19
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Chart 2.10: Treasury-Bill Rate and Private Sector Holdings of Treasury-Bills
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2.2.4. Robustness Test.

In the foregoing results, insignificance of sometlod coefficients of the aftermath
time dummy may be due to a small number of obsemst In order to increase
degrees of freedom, therefore, the regressionseagstimatedfirst, using one time
dummy covering the period following the implemeiatof the financial reforms;
thus, excluding the year when financial liberaii@atis implementedKL1); and,
second using another time dummy covering the entirequgrthus, both during and
after the reformsHL2). Table 2.9 show the results. Despite slight \temmes in some
of the variables, the results are basically unchdngarticularly when we consider
coefficients for industry concentration, savingshifipation and credit indicators.
Overall, these results lend credence to the faadt fihancial liberalization has some

effect on the behaviour of the variables.

In summary, the econometric results provide a cladication of the effects of
financial liberalization on the various macroecomonariables. However, as argued
by Demirguc-Kunt, Detragiache, and Gupta (2006))stkhe foregoing methodology
is simply designed to specifically identify the exfts of financial liberalization

without necessarily establishing any causal litkspnetheless provides a robust base
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for identifying possible relationships between thariables that may necessitate
further in-depth investigation and analysis. Thésaquent chapters of this study,
therefore, attempt to accomplish such a task byimgak comprehensive examination
of a possible link between financial liberalizatioh financial development,

concentration, net firm entry, profitability, andtput growth in industry.

Table 2.9: Financial Liberalization Effect — Robusess Tests Results.

Variable:- FL 1 FL 2
GR -0.346 0.139
(0.183) (0.061)
PCM 0.003" 0.023"
(0.014) (0.012)
NFE 0.020 0.000
(0.017) (0.010)
SH 0.000 0.003
(0.000) (0.008)
CR -0.003 0.080"
(0.021) (0.019)
MM 0.007” 0.014"
(0.002) (0.002)
MX 0.213 -0.030"
(0.031) (0.013)
GDP 2.358" -2.558"
(0.876) (0.171)
DD -0.1517 -0.467"
(0.030) (0.182)
M2 2.476 -1.626"
(1.400) (0.673)
LR 5.477" -0.956"
(0.862) (0.687)
DR 8.103" -1.1117
(0.795) (0.393)
RR 1.847" -6.117"
(0.824) (0.450)
TDC 1.963" -4.469"
(0.519) (0.493)
FIT 0.007” 0.014"
(0.002) (0.002)
FIN 0.503" 0.749
(0.055) (0.017)

Note ***, ** and *, indicate significance levels of B, and 10 percent, respectively. White’s
heteroskedasticity-consistent standarorgi@re in parentheses.

2.3. CONCLUSION.

Overall, development of the structure and perforreanf the Malawi manufacturing

sector can be traced to the highly risky environinfaned by firms in engaging in
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production. Arguably, the unstable macroeconomigirenment and a fragmented
financial structure have led to high costs of apibupled with a discretionary credit

system that might have bred monopolies and oligepah the manufacturing sector.

Despite an improvement over the years in privatéoseredit as a proportion of total
credit from the banking system, the financial m&éskeave not adequately addressed
firm’s capital needs to enable them grow. This esduse the financial markets are
segmented and different kinds of firms enjoy veiffedent access to capital (see,
Nissanke and Aryeetey, 1998; Nissanke, 2001). Tasisome classes of firms face
limited access to borrowing, they will be forcedrédy on internally generated funds
and may have to forego some desired investmentubeaz financial constraints. The
ability to obtain external funds in domestic crediarket differs between private and
public enterprises, between firms affiliated withnd owned by, a group and
independent firms, and between export and domesiented firms. Moreover,
following the liberalization of exchange controlsakes it possible now for those
firms with good reputation and close connectionstimer countries to borrow from
offshore. Access to domestic credit also diffenoss firms and industries. Although
most commercial banks are now extending credittous enterprises, it is mostly to
the larger firms, which have special channels ® bank in terms of long-term
relationships and ability to provide collateral. sRkes, those belonging to
conglomerates, as well as large joint ventures @raic enterprises, have ability to
borrow offshore. Relatively new and young, indemaridirms, which have not built
up their reputation and connections, face highlgst@ined access to credit. This is
despite most commercial banks now having specéiligadows for lending to small-

scale enterprises (Aryeeteyal 1997; Malawi Government, 2004).

In summary, there are profound differences amontaMan firms in their access to
credit markets. Arguably, this differential accéssand cost of, external finance for
different categories of firms is likely to have eofound effect on their investment
choices, level of competition, and market shareicivliletermine the structure and
performance of the industry. However, the link bestw financial liberalization and
industry structure and performance in the Malawraanufacturing sector remains to

be investigated further in order to inform thisippldebate.
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CHAPTER 3.0: LITERATURE SURVEY.

3.1. FINANCE AND GROWTH — AN OVERVIEW .

“Banks were the happiest engines that ever wereeimed for spurring economic
growth”
(Hamilton— 1781)

“Banks harm the morality, tranquillity, and even vedth of nations”
(Adams— 1819)

These contrasting views reflect the different pecspes economists hold on the
theoretical link between financial development @uwdnomic growtff. Hamilton’s
(1781) views are later extended by Bagehot (1878 \@rgue that the financial
system played a critical role in igniting induslisation in England by facilitating the
mobilization of capital and growth; and, subseqlyeby Schumpeter (1912) who
contends that services provided by financial insbhs are essential drivers for
innovation and growth. Schumpeter notes that a welleloped financial system
channel financial resources to the most productige. Alternatively, and in
agreement with Adam’s (1891) views, Robinson (19p@)pagates an explanation
that finance does not exert a causal impact on tproRobinson instead asserts that
financial development follows economic growth aseault of higher demand for
financial services. According to this view, whichsomehow shared by Lucas (1988),
it is argued that when an economy grows, more @r@ninstitutions, financial
products and services emerge in the markets imnsgpto higher demand of financial
services. In fact, Lucas (1988) contends that tie of finance in economic growth
has been overstressed.

However, the literature on this debate is generaltye supportive of the growth-
enhancing view espoused by Hamilton (1781), Bagdh8¥3), and Schumpeter
(1912), that a country’s financial development bhasausal impact on its long-run

% The quotations from Hamilton and Adams are drénem Hammond (1991).
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economic performance and growth. These argumeatsudrsequently formalized by
Gurley and Shaw (1955), Goldsmith (1969), Shaw 8)9and McKinnon (1973);

and, much later, by Fry (1988) and Pagano (199GiidiBg on these works, recent
studies have focused on assessment of the roleedirtancial sector in stimulating
growth. Theory suggests that economic agents crégle contracts and financial
intermediaries to ameliorate the economic consempgenof informational

asymmetries, with beneficial implications for resmu allocation and economic
activity. Several empirical studies have been cotetl on these theoretical
predictiond®. Overall conclusion of this research agenda i, timaleed, financial

development exerts a ‘first-order’ effect on longrreconomic growth. As Levine
(1997) concludes; “...the preponderance of themaktreasoning and empirical
evidence suggests a positive, first-order relabgndetween financial development
and economic growth...There is even evidence tteatavel of financial development
is a good predictor of future rates of economicwghy capital accumulation, and

technological change” (ibid, pp. 688-689).

3.2. TRANSMISSION MECHANISM BETWEEN FINANCE AN D
GROWTH: A MACRO MODEL.

In the literature, Pagano (1993) demonstrates hoante and growth could be
related, using a simple hypothetical macro modafja@o structures a transmission
mechanism showing that financial development infbes economic growth through
the savings mobilisation process. Pagano’s expossiimmarises a process where the
financial system mobilises savings; thereby indrepthe proportion of savings going
towards investment. The private savings rate eyedt and the marginal productivity
of capital is increased. In order to demonstratis tlesource mobilisation and
transmission mechanism, Pagano proposes a simgidggenous growth model, where

aggregate output is a function of aggregate caglitalk, as follows;

% King and Levine (1993a); Levine and Zervdd 996, 1998);Bencivenga and Smith (1991); and,
Greenwood and Jovanovic (1990), all proveédence that financial intermediation proesot
growth. More elaborated econometridys®s by Rousseau and Wachtel (2001); Bxteht
(2000), and Beck and Levine (2002)rtHer confirm the relationship betwedinancial
development and economic growth.
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Y, = BK, (3.1)

where, S is the social marginal productivity of capikgl. The economy is

hypothesised to produce a single good, which Iseeitonsumed or invested. If the

good is invested, then gross investment is given by
l, =K. —(1-a)K, (3.2)

where, a is the depreciation rate of investment per pdriddiggregate investment is
merely a change in aggregate capital stock, legsedation. For simplicity, the

model assumes a closed economy, such that, inimgqum, aggregate saving§
equal aggregate investmént The transmission of savings into investment inesl

the financial sector in the process of financialeimediation. There is a cost
associated with intermediation; such that, a proporof savingsl-o is ‘lost’

through intermediation whilsb§ is the remaining proportion of savings that goes

into investment; thus,
0§ = |, (3.3)

From Equations (3.1) (3.2) and (3.3) above, droppie time indices, the steady state

growth rate may be given as;

g:Y’B%a:'BJS—Q’ (34)

where, s is the private savings rate. According to Pagari®38), through Equation

(3.4), the model shows how financial developmentregse economic growth.

First, this can be achieved by increastngthe proportion of savings channelled
towards investment. As indicated; & represents the proportion of savings absorbed
by financial institutions as a reward for providisgrvices, which may be in the form

of increased interest rate spreads between lendind borrowing, and the
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commissions and fees that securities brokers aalidecharge, etc (see, Roubini and
Sala-i-Martin, 1992). Accordingly, if financial depment leads to a reduction in
this leakage of resources — thereby increaginm Equation (3.4) — then this should

lead to an increase in the growth rgte

Secondfinancial development can also influence growghirizreasings, the social

marginal productivity of capital. As argued by Diand and Dybvig (1983),
Bencivenga and Smith (1991), and Greenwood andnéw@ (1990), financial
development enables banks to increase the prodyctw investments both by
directing funds to illiquid, high-yield technologgnd by reducing investment waste
due to premature liquidation. Hence, the gains riodpctivity increase the growth

rateg. Further,S in Equation (3.4) can also be increased throughbreased risk

sharing process that is made possible throughaseckfinancial intermediation. For
instance, Levine (1991), and Saint-Paul (1992) shio& economic agents buffer
idiosyncratic liquidity shocks through selling dfases on the stock market, while the
stock markets also facilitate the reduction of the-of-return risk through portfolio
diversification. Accordingly, Pagano (1993) argtiest when this risk can be shared
efficiently via the stock market, producers areamaged to specialise and this raises

productivity, and ultimately, economic growgh

Third, the financial sector could also influence growththe economy through the
savings rate. However, in the literature, directidrthe effect of the savings rate on
economic growth remains ambiguous. Financial dgreknt enables households to
gain better insurance against endowment shocksattdr diversification of rate of
return risk, while consumer credit becomes moreadingaand cheaply available.
Further, as the financial system develops, the wdugween interest rate paid by
firms and that received by households is narrow@eerall, each of these factors
affects savings behaviour, but in each case trextef§ ambiguous, and the relevant

empirical studies remain inconclusive on the dimecof impact®.

% See, for example, Bencivenga and Smith (1991)eBew and Smith (1991); Jappelli and Pagano,
(1992); and, De Gregorio (1992).
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3.3. FINANCIAL DEVELOPMENT.

3.3.1. Policy Overview.

Policy debate on the finance-growth nexus becamreasingly prominent around the
1970s when most governments — particularly in dgyah countries — adopted
interventionist policies in the financial systemithwthe objective of achieving quick
development, as well as fulfilling social agendase( World Bank, 1989b; Gibson
and Tsakalotos, 1994). This took the form of ‘finih repression’; which McKinnon

(1973) defines as policies and regulations thavgmefinancial intermediaries from

operating at a level in accordance with their tetbgical potentiaf.

As emphasised by Fry (1988, 1997), Giovannini aadVtelo (1993), and Nichols
(1974), the main motive behind financial repressmfiscal, as governments aim to
generate financial resources to finance interteamlpbudget constraints. Through
imposition of large liquidity and reserve requirens it creates a captive demand for
its own interest bearing or non-interest bearirggruments, respectively, and uses it
to finance its own priority spending (see, Agenond dMontiel, 1996 p.152). Further,
putting a cap on interest rates creates excesst atechand, and directs credit to
selected priority sectors. Financial repressioro ats/olves limiting the menu of
instruments that the public can hold in order teuga greater seigniorage revenue to
finance government expenditures (see, Roubini aald-iSMartin (1992). In fact,
evidence from empirical studies point to substarg@ernment revenue generated
through controls on financial markets. For instar@®vannini and DeMelo (1993)
find that the Mexican government extracted aboQtpgrcent of that country’s GDP
(almost 40.0 percent of total conventional tax res through controls on financial
markets. Similarly, Fry (1993) reports a figure afost 2.8 percent of GDP as
revenue from inflation tax alone for a sample ofd&&eloping countries. The size of
these sums, in comparison with the fiscal revenemerated by explicit taxation,
possibly explains why financial repression is oftesed as a source of tax revenue,

having the added advantage of being more flexlda formal tax legislation.

% Financial repression practices include; low-yielduired reserves, ceilings on nominal deposit an
lending interest rates, quantitative contesld selective credit allocation, and inflatiortax on
monetary assets. As savings are sensitivealdmterest rates, nominal interest rate cositrolcum
inflation reduces the amount of national inecaiocated to capital formation (McKinnon, 1973).
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In a study that focus on some of the developingntries in sub-Saharan Africa,
Nissanke (2001) observes that, historically, finahepression regimes in this region
emerge out of post-independence economic landsedyen the policies pursued
during this period were interventionist, with gowerents determining credit
allocation to specific sectors, imposing high reserequirements, and enforcing
interest-rate ceilings. However, according to Ni¢&a(2001), implementation of such
policies in most developing countries was justifisd terms of the Keynesian
approach to investment demand. The argument is Ithat interest rates were
considered to be an instrument for private investrpeomotion, while directed credit
allocation was meant to facilitate resource retfistron in a bid to achieve broad-
based economic development. However, as observedripgetey et al (1997),
Nissanke and Aryeetey (1998), and Nissanke (200dsdib-Saharan Africa, under
such conditions emerges a fragmented credit markethich favoured borrowers
obtain funds at subsidized, often highly negatrea| interest rates, while others are
forced to seek credit in inefficient, expensiveormal markets. Generally, therefore,
following theoretical arguments as well as the goiag empirical evidence, financial
repression weakens the incentive to hold money athdr financial assets, lowers
savings, reduces credit availability for investaesjuces productivity of capital and

therefore retards economic growth

3.3.2. Financial Liberalization.

Financial liberalization policies have been impleweel in many developing countries
with the objective of developing the financial g, a la McKinnon (1973) and
Shaw (1973). In theory, financial liberalizationhgpothesised to encourage savings
mobilisation; thereby leading to easing of liquydttonstraints for firm’s investments.
This view follows classical economics where inteneges are seen as providing a
return for the choice between consumption and gawut simply, a rise in interest

rate decreases the incentive to borrow and lowerautility of consumption raising

37 Besides, ceilings on deposit rates and loan tatesto raise the demand for and depress theysuppl
of funds. Unsatisfied demand for invdstibfunds then forces financial intermediaresation
credit by means other than the interest fdeK{nnon 1973;, Shaw 1973; Fry 1982, 1988).
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the inducement to save and lowering the excess nigrwa savings (see, Gersovitz,
1988; Bayoumi, 1993; and Mavrotas and Kelly, 200/hen interest rates are put
artificially low, the result will be shallow finamy. As Shaw (1973) and McKinnon
(1973) separately argue “...[financial] deepenmglies that interest rates must report
more accurately the opportunities that exist fdrssiution of investment for current
consumption and the disinclination of consumers/&it. Real interest rates are high
where finance is deepening.” (Shaw, 1973, p.8); ‘anid financial policy including
inflation reduces real rates of interest and maleesngs appear cheap, so cheap that
they must be rigorously rationed” the result wil texcess demand” for savings (op.
cit. p.12). “If the real return on holding moneycieases so will self-financed
investment over a significant range of investmeppartunities...The financial

“conduit” for capital accumulation is thereby emgjad” (McKinnon, 1973, p.60).

Figure 3.1 is a simple illustration of the foregpimrthodox view of financial
liberalization. Under a financially repressed regjnnterest rates may be officially
held atrl, which means there will be a resource gap (a gavimvestment gap)
represented by the distance betwsgandil. Where possible, this resource gap may

be covered through dependence on overseas soliftesnce.

Fig 3.1 Financial De-Repression: ConventionigwWw
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However, implementing financial liberalization oe-cepression policies means that
the interest rate will be allowed to move from tb#icially ‘controlled’ to the
equilibrium level; and, supply of savings will imase fronslto s2, and the savings-

investment gap disappears. Consequently, any amiti projects, which might have
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been profitable at the government-managed ratatefastrl, but not at the new rate
r2, will naturally close down and exit. Ultimatelyuajity of the entire investment
portfolio and in time the growth rate of the ecoromill increase. An increased
growth rate, in due course, will bring down the isgg supply curve and the

equilibrium interest rate.

Neoclassical theorists such as Kapur (1976, 1988)hieson (1980), and others have
followed this line of thought and supported it lyrhalizing various modeld This
line of thought has however been contested by apgrof economists called
neostructuralists, led by Buffe (1984), Taylor (388and van Wijnbergen (1982,
1983a, b), who argue that financial liberalizatiwhich leads to higher interest rate
will probably reduce the rate of economic growthregiucing the real supply of credit
available to firms. Using a portfolio framework fibre allocation of household assets,
they contend that whether higher interest rateflyr@acrease total amount of real
lendable funds depends on the required reserve matd on whether increased
holdings of real money balances come mainly atetkgense of cash and inflation

hedges or mainly from direct lending in the infotro@edit market.

As Cho (1990) observes, policy recommendations fiimenforegoing two conflicting
views — the McKinnon-Shaw group of neoclassicabtists that is for the positive
effects of financial liberalization, and the neasturalists group which is against it —
have confused financial policy makers in developgagnomies. Worst still, Grabel
(1995), amongst others, also identifies a third eision to this debate — the
emergence of a post-Keynesian perspective to fiahhberalization, which argues
that financial liberalization induces speculativevastments, thereby adversely
affecting economic growth. According to this viefinancial liberalization creates
boom-euphoric expectations and/or competitive pressto engage in profit-seeking
activities. This, as argued by Crotty (1993), dsis&onomic agents to engage in and
abet high-risk investments that they would haveendeen involved in if it were not
for financial liberalization. As such, the econoragents become vulnerable to

financial system shocks — such as, credit avaitglahd interest rate fluctuations — as

% For an extensive survey of the literature, see(E938).
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they tend to move toward ‘speculative financinge tshort-term financing of

investment projects with long-term horizons.

Figure 2: Neoclassical, Structuralist, and Post-Keynesian Interpretation of the Effects
of Financial Liberalization in Developing Countries.

FINANCIAL
LIBERALIZATION

Structuralist Perspective

Neoclassical Perspective

f A properly specified, implemented, ) Regardless of specification, implementation,
and timed Financial Liberalization Programme: and timing, a programme of Financial Liberalization:
1. induces a vituous cycle of increased savings, 1. induces a vituous cycle of stagflation;
investment and economic growth; 2. reduces the availability of loanable funds; and
2. eliminates opportunities for directly 3. is growth-impeding .

unproductive profit-seeking behaviour
endemic to government regulation; and
3. is growth-promoting .

Post-Keynesian Perspective
('Speculation-led Economic
Development')

Regardless of specification, implementation,
and timing, a programme of Financial Liberalization:
1. induces risky investment practices,
shaky financial structures and ultimately lower
rate of real sector growth than would prevail in
the absence of liberalization;
2. introduces new opportunities for directly
unproductive profit-seeking activities; and
|_ 3. isgrowth-distorting .

Figure 2 summarizes different interpretations ofwhthe financial liberalization
process is hypothesised to influence economic droiwbtably, views emerging out
of the three perspectives remain, utmost, inconausAs Khanet al (2001) notes,
therefore, the connections between financial lileation and economic growth are
very complex and that, as of now, it is not possitd discern what the overall
relationship is — in terms of its direction as wadlthe nature or avenue through which

it exists. This has been the basis of numerousreises in financial development.

3.3.3. Macroeconomic implications of Financial Libgalization.

Whilst the McKinnon-Shaw hypothesis has made siggmift contributions to the
literature and spurred further research, the pregdiseoretical underpinnings have, in
most studies, been taken for granted and theidisalnot adequately examined.

Hence, the wide applicability of the McKinnon-Shawpothesis has, at times, been
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challenged in the literatu® In fact, Stiglitz and Weiss (1981) amongst otHease
observed that financial liberalization as such doed solve the problem of
asymmetric information as hypothesised. Otherg Blot (2000), have even argued
that financial liberalization may actually increasgormation problems. Further,
following a range of reviews, the experience ofafinial liberalization has
demonstrated not to conform to prior expectatidistably, those studies that exhibit
a significant positive influence of financial lilzization on economic growth cannot
be satisfactorily addressed in a simple broad coatpa framework as they are
largely confined to industrialized countries (s@eestis and Demetriades, 1997).
Otherwise, for the majority of developing countrigmrticularly those in the sub-
Saharan African region, financial liberalizatiorsheot led to the hypothesised results
and in some cases even culminated into economicfiaadcial crises. Empirical
results on the investigation of the macroecononfiieces of financial liberalization

have, therefore, often been conflicting.

Positive effects of financial liberalization argogted by, for instance, Nazmi (2005)
in a study of five Latin American countries. Similasults are found by Abiaet al
(2004), using data from five emerging markets. Baket al (2005) also find support
for the view that liberalization of the stock marlspurs economic growth through
reducing cost of equity capital and increasing stneent, in a large sample of
countries. Henry (2000a, b) finds that stock maliketralizations are associated with
a reduction in the cost of capital, followed by iamestment boom in a sample of
listed firms in 12 emerging markets. Mitton (200@)ds that firms with stocks that
open to foreign investors, experience higher growgheater profitability, and
improved efficiency. Similarly, Levchenket al (2008) also establish that financial
liberalization has a positive effect on growth obguction across industries; and
further observe that this positive growth effecttiyacomes from increased entry of
firms. Bertrandet al, (2007) suggest that the banking reform in Fradeeng the
1980’s influenced product market competitivenessirtyeasing entry and exit of
firms and lowering industry concentration, espdgial bank-dependent industries.

Guiso et al (2004) analyze variations in financial developiercross Italian

% For example, Bascom (1994); Lewis (1992)ras (1988); Singh (1997); Mauro (1995); and
Bhagwati (1998), all contend that amcrease in real interestrates resultieicline in real
investment, which disrupts economic growth.
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provinces and find that financial development emeanentrepreneurship. Cetorelli
and Strahan (2004), show that increased compet#imong banks in the USA
facilitated creation of new firms due to enhancedeas to finance. Similarly, Black
and Strahan (2002) employ USA data and find thatyeof new firms increased
following deregulation. Jaramillet al (1996), in a study of Ecuador’'s manufacturing
sector, report an increase in the flow of creditraimg to technically more efficient
firms during post-liberalization period. Evidencar Mexico by Gelos and Werner
(1999) suggests that liberalization of the finahsistem eased financing constraints
of small firms, but not for large firms, which thegtribute to the political economy
considerations that large firms have preferentizdeas to directed credit before
deregulation. In a study of 13 developing coustrleaeven (2003) finds evidence for
the hypothesis that financial liberalization reduiémancial constraints of firms and

increases economic grovith

However, other empirical results are less suppentit/the findings as highlighted in
the foregoing". Bonfiglioli (2005) use information for 93 courgs and shows that
financial liberalization only marginally affects gital accumulation. In a study of
eight developing countries, Bandieza al (2000) obtains results which suggest that
savings rates actually fall, rather than incredsiowing the liberalization process;
thereby contradicting the McKinnon-Shaw hypothekidact, Diaz-Alejandro (1985)
argues that the Latin American experience showssfiiancial liberalization has not
increased savings, and further that vulnerabilityhe financial system to collapse
appears to have been augmented. Ogdkial (1996) observe that interest rate
elasticity has been found to be low in high-incocmuntries and negligible in
developing countries; thereby concluding that friahliberalization could simply
lead to a temporary expansion of consumption ancedaction, rather than an
increase, in savings. Kaminsky and Reinhart (198@) that banking and currency
crises are closely linked in the aftermath of ficiah liberalization, with banking

crises, in general, beginning before the curremdhapse.

“0 Similar results are found by, among others, (I1888) and Koo and Shin (2004) for Korea; Gelos
and Werner (1999) for Mexico; Guncaedial (1998) for Turkey; and Harrist al (1994)
and Siregar (1995) for Indonesia.

“! Country-specific studies that find no positiveeetfof financial liberalization on growth as sugges
by the McKinnon-Shaw hypothesis, include thbg Capoglu (1991) for Turkey; Schiantaretli
al (1994) and Jaramillet al (1996) for Ecuador, and Hermes (1996) for Chile.
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Most importantly, a review of financial liberalizan episodes in several countries,
studies makes some crucial findings, specificadlgarding credit allocatidh These
studies observe that despite interest rate libeiadin, endogenous constraints in the
credit market, such as those resulting from immerfanformation; persist as
significant barriers to efficient credit allocatiom fact, they note that most private
sector firms, particularly small-scale enterprisgsjtinue to face problems accessing
credit and as a result have to either finance thmiestment from their internal
resources, or where this is not possible, mosfared to scale-down operations or

even exit.

3.3.4. Evidence beyond Economic Growth.

Overall, the foregoing review of the literature gagts that theory as well as evidence
on the relationship between financial liberalizafidinancial development, and
economic growth gives mixed and inconclusive rasuBesides, whilst much of the
literature has focused on proving the financial elegment and economic growth
nexus, less attention has been focused on undénsgathe channels through which
finance works. Yet, there exist several other aspec conditions of the economic
system — affected by financial liberalization aimhhcial development — that equally
impact a country’s long-run ability to grow econaally, such as competition and
industry structure. For instance, the literaturdyamakes occasional reference to
investment and total factor productivity growth,sdiée providing some evidence,
albeit limited, on the possible implications of dmcial liberalization and financial

development on these aspétts

Arguably, the foregoing perspectives are partidylanportant in the designing of
effective policies through which finance can proengtowth. Cetorelli and Strahan
(2004), and Cetorelli and Gambera (2001) conteradl ¢time way of achieving this
objective is to focus on specific characteristitfirmancial markets that seem to affect

42 See, Cho and Khatkhate (1989) for Asia; Grab@9§) for Southern Cone countries; Mosley (1996)
for Eastern Europe; Nissanke and Aryeetey &)1,98nd Nissanke (2001) for sub-Saharan Africa.
43 See, for instance, Haber (1991); Gusal (2000); and, Cetorelli (2001).
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firms and industry; and, also specific charactmssof firms and industries that are
especially affected by finance so that it evenjusdénslates into higher economic
activity. Zingales (2003) suggests that one apgroa@stablishing the main channels
is to derive some cross-sectional implications &lwghich firms or industries would
benefit the most from financial development. Tlsighe approach followed by Rajan
and Zingales (1998). In a very influential studwgj&h and Zingales use industry-level
data from manufacturing sector to study the meamasithrough which financial
development may influence economic growth. Thislgtdraws a lot from the Rajan
and Zingales (1998) approach.

3.4. FINANCE AND FIRMS’ INVESTMENTS.

Research on how financial development may influemse@stment decision, and
subsequently the size distribution, of firms canttaeed back at least to Karl Marx.
On economic law of motion of modern society, Mab8§7) regards the capitalist
system simply as one stage in its development, destribes the general rise in
industry concentration - or the accumulation ofizdpn a few establishments or
entrepreneurs - as the ‘centralisation of capitalmajor factor in Marx’s theory of
‘centralisation of capital’ is technological changehich results in increasing
importance of large scale production; subsequentwer prices that are made
possible by mass production drive out smaller, éiglost, competitors (ibid; p.586).
However, Marx’s theory specifically expounds on tiode of banks and non-bank
financial institutions, as being catalytical in ifaating the process of ‘centralisation
of capital’ because of the profits they earn in filmenation of companies. According
to Marx, it is the development of the financial teys that allows large amounts of
capital to be concentrated in one enterprise, thailsing possible scales of production
that would have been beyond the reach of individagitalists. Thus, Marx observes
that whilst increasing industry concentration ise tlnevitable outcome of a
combination of technological factors and the inshegly severe crises associated
with competition, financial factors are particuladatalytical in this process; and,
concludes that; “...the credit system...becomes aaraerrible weapon in the battle
of competition and is finally transformed into amoemous social mechanism for the
centralisation of capital” (Marx, 1887, Vol. 1: 587



76

Similarly, Schumpeter (1911) emphasises the inlidtgrctions of financial systems,
as critical in encouraging firms’ productive inveeint and therefore total factor
productivity. Schumpeter’s monetary theory dessibanks credit as capital, which
constitutes the necessary premise for the readizaif innovative processes planned
by entrepreneurs and their imitators. The fundaaiaote of banks in this process is
therefore considered to be creating means of palyneeriinance the innovator-
entrepreneur. Schumpeter further describes thestebditional function of financial
system through the use of bank credit. Thus, adegrd Schumpeter, “...credit is the
characteristic method of the capitalist type ofistyc— and important enough to serve
as itsdifferentia specifica- for forcing the economic system into new chasnfdr
putting its means at the service of new ends.. disi€leam priori as it is established
historically that credit is primarily necessaryrntew combinations” (ibid, pp. 69 - 70).
Modigliani and Miller (1958) also note that in peet capital and credit markets, a
firm’s financing decisions do not affect its inve&nt behaviour. However, in the
presence of market imperfections, any financing stamts will affect firms’
investment decisions. Empirically, financing caastts could be identified through
the sensitivity of investment with respect to in@rfunds. According to Modigliani
and Miller, the basic premise of such empiricaligiess that — due to information
asymmetries — external funds are more costly thamal funds. Higher sensitivity of

investment to internal funds suggests presencaaféing constraints.

Many researchers, however, attribute the effefihahcial condition on investment to
imperfections in financial markets — a phenomenruat seems to be overlooked in
earlier studies, such as that by Modigliani andiéfi{1958). And, a growing body of
literature find that firms’ investment depends maitability of internal funds. One of
the important explanations, in the literature, whyestment is sensitive to internal
funds in imperfect financial markets is the higtstcof external funds that firms are
expected to pay. As demonstrated by Myers and ¥IgjRB84) and Stiglitz and Weiss
(1981), the cost of external funds is higher thzat of internal funds because of the
asymmetry of information between borrowers and éesd Thus, firms face a
constraint in financial markets because of a welgeveen costs of internal and
external funds. Under such financial constraintsrdéfore, firms tend to rely on

internal funds to finance investment. Among manyeos, Schiantarelli (1996) and
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Hubbard (1998) empirically examine whether impdritets in financial markets
influence firm’ investment. Most studies interptké cash-flow effect on investment
as resulting from financial constraints. Fazzdral (1988), show that investments of
more constrained firms are more sensitive to chamgeash flow. Others have used
various segmenting measures to identify unobseevatiegree of financial

constraint&*,

However, extending from the foregoing, some reseas further examine what
brings about temporal changes in the cash-flowiteits of investment. Notably,
amongst other studies, Laeven (2003) relates fiahhloeralization to changes in the
cash-flow sensitivity of firms’ investment. Meanwdi Love (2003) contends that
business cycle and financial development explaimptaal changes in the cash-flow
sensitivity of investment. However, these studeseal that, due to certain industry-
specific characteristics as well as financial systeehaviours, the effect of financial
liberalization and financial development on creaMailability and access, and the
subsequent impact this process has on firm’s invest decisions and economic
growth is somehow mixed. As a further extensiontltd# McKinnon and Shaw
hypothesis it is therefore reasonable to assunmentitall firms or entrepreneurs have
equal access to the credit market; thereby suggesériations in industry structures
and performance patterns.

3.5. FINANCIAL INSTITUTIONS LENDING CHARACTERISTICS AND
FIRMS ACCESS TO CREDIT

While numerous studies have shown that entreprehguris bound by financial
constraints, there has been little work focusinghow increasing competition in the
financial system — following financial liberalizati and financial development —
affects the lending behaviour of credit institusprand how this influence credit

access by firms.

44 Such as: group affiliation in Hoski al (1991); firm size and age in Devereux and Sthizlli
(1990); issuing commercial paper and bonchgatin Whited (1992); exchange listing in Olinedan
Rudebusch (1992); ownership structure in $ehf1993); and country characteristics in Banal
(2003).
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3.5.1. Credit Rationing.

Studies of credit markets and the role they plagdonomic growth often focus on
financial systems’ lending patterns. Financialitnsbns are viewed to be particularly
important because, through their lending activjtibey collect and provide valuable
information on borrowers whose balance sheets saffcient transparency to allow
direct access to financial markets. Lending to sogaque borrowers requires
resolving information-related problems of adverskeation and moral hazard in the
credit market. Adverse selection affects the abditthe markets to allocate credit by
the lending rate (price) because it removes thestevgk borrowers from the set of
potential borrowers. Moral hazard reduces thdtglf prices to clear the markets by
influencing actions of borrowers. Stiglitz and Weid 981) observe that problems
posed by adverse selection and moral hazard cait rescredit rationing; thus, the
inability to obtain a loan at any prite Consequently, lenders ration loans on some
basis other than price, and there are firms whaiaeble to secure outside financing
at any price. Thus, according to Stiglitz and W¢&81), credit rationing can occur
even in regimes where interest rates are libeidliZéey further argue that rationing
Is bound to characterise credit markets with sreedile business borrowers because of
lending institutions’ difficulty in getting suffieint information about them.

It has been widely documented that small and nemsfiare more likely to suffer
information problems in the financial markets — tbhoh developing as well as
developed® economies — and are, therefore, credit rationedaily, Aryeeteyet al
(1997), Nissanke and Aryeetey (1998), and Niss¢BR81) establish that, following
financial liberalization in most sub-Saharan Africeountries, there has been little
change in the financial institutions lending bebavé’. Financial institutions
continue to concentrate lending to their traditipfarge, established customers and

“5 The ‘credit rationing’ literature follows theiginal lead of Jaffee and Russell (1976), who model
the concept as an equilibrium phenomenon wagyenmetric information between borrowers and
lenders create the potential for adverse delect

“ For instance, study results by Levenson andavdil(2000) for the USA; Cressy (1996) for United
Kingdom; EU (2005) for European Union; and,olRaal (2006) for India, provide credit rationing
experiences in developed countries.

“"In a study of Ghana, Malawi, Nigeria, and TanzaAiyeeteyet al (1997), and also, Nissanke and
Aryeetey (1998), separately show that singblijting policy from financial repression to fingal
liberalisation could not change lending patetry financial institutions in these countries
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avoid new and small-scale enterprises. In fact,edtgyet al (1997) show that, in
Malawi, small-scale enterprises received only IJe@cent of total loan volumes in
1992, while large-scale firms received 63.0 peradrbtal loans disbursed. Similar
observations are made in other sub-Saharan Africamntried®. Accordingly,
Nissanke (2001) concludes that, “...[following fitdal liberalisation], banks’
preferred loan composition continues to be heawbighted against small-scale
enterprises and small farmers....banks perceivdl $maowers as more risky, and
they often charge them higher interest and useatendll requirements as a credit
rationing device. Consequently, banks concentratiending to larger (often public)
enterprises, whose performance is not necessaydyously screened and monitored”
(ibid, p.348). Besides, as observed by Nissank@lp@nd Aryeeteet al (1997),
sectoral credit distribution remains dominated horsterm credit. Despite the
emergence of non-bank financial institutions, idaohg semi-formal financial
institutions, in several developing countries, jatarly in the sub-Saharan Africa
region, financing requirements of small-scale gunises sector are still not addressed
due to capacity limitations. Further, as Brownbeidmd Harvey (1998) and Nissanke
(2001) note, newly established banks instead caenfmet large corporate entities,
where good and quick profits are assured. Gener#ilgrefore, despite financial
liberalization and attempts to introduce greatempgetition, as expected under the
McKinnon-Shaw hypothesis, financial resources areatcessible to a broad section

of the real economy, except for a few privilegedrowers.

3.5.2. Lender — Borrower Relationships.

Lending relationships within the financial systeravé been recognized in the
literature as an important market mechanism foucedy credit rationing. In an
earlier study, Kane and Malkiel (1965) reach cosiclns similar to Stiglitz and Weiss
(1981) about lending institutions rationing crediyt further suggest that lending
relationships are a market response to informairoblems. Kane and Malkiel (1965)
conclude that the extent to which borrowers facsditrrationing depends on the
strength of existing borrower-lender relationshipus, financial lending institutions

“8 For example, similar observations are mhgeiryeeteyet al(1994) in Ghana; Blanc (1997) in
Tanzania; and, Nissanke (2001) in Zimbabwe.
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are hypothesised to allocate credit to current@odpective borrowers in accordance
with the strength of existing bank-borrower relaships along with expectations

about future profitability of those relationships.

Accordingly, literature on financial intermediatioemphasizes value creation of
relationship between financial lending instituticarsd their client firms. In a context
of asymmetric information in the credit marketspdag relationships facilitate
information exchange between borrower and lendeutih repeated interaction over
the duration of the relationship and through priovisof multiple financial services.
According to Boot (2000), financial lending institns invest in generating
information from their client firms and borrowerseamore inclined to disclose
information. Allenet al (1991) and Nakamura (1993), separately establighltimg-
term relationships between lender and borrower lendlanks to collect private
information on borrowing firms by monitoring thegierformance over time under
credit arrangements and/or through provision ofeotkervices such as deposit
accounts, and use this information in designingriitredit contracts. The benefits of
such relationships are many, ranging from ameliogaproject-choice moral hazard
(Diamond, 1991); reduction in collateral requireseiBerger and Udell, 2002,
1995), to more broadly restoring the desired behaal incentives for borrowers,
such as flexible loan contracting terms (Boot, @Gbseim, and Thakor, 1993).
Petersen and Rajan (1994), in a study of U.S. firmteed note that not only do firms
borrow from banks, but they also tend to conceattiatir borrowing at a single bank
with which they have a long-term relationship. ¥hearther establish that the cost of
credit is reduced when banks forge relationshigh Wwms. Berger and Udell (2002,
1995), indeed find that borrowers with longer lemdrelationships pay lower interest

rates and are less likely to pledge collateral.

Further, Cetorelli (2001) argues that informati@ngd over the course of time by the
lender can be used to make value-enhancing crediisions — thus, whether to
expand credit or restrict credit to potential baress. As such, lending relationships
affect the behaviour of lenders vis-a-vis potenti@w borrowerS. The less

competitive the conditions in the credit markeg tbwer the incentive for lenders to

49 See, for example, Spagnolo (2000); and, HelmaDa Rin (2002)
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finance new comers. Further, the relationship legdicharacteristics have
implications on allocation of capital. NorthcottO(®) indicates that in relationship-
based systems price signals are obscured; usuailyy the consequence of
widespread and costly misallocation of resourcexofdingly, effective contribution
of relationship lending to economic growth may ohb realised if financial lending
institutions provide credit to the most productpu®jects first. Nonetheless, this still

implies that financial resources may not be eqlytabcessed.

3.6. EXTERNAL FINANCE DEPENDENCE AND OTHER VARIATIO NS IN
INDUSTRY CHARACTERISTICS.

In the literature, differences in sensitivity oflirstrial specificities to different causal
factors are further alleged to influence the degfeeriation in firm’s responsiveness
to changes following financial liberalization anthancial development. Previous
empirical studies find considerable cross-indusigyerogeneity in policy sensitivity
that is statistically related to differences in putt durability, financial structure and
firm size (see, for example, Malerba and Orsenl®96). Further, any policy changes
in the financial system, should most likely dispsdpnately impact those firms that
are highly dependent on outside financing, thaso#s on those that mostly rely on

internally generated resources.

Empirically it has been established that whilst effective financial system is
important for entrepreneurship and firm growth, thiéect is likely to be more
significant on those firms that rely heavily on extal financing, than for those that
are predominantly self-financed. Most notable dbation to this empirical literature
is by Rajan and Zingales (1998). In their landmstrldy, Rajan and Zingales identify
an industry’s external finance dependence underadsaimption that, “...there is a
technological reason why some industries dependenoor external finance than
others. To the extent that the initial project scajestation period, cash harvest
period, and the requirement for continuing investméiffer substantially between
industries, this is indeed plausible” (Rajan andgaies, 1998, p.563).
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In their methodology, Rajan and Zingales (1998) theeratio of domestic credit and
stock market capitalization to GDP and country aotimg standards as measures of
financial development. Their analysis suggests ¢ixaintedevelopment of financial
markets facilitateex postgrowth of sectors dependent on external finandee T
evidence is consistent with the view that finandalelopment lowers the cost of
external finance and exerts a positive influenceiraustries with comparatively
greater reliance on external finance. Upon obsgrifrat better-developed financial
systems ameliorate market frictions that makefftadilt for firms to obtain external
finance, Rajan and Zingales argue that industtes$ &re naturally heavy users of
external finance should benefit disproportionatehore from greater financial
development than industries that are not natudadlgvy users of external finance.
Accordingly, if industries that are naturally heaugers of external finance grow
faster in economies with better-developed finansi@tems, then this supports the
view that financial development spurs growth byilfating the flow of external
finance. Further, Rajan and Zingales’ decomposeetfext of financial development
in its effect on growth in the number of establigms and growth in the size of
existing establishments. Accordingly, their studyws that, “...two-thirds of the
growth is spurred by an increase in the average sfzestablishments, while the
remaining third is accounted for by an increasdhi@ number of establishments”
(Rajan and Zingales, 1998, p.578). This approaciiikes other previous finance-
growth nexus investigation methodologies, facikitatthe study of a particular
mechanism — external finance dependence — througbhwinance operates rather
than simply assess links between finance and groR#jan and Zingales (1998)
argue that the methodology offers a valid and eroge way to identify the extent of
external finance dependence of an industry anywlireréne world. Further, the

methodology exploits within-country differences ceming industries.

The Rajan and Zingales (1998) approach has beeelywatiapted in the literature,
where, specifically their exact calculated exteffirednce dependent ratios, have been
directly adopted in identifying industry-level vations. For instance, Almeida and
Wolfenzon (2004) estimate the efficiency of capitdlocation as a function of
financial development and the external finance ddpace of firms. Beck, Demirguc-
Kunt, Laeven and Levine (2005) controls for extérfiaance dependence to

investigate whether financial development enharneesnomic growth by easing
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constraints on industries that are technologicatigre dependent on small firms.
Similarly, Cetorelli and Gambera (2001) examine tlike industries whose younger
firms are more external finance dependent grow nmoréess rapidly in countries
where the banking sector is highly concentratecevea, Klingebiel and Kroszner
(2002) investigate whether sectors that are higbkgernal finance dependent
experience greater contraction in value added duancrisis in deeper financial
systems than in countries with shallower finansigtems. Carlin and Mayer (2003)
use external finance dependence ratios to exarhmedsociation between structure
of financial systems and the types of activitieswhich different countries are
engaged. Fisman and Love (2004, 2003) investifgtediationship between financial
development and inter-industry resource allocatiothe short- and long-run, among
external finance dependent industries. Fanellilké@idiman (2000) examine the extent
to which finance matters in explaining the degrdéetrade success or failure in
external finance dependent sectors. Larrain (2004&stigates whether, with financial
development, volatility of industrial output is remed in more external finance
dependent industries. Further, Do and LevchenkO@p@xamines whether countries
that produce and export external finance depengleods experience a higher level of
financial development than countries producing argorting goods less dependent
on external finance. Fonseca and Utrero (2006) e&anvhether frictions in labour
and product markets hinder the documented posttifeets of financial development
on firm size, especially in those sectors that matively more external finance
dependent. Claessens and Laeven (2006) investibateeffect of competition in
banking system on growth, and specific channelsutiin which competition may
affect growth in external finance dependent indestrin their analysis, Vlachos and
Waldenstrom (2002) examine whether industries kigtépendent on external
financing experience a faster growth in countrieth wberalized financial markets.
Further, de Serrest al (2006) show that more external finance dependwahistries

are generally the ones that invest the most in R&lldwing financial development.

Nonetheless, despite its wide applicability, thgaRaand Zingales (1998) external
financing dependence methodology is not flawlesstably, Demirguc-Kunt and
Maksimovic (1998) questions the assumption undeglyithe methodology -
specifically, the assumption that US manufacturiimns are representative of

manufacturing firms elsewhere in the world. Theguar that it is important to allow
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for differences among countries in the amount @émal financing needed by firms
in the same industry. ldeally, this argument shoalgually apply to different

industries within the same country. In any caseMaderba and Orsenigo (1996)
observe, there are bound to be many other firmispeand/or industry-specific

differences between firms within an industry, beswéndustries within a country, and
between countries — thus, other differences thtgneikbeyond merely variations in
the level of external finance dependence. Accotiglinghilst the Rajan and Zingales
(1998) ratios constitute a distinct characterisfiendustry groups, at a finer level of
disaggregation, significant differences across stigugroups exist. As observed by
Malerba and Orsenigo (1996), among others, thepeiisistence of diversity among
firms in terms of their characteristics. Firms amgarkedly heterogeneous in
capabilities, organization, strategies, and peréoroe’. As such, individual industries

are expected to relate differently in the facerof aompetition enhancing policies.

3.7. CONCLUSION.

The literature is divided on the expected effectsfinancial liberalization and
financial development in engendering competitivenasd growth in the real sector.
Meanwhile, less research has been undertaken omgaet of financial liberalization
and financial development on industry structure padormance. As barriers to entry
and growth into the domestic market fall followitige liberalisation of the financial
system, are there likely to be major changes irsthecture of industry? For instance,
is ownership likely to become more or less conaatt? Thus, are there likely to be
any major effects on growth and size distributidnnaustry value-added, separate
from such indicators of revealed performance a®egmnd economic growth? And,
does this process induce firm creation and entty industry, or even profitability
regardless of characteristics such as firm sizestdture provides a limited number of
studies that have attempted to answer the foregmilegtions. And, following a study

of Southern Cone countries, McKinnon (1989) — anpe&r of neoclassical financial

* For instance, these differences, which naiurektend to the industry level, concern: co&aily
and Chakrabarty, 1985); profitability (Miee, 1990; Geroski and Jacquemin, 1988); outpdt a
innovative activities (Griliches, 1986; Pawttd Patel, 1991); interest rate sensitivity fimahcial
requirements (Dedola and Lippi, 2005).
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liberalization theory and policy — endeavours totexpret the disappointing results of

this policy experiment through the lens of new-Kesian theory, and concludes that,

“..all is not well in the liberal camp. The geakrcase favouring financial
liberalization has been called into question bges of bank panics and collapses ...
That this attempted financial liberalization getigranded in failure — with an undue
build-up of foreign indebtedness and governmentteevention to prop up failing
domestic banks and industrial enterprises — is datlumented” (ibid. p.100).

Accordingly, there certainly exists a gap in therkture where the effect of financial
liberalization is also considered specifically retcontext of its implications on the
industry structure and performance of low incomeettgping countries of sub-

Saharan African region, such as Malawi.
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CHAPTER 4.0: FINANCIAL DEVELOPMENT, EXTERNAL FINANCE
DEPENDENCE, AND INDUSTRY STRUCTURE.

4.1. INTRODUCTION.

Economic research has provided robust empiricalesnde that developed financial
systems are strongly associated, causally, witm@oiac growth. Given this broad
consensus, therefore, it is of great practical irfggwe to understand the mechanism
through which finance affects real economic agtiviBpecifically, it is important to
identify the characteristics of the financial sectioat affect or determine industry
structures and production capacities in the reatose Similarly, it is worthwhile
investigating the characteristics of industry thet especially affected by finance so
that it eventually translates into higher econogrimwth. Recent years have withessed
burgeoning empirical research in this context, eawith a specific focu¥.
Nonetheless, considerably less research examiresridss-industry distributional
effects of financial development. This is despite éxistence, within the literature, of
a relationship between the efficiency with whichessonomy mobilizes and allocates

financial resources, and the industrial structbeg &an economy develos

The foregoing suggests that financial intermedsarége thus considered to be
catalytical in the development of industry struetuin any case, rarely if ever, are
industrial firms able to internally generate initheormal operations the resources
needed to finance capital expansions or workingitalapAs such, firms will
periodically require extra resources sourced eatBrna process that may only be
facilitated by an intermediary. A developed andviwhctioning financial sector will,
therefore, facilitate efficient mobilisation andlomlation of resources, portfolio
diversification and access of firms to funds fooghsctive investments. Arguably, a

*! For cross-country studies see, King and Le(11993a), Beclet al (1999), and Levinet al (2000);
while firm-level studies are by Legi (1997), and Demirguc-Kunt and Maksimovic98p
Wurgler (2000) focus on industry-level studies

For example, Gerschenkron (1962) referdi® influential role of financial institution& the
industrialisation process of"18entury Europe. Similarly, Davis (1966) relatiae differences in
capital mobilisation between the "1@entury US and the UK, to the marked contrimstseir
industrial structures. More recently, Levi2@®(@5), as well as Da Rin and Hellman (2002) hase al
established that domestic financial develogrhas non-trivial implications on industry struaur

52
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liberalized financial system should facilitate ttievelopment of entrepreneurship in
the economy. Thus, existing firms will be able tibaim higher profitability and

growth; and, many new investing firms will now bbleto establish themselves,
thereby promoting a competitive industry structuiotably, however, despite
growing literature on the consequences of finandilaéralization, studies that
investigate its impact on industrial structure scanty or non-existent. This chapter,
therefore, endeavours to close this literaturetgequgh the empirical investigation of
the relationship between the development of thanimel system through financial

liberalization and structure of industry that evasvn this process.

4.2. CONCEPTUAL FRAMEWORK AND TESTABLE HYPOTHESES.
4.2.1. Background to Financial Development Effects.

In recent years, a number of studies have questiainether a firm’s access to credit
improves with the development of the financial egst such as that which follows
financial liberalization. Thus, whilst there is dde acceptance that the financial
liberalization policies, if appropriately implement increase efficiency in the
allocation and use of financial resources, theacige effect in inducing firm growth,
as well as influencing the creation of new firmdamilitating increases in the number
of investing firms, has nonetheless been a sulpéctheoretical and empirical
scrutiny. Contrasting views have emerged from tlebate; and, despite substantial
research efforts on the precise effect of finandiralization on the industrial firm, a

consensus on the empirical testing of its validiyains to be reach&d

4.2.1.1. Neoclassical Theorists versus Structurtslis

Two schools of thought have evolved out of therfial liberalization effects debate;

a neo-classical theorist’'s paradigm and a strulistisaparadigm. From a neoclassical

3 Most notable example is the study on the expeeiar the Southern Cone countries and the related
econometric test results that have shownithigations of the prescriptions that can be derifredh
the theory. For a comprehensive review ofigsue, see Laeven (2003).
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point of view, liberalizing financial markets wouktimulate savings, and enhance
physical capital-formation (see, Kapur, 1976, 1988athieson, 1980). This is
hypothesised to influence the financial systemditaltio provide financial capital
needed for firms’ investments, and at a relatiwafprdable pric&". According to this
argument, therefore, financial liberalization slibfdcilitate the creation and entry of
new firms into industry, as well as enhance themnoand expansion of incumbent
firms (see, Vlachos and Waldenstrom, 2005). Theswis further supported by Lyons
(1988, p.64), who notes that ‘most entry barrieas be overcome by a sufficiently
determined diversifying entrant who is backed bigdafinancial resources’. Most
important for this study is the assertion by Raganal Zingales (1998, p.560), who
suggest — much in conformity with the neo-classtbalorists’ paradigm — that ‘the
number of new; and, particularly external financegpehdent firms, entering the
industry should disproportionately increase follogi financial development'.
Accordingly, the neo-classical theorists’ paradigmggest that financial liberalization
should lead to equitable industry growth as weilnaseasing number of firm creation

and entries in an industry, thereby inducing cortipet

The structuralists’ paradigh) however, maintains that deregulation of interases,
during the financial liberalization process, raigeg cost of borrowing, thereby
inhibiting entry/creation of new firms due to lack access to capital. Further, this
policy leads to an increase in incumbent firms’ ralle cost structures, which
adversely affects profits. They argue that firmeally have to make large advances
from the financial system as working capital andit@nce labour costs as well as
intermediate goods. As such, deregulation of ister@&es means that interest on these
advances looms large in the firms’ statements ofifpand loss; which often leads to
firm destruction and ultimate exit from operatioas, most incumbent firms may no
longer afford to raise adequate financial resourcesoperations. Taylor (1983)
further observes that investment demand respomsastarest rate changes — as a
consequence of financial liberalization — may tkdgeer to build up than its effect on

working capital costs, thereby discouraging firmrgnThe structuralists’ paradigm

> Empirically, Henry (2000a, b) provides evidenat financial liberalization actually redudke
capital costs for industrial firms. Moreoyeienry further shows that this has significanthgipive
effects on the level of investment and of atigrowth.

5 As propagated by van Wijnbergen (1982, 1983aT&ylor (1983); Buffie (1984); Diaz-Alejandro,
(1985); Grabel (1995); and, Adelman and Mofti997).
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therefore suggests that, through interest ratesgdéation, financial liberalization acts
as a deterrent to entry for new firms, due to iase&l cost of loanable funds, and also
destroys incumbent firms as they become unproétathiereby dampening industry
growth and competition.

4.2.1.2. The Effect of Relationship Lending.

Empirical debate further focuses on whether in@dasompetition within the
financial credit market has any implications on lgyeding behaviour of the financial
credit institutions (see, Andersen and Tarp, 2@gasiani and Goldberg, 2004). At
the centre of this debate is the prevalence ofdebdrrower relationships within the
financial intermediation proce¥s Thus, a long-term tie between a financial
institution and client firm is hypothesised to gexte value and increase efficiency.
This is expected to be achieved in terms of bo#litravailability and loan contract
terms such as loan interest rates and collaterplirements. This phenomenon is
critical in the financial liberalization, financialevelopment and industry structure
debate due to its relevance in determining firmzless to credit, particularly those
that are external finance dependent. However, debatthe exact implications of
financial liberalization on the lending relationgfiremains inconclusive. Whilst some
contend that higher competition, following finarcidberalization, discourages the
lending relationships, others argue the exact dppoBhis question, therefore, forms
another basis of this study, and expounds on twdrasting views that have emerged
from this debate.

The first viewpoint is that, for those firms thateaexternal finance dependent,
financial development and increased financial seatompetition means less
relationship lending and therefore more market-tbasedit allocation to firms, both
old and new entrants. Arguably, financial developtmeesults in reduced or no
barriers to entry by banks and other financial rimiediaries; thereby increasing
competition in the financial system. Thus, banke ao longer protected from
competition by barriers to entry, and non-bank ricial institutions become

* Modern literature on financial intermediati@mphasizes the value-creation function of legdi
relationships; see, Boot (2000); Berger andll{d695); Boot, Greenbaum, and Thakor (1993).
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increasingly important providers of credit to neusimesses. Credit should therefore
be widely available and at relatively affordableicps, as all external finance
dependent firms have access to several alternawgces of credit. And, as
competition makes it easier for borrowers to swlaiders — either other banks or the
financial market - this can reduce the incentivénigest in relationships at the outset
(Andersen and Tarp, 2003; Berger and Udell, 2002¢,C1998). Thus, when banks
anticipate a shorter expected lifespan of theiati@hships, they may respond by
reducing their relationship-specific investmentr®Mspecifically, anticipated shorter
relationships inhibit the reusability of informaticand thus diminish the value of
information (Chanret al, 1986). Banks may then find it less worthwhileaoquire
costly proprietary information; thereby making telaships unnecessary. Further,
conventional analysis of market power predict thedre market openness and an
expansion of the number of competitors should leadeduced costs of providing
credit on average, thereby increasing its accdigili According to this view,
therefore, financial development ought to enhanuepreneurial activity through
growth and expansion of all incumbent firms equalps well as facilitate
creation/entry of firms that are external finanependent, through a wide and ready

availability of cheap credit; which means increasethpetition in the industry.

An alternative view is that, for the external ficendependent firms, financial
development and the subsequent increased bankitgy mpetition lead to greater
importance of relationships as a distinct compatittdge. Boot and Thakor (2000)
argue that competition may raise the rewards tovides that allow lenders to

differentiate themselves from other lenders, thgnmelising the incentive to continue
investing in relationships. Thus, a more compeditenvironment may encourage
banks to become more client-driven and customireicgss, thus focusing more on
relationships. Little (1987) also argues that oftewsts of lending to new and
particularly small borrowers are prohibitively highhis is because, even with highly
competitive financial credit markets, lenders dhilve to assess the probability of
repayment, which ideally requires intimate knowlkedsf the borrower and of the
project for which the money will be used. Arguabilyis may be achieved through
risk assessments, which require undertaking pneestigations on the borrower and

" For example, Jayaratrmed Strahan (1998) find declines in averagmn lprices of about 40 basis
points, with increased bank competition, follogvoverall branching deregulation in the US.
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the related project. However, Little (1987) obsentbat, in principle, there is an
optimum amount to be spent on such character avjdqgbranalysis, which obviously
approaches zero with very small loans. As sucharddgss of the competitive
conditions that may be prevailing in the finan@eddit market, lending is still largely
confined to those that have long standing relatigpgss with the banks or non-bank
financial institutions. As Stiglitz (1994) noteshen concerned with greater risk,
lenders resort to non-price rationing rather thaiser interest rates when faced with
excess demand for credit. As a result, credit matigp may characterize market
equilibrium even in the absence of interest raiéngs and direct credit allocation.
As such, even liberalized financial credit markétsnot necessarily ensure Pareto-
efficient credit allocation. Further, in a studys&flected African economies, Aryeetey
et al (1997) observe that, despite some evidence of ettigm in the financial
systems following financial liberalization, banksntinue to concentrate lending to
customers with whom they have established relatipss Thus, despite the
occurrence of financial reforms, whose main objects to open up the credit market
to make it accessible to a broad section of thegeanomy, the lending institutions
prefer to continue dealing with their large and Ivestablished clients. Generally
therefore, financial institutions have the tendetwyreserve relationships with their
older clients, which grow larger, at the expens@atential new entrants, especially
those firms more in need of external finance; thgmesulting in an industry structure
that is less competitive. Further, according tos¢harguments, one could conclude
that financial development perpetuates entry barifor the external finance
dependent firms as credit access remains a previfigthose with long-standing
relationships with the lenders. This leads to nanimimal firm creation, as well as

zero competition.

The foregoing contradicting views therefore suggest the precise effect of financial
development on industry structure and competitisn therefore, theoretically
ambiguous. Meanwhile, little empirical evidence séxito support either prior.
Previous studies, albeit limited by their focusspecific countries, periods, economic
and political circumstances, give the general irsgian that financial development
should have distributional consequences on industinycture, through facilitated
access to credit; thereby inducing equitable groawil expansion of the incumbent

firms as well as enabling entry or creation of rfews. But, financial liberalization,
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working through financial development may also iceldestruction and exit of firms.
Nonetheless, informed by the aforementioned hisdbrieferences and by theoretical
as well as empirical uncertainty, the goal of ttiepter therefore is then to derive
further empirical evidence, which could corroboraggher effect of financial

development on industry concentration and net éntry.

4.2.2. Industry Structure: A Theoretical Framework.

4.2.2.1. Firm Size Distribution.

Theories of the firm, according to industrial orgsation literature, are classified as
technological, organizational and institutionaldam a recent contribution, Kumar,
Rajan, and Zingales (2001) test several implicatiof those theories regarding
possible determinants of industry structure. In phecess, several industry-specific
and country-specific factors are identified suchtles market size and its structure,
capital availability and capital intensity, whictreaall likely to affect the size

distribution of an industry. Further, the set ofvéaand regulation and the level of
economic and financial development are some ofethiesnvironmental’ factors,

common across industries in a country, which as® alonsidered to be likely

determinants of size distribution of firms.

The literature therefore, generally hypothesiseat th combination of scale
economies, barriers to entry, and size of the marlastly explain variations in the
structure of an indust, Notably, an increase in scale economies causes th
minimum efficient scale at the firm level to incseaand the number of firms required
to minimize industry production costs to fall. Cegsently, only a few
disproportionately large firms survive in the long, thereby resulting in increased
concentration (see, for example, Sutton; 1991, L99@rther, according to Gibrat's

‘Law of Proportionate Effect’, variable growth paths among firms can shape

%8 various empirical studies (see, for example, B2868; Cavest al 1980) have relied on these three
broad categories to draw a combimatid variables to explain variations in industtyusture,
mostly by means of regression analysis.
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industry concentratiofl. Gibrat (1931) asserts that in a market with adixumber of
firms that start out with equal market shares, fgmwth is random and normally
distributed with zero mean and a variance thabstwe, constant, and independent
of firm size. A question that is of particular redeéce to the current study therefore, is
what constitutes the random forces in the wholegss? Thus, if the whole process
relies on random forces to explain the firm sizgrihution, what can possibly explain
its starting position? ljiri and Simon (1971) seggthat the nature of the stochastic
growth process may depend on cost conditions. bthan study Jovanovic (1982)
demonstrates that random shock to production coats cause an increase in
concentration. And more recently, Cabral and Ma&808) also suggest that a
financial constraint could characterise the firmstart-up, and therefore entry into
industry. Similarly, Doraszelski and Markovich (20Gshow that concentration may
increase if some firms gain a marketing advantage, through advertising. This
follows Demsetz (1973a, b) and Agarwal and GorB@)9who separately argue that,
variable growth patterns among firms within an isttly may result from a
competitive advantage rather than purely randonekshoThey contend that, one firm
may gain a cost or marketing advantage over itspepitors, through a deliberate
government policy related to the firms’ inputs omanket structure in a selected
industry. Such government policies may include;ngreg of monopoly rights to
specific industries for a number of years, tax kseaver a specific period, and
directed credit allocation to specific sectors loé £conomy. If an industry-specific
competitive advantage endures, then this obvioustigences incumbent firms’
growth and expansion, which could lead to increasdise firm’s market share and in
industry concentration. Further, this may ultimatelduce or facilitate entry of firms
in those respective industries as they become proféable. This study exploits this
view, particularly as it relates to competitive adtage arising from a firm’s access to
capital or finance. Hence, this study adopts a odlogy that allows testing the
validity of the theoretical priors regarding thelat®nship between financial
liberalization and financial development — and éfie@re enhanced credit availability —
and industry structure, controlling for the simakaus influence of other industry

factors.

* Refer toAppendix4.1; also see Hay and Morris (1993: 537-541), fdtamough analysis of this
concept.
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4.2.2.2. External Finance Dependence.

Arguably, finance ought to matter for industry centation and net firm entry,
particularly where incumbent firms and/or potengatrants are competing for credit
resources. In sectors where incumbents are noindepée on external finance, there
will not be any competition for resources with tmew entrants. Financial
liberalization and financial development shouldstimot matter much as a determinant
of industry concentration or net firm entry in teasectors. On the other hand, where
industry incumbents are dependent on external ¢mathey will be competing for
financial credit resources with prospective ensanHere is where financial
development should matter, one way or anotheiinfitustry concentration or net firm
entry. The model structure for this study, therefdouilds on the contribution by
Rajan and Zingales (1998). In a cross-industry emads-country analysis that uses
industry ratios as a measure of external financeed@ence for wide range of
industrial sectors, Rajan and Zingales show thdustries that are more dependent on
external finance grow disproportionately fasteicauntries that are more financially
developed. The Rajan and Zingales’ external finadegendency ratios are based on
the assumptions that there are underlying techmmdbgeasons why industries differ
in their use of external funds, and that theseigteagross countries (op. cit. p.563).
They further note that when financial systems aiidnless, the supply of external
financing will be elastic. The differences in thetuml use of external financing in
such an economy will hence mainly reflect differemiéan demand for this type of
funding, which will, in turn, be reflected in vatians among the respective industry
ratios. In their model, Rajan and Zingales use éthibtates data to derive the typical
external financial dependence for a particular stdal sector. They argue that the
financial markets in the US are the most frictiesletherefore allowing firms to
achieve the desired financing for their respecindistrial sector. This, according to
Rajan and Zingales, offers a way of identifying ttegyree to which industries desire

external financing anywhere in the world.

However, Rajan and Zingales (1998) argue that tttermal finance dependence
model in no way assumes a sector in two countrids thhe same degree of financial

development to have exactly the same optimal eatdmmancing structures. Instead,
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local conditions, such as growth opportunities, atkowed to differ between
countries. The model, therefore, assumes onlytheatank order of optimal external
financing needs across industries is similar accosstries. Thus, Rajan and Zingales
state that, “...while there are enormous differenae local conditions between
countries, all we really need is that statementsth&f following sort hold: If
Pharmaceuticals require a larger initial scale lzane a higher gestation period before
cash flows are harvested than the Textile industtiie United States, it also requires

a larger initial scale and has a higher gestateod in Korea.” (ibid, p.563)

The innovation of the Rajan and Zingales (1998)rag@gh is in positioning an

interaction between a country characteristic (iis ttase, a proxy of the level of its
financial development) and this benchmark (extefitelnce dependence ratio of a
given industry). It then investigates how industgeowth relates to this interaction
term, thereby investigating whether industrial secthat typically use more external
financing grow faster in countries with greateraficial sector development. In the
regression results, Rajan and Zingales, find atipessign for the interaction between
the external financial dependence ratio and thelle¥ financial development, thus
demonstrating a positive impact of financial depeh@nt on growth due to greater

availability of external financing.

Most recently, several other researchers have tleedRajan and Zingales (1998)
methodolog$’. Specifically, these studies have employed thestrig-level external

finance dependence ratios as calculated by Rajah Zngales, to investigate

relationships between various industry charactesistand different aspects of
financial development in predicting industry growdhd performance. Whilst these
research studies are not necessarily exhaustiey, tlonetheless demonstrate the
extent to which the Rajan and Zingales’ (1998) walied industry-level external

finance dependency ratios have been adopted. Tudy therefore exploits the Rajan
and Zingales model concept, as others have doneortgplement and extend the
literature by investigating the link between finehcdevelopment and industry

structure. The objective for this is to determinkether financial development has

®0 These include: Beck, Demirguc-Kunt, Laeven, bedine (2008); Do and Levchenko (2006);
Fonseca and Utrero (2006); Claessens aneeha@006); Vlachos and Waldenstrom (2005);
Almeida and Wolfenzon (2004); Larraif2004); Fisman and Love (2004); Carlamd
Mayer (2003); Laeven, Klingebiel and Krosz(®#002); and, Cetorelli and Gambera (2001)
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any cross-industry distributional ramifications, iefh could ultimately influence the

structure of the industry in a country.

4.2.3. Methodological Approach.

In the literature on industry organisation, indystoncentration and net firm entry
constitute two fundamental aspects of industry cstme. Highly concentrated
industries are likely to have low levels of competi, thereby compromising on their
effective contribution to the economic growth pregeAnd notably, in the industrial
organization literature, level of concentration anmarket has been assigned an
important role in analysis of market structure, cet and performance. It is often
used as a summary measure of market structure 8cired Ross, 1990), and as an
indirect measure of the intensity of competitioral@vin and Gorecki, 1994). Thus,
concentration is seen to measure the potentialctidlusive or anti-competitive
behaviour in a market. Similarly, a high firm tuweo is counter-effective in

contributing towards the economic growth proééss

Nonetheless, there are some disputes in the inalustrganisation literature, on
whether industry concentration encourages or disgms entry; thus whether these
two industry structure measures are rel¥tedotably, in the literature, this debate, on
whether changes in the number of firms in an ingusave any effect on industry
concentration, is best explained in the contexthef “contagion,” “feedback,” and
organizational ecology” theories of industry dynesil. In accordance with the
hypotheses propagated under these theories, astindsi initially characterised by a
small number of risk taking firms, and thereforeahaé highly concentrated industry
structure. Through collusive pricing facilitated the highly concentrated structures,
industry profits increase and the industry is cdesad lucrative; thereby attracting

secondary entry of firms, which occurs with a lagcduse information about

® For instance, static Cournot and Bertrand etmdf oligopoly with product differentiation predi
that pricing will become more compgeét as the number of rivals increases. Oz(&B96)
extensively covers this phenomenon in “Indak®rganization (Economic Theory), MIT Press.

®2 For instance, Shapiro and Khemani (}98®port that high industry concentrationtsado
deter entry, while Rosenbaum andmbnt (1992) find that high industry cortcation
encourages entry through the potential foesmormal profits.

8 See, Geroski and Mazzucato (2001); Honeithl (2001); van Kranenburet al (2002)
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firm/industry success is difficult to observe. Onseccess becomes apparent,
however, entry takes off, which may negatively eiffeoncentration. These same
information lags then lead to excessive entryijrfglprofits, and eventual ‘shake-out’.
The subsequent reduction in the number of firmsugh the ‘shake-out’ leads to
increased concentration again. This suggests tisteage of a degree of feedback —
or ‘loop’ effect — between net firm entry and inthysconcentrationpver time. Thus,
while concentration may be high in the very eatges of an industry’s evolution, an
increase in net firm entry (thus, increased entwll follow, leading to less
concentration. As the industry matures with itsuilésg ‘shake-out’, a decrease in net
firm entry (thus, increased exits) occurs and cotre¢ion increases (see, Jovanovic
and MacDonald, 1994; Klepper and Simons, 1997; Jovia and Tse, 2006).

However, others do not support the foregoing pdroep, arguing that net firm entry
may only influence concentration if the new entsaate significantly large and
therefore competitive within the industry. Yet, @sserved by Evans and Jovanovic
(1989), Wagner (1999), and Audretsch and Elstoi®Z20the bulk of firms entering
and / or exiting from the industry or market termdlbte small-scale enterprises. As
MacDonald (1986) observes, small firms cannot sienthe financial pressure of a
low or even negative profit margin for a long tinkecause they have lower sunk
costs than large firms, they may also be less ta&hid¢o exit the industry.

Empirical evidence indicates that the process dfyeand exit is numerically
dominated by what might be termed ‘noise-entrariis’e thus, firms that enter, turn
out to be inefficient — often for reasons relategt¢ale and competition — and quickly
exit®®. As such, turbulence involving small firms may hate any significant impact
on industry concentration. In fact, Curry and Geor@983) mention that
concentration should not necessarily be much mlaist by the total number of
firms, but more by the number of firms of “signdiat” size. Overall these priors and
arguments suggest that it may not necessarily foeegone conclusion that net firm

entry will always influence industry concentratioAs a matter of fact, some

® For instance, in a study of the United Statesnri2et al(1988) find that, on average, 61.5 percent
of all entrants exit in the five years followgithe first census in which they are observed|siiib.6
percent exit within ten years. Nissankg0(@®; Fisseha and Mcpherson (1991); Parker ap&eAl
Dondo (1991) also make similar observationsstdy-Saharan Africa, including Malawi, where exit
rates are found to be particularly the higlmeshe initial three years, and mostly small-sdates.
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empirical findings show no support for any relasbip between net firm entry and

industry concentratidh.

In view of the foregoing, for completion, this syualdopts a double-faceted approach,
where both measures — industry concentration andime entry — are separately
modelled and used in the investigation of the im@tship between financial
development and industry structure. Arguably, meaguas well as understanding the
causes and consequences of industry concentraisnwell as analysing the
implications of net firm entry, following financialevelopment, is crucial to assessing
its effects on economic growth. This study theref@roposes to investigate the
empirical questions whether the policy and ingbial innovations in the financial
sector, such as those that precede the finanbeitdlization process, provide equal
growth and expansion opportunities to all firmsj arhether the process also induces
the creation of firms and their entry into indudinyough easy and equitable access to
capital. That is, whether financial development &ag distributional ramifications on
industry structure; particularly in sectors wheremgé depend more on external

finance, than in those which are less in need tH#raal finance.

Related to specifics of the regression models therethere is an interaction term
between the external finance dependence of firnd anmeasure of financial
development, following the methodology by Rajan afidgales (1998), which has
also been used widely by other researchers. Aaegidi using industry-level panel
data over the period 1970 - 2004 for Malawi’s mactidring sector, the study tests
the influence of financial development on industpncentration levels and on net
firm entry. The length of the time period of thergde facilitates investigations into
dynamic patterns of industry structure. This faaibs further investigation on
whether structural breaks in terms of policy changes well as increased
competitiveness — such as that following finantiadralization — has any relationship

with subsequent changes in the levels of indusincentration or net firm entry.

% Notably, Das and Pant (2006) in a study of Indimmufacturing, conclude that since firm entry and
firm exit occur at the lower end tfe industry, they leave the industry structumaffected.
Similarly, Ghemawat and Kennedy (1999) irstady of Polish manufacturing, finds that rigf
entry fails to affect significantly thegsificance of industry concentration, allegedue to the
particular ‘noisiness’ of net firm entry in cpegtitive environments.
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In terms of approach therefore, the methodologytsstaith an economy-wide
investigation, where a financial development meague. growth of credit to the
manufacturing sector as percent of GDP)FIN) is included as an explanatory
variable in the respective models for industry @niation and net firm entry. This
facilitates investigating whether financial devetognt has a positive or negative
effect on the structure of industrial sectors, rdlgss of their characteristics.
However, since financial liberalization is hypotises! to reduce financing constraints
for firms investments through easy access to gradiinancial liberalization dummy

(FL) is therefore interacted with the financial deysient measure; th(lEIN X FL).

This specification allows testing whether a regichange, from financial repression
to financial liberalization, has any influence aedit access by firms, regardless of

their individual characteristics.

Whilst the foregoing specifications measure theneowy-wide effect of financial
development, sector-specific implications are itigesed next. Initially, an

interaction term is constructed between the ingisstexternal finance dependency

ratio (ED) and the financial development measure; (IELIIN X ED), is included. This

model specification allows testing whether therebissides an economy-wide effect,
also a sector-specific effect of financial develgmin As such, if financial

development facilitates credit access by firmsha tnanufacturing industries, this
effect should be especially noticeable on thoseustréhl sectors where firms are
highly dependent on external finance. Next, an tamtil specification allows testing
whether a regime change, from financial repressdimancial liberalization, has any
influence on the sector-specific effect of finahctevelopment. Similar to the
economy-wide model, a financial liberalization dugnifL) is also added to the
sector-specific interaction term -F(N x EDx FL)®®. This specification facilitates

testing whether credit access by those industeatoss where firms are highly
dependent on external finance, increase or decfelg@ing the regime change from

a repressed to a liberalized financial system.

1t may be argued that financial liberalizativas implemented at the same time as other referms
most notably trade liberalization. However order to remove the effect of trade lddeation
from the financial liberalization dummyrade variables are included in the respectivodel
specifications — which would undoubtedlysfireflect the impact of trade reforms — amorige
control variables. This procedure is expectedet the financial liberalization dummizl() to model
first and foremost the effect of financial liaézation (see, Bakaegt al, 2005).
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4.3. EMPIRICAL FRAMEWORK.

4.3.1. Model Specifications.

4.3.1.1. Industrial Concentration.

The empirical model hypothesises that equilibriumdluistrial concentratignis a
function of the level of financial development,dbgh credit availability, which is, in
turn, influenced by the financial liberalizationopess. And, in order to take care of
industry specific differences, the model contras growth in industry value added,
changes in the share of the industry value-addedtat manufacturing sector value-
added, and the intensity of manufactured importd amports, as explanatory
variables. Time dummies are also included, reftgctpolicy changes implemented

over the study period. The model is therefore stimed as follows;

CRt :,B0+181F|N +5] th 4 (4-1)

where, CR, represents industrial concentration at time industryi, which in this
study is hypothesised to be a function of finandeelopment-IN, and a number of

explanatory variabless; ., . And, . is the usual error term.

ijt
The empirical analysis initially investigates theosomy-wide effect of financial

development on industry concentration; followeddsts whether there is evidence of
any differential and industry-specific effect. larpcular, the study examines whether
or not financial liberalization promotes competiti@mong those firms that are
relatively more dependent on external finance, dwjlitating credit access to them.
This is followed by an investigation on whethereliglization of the financial sector

brings a different dimension to the relationshigwsen financial development and
industry concentration. The study therefore es@siaeveral variations of Equation

(1) above, using panel data.
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(a) Baseline Model: Economy-wide Effect.

A baseline model for the study is obtained by mawaging Equation (4.1). Thus, in the
first empirical analysis, the study uses the basemodel, Equation (4.2) below to
investigate the economy-wide effect of financial velepment on industry

concentration. Thus, whether regardless of speritiastry characteristics, financial
development has a negative or positive effect austry concentration. Next, the
study examines how this economy-wide effect of ritial development on industry
concentration changes in the face of financialrabeation. The following equations

are therefore estimated:

CRt = %+:31C%—1) +182 Sli_t|+183 GiR+IB4 W+ﬂ5 MM+ﬁ6 FItNI':B7 tD-git (4-2)

CR = a+[,CR .+ B, SH+[S; GR+ 5, MX B MM B, FI

+B,(FIN,xFL, )+ 8D, +&, (4.3)

where, in Equation (4.3), an interaction of theafinial development proxy and the

financial liberalization dumijINt X FLt), is included in the model as an additional

explanatory variable.

(b) Interaction Model: Industry-specific Effec

Whilst Equations (4.2) and (4.3) facilitates thentfication of an economy-wide
effect of financial development, common to all isttial sectors, using industry-
specific information helps in order to yield a deepsector-specific effect. Such
specification facilitates the decomposition of th&al effect of financial development
in first, an economy-wide effect and second, amsespecific effect. Thus, following
the Rajan and Zingales (1998) methodology, theysiadudes an index of industry
concentration as a measure that could be explaimedhe interaction variable

between each industrial sector's external finanaigpendence and the financial

development variabIéFINtXED,), Equation (4.4) below. Further, since financial
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development has distributional effects on industrieore in need of external finance,
a result not obviousx ante it may be appropriate to be convinced that tiffisce is
indeed robust, by testing whether levels of indqustincentration vary with financial
liberalization in those industrial sectors that aedatively more external finance
dependent. Thus, another interaction model is estichwhich includes an interaction

variable that combines the external finance deperydeariations as well as allowing

for the financial liberalization effedFIN, x ED x FL,) Equation (4.5) below. The

following equations are therefore estimated:

CRi = @ +BCR _y+ 5, SH+ [, GR+ 5, MX+[; MM+ 5, FI
+ﬁ7(F|NtXEDt)+ﬁ8Dt +€it

CR, = a+B,CR_+5, SH+ B, GR+ 5, MXt S, MM+, FIP
+ﬂ7(FINthDi)+ﬁ8(FINtXED|XFLr)+:B9D+git

(4.4)

(4.5)

4.3.1.2. Net Firm Entry.

Changes in the population of firms through entrgl axits — or net firm entry —
contribute to how the structure of an industry isfimed. In this research,
consideration of factors that are hypothesisechtimence changes in the number of
firms, follow the tradition established in the yeafter Bain’s (1956) definition of
entry barriers and Orr's (1974) applied work. Thigckground has recently been
extended through numerous studies on the detertsimamet firm entry. As Acs and
Audretsch (1989, p.470) put it, “the empirical miodsed to estimate [net firm] entry
has by now become quite standard with only minoriatians...In general,
explanatory variables representing three differeadtors are included — market
structure characteristics inhibiting entry or stlezhbarriers to entry, factors inducing
entry, principally growth and profitability, and emures of the technological
environment.” Thus, net firm entry is generally egfed to depend on
macroeconomic business conditions, which are gaumedhow lucrative it is to
operate in an environment. Specifically, profitapibf business firms and increase in

market demand, are considered to be key benchnvartkss process (se&ppendix
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4.2). Further, there exist other industry and marlstetfic characteristics that may
also determine firm entry or exit. As such, corgistwith economic theory, and

following previous studiés, a relationship of the following form is hypothssil:
NFE= f(PCM, MKD, X) (4.6)

where, NFE is net firm entry or change in the number of fiff®CM represents
industry profitability (price-cost margind)JKD is growth in market demand, aXds

a vector of control variables that account for istly and market-specific
characteristics,viz, growth in industry value-added and manufactumegborts
intensity. However, in this study, following Rajaand Zingales (1998) who
hypothesise that the number of new firms enterirgihdustry should increase with
financial developmenEIN, is introduced to the model as an additional exgtiary
variable. Like in the industry concentration invgation, the methodology applied in
the net firm entry analysis begins with an econamige examination followed by an
interaction or industry-specific approach. The gtuderefore investigates several
variations of the relationship as depicted in Eouea4.6).

(a) Baseline Model: Economy-wide Effect.

First is an investigation of the economy-wide effec first-order effect of financial

development on net firm entry at large, regardtdssdustry-specific characteristics.
This is followed by an examination whether libexadg the financial system adds any
other dimension to this relationship. A model theftects the influence of standard
net firm entry fundamentals, including financialvd®pment, may therefore be
estimated as depicted under Equation (4.7), wHiquation (4.8) includes an

interaction term between the financial developmgmoxy and the financial

liberalization dummy(FIN, xFL, ).

67 See, for example; Jeong and Masson (1990); Giefb8&9, 1995); Fotopoulos and Spence (1998);
Carree and Thurik (1996, 1999); Agarwal awndretsch (1999); Holzl, Hofer and Schenk (2001);
and Horvatlet al (2001); Carree and Dejardin (2007); and, Araetzal (2007).
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NFE, =a0+,81NFEr(t_l) +3,PCM, + B, GR+ B, MKP+ 5, MM+ S, FIN
+4,D, + &,

NFE, =a,+ B NFE,_, + B,PCM + B, GR+ B, MKD+ 8, MM+ B¢ FIN
+B, (FIN,xFL )+ 3D, +&,

4.7)

(4.8)

(b) Interaction Model: Industry-specific Effect

Next, the study introduces heterogeneity acrosasim@l sectors and tests whether
there is evidence of an industry-specific effeatphrticular, using the approach by
Rajan and Zingales (1998) the study examines whetinancial development

facilitates entry of firms in those industries tlaa¢ primarily more in need of external
finance, by facilitating credit access to theseti@sc As above, the use of industry-
specific information yields instead a deeper exgtion and understanding of the role
played by financial development in the creation ngfw firms. This is done by

including an interaction term between the induspgcific external finance
dependence ratio and the financial developmenty{feN, x ED, ), as depicted under
Equation (4.9) below. Additionally, in this extemdepecification of the model, a
financial liberalization dummy is again interact@dh the interaction term between
financial development and external finance depemieatic( FIN, x ED x FL[). This
should facilitate investigating whether financidderalization enhances or dampens
entry or exit of external finance dependent firmshe financial development process.
Arguably, if financial liberalization, acting thrgh financial development, removes or
reduces barriers to external financing, industhigily dependent on external finance
should register increases in net firm entry; thgrsbggesting more firm entry than

firm exits. This hypothesis is tested by estimattitgiation (4.10);

NFE, =a,+ BNFE,_, + B,PCM + B, GR+ B, MKD+ 8, MM+ B¢ FIN
+B,(FIN,xED,) + B,D, +¢,

NFE, :a0+ﬁ1NFEr(t_l) + [, PCM, + B,GR+ B, MKD+ 8, MM+ B, FIN
+03, (FIN,xED,) + B,(FIN, x EQ x FL.) + 3,0 +¢,

(4.9)

(4.10)
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For all the Equations; (4.2) to (4.5), and (4.7)(4dlL0), a subscrigtindicate that the
variable refers to théth industry andt is the period specification. Further, time

dummiesD, are included in all the regression equations toriporate time-specific

effects common to all industries.

4.3.2. Variable Descriptions.

The study uses industi@oncentration RatiqCR, ), which is the oldest and most

commonly used of all industrial concentration iredic More formally, this is
commonly known as th&- firm’ Concentration RatioGR or CRK) defined as the
cumulative share of thKth firm (Saving, 1970; Scherer, 1980; George and Yz urr
1983, Clarke, 1985; Carlton and Pearloff, 1994ugta’k -firm’ concentration ratio
gives the share of industry value-added by theeltrly’ firms. If there is one firm in
an industry, then the one-firm concentration is.Q00percent since all the value-

added is by a single firm. An industry withn'‘ firms with total value-

addedk (i :1...n), ranked from largest to smallest. Industry valddeal is defined

asx = z X% , and hence the market share ofithefirm iss =% The ratio is therefore
i=1 X

defined as follows:
K X K
CRK=> ==>"s (4.11)

According to the aforementioned literature, whilse choice of'‘k’ is somewhat
arbitrary; for studies of aggregate concentratiknijs frequently taken to be 100; and
for market concentration, values between 3 andeBusually employed. Further,
Saving (1970) shows that'k’ dominant firms collude to fix a price for the remiaig
firms, the value of the Lerner index is directlyated to their combined market share.
But, while the‘k-firm’ concentration ratio remains the most widelged summary
measure of market structure and competition, ribisa perfectly inclusive measure of

thes&. Nevertheless, it is useful to employ this meassra standard of comparison,

% For a review on th&-firm’ concentration ratio and other comparative meas, see Scherer and
Ross (1990, pp.72-73), Curry and George (1%88), Sleuwaegen and Dehandschutter (1986).
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and also because of its measurement of the appatiwimof the industry to the

monopoly — or correctly, small group oligopoly — deb

In this particular study, the 3-firm concentraticatio is tested as the dependent
variable (thus;k’ is equal to 3) following many others (see, forrapée, Jeong and
Masson, 1990). In a small country like Malawi, wanéinere are industries with very
few firms, concentration ratios above 3-firm maydwpial to 1.0 (or 100) in many
cases, hence the application of 3-fifmin this study, therefore, this is estimated as
the ratio of the total value-added for the 3 latdems, to the final total value-added
in the respective industry. However, an importaomhsideration in the analysis of
concentration ratios is that the value is boundhfiabbove by 1.0 (or 100), and, below
by 0. This should reduce the effectiveness of lifeams as explanations of their
behaviour. Hence, non-linear structural forms d¢atrenships — such as logarithmic
transformations — should fit better than linearnfer In this regard, therefore, a
logarithmically transformed 3-firm concentratiortioais adopted as the dependent

variable throughout this study, following many atpeevious studie®.

The initial concentrationlevel, here defined as the lag of the dependeriahla

(CR(H)) is, according to the literature, considered tochécial in influencing the

levels of concentration during the subsequent deri&conomic theory suggests that,
ceteris paribus leading firms in highly concentrated industriag dikely to lose
market share over time, or to increase less rapltiy less concentrated industries,
(Stigler, 1952, p. 232; Mueller and Hamm, 1974,544). Thus, there are two
competing theories as to how the level of concéinttavould change over time in
industries that were initially highly concentrate&tigler (1964) argues that
oligopolists will tend to yield up part of their mk&t share over time in the interest of
maximizing profits. For by charging a high pricethre short-run, future entrants to
the industry are encouraged by the high profitst taee being earned; and,

subsequently, a lower price and a lower concentratesults in the long run through

% In the USA the lowest is the 4-firm concatitin ratio; 3-firm and 5-firm concentration ratiios
the UK; and 3-firm for Germany.

0 See, for example, Bottazzit al (2007), Campos and looty (2007), MatravesRorddi (2007),
Das and Pant (2006), Ilmakunnas (2006)ffi@ld (2001), Cortes (1998), Davies and G
(1997), and Liebeskirgt al (1996), among many others.
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entry of new firms into the industry. However, dremative theory advanced by Bain
(1966) suggests that firms will set a low ‘limitige’, such that the resulting dismal
profit rate discourages potential entrants. As asequence, the concentration level
will not fall; and, may even increase if oligoptdisise very low prices to drive small
firms out of business. However, Mueller and Hamr@7d), argue that the ‘limit
price’ model is not inconsistent with a decreaseadncentration if ‘industries face a
progressive rather than a constant general condaicentry’ and if ‘dominant firms
frequently miscalculate the height of entry bamierAltogether, a negative and

significant sign for the initial concentration aie (CR_,) in the regressions will

reveal either a dominant strategy of short-runiprofiximization for leading firms or
an unsuccessful attempt at preventing potentialyemthereas, a positive sign (or a
sign not significantly different from zero) will pa towards a successful ‘limit price’
strategy. Accordingly, no precise relationshipase expected priori, from initial

concentration levels.

Financial Developmen(FIN,), is represented by the amount of credit issueth¢o

manufacturing sector as a percentage of GDP. Acuprdo the literature the
commonly used indicator for financial developmenpiivate sector credit, defined as
the proportion of credit allocated to private epteses by the financial system,
expressed as a ratio to either total domestic cdGDP . Thus, higher values of
this measure are supposed to indicate more crethietprivate sector. However, since
this study is investigating the link between fin@hadevelopment and industrial
concentration as well as net firm entry in the nfaotwring sector, simply focusing
on private sector credit may be inadequate wherrigdning credit access by
manufacturing firms. This is because, apart from thanufacturing sector, private
sector credit is also allocated to other econoraas such as agriculture, mining,
and services. Arguably, therefore, an increasiiénratio of private sector credit to

" See, for example King and Levine (1993a B9Beck, Levine, and Loayza (1999); and, Levine
et al(2000). Advantage of this measure oveepothonetary aggregates as a proxy for financial
development is that it excludes credit toghblic sector; therefore represents more acelyréte
role of financial intermediaries in chalting financial resources to the private sectord more
closely related to the efficienaf investment, and hence economic growthsides, in
developing countries a significant port of financial development occurs in thmanking
system, unlike in the developed countries,(feexample Goldsteiret al, 1992). Accordingly, in
countries like Malawi, the amount cfedit to the private sector by the bagksystem
is considered to be a better proxy for finahdevelopment.
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GDP may not necessarily mean an increase in ceadiessibility by firms in the
manufacturing sector; nor does this translate iimtoeased investment, and therefore
growth and expansion of firms in the manufactursagtor. Similarly, credit to the
private sector may increase without any correspandhanges in the number of firms
in industries in the manufacturing sector. Thisré¢fi@e explains why credit to the
manufacturing sector is instead considered to bentbst relevant and suitable proxy

of financial development in this study.

Financial Liberalization DummyFL,) is made up of O and 1 values associated with

major financial reform measures implemented in Malalrhis approach follows
Laeven (2003), Bandiest al (2000), and Williamson and Mahar (1998) who observ
that financial liberalization take place in variowsys and in stages, which require
proper distinction. In Malawi, the pre-liberalizati phase 1970 to 1988, the financial
liberalization dummy takes the value 0O; then, tkeqa from 1989 which marks the
beginning of the financial reforms, specificallyetleregulation of interest rates as
well as other major financial reforms, takes théugaof 1. Theoretically, in cases
where financial liberalization makes easy firm'scess to credit, growth and
expansion of incumbent firms, as well as entry arehtion of new firms should be
facilitated. Otherwise, financial reforms couldakrengthen the monopoly power of
existing firms through disproportional growth oppmities; just as it could also result

in summary exits of the incumbent firms.

External Finance Dependen¢&D,) is defined as the share of capital expenditures

that the firm in the industry cannot finance thrbugternal cash flow. According to
Rajan and Zingales (1998) who authored this measuternal finance dependence is
computed as capital expenditures minus cash flom foperations, divided by capital
expenditures. Cash flow from operations is broat#fined as the sum of cash flow
from operations plus decreases in inventories,edses in receivables, and increases
in payables (Rajan and Zingales, 1998: p.564).hkirtcalculation of the external
finance dependence ratios Rajan and Zingales engatayfrom Standard and Poor’s
Compustat for United States firms. However, whils ttonceptual methodology has
been widely accepted in the industrial organisalitamature, it has one caveat — the

cross-country applicability of the external finardependence ratios as determined by
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Rajan and Zingales (1998). As such, in order tovige a more representative and
country-specific framework, the industry-specifidternal finance dependency ratios
that are applied in this study are calculated basedthe Rajan and Zingales
methodology, but using Malawian data (#¢®endix 4.3

Industry Growth(GR, ), is measured by the changes in the ratio of imgusalue-

added to real GDP. Scherer (1970) argues that te mapidly an industry grows, the
more likely it is that increases in its size willtstrip increases in minimum optimal
plant size and so the more feasible decreasesniceatration will be. Thus, there is
supposed to be a negative relationship betweeratbeof growth of the industry and
the change in concentration. However, Stigler (396¥the oligopoly theory, predicts
differently. Stigler asserts that the stability @fprice agreement in an oligopoly
depends on several factors. In particular, Stigtges that the ‘the incentive to secret
price cutting falls as the number of customers galer increases’ and ‘rises as the
probability of repeat purchases falls’. Stiglerthar identifies pooling of information
as a way to detect less extreme cases of pricexgutt is then possible that in
cartelized industries faced with a demand curvéisgirapidly to the right, through
an increase in the number of buyers, cartel memimerg want to pool information
completely (e.g. through mergers) and thus increaseentration of the industry. In
this case, there would be a positive and significalationship between concentration
and industry growth. Thus the sign of the indugirgwth variable in determining
industry concentration will depend on the relativgportance of the two effects
aforementioned (see also, Geroski and Schwalb&&1,)1In regard to net firm entry,
growth in industry value-added is important due it® disturbance effect on
competition in industry. Higher industry growth mpsovide more opportunities for
new entrants. This is expected to have a posithgact on net firm entry, unless the
opportunities created by industry expansion arexdeixploited by expansion of

already established firms, rather than new entr@a®poulos and Spence, 1998).

Industry Share(SH,) is calculated as the ratio of industry value-atide total
manufacturing value-added; and, accounts for d@iffesectoral sizes, and controls for
the relative importance of a given industry gronpghe manufacturing sector. Hence,

the share variable controls for the stage in whah industry is within the
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manufacturing sector and specifically it should toap the different intensity in

development due to lifecycle-specific reasons. Tikismportant to the extent that
industry share is related to displacement effeathinvindustries with subsequent
implications on the level of concentration (see, dgample, Shapiro and Khemani,
1987; and Fotopoulos and Spence, 1998). Thus, tbege share of firms in an
industry is likely to be influenced by the relatise of the industry in the economy
(Rajan and Zingales, 1998). A negative relationghijnerefore hypothesised between

industry share and concentration.

Net Firm Entry(NFE, ), is measured as the percentage change in the etuofib

companies or firms in an industry. Following Jeaangd Masson (1990); Geroski
(1989, 1995); Fotopoulos and Spence (1998); Caams Thurik (1996, 1999);
Agarwal and Audretsch (1999); Holet al (2001); Horvatlet al (2001); and, Peneder

(2008), net firm entry is presented as:

(nit - n(t—l))
M-y

wheren, is the number of firms in industryduring period .

NFE, = (4.12)

Conceptually, changes in the number of firms aoceigit to reflect the conditions of
entry into the industry. High barriers to entry Iwdiscourage entry of new firms,
whilst low barriers to entry will assist new ent®nThe effect depends upon the
overall state of the industry and the economy. Tmecise effect of financial
development in firm creation or in facilitating enimay therefore not be knowan

priori 2. Meanwhile, inclusion of net firm entry lagged oyear (NFE(t—l)) follows

the evidence provided in the industrial organisatiterature (see, Geroski, 1995) that

previous entry and/or exit influences current ergng/or exit. Johnson and Parker

2 Several alternative definitions BIFE have been suggested in the literature, includiegallowing;

(ne—nes)

S or = N
T [(m + ﬂtl)] | T Log( n“‘l}
2

However, in a separate study, Fotoppwod Spence (1998) find all these defingito be
conceptually the same, and therefore not lgptimny significantly different results.
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(1994) also argue that past entry influences fudumtey and past exits influence future
exits, through what they describe as a ‘multipbffiect’. Thus, the effect serves to
perpetuate a trend of entries or exits over fineurther, as observed by Carree and
Thurik (1999) and Gort and Komakayama (1982) thtatpugh the ‘demonstration
effect’, entry and/or exit decisions are likelylie related to the experience of others
previously. Further, Carree and Thurik (1999) ar¢ju@ even where there are no
barriers to entry or exit, psychological, technatady and institutional reasons are all
expected to contribute to delays between the detisi enter into industry or exit out
of industry, and the actual entry or exit; henbe, ¢éxpected effect of lagged net firm

entry on current net firm entry.

Price-Cost Marging PCM,), is a proxy for industry profitability. This isatculated

as the ‘operating’ surpluses in industry, and defias value added minus labour costs
(remuneration), and then divided by total valueeatiglus cost of materials. Thus,
industry price-cost margins provide an aggregatasme of profit before taxes,
financial charges, and depreciation. Even though siometimes regarded as a crude
method for deriving price-cost margins, it is ndmedess broadly interpreted as
representing a firm’s cash flow that is either padhe shareholders, used for raising
reserve assets, or for financing investments. Alingty, PCM is the most commonly
used measure of profitability in empirical studasfirm performance and indicates

the ability of firms to elevate price above margjioast, defined as;

PCM, = Value added -  Payroll

= _ (4.13)
Value added + Costof Materia

High profits are therefore expected to induce acrdase in new firm entf§:
However, although there is a strong theoreticaliarent of a positive impact of profit
margins on net firm entry (Ilmakunaas and Topi, 99®ther empirical studies have

This is an extension of the ‘orgarimadl ecology’ literature that focus on grewth of
organizational populations that considéensity dependence —thus, dependence of emtityeo
number of firms already in the indusir market — as a basic model (for an elaboratiothis
concept, see Hannan and Freeman, 1989).

" See, Podivinsky and Stewart (2007); llmaksnaad Topi (1999); Feeny and Rogers (1999);
MacDonald and Bloch (1999); Taymaz991); Prince and Thurik (1995); Domowétzal
(19864, 1986b); Clarlst al (1984); Liebowitz (1982); Encaoua and Jacque(h®80); Duetsch
(1975) and, Collins and Preston (1968CMis also analogous to the difference betwwae
and average variable cost divided |jce; and, is a proxy for the Lerner indexigeminus
marginal cost divided by price (for a comprediea review of this concept, see, Lerner, 1934)).
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usually failed to find support for this hypothe&sge. for example, Taymaz, 1997). As
a matter of fact, Duetsch (1975) recognises thesipiisy of obtaining a negative
coefficient on this variable when net firm entrytes are used, due to effectively
blockaded entry (see also, Khemani and Shapiro/)19Bhe exact effect of this

variable may therefore not be determimegrriori.

Market Demand GrowtliMKD, ) is represented by real GDP growth. According to

Carree and Thurik (1996, 1999) and limakunnas amgi T1999), the basic intuition
is that as the economy grows, the market grows;atheinfior goods increases, industry
profits increase, and given free entry, new firmb @nter. The opposite is expected
when there is a down-turn in economic activity. Heer, two hypotheses have been
advanced in the literature on the possible infleeatthe general economic climate
on net firm entry (see, Storey, 1991). The traddioview — also called the “pull”
hypothesis — states that firms are more inclineent@r an industry when the demand
is high and the state of the economy is expectedetnain favourable. Thus,
according to this hypothesis, a high growth rateeal GDP improves the anticipated
profitability of the possible new entrants, and seoquently increases the number of
entries. A positive relationship is therefore expdcin this scenario. However, an
alternative view — known as the “push” hypothesisrgues exactly the opposite.
According to this view, a fall in macroeconomiciaity actually induces entry and
increases the creation of new firms, since a higilmemployment rate that normally
follows a ‘slack’ in economic activity, reduces at@ntial entrant’'s opportunity cost
of starting a new business. Although the busineespects are probably not bright
during a recession, unemployment or even risk ahay make self-employment
appealing. In addition, a recession provides pakrentrepreneurs with new
opportunities, like lower labour and equipment spstr attractive niches created by
earlier business failures and withdrawals of multfjuct enterprises from less
profitable activities. A downturn in economic adywmay therefore be associated
with increased entrepreneurship and an increasetifirm entry (see, for example,
Highfield and Smiley, 1987). The precise relatiapshetween market demand and

net firm entry may therefore not be knowipriori.
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Imports intensity MM, ), represents the growth in the ratio of manufaatumports
to total merchandise imports; arfeports Intensityf MX, ), represents the growth in

the ratio of manufactured exports to total merclsaxports. According to the
literature, it is important to take into accounteign trade in determining the structure
of the domestic industry, in order to capture maceurately the extent of industry
competitiveness; as it influences growth or expamss well as exit of incumbent
firms, but also entry or creation of new firms, tinle domestic market (see, for
example, Cave®t al 1980). However, the respective effect of foreigade on
domestic industry structure is not unambiguousgesiit is difficult to predict the
reaction of domestic firms. Increased imports isignwould increase industry
concentration if threats arising from import conijp@ induce mergers of domestic
firms™. Further, a ‘flush out’ of inefficient firms thatannot effectively compete
following an increase in imports intensity shouleluce net firm entry. But, an
increase in imports intensity may also reduce itrgusoncentration and increase net
firm entry if domestic producers were induced t@iove efficiency and thereby raise
the number of efficient firms; hence, increasingmpetition. Similarly, if an
expansion in export opportunities reduces averagésdecause of scale economies
from increased market size, producers engagedporexactivities should be able to
increase their market share, showing a positivaicgiship. This relationship is more
likely if the fixed cost of entering exporting agties is high. But a negative
relationship may be observed if the fixed cost gpating activities is low. A
negative relationship may also be observed if esves of scale in production or
distribution are not important because a largerketasize resulting from export
opportunities can support more producers. Whileugtde in theory, empirical
research on the relationship between export groaviti industry concentration is
limited and lacks conclusive findings (see, forrapte, Zhao and Zou, 2002). Whilst
some studies have found a positive relationshipvéen industrial concentration and
exports intensity (see, Glesjet al, 1980), others have found the opposite (see, for
example, Koo and Martin, 1984). According to tleeefjoing, therefore, the study

cannot hypothesiza priori on the signs on the foreign trade coefficients.

> Besides, as noted by Pickford (1991) inudwtof domestic firms in New Zealand, the abitfy
imports to constrain market power is at timstker limited; particularly where the dominamirfiis
also the major importer of the productyéiey making it possible for these same firms tcticoe
exercising monopoly power over pricing.
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Changes in the general economic policy environnaeatalso taken into account by

includingtime dummieg¢D, )’®. In Malawi, the period 1970 to 2004 was charaseeti

by several other policy measures, aimed at enhgnitia economic development
process. Apparently, most of these policy efforexyevcompetition-enhancing in the
manufacturing sector; and, also aimed at fosteeifigiency in the financial system.
As such, their effects cannot be ignored in the idgogb investigation of the possible
link between financial development and industryciire. The dummies are in the
form of binary variables, which equal to 1 for eagbar during the respective

economic reform period, otherwise zero.

4.3.3. Estimation Technique.

In light of the problems associated with purely sss@ection regressions, panel
techniques are used in this chapter. Compared @vitss-section approaches, the
panel approach has important advantages. Thebgrstfit is the ability to exploit the

time-series and cross-sectional variation in théa.dd@hus, moving to a panel

incorporates the variability of the time-series dimsion, exploiting additional

variability. The second advantage is that the aggrocontrols for the presence of
unobserved industry-specific effects. Third benefitthe panel technique is that it
addresses the problem of potential endogeneityt dieregressors.

Empirically, in a panel data framework (thus conglainiime-series and cross-section
data) the model for Equations (4.2) to (4.5) and)(# (4.10) above can be written in

matrix-vector notation as follows:

Vi =¥+ X% B+E (4.14)
i=1,2..N t=12,..N

Where the individual elements of tlye(industry concentration or net firm entry)
vector are denoted &g, thus industry concentration or net firm entry ifodustryi in

®The time dummies are meant to be meretjicative, as policy implementation is a continsiou
process with obvious overlaps between periods.
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year t; and, a is a parameter to be estimated with respect tgeldg(industry

concentration or net firm entry) variablg; is a (1 xk) vector of regressors, apds a

(kx 1) vector of parameters to be estimated.

However, according to the literature, when numermasvidual units are observed
over time, the problem of specifying the stochastature of the disturbances,

represented by the term, in Equation (4.14) becomes conceptually difficidar

instance, some of the ‘omitted variables’ may flactors which are peculiar to
both the individual industries as well as the tipggiods for which observations are
obtained; others may reflect industry-specific elifnces which tend to affect the
observations for a given industry; and still otixariables may represent factors which
are peculiar to specific time periods. As suclthése unobservable “other effects” are
not taken account of in the estimation process, aminary-least-squares (OLS)
method is instead applied to Equation (4.14), #temates of the's in the equation
may be both biased and inefficient (Nerlove, 1971 prder to incorporate those other
causal variables, therefore, Equation (4.14) tans$ to the following error

component model:

Ve SA¥at X BHH Y, (415
where;

& =K TV, (4.16)
and

E[s]=E[v, |=E[ 4 +v, |=0 (4.17)

Thus, 1 denote the unobservable individual specific effesntsl is time-invariant,

accounting for the special effect that is not ideld in the model — the fixed effects.
The remainder disturbance varies with both indigidand time — the idiosyncratic

shock. The error of the modgltherefore becomes the sumvpf the well-behaved
error componenandy , the individual specific effects. And it is fuethassumed that,

M andv,, are independent for eacbver allt.
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Notably, Equation (4.15) has a lagged dependemahlarto account for dynamics in
the industry structure process and capture thetfiattindustry concentration and net
firm entry are long-term processes. As such, thecsire of Equation (4.15) rules out
the use of certain estimation techniques. For exan@rdinary Least Squares (OLS)
approach cannot be used because the estimatoasedin the presence of lagged
dependent variables or industry-specific effectshanright hand side of the equation.
Fixed-Effects or Within Groups (WG) estimators @mecount for the industry-specific
effects, but will remain biased in the presencelagged dependent variables.
Furthermore, Within Groups estimator is not an appate technique to use in these
circumstances because some components of the akmiarvariables of interest —
such as the external finance dependence ratiose—tiare-invariant and their
parameters will not be identified using this estonaTo address some of these
econometric problems therefore, the study useStiséem — Generalized Method of
Moments estimator (SYS-GMM) developed for dynamémel data estimation (see,
for example, Arellano and Bover, 1995; Blundell &whd, 1998; Bonat al 2001;
and, Roodman, 2005).

The SYS-GMM was developed as a superior estimatdaraontrols for the industry —
specific effects as well as the bias caused byirtblesion of the lagged dependent
variable. Furthermore, unlike the first-differené@MM (DIF-GMM) approach
discussed in Arellano and Bond (1991), the SYS-Ghlfroach makes it possible to
identify the parameters of the time-invariant vhalés in the model. It combines the
standard set of equations in first-differences w#hitably lagged levels as
instruments, with an additional set of equationdewels with suitably lagged first-
differences as instruments. The basic idea bethisdestimator is as follows: First,

the unobserved fixed effectg are removed by taking first difference of Equation

(4.14) and obtaining the following equation;
DY = Yoa) =a (W= Yoo) *B( X — ko) oy +Ay, (4.18)

Second, the right hand side variables are instrtedemsing lagged values of
regressors, and the equations in first differencjgguation 4.18) and in levels

(Equation 4.15) are jointly estimated in a systdnequations. Under the assumption
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that the error terng, is serially uncorrelated, and the regresskrs are endogenous,

valid instruments for the equation in first difface are levels of series lagged two

periods (Blundell and Bond, 1998). In addition,  umsBg

thatA(yit - yil_l)andAXit are uncorrelated with, valid instruments for the equation

in levels are lagged first differences of the serie

Third, the validity of the instruments is testedhgsa standard Sargan/Hansen test of
over-identifying restrictions and a test for thesatce of serial correlation of the
residuals, since the moment conditions are valithd error term is not serially
correlated. The regressions include time dummidschwapart from their usual role
of capturing deterministic trends in the data, rap serve as exogenous instruments
in the model. Further, the SYS-GMM estimation canblased on either a one-step or
a two-step estimator. The two-step estimator ismgsgtically more efficient in

presence of heteroskedasticity of the error &grnHowever, Monte Carlo simulation

in Arellano and Bond (1991) and Blundell and Bord®98) shows that standard
errors associated with the two-step estimates andard biased in small samples.
Historically therefore, researchers often tendeg@riefer making inference based on
the one-step SYS-GMM estimator with standard errocerrected for
heteroskedasticity, even though it is not as effitias the two-step SYS-GMM
estimator. Recently, however, Windmeijer (2005)isled a small-sample correction
for the two-step standard errors. Thus, in regoesson simulated panels, Windmeijer
finds that the two-step efficient SYS-GMM perforsemewhat better than one-step
SYS-GMM in estimating coefficients, with lower biasd standard errors. And the
reported two-step standard errors, with this céimacare quite accurate, so that two-
step estimation with corrected errors is curreotipsidered to be modestly superior
to robust one-step estimation. In this study, kbt one-step results, as well as the
two-step results are reported. However, analysimged on the two-step SYS-GMM
regression results, where the specifications arsidered to be more efficient, and

therefore leading to more accurate inference.
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Consequently, Equations (4.2) to (4.5), and (407)(4.10) above are, therefore,
estimated using lags of all variables as instrusfénThus, it is hypothesised that
both industry concentration as well as net firnrgnadjust with delay to changes in
financial development — such as increased credieszc following policy changes
related to financial liberalization. Similarly, gwth in a firm’s value-added resulting
from, for instance, changes in market demand, aviliy lead to the firm’s expansion
or contraction, with a lag. The same applies toftlm’s net entry as a response to
foreign competition. Policy reforms are generatkpected to take some time before
making any impact on the manufacturing industrye Tgrocess of adjustment to
changes in these factors may therefore dependdiothe passage of time — which
argues for including several lags of these fachsrsegressors — and on the difference
between equilibrium concentration levels and thgainconcentration levels, as well
as equilibrium net firm entry and previous entryd@m exits — which argues for
dynamic models in which lags of the dependent Béeghave also been included as

regressors.

4.3.4. Data Specification.

The data composes of annual observations for the@dd&970-2004 covering 20
industrial sub-sectors in the Malawian manufactyrimdustry. However, following
Favarra (2003), Beck and Levine (2002), and Levineayza, and Beck (2000),
among many previous studies that also use a pateelgproach, the data is averaged
into sub-periods of five-year intervdis As such, the dependent variables in all the
models are therefore of the averaged five-yearvate. Similarly, all the explanatory

variables are also averaged over the five-yeaniale Thus, using STATA 9, the

" The SYS-GMM estimation technique is applied toaimns in levels using the2, t-3andt-4 lagged
right-hand side variables as instruments.veag2002), Koo and Shin (2004), and Koo and Maeng
(2005) separately apply a similar approadéir studies on Korean firms. Similarly, Trdssed
Detragiache (2008) use up t69 lagged right-hand side variables as instruments

8 Averaging reduces theT™ relative to ‘N’ in the panel data. Further, according to litera, the
system GMM estimatorxtabond? is applicable to “small, large N’ panels. ThusifT"is a
significantly higher proportion ofN", the dynamic panel bias becomes insignificebut the
Arellano-Bond autocorrelation test may be uab#é (Roodman, 2005).
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SYS-GMM estimator is applied to a panel datasetNok T = 20 x 7 = 140

observation§.

Summary statistics for the main variables usedis ¢hapter are given in Table 4.1.
These statistics refer to a panel with observatiam in yearly format. The top three-
firm concentration measure is on average 82.2 perbet with significant variation,
from a low of 29.5 percent (e.g. in food processsudp-sector) to a high of 100.0
percent (e.g. in transport equipment sub-sectdris B consistent with observations
made by Chirwa (2004) in a study of Malawian mantifeang enterprises using panel
data over the period 1970-1997, where the averageentration level is 77.0 percent,
with the lowest being 50.0 percent and the high@6tL0 percent. The change in the
number of firms is insignificant. On average, maatfired imports constitute 74
percent of the country’s total imports, indicatitigat domestic manufacturing firms
face some competition from foreign firms. Howevas a primary commodity
producer the country’s manufactured exports are. [Ower the period, real GDP
growth has been moderate, averaging about 3.8 merGrowth in real industry
value-added is 1.8 percent. As an agro-based ecgnbm highest share of industry
value-added in total manufacturing value-addedo@fprocessing, which takes the
maximum share of 44.0 percent. Average profitaboit industries during the period
is 18.0 percent. As a ratio to GDP, average credihe manufacturing sector was
between 0.01 percent and 0.44 percent, during éneg 1970 to 2004. The average
industry sub-sector requires 64.0 percent of eatdmancing for its investment, with
a low of 10.0 percent (food processing) and a lefh5.0 percent (paper and paper
products).

Table 4.2 is a pairwise correlations matrix for tagiables of interest, and shows that
there are some important correlations among thiahas. Initial concentration level
Is positively correlated with the concentrationaaBimilarly, previous change in the
number of firms is positively correlated with néinf entry. This suggests that, for

both industry concentration as well as net firmrgntthere are some path

¥ Due to the small and longitudinal size of the sanfile series are assumed to be stationary without
conducting unit root tests. Besidhs,dstimator SYS GMM uses first differenced modats
hence the unit root problem, in casxisted, is taken into account, as first diffexes will be
stationary if the original variables are uwibt non-stationary.
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dependencies in these processes. The manufactugatts variable is negatively
correlated with the industry concentration ratiohilgt exports show positive
correlation. As shown in previous literature, thexea negative correlation between
industry share and industry concentration. Growthindustry value-added is also
negatively correlated with industry concentratibnt, it is positively correlated with
net firm entry. In addition, credit to the manufaabg sector is on average positively
correlated with the level of industry concentratiovhereas it appears to correlate
negatively with net firm entry. This suggests tlfiaancial development may not
foster competition in industry. There is also aifes relationship between external
finance dependence and industry concentration. ISiiiese raw correlations do not
control for other industry characteristics, theyetheless indicate that analysing the
relationship between financial development and reslefinance dependence on

industry concentration and net firm entry could vaahount to different exercises.

Table 4.1: Summary Statistics of Main Regressioarldbles.
(Yearly Data: 1970-2004)

Variable Description Mean | Std. Dev. Min. | Max.
CR, 3-firm Concentration Ratio 82.202  18.065 29.45 .000
GR, Industry Value-added growth as % of Real GDP 1.78 4.555 -14.16 11.25
NFE, Change in the Number of Firms 0.003 0.174 .600 3.00
SH, Industry Value-added as % of Total Man. Value-added| 0.047 | 0.072 0.01 0.44
PCM, Industry Price-Cost Margins (Industry Profitabiity 0.183 0.135 -0.26 0.70
MKD, Growth in Market Demand (Real GDP growth) 3.8225.395 -10.24 16.73
MM, Manufactured Imports as % of Total Merchandise Irtgpq 73.637 | 3.148 63.39 80.77
MX, Manufactured Exports as % of Total Merchandise Egp¢ 8.572| 2.811 4.62 15.44
FIN, Credit to the Manufacturing Sector as % of Real FGD 0.120| 0.129 0.01 0.44
ED External Finance Dependence 0.687  0.474 0j10 1.58




Table 4.2: Pairwise Correlation Matrix of the Regssion Variables
(Panel Data: 5 years Average).
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CR, CR(H) NFE, NFE|(t—1) GR, SH, PCM, MKD, MM, MX, FIN, ED
CR, 1.000
CRy 0.765° | 1.000
NFE, -0.115 0.012 1.000
NFE,_ 0.075 0.011 0.193 1.000
GR, -0.252 | -0.098 0.045 0.119 1.000
SH, -0.2917 | -0.329" 0.174 0.155 0.400 1.000
PCM, 0.421 0.169 0.160 0.247 0.134 0.181 1.000
MKD, -0.109° | -0.069" -0.238 0.056 0.51%4 -0.001 -0.076 1.000
MM, -0.195° | -0.308" 0.178 0.003 -0.286 -0.011 0.165 0.623" 1.000
MX, 0.379° | 0.382" -0.021 0.132 0.394 | -0.010 0.005 0.319 -0.411" 1.000
FIN, 0.601" | 0.389" -0.033 0.130 0.492 0.001 0.134 0.592 -0.186 0.448" 1.000
ED 0.139 0.138 0.247 0.282 -0.003 -0.131 0.204 | 0.004 -0.001 0.023 0.009 1.000
Note  This table report the correlation matrix of thnain regression variables. And, ***, **  * indiasignificance levels of 1, 5, and 10 percenpeetvely. Definitions

and data sources are provided above.
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4.4. EMPIRICAL RESULTS.

4.4.1. Overall Results Diagnostics.

Applying the econometric techniques and data cedlinbove, the regression results
on the relationship between financial developmerternal finance dependence and
industry concentration are presented in Table Sifdilarly, regression results for the

relationship between financial development, extefinance dependence and net firm
entry are presented in Table 4.4. Both in Tableas.3vell as in Table 4.4, Columns
(1), (3), (5), and (7) refer to the one-step estawawhile Columns (2), (4), (6), and

(8) reports the two-step estimates. The bottomspaft the tables include the

regression diagnostics.

In all the models, as depicted in Table 4.3 andléldb4, theF-tests show that the
parameters are jointly significant (at the 1 petdemel). Using the Hansen/Sargan
tests for over- identifying restrictions we canmefect the null hypothesis that the
instruments used in all the models are uncorrelaidid the residuals. Consequently,
the tests suggest that the instruments used arck Vale test for AR (1) errors in the
first difference equation rejects the null hypotkesf no first-order serial correlation
as expected. Furthermore, as should be expectedesh for AR (2) errors suggests
that we cannot reject the null of no second-or@eiak correlation in all the models.
And, according to Arellano and Bond (1991, pp: 28P), as long as there is no
second - order autocorrelation, the GMM estimatescansidered to be consistent.

The study first presents results for the industgoentration model, followed by the
results for the net firm entry model. In both caseddence of an economy-wide
effect of financial development is initially presed, using the baseline model
specifications. Next, the study presents resultgte differential effect of financial

development across industries according to theddsefor external financing — as
captured through their respective external finadependence ratios — and are
estimated by applying the interaction model speatfons. In both the economy-wide
model regressions as well as the industry-spemifidel regressions, the estimations

are checked for robustness by allowing for theot$fef financial liberalization. This
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facilitates the examination of whether financialorens have any implications over

the relationship between financial developmentiaddstry structure.

4.4.2. Industry Concentration Model Results.

4.4.2.1. Baseline Model: Economy-wide Effect.

Table 4.3 Column (2) presents the two-step systdviMGegression results of the
first-order effect of financial development, as @ped in Equation (4.2) above. The
dependent variable is the logarithm of the thres-ficoncentration ratio. The
coefficient for the initial concentration varialike positive and significantly different
from zero (at 1 percent level), as per theoretwa@rs. The coefficient for industry
growth is significant (at 10 percent level) andhmixpected signs as per theoretical
priors; whilst the coefficient for industry shans@enters significantly (at 10 percent
level). The manufactured exports variable is pesitand significant (at 1 percent
level), while the coefficient for imports show agative sign as expected and
significant (at 1 percent level). More important this analysis, however, is that the
coefficient on the indicator of financial developmés positive and statistically
significant (at 1 percent level). This result suggethat, controlling for other
variables; the development of the financial sysiaduces concentration in all the
industries, indiscriminately. This result is robust the effects of financial
liberalization in the regression estimates. Colu@nof Table 4.3, which relates to
Equation (4.3), shows that the interaction termwieen the financial development
variable and the liberalization dummy enters sigaiitly (at 5 percent level), whilst

the coefficient for financial development remaimsipive but insignificant.

4.4.2.2. Interaction Model: Industry-specific Efféc

Next, in Columns (6) and (8) of Table 4.3, the hssshow that the regression
estimates with the inclusion of an interaction tdsetween a ratio representing the
industry’s dependence on external finance and dicator of financial development.

This specification tests whether, besides an ecgrwitle effect, there is also a
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sector-specific effect of financial development. relospecifically, if financial
development mitigates financial constraints fomfr by easing credit access, this
effect should be especially noticeable on thosaustréhl sectors where firms are
highly dependent on external finance. Columns (@rdfore report the two-step
system GMM regression results for the interactimdet as specified under Equations
(4.4). Again, the initial concentration variable pssitive and statistically different
from zero (at 1 percent level). Most importantly tbis study, Column (6) of Table
4.3 shows that the coefficient on the interactiemmt between financial development
and external finance dependence is positive arigtstally significant (at 5 percent
level). Meanwhile, in this column, the coefficigior financial development alone is
not significant; thereby suggesting that finandi@velopment has no or little effect on
those firms that are disproportionately less oratatll dependent on external finance.
This result is robust to the inclusion of the fin&h liberalization effect, as Column
(8) of Table 4.3 again shows the coefficient fa thteraction term between financial
development, external finance dependence and figalizeralization to be positive
and strongly significant (at 1 percent level).

4.4.2.3. Overall Results Discussion.

The two-step regression estimates in all the model§able 4.3 show that the

coefficient on the initial concentration variabl€R, _, ) is positive and statistically

significant (at the 1 percent and 10 percent levEhus, the results indicate that
initially concentrated industries in the Malawi nodercturing industry either remain
highly concentrated or become even more concedttthien before. Sawyer (1971)
gets similar results using census data for thadBrinanufacturing industry; and, de
Melo and Urata (1986) also observe increasing imgusoncentration following
liberalization in Chile. These findings are theref@onsistent with the Bain (1966)
hypothesis, which asserts that high initial indpstoncentration levels may increase
further if the dominant firms collude to forego shterm profit gains in order to
secure long-term market share. Bain argues thatrdofirms will deliberately set a
low ‘limit price’, with the objective of discouragg any new entrants or any

incumbent firm with expansion plans, thereby parpghg industry concentration
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(also see Osborne, 1964). In support of this hygm#h) Gaskins (1971) presents a
model of dominant firms whose pricing policy affe¢he rate of entry of firms into
the industry. The optimal strategy for the dominérm, according to Gaskins
(1971), may be to set a price below the entry-dieggiprice (i.e. Bain’s ‘limit price’)
and let its market share adjust over time, whilstauraging any potential entrants.
Gaskins argue that the dominant firm's market sharel, hence, industry
concentration will meanwhile continue to increasgilitthe market price equals the
‘limit price’. Long-run equilibrium will then obia. Thus the joint profit maximizing
position for oligopolists as a group may be modifieward relatively reduced short-
run profits in the interests of joint long-run ptahaximization as well as long-run
security in the market share. A model by Kamien Sodwartz (1971) implies similar
results for colluding firms facing uncertain entiNotably, however, this contradicts
another view as argued by Brozen (1970, 1971), rdoup to which high levels of
concentration are found when a firm or group affrexpand to take advantage of
unanticipated change in demand or a new technoldgye, over time, industry
concentration falls as smaller firms expand and fiews enter the industry. Thus,
according to Brozen (1970, 1971), a high initialdleof concentration is expected to
be a temporary state, which is followed by a declhn its level as firms adjust.
However, Prescott and Visscher (1980), counteraripat Brozen’'s assertion may
not hold in environments where access to capitaiformation about technology and
market conditions is not guaranteed. Thus, Bro@@v0, 1971) assumes either
limited or no barriers to firm entry — for instan@esituation where there is equitable
access to financial resources. Certainly, in theecaf the manufacturing sector in
Malawi, unequal access to finance has made itcditfifor a large number of firms,
particularly the small and medium-scale enterprisesexpand or for new ones to
enter the industry as suggested by Brozen (19701)1%urther, in Malawi, the price
de-control policy which was implemented within thdustrial de-regulation phase of
the structural adjustment program could faciliteddusion by the dominant firms to
set up their own ‘limit-prices’ in a bid to safegdang their market share in the long-
term. This, therefore, explains the positive relaship between initial concentration

and subsequent concentration levels in the Malamanufacturing sector.

The industry growth variablésR has a negative coefficient and is statistically

significant (at 5 and 10 percent level) in all thedels. The main mechanism is that
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fast growth encourages new entrants into the imgustough higher profits and
because barriers to entry may appear less formedald growing industry. The result
is consistent with the findings by Mueller and Rieg€.984), Hart and Clarke (1980)
and Mueller and Hamm (1974). The result suggests dlowth in industry demand
influence opportunity for expansion of fringe firrmkeady in the market. Meanwhile,
the variableSH, representing industry share, has a negativeicasft in all the four

regressions estimates and is moderately significastl the regressions, except in
Column (8). The negative result is consistent i finding by Rajan and Zingales
(1998), who establishes that concentration, tewdbet negatively associated with

industry share.

The coefficients on imports intensity]M are negative and significant (at 1 percent
and 10 percent level) in all the regressions ofl@dl3, except in Column (8), which
is positive but not significant. This is in suppoift similar findings by Cavest al
(1980) that there is a negative relationship betweeport growth and industry
concentration. This reflects the removal of all tcols, which enabled other firms to
enter the market and establish themselves as isrporHowever, the sign of the
coefficients change to positive and statisticafigignificant in Column (8). Despite
not entering significantly, this result is suppdrtey a hypothesis by Pickford (1991)
which suggests that an increase in the level obmspwhich account for competition,
leads to an increase in industry concentrationMalawi, this positive relationship
phenomenon may be attributed to the long histongrofection in Malawi in the form
of tariffs, licensing and monopoly rights, whichvgaexclusive importing rights to
some firms. Besides, with an exchange control regihat required prior approval
from the central bank before being allocated fareegchange to pay for imports, it
was mostly the large and well-established firmg kizal the financial capacity and the
influence that dominated the system. The coeffisidor exports intensityyX are
significant and positive in basically all regressoldeally, if exports are profitable,
domestic firms become more competitive and a fasite of adjustment can be
expected in terms of their sizes and distributitimereby propagating a non-
concentrated industry. Further, in Malawi, evereraftoeralization and deregulation,
the long years of pre-export licensing requiremeatstinue to favour the large and
long established firms, which already have secusekets and financial capabilities.

This explains the positive coefficient on the expantensity variable.
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More important for this analysis are the sign aigphiicance on the coefficients on
the financial developmenEIN, and the interaction terr(FIN X ED), variables. The

coefficient on the indicator for financial developnt, FIN, is positive and statistically
significant (at 1 percent level) in Column (2) dietbaseline model. However, in
Column (4) when the effects of financial liberatina are included, the coefficient for
FIN becomes insignificant even though still positiveanwhile, the coefficient for

the interaction term between financial developmerand financial

Iiberalization(FIN X FL), enters significantly (at 5 percent level), andsipositive.

This is an interesting finding as it suggests tlantrolling for other variables, the
development of the financial system induces thecepftration of all industries,
indiscriminately. It further shows that prior tondéincial liberalization, financial
development had no effect on industrial concerdraf his result can be explained by
the financial policies that were adopted prior e teforms, such as directed credit
allocation and administered interest rates whiaidée to favour a few selected
industries. However, the results show that follayithe financial reforms entry
barriers have been perpetuated in the form of tdckccess to credit. Further, other
related policies such as interest rate deregulatind the introduction of the liquidity
reserve ratio, have also contributed to the inerdasentry barriers as the cost of
funds has increased. This therefore explains tiséip® and significant coefficient on

the interaction term in Column (4) of Table 4.3.

But, if financial development induces industry cemication, this effect should be
especially noticeable on those industry sectorsrevtiems are disproportionately
highly dependent on external finance, than whenadfineed less or no external
finance at all. Thus, in the industry-specific mipdesults in Column (6) of Table 4.3

show that the coefficient on the interaction teretween financial development and

the external finance dependency raticéEIN ><ED), is positive and statistically

significant (at 5 percent level); whileN is not significant. The result is robust to the
effects of financial liberalization as reportedGonlumn (8), where the coefficient for

the interaction term allowing for financial Iibeiraltion,(FIN x EDx FL), is positive

and enters strongly significant (at 1 percent [evEhis indicates that industries that
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rely relatively more on external finance becomeptiportionately concentrated with

higher levels of financial development.

Table 4.3: System-GMM Estimation Results: Indug€oncentration.

Baseline Model Interaction Model
Estimatesnot allowing | Estimates allowing for | Estimatesnot allowing | Estimates allowing fo
for the effects off the effects of Financial for the effects off the effects of Financial
Variables: - Financial Liberalization| Liberalization Financial Liberalization| Liberalization
One Step | Two Step One Step Two Step One Step  Teyp $tOne Step Two Step
1) (2) 3) (4) (5) (6) () (8)
C 0.529*** | 0.548%*** 0.529*** 0.548*** 0.499*** | 0.573*** 0.339* 0.379*
Re1) (0.147) (0.161) (0.146) (0.161) (0.132) (0.096) (0.175) (0.200)
SH -0.058 -0.059* -0.058 -0.059* -0.057* -0.059** -0.041* -0.051
(0.041) (0.031) (0.041) (0.031) (0.034) (0.028) (0.023) (0.039)
GR -0.222* -0.235* -0.222* -0.235* -0.185** | -0.174** -0.113* -0.127**
(0.119) (0.136) (0.119) (0.136) (0.090) (0.079) (0.063) (0.058)
MX 0.129** | 0.159*** 0.070 0.078* 0.128** 0.178**=* | 0.180*** 0.201%**
(0.052) (0.048) (0.047) (0.042) (0.045) (0.036) (0.045) (0.052)
MM -0.023*** | -0.025*** | -0.014 -0.013** -0.013** | -0.017** 0.011** 0.009
(0.004) (0.004) (0.003) (0.004) (0.006) (0.006) (0.005) (0.007)
FIN 0.270*** | 0.339*** 0.041 0.026 -0.048 0.076 -0.108 -0.054
(0.082) (0.082) (0.092) (0.087) (0.125) (0.131) (0.091) (0.158)
0.165** 0.225**
FIN > FL (0.079) | (0.089)
0.014*** | 0.012** 0.012** 0.011**
FIN xED (0.003) (0.004) (0.004) (0.005)
0.128*** 0.120***
FIN>ED> FL (0.024) | (0.018)
F Test 68.93 52.51 68.93 52.51 207.85 313.88 161.95 130.29
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Hansen /Sargan Test 5.01 9.45 5.01 9.45 6.76 6.39 9.41 9.70
9 (0.833) (0.397) (0.833) (0.397) (0.662) (0.700) (0.401) (0.375)
Test forAR (1) errors -2.50 -2.52 -2.50 -2.52 -2.64 -2.73 -1.60 -1.83
(0.013) (0.012) (0.013) (0.012) (0.008) (0.006) (0.110) (0.068)
Test forAR (2) errors -1.09 -1.09 -1.09 -1.09 -1.08 -1.26 -0.82 -0.74
(0.277) (0.275) (0.277) (0.275) (0.279) (0.206) (0.415) (0.458)
No. of Industries 20 20 20 20 20 20 20 20
No. of Observations 120 120 120 120 120 012 120 120

Note Estimates of the intercept are not reportecemmomy of space. Significant at the 19%5% ,

and 10%. Robust Standard Errors are in

errors are - values for the null of instruments validity.

parentheses.HEmsen / Sargan Test and Tests for AR

These findings support the observations made be&gyet al (1997), Nissanke and
Aryeetey (1998), and Nissanke (2001) in the conbésituations prevalent in Malawi
and most sub-Saharan African economies, partigulaidllowing financial
liberalization. Aryeeteyet al (1997) in their study of financial reforms in fosub-
Saharan African economies, including Malawi, obeghat commercial banks tend to

concentrate their lending to traditional and essaleld customers (often public
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enterprises and businesses with good cash flowuallyslarge and modern), and
avoid those that are new and without any recordddnitly, Aryeeteyet al establish

that this lending behaviour characterize the Madawbanking system, particularly
following the financial liberalization process (opit. pp.210-211). This lending

behaviour stifles competition, thereby increasingluistrial concentration. The
findings are also consistent with theoretical @iosuggesting that with the
development of the financial system, credit or Iegdinstitutions may have the
tendency to preserve relationships with their oldetablished clients (Boot and
Thakor, 2000), thereby continuing to provide pegéd access to credit to a few
dominant firms which grow larger, at the expenseatential new non-established
entrants. However, this outcome, contradicts thleooiox view as propagated by the
neo-classical theorists such as Kapur (1976, 1988) Mathieson (1980) that
financial liberalization and financial developmdatilitates access to credit and at
reasonably lower cost. Instead, these results sgenbe in tandem with the

structuralists’ views as advanced by Grabel (199%) Adelman and Morris (1997),
amongst others. Most importantly, these results contrary to the predictions by
Rajan and Zingales (1998) who hypothesise thamnéiim development has cross-
industry distributional consequences and maintemamic a competitive industrial

sector.

4.4.3. Net Firm Entry Models Results.

4.4.3.1. Baseline Model: the Economy-wide Effect.

In Table 4.4, Column (2) report results of the tfosder effect of financial
development on net firm entry, as specified in Egua(4.7) above. The dependent
variable for the model is the net firm entry. Tewefficient for the lagged net firm
entry variable is positive and significantly diféext from zero (at 5 percent level).
However, the price-cost margins variable is sigatfitly different from zero but with
a negative coefficient; and this result does nainge even after allowing for financial
liberalization effects in Column (4). The coeffistefor market demand is significant
with a negative sign in Column (2) of Table 4.4,iesthremains unchanged after

allowing for financial liberalization effects, inamn (4) of Table 4.4. Industry
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growth enters significantly (at 10 percent leveijlavith a positive sign as expected;
and the result is robust to the inclusion of finah@iberalization effects in Column
(4) of Table 4.4. The manufactured imports variabl@ositive and significant (at 1
percent level) in Column (2) of Table 4.4; and tbsults remain the same even after
allowing for the effects of financial liberalizatioin Column (4) of Table 4.4.
However, in Column (4), the coefficient for the dimcial development proxy as the
main variable of interest, is not significant; vehilhe interaction between financial
development and the liberalization dummy, as dediainder Equation (4.8), is
negative and significant (at 5 percent level). Tésults in Column (4) suggest that
financial liberalization has a negative effect @t firm entry, that on average affect

all industry groups indiscriminately.

4.4.3.2. Interaction Model: Industry-specific Efféc

In Table 4.4, Columns (6) and (8) show resultsthar interaction term between the
industry’s dependence on external finance and dicator of financial development.
This specification tests whether, besides an ecgrwitle effect, there is also a
sector-specific effect of financial developmentinfiluencing firm entry and/or firm
exit. More specifically, if financial developmentitigates financial constraints for
firm entry by easing credit access, or if it indsidem exits due to high costs of
capital, etc, this effect should be especially cesible on those industrial sectors
where firms are highly dependent on external fiearihe coefficient for the lagged
net firm entry variable is positive and statistigadifferent from zero (at 1 and 5
percent level). Most importantly for this study, i@olumns (6) the two-step system
GMM regression results for the interaction modslspecified under Equations (4.9)
IS negative and statistically significant (at 5qeet level). Meanwhile, in this column,
the coefficient for financial development alonen@ significant; with a negative sign.
The results indicate that the impact of financievelopment on net firm entry is not
uniform across industry groups — a phenomenonishataborated further later. The
result in Column (6) is robust to the inclusionfofancial liberalization effects as
shown in Column (8) of Table 4.4, which shows tleefticient for the interaction
term between financial development, external fieamependence and financial

liberalization to be positive and significant (gbdrcent level).
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4.4.3.3 Overall Results Discussion.

All the models in Table 4.4 show a positive anchgigant coefficient of the lagged
net firm entry variable; thereby suggesting a peraténg effect of past net firm entry
on future net firm entry. Thus, the result refleitts rate dependence phenomenon as
suggested under the organizational ecology liteeaidohnson and Parker, 1994;
Hannan and Freeman, 1989). Further, these findimgsconsistent with those by
Geroski (1995) and Cincera and Galgau (2005) ihat éntry and firm exits tend to
come in waves with periods in which there is adbfirm entry and exit and periods
when firm entry and exit decrease. Accordingly, tesults in Columns (2), (4), (6),
and (8) of Table 4.4, indicate that if there is.@ fiercent increase in net firm entry
rate in the previous year, it will lead to a cutrentry rate higher by 0.43 percent (as
per Column (8)) to 0.54 percent (as per Column. (6))his result supports the
‘multiplier effect’ as suggested by Johnson andk&ar(1994) and Hannan and
Freeman (1989). Theoretically, this occurs whemyetduse future entry (and retards
future exits), or when exits cause future exitd(estards future entry). As argued by
Gort and Komakayama (1982), the perceptions ofipopportunities by entrants are
positively related to the successful experienceghoke that have operated in that

market before.

In the Malawian manufacturing sector, policy changave affected firms in different
ways. Amongst other policy measures, the abandonafegranting monopoly rights
and tax waivers, the deregulation of industriaétising, the privatisation of public
enterprises, have all differently contributed tomfi entries and/or exits. Most
prominent have been the changes that have follothedfinancial liberalization
process. Whilst these policies have facilitatedyeot firms into industry; in the main,
the policies have also created a situation whdrastbecome unprofitable for some of
the incumbents to operate, thereby forcing therexit. The cost of borrowing has
increased following the deregulation of interestesa and the directed credit
allocation system has been abandoned; thereby iexpogfficiencies within some of
the industries, which have prompted scaling dowreven closures and exits. The

summary exit of firms in most of the industry greupave therefore made the
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respective industries appear to be less lucratiues stimulating further exits. These

results are consistent with the findings by Pasteal (19955°.

The price-cost margins variadRCM has a negative, moderately significant effect on
the net firm entry. The variable is clearly insifggant in the industry-specific models
(Columns 6 and 8 of Table 4.4). This finding is sietent with the results by
MacDonald (1986), Geroski (1995), among others, vithd profitability to be an
insignificant determinant of net firm entry. Similig Dunne and Roberts (1991) find
that high profits attract entry but also high piofare associated with frequent exits in
the US manufacturing industries. Fotopoulos anch&pé€1997b) find a similar result
on Greek manufacturing. Khemani and Shapiro (1%I1gd find that high profit
industries experience more exits. The effect islarpd as high profits attracting
more entrants who then displace some incumbents.nBEgative coefficient on this
variable therefore indicates that both entry anitl @e symmetrical in their response
to higher price-cost margins. Further, if both grand exit are positively related to
PCM, then the negative sign of the net firm entry fsgg that exit might be steeper
than entry in its response to higher price-costgnar In the Malawian manufacturing
sector, problems of accessing credit and/or inangasost of borrowing are possible
explanations of this result, in both that this hasen a deterrent to entry, and an
impediment to post-entry survival and mobility. &emntly, the result suggests that in
the presence of entry barriers like access to tcoedncreased cost of borrowing entry
is less discouraged than exit is forced, probahlg do subsequent exit of less

gualified recent entrants or less efficient incuntbe

Net firm entry is negatively related to increaserarket deman®lKD, as measured
by real GDP growth, except in Column (4) of Tabld.4This result suggests that
macroeconomic developments have been related mmreexits than entries,
particularly of those firms that are highly depemiden external financing for their
operations. Movements in a host of macroeconomiciabkes explain this
development. Evidently, changes in interest rates exchange rates following the

financial liberalization process affected both ®&nproductivity as well as market

8n a study of five African countriesncluding Malawi, Parkest al(1995) establish that
entrepreneurs’ prior experience in industrgwae of the motivations for new firm start-ups.
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demand. Industry growtBR exerts a significant and positive effect on nehfentry.
This result is consistent with a similar finding MacDonald (1986) in the study of
forty-six American food industries. Similar resultsere also obtained by Acs and
Audretsch (1986b) on US manufacturing industrielp vestablished that growth in
industry value-added remains by far the most ingmtrinducement to firm entry.
Given the hypothesis that newer industries growefa@/Nhite, 1982) these results
seem important in supporting the notion that fagi@wing industries offer better
grounds for new participants. This may imply thatustry growth may be associated
with higher industry profitability (Bradburd and @, 1982), which is not
necessarily accessible by entrants at the expenegigiing firms. ImportdMM are
associated with higher net firm entry before theedalization of the financial system
in Malawi. Otherwise, following financial liberaktion, there has been an influx of
imported manufactured goods, both second-hand hsasveew. This has posed stiff
competition to the domestic firms, forcing thenetther down-size their operations or

close-down and exit the industry.

The results for the economy-wide effect of finahadavelopmentFIN on net firm
entry in Column (2) show a negative and statidicaignificant coefficient (at 1
percent level). This result suggests that finandevelopment has been associated
more with firm exits than entries, for all firmsdiscriminately. However, when
effects of financial liberalization are allowed ihe model, the coefficient for the
financial development variable is negative but sighificant, whilst the interaction

term, between financial development and the lilewdbn dummy

(FIN X FL) remains negative and significantly different froera (at 5 percent level).

This suggests that, somehow, the policies that wamemented during financial
liberalization induced more of firm exits than fir@ntry. The effect is more
conspicuous when industry-specific effects are idamed in Columns (6) and (8),
through the interaction terms. The coefficient raate for the interaction term
between financial development and the industry4fipeexternal finance dependence

ratio (FIN X ED) is negative and significantly different from zeroGolumn (6). This
result indicates that there are more exits thamiesntamong those firms that

disproportionately depend on external finance ffairtoperations than those that do

not. The result is robust to the inclusion of finh liberalization effects, as the
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interaction term between financial developmenteexl finance dependence ratio,

and the financial liberalization dumn()FIN x ED % FL) is negative and significantly

different from zero.

This result suggests that whilst exits outstripmedries, among external finance
dependent firms, during the pre-liberalization pdyithe situation got worse in the
post-liberalization phase. This is confirmed thrhodlge magnitude of the coefficients
of (FINXED, 1 percent) andKIN xEDx FL, 10 percent) in Column (8) of Table
4.4. This finding is consistent with theoreticaliops suggesting that financial
liberalization, working through financial developmtemay influence industry
structure, especially in those industry groups whgms are more in need of external
finance. As indicated above, this is achieved tbhouestablishment and/or
perpetuation of close ties between lending insting and incumbent firms, which
may be detrimental to new entrants. It is alsoadd through changes to the cost of
borrowing as well as unavailability of credit. Fadling financial liberalization,
Malawian firms were affected by high cost of finardue to high interest rates which
followed the deregulation process. Lending rateseased to levels between 45.0 and
50.0percent following financial liberalization, vehi adversely affected incumbent

firms and forced them to exit.

Overall, the results in Table 4.4 do not seem topsu the view that one channel
through which financial development boosts aggeegatonomic growth is by
disproportionately easing financial constraints dinms, thereby promoting
entrepreneurship through the creation and entrypes? firms into the industry as
hypothesised by the neo-classical theorists. Bindhese findings do not render
support to the hypothesis that “financial developtrteas almost twice the economic
effect on the growth of the number of establishsgrds suggested by Rajan and
Zingales (1998).
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Baseline Model Interaction Model
Estimatesnot allowing | Estimates allowing for | Estimatesnot allowing | Estimates allowing fo
for the effects off the effects of Financial for the effects off the effects of Financial
Variables: - Financial Liberalization | Liberalization Financial Liberalization| Liberalization
One Step | Two Step One Step Two Step One Step  Teyp $tOne Step Two Step
1) (2) 3) 4) (5) (6) (7) (8)
NE 0.536*** | 0.507*** 0.536*** 0.507** 0.512*** | 0.541*** 0.378* 0.431**
E(t‘l) (0.153) (0.166) (0.153) (0.166) (0.126) (0.122) (0.168) (0.182)
PCM -0.142 -0.139** -0.142 -0.139** -0.143* -0.142** -0.101* -0.109
(0.107) (0.059) (0.107) (0.059) (0.088) (0.068) (0.057) (0.097)
MKD -0.005** | -0.006*** -0.002 -0.003* -0.005*** | -0.007*** | -0.008*** -0.009%**
(0.002) (0.002) (0.002) (0.001) (0.002) (0.001) (0.002) (0.002)
GR 0.166* 0.192* 0.166* 0.192* 0.148** 0.147* 0.089* 0.090*
(0.092) (0.105) (0.092) (0.105) (0.071) (0.078) (0.044) (0.044)
MM 0.022*** | (0.023*** 0.013*** 0.013*** 0.013** 0.015* -0.008* -0.005
(0.004) (0.004) (0.003) (0.003) (0.006) (0.006) (0.005) (0.007)
EIN -0.241*** | -0.286*** -0.018 -0.013 0.007 -0.057 0.063 0.003
(0.067) (0.066) (0.078) (0.063) (0.116) (0.124) (0.075) (0.128)
-0.160** -0.196**
FIN > FL (0.075) | (0.067)
-0.011*** | -0.010** -0.010*** | -0.009**
FIN xED (0.003) (0.004) (0.003) (0.004)
0.111** | -0.103***
FIN>ED> FL (0.020) | (0.014)
F Test 88.13 73.12 88.13 73.12 177.83 278.05 380.01 201.06
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Hansen /Sargan Test 4.37 7.04 4.37 7.04 5.50 6.96 8.05 8.52
(0.886) (0.633) (0.886) (0.633) (0.789) (0.641) (0.530) (0.483)
Test forAR (1) errors -2.50 -2.52 -2.50 -2.52 -2.65 -2.70 -1.69 -2.02
(0.012) (0.012) (0.012) (0.012) (0.008) (0.007) (0.090) (0.044)
Test forAR (2) errors -1.43 -1.30 -1.43 -1.30 -1.22 -1.22 -0.93 -0.93
(0.153) (0.194) (0.153) (0.194) (0.221) (0.221) (0.354) (0.350)
No. of Industries 20 20 20 20 20 20 20 20
No. of Observations 120 120 120 120 120 012 120 120

Note Estimates of the intercept are not reported émnemy of space. Significant at the 1% 5%,
and 10%. Robust Standard Errors are in parentheses. Bnedth / Sargan Test and Tests for AR
errors are - values for the null of instruments validity.

4.4 4. Robustness Checks.

Although the foregoing SYS-GMM estimates are indim with some priors, it
remains useful to assess their robustness, patigubn the effect of financial
development. Accordingly, this section presentssiieity tests using alternative
panel data estimators, alternative combination afables, as well as longer time
period using disaggregated yearly data; and, cheblesher the results change across

the models.
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4.4.4.1. Alternative Panel Estimators.

Tables 4.5a and 4.5b display the estimated coeffisifor the industry concentration
and net firm entry variables, respectively, using following alternative estimators:
Column (1) ordinary least squares (OLS) or Praisdiéin estimator with panel-
corrected standard errors (PCSE) for linear cresfiemal time series models, which
computes standard errors and the variance-covariestimates under the assumption
that the disturbances are, by default, heteroskiedamd contemporaneously
correlated across panels (see, Kmenta, 1997); Gol@nis the population-averaged
panel-data model estimator using generalized estimaquations (GEE), which fits
general linear models and allows specification & twithin-group correlation
structure for the panels (see, Liang and Zeger§;188ger, Liang , and Albert, 1988;
Pendergaset al 1996); Column (3) is the Fixed Effects or Withimo@ps estimator
(Baum, 2006). Although it is well known that in arge N small T panel these
estimators give a biased estimate of the autoregeescoefficient, precise biases
results have not yet been extended to the remaijmemgmeters (i.e/ in Equation
(4.13) above) when the regressors are endogenduss therefore perceived
appropriate to compare the results across diffegstitnators. The two-step System
GMM regression results for the baseline model amgdver presented in Column (4)

of both Tables 4.5a and 4.5b, for the sake of coisqa

The results in both Tables 4.5a and 4.5b show tiang in the sizes of the
coefficients and even signs for some of the conteslables. However, in regard to
the variable of interesEIN, there are minor variations in the coefficients the
financial development indicator. In Table 4.5a, thgtimated parameter for the
variable FIN has a positive coefficient and enters significarfdt 1 percent and 5
percent level) in all the estimators. Similarly, Table 4.5b, the coefficient for the
variableFIN is negative and significant (at 1 percent and g level) in all the
estimators. Thus, overall, the statistical perfarogaofFIN does not appear to change
substantially across the different estimators.ethains in line with the indications
from the two-step SYS-GMM estimator: financial dieygnent has a positive effect

on industry concentration; and, has a negativecefia net firm entry. Both results
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are in conformity with the earlier findings, as pespective results in Tables 4.3 and
4.4 above; and, further confirm the contradictigaiast the hypotheses by Rajan and
Zingales (1998).

Table 4.5a; Robustness Checks: Using AlternativaenBlaEstimators.
(5-Year Averaged Data)

Industry Concentration Model

(Dependent VariableCR)
Alternative Estimators
: : 1) 2 3) 4)
Variables:- OLS (Prais-Winsten:| GEE Fixed Effects Two-Step
Panel Corrected SE’s) (Population Averaged) System GMM
C 0.729*** 0.836*** 0.551%** 0.548***
Re) (0.128) (0.021) (0.133) (0.161)
SH 0.000 0.000 -0.055 -0.059*
(0.005) (0.003) (0.045) (0.031)
GR -0.027* -0.006 -0.027 -0.235*
(0.016) (0.007) (0.020) (0.136)
MX -0.038*** -0.040* -0.043* 0.159%**
(0.003) (0.023) (0.025) (0.048)
MM -0.044 -0.047*** -0.040%*** -0.025%***
(0.003) (0.008) (0.007) (0.004)
EIN 0.060** 0.023* 0.110%** 0.339***
(0.024) (0.017) (0.034) (0.082)
R-squared 0.83 - 0.77 -
Hansen /Sargan Test i i i 9.45
(0.397)
Test forAR (1) errors i i i (ozoig)
Test forAR (2) errors i i i (01232)
No. of Industries 20 02 20 20
No. of Observations 120 012 120 120

Note Estimates of the intercept are not reportecefmmomy of space. Significant at the 19%5% ,

and 10%. Robust Standard Errors are in

p - values for the null of instruments validity.

parenthesesHahsen Test and Tests for AR errors are




Table 4.5b: Robustness Checks: Using AlternativenBlaEstimators.

(5-Year Averaged Data)

Net Firm Entry Model
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(Dependent VariableNFE)
Alternative Estimators
: : ) (2) 3) 4)
Variables:- OLS (Prais-Winsten:| GEE Fixed Effects Two-Step
Panel Corrected SE’s) (Population Averaged) System GMM
NFE, 0.723*** 0.807*** 0.579%** 0.507***
1) (0.107) (0.019) (0.127) (0.166)
PCM 0.000 0.001 -0.140 -0.139**
(0.012) (0.007) (0.118) (0.059)
MKD 0.002*** 0.002* 0.002* -0.006***
(0.001) (0.001) (0.001) (0.002)
GR 0.018 0.002 0.020 0.192*
(0.013) (0.006) (0.015) (0.105)
MM 0.039*** 0.04 1%+ 0.037*** 0.023**=*
(0.002) (0.007) (0.006) (0.004)
FIN -0.053*** -0.040** -0.090%*** -0.286***
(0.018) (0.020) (0.029) (0.066)
R-squared 0.84 - 0.78 -
Hansen /Sargan Test ) i i 704
(0.633)
Test forAR (1) errors ) i i (0203)
Test forAR (2) errors ) i i (61132)
No. of Industries 20 20 20 20
No. of Observations 120 120 120 120

Note Estimates of the intercept are not reportecefmmomy of space. Significant at the 19%5% ,

and 10%. Robust Standard Errors are in

p - values for the null of instruments validity.

4.4.4.2. Alternative Variables.

parenthesesHaheen Test and Tests for AR errors are

Tables 4.6a and 4.6b present results of the twwm-Sgstem GMM regression

estimates for the baseline models of industry cotnagon and net firm entry,

respectively; but, using alternative variablesrstfiusing the ratio of liquid liabilities

to GDP, as an alternative proxy of the financiatledepment indicator; and second,

using the external finance dependence ratios azllatéd by Rajan and Zingales

(1998) to determine the industry-specific impactioancial development on industry

concentration and net firm entry. In each case, ithestigation controls for

traditional industry-specific effects as well asrket effects that, according to the

literature, are hypothesised to influence industmycentration and net firm entry.
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First, in Columns (1) and (2) of Tables 4.6a an@b4.as an alternative, another
commonly used ‘non-credit-based’ measure of fingndevelopment — the ratio of
liquid financial liabilities M13) to gross domestic produdiL(Y), is instead used in the
regressions. This approach follows other previouslies which have used this
measure as a proxy for financial development (sBegxample; Gelb, 1989; World
Bank, 1989b; King and Levine, 1993a). The indicdtbl¥ measures the amount of
liquid liabilities of the financial system, includj liabilities of banks, the central
bank, and other financial institutions. Determinifiigancial development using this
approach accords well with McKinnon’'s outside moneywdel in which the
accumulation of lumpy real money balances is neggsbefore self-financed
investment can take place. Further, an increase Yhshould facilitate firm creation
and entry. Thus, according to King and Levine (E9923his indicator is meant to
capture the overall size of the financial sectod ais ability to provide broad
transaction services. Ideally, an increaselLlty should therefore mean a more
developed financial system and therefore broaderisaction services availability for
firms, trade related or otherwise, incumbents owx eatrants. This should facilitate
the incumbents firms’ growth and therefore incregstompetition in the industry,
leading to lower concentration. Further, this ispected to facilitate entry of
prospecting new investing firffs However, the results in Column (2) of Table 4.6a
indicate that the coefficient foktLY is positive and statistically significant (at 1
percent level). This suggests that despite an @serén liquid liabilities following the
financial development process, the financial systéransaction services are only
accessed by a privileged few who gain comparativ@am@tage over those that do not
have such access, thereby allowing them to growrai®rtionately larger and
inducing industrial concentration. Similarly, Talfleb Column (2) results show that
the coefficient for the variableLY is negative and significant (at 1 percent level)
thereby suggesting that the increase in liquidilliiggs has not facilitated the creation
of new firms, or that it induced firm exits, presaily through the intensification of

relationship-based client support by the finanitiatitutions.

81 Some researchers argue in the literature doging periods of credit booms, often pdicg
financial crises, credit over GDP mayerstate the level of financial development guttef
financial system (see, for example, Kaskynand Reinhart, 1999). This study therefore als®
credit to the manufacturing sector asatio to total domestic credit, as an alternafivexy for
financial development. However, the resulthifl are available on request from the author}tze
same.
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Experiments are also conducted to check againstnagthodological errors in the
determination of external finance dependence ratfabe respective sectors, which
have been estimated using Malawian banking sysetm éccordingly, Columns (3)
and (4) of Tables 4.6a and 4.6b present resultsegfession estimation of the
interaction model; now using the industry-specgfiternal finance dependence ratios
as calculated by Rajan and Zingales (1998), andpased in many other research
studies (i.e. using the interaction terRIN xED2). Notably, however, except for
slight variations in the size of the coefficieritse results remain largely the same in

both tables, in terms of direction of causation.

Table 4.6a; Robustness Checks: Using Alternativeidhles.
(5-Year Averaged Data)

Industry Concentration Model
(Dependent VariableCR)

Estimating Baseline Model using Liquid Estimating Interaction Model with Rajan ang
Liabilities as Financial development proxy.| Zingales (1998) external finance dependence ratios.
One Step Two Step e Step Two Step
€Y (2 3) (4)
C 0.529*** 0.548*** 0.529*** 0.548***
Rey (0.147) (0.161) (0.147) (0.161)
SH 0.058 0.058* -0.058 0.059*
(0.041) (0.031) (0.041) (0.031)
GR -0.222* -0.235* -0.222* -0.235*
(0.119) (0.136) (0.119) (0.136)
MX 0.068** -0.088** 0.113** 0.137***
(0.032) (0.033) (0.049) (0.044)
MM -0.044*** -0.051*** -0.064** -0.081***
(0.009) (0.009) (0.022) (0.025)
0.024*** 0.031*
LLY (0.007) (0.007)
0.058 0.049
FIN (0.086) (0.080)
0.008** 0.011**
FIN xED2 (0.004) (0.004)
E Test 68.93 52.51 68.93 52.51
(0.000) (0.000) (0.000) (0.000)
5.01 9.45 5.01 9.45
Hansen /Sargan Tes! (0.833) (0.397) (0.833) (0.397)
-2.50 -2.52 -2.50 -2.52
Test forAR (1) errors (0.013) (0.012) (0.013) (0.012)
-1.09 -1.09 -1.09 -1.09
Test forAR (2) errors (0.277) (0.275) (0.277) (0.275)
No. of Industries 20 20 20 20
No. of Observations 120 201 120 120

Note Estimates of the intercept are not reportecefmmomy of space. Significant at the 1% 5%,

and 10%. Robust Standard Errors are in

p - values for the null of instruments validity.

parenthesesHainsen Test and Tests for AR errors are
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Table 4.6b: Robustness Checks: Using Alternativeidhles.
(5-Year Averaged Data)

Net Firm Entry Model
(Dependent VariableNFE)

Estimating Baseline Model using Liquid Estimating Interaction Model with Rajan ang
Liabilities as Financial development proxy. | Zingales (1998) external finance dependence ratigs.
One Step Two Step e Step Two Step
1) 2) 3) 4)
NE 0.536*** 0.507*** 0.536*** 0.507***
B (0.153) (0.166) (0.153) (0.166)
PCM 0.142 0.139** 0.142 0.139**
(0.107) (0.059) (0.107) (0.059)
MKD 0.003** 0.004#=*=* -0.004** -0.005***
(0.001) (0.001) (0.002) (0.002)
GR 0.166* 0.192** 0.166* 0.192*
(0.092) (0.105) (0.092) (0.105)
MM 0.040%** 0.045%*=* 0.061** 0.071%*
(0.008) (0.007) (0.022) (0.019)
-0.022%** -0.026***
LLY (0.006) (0.006)
-0.034 -0.033
FIN (0.072) (0.058)
-0.008** -0.010**
FIN xED2 (0.004) (0.003)
E Test 88.13 73.12 88.13 73.12
(0.000) (0.000) (0.000) (0.000)
Hansen /Sargan Test 437 7.04 4.37 /.04
(0.886) (0.633) (0.886) (0.633)
Test for AR (1) -2.50 -2.52 -2.50 -2.52
errors (0.012) (0.012) (0.012) (0.012)
Test for AR (2) -1.43 -1.30 -1.43 -1.30
errors (0.153) (0.194) (0.153) (0.194)
No. of Industries 20 20 20 20
No. of Observations 120 120 120 120

Note Estimates of the intercept are not reportedefmmomy of space. Significant at 1% 5% , and
10%. Robust Standard Errors are in parentheses. TinsddaTest and Tests for AR errors are
the null of instruments validity.

values for

Overall, despite some notable differences in treffments of the control variables, a

comparison with the original estimates as depiatethbles 4.3 and 4.4, the results in

Tables 4.6a and 4.6b above indicate that usingnaliee variables has no material

effect on the estimated impact of financial develept on industry structure.

4.4.4.3. Alternative Period of Estimation.

A key caveat of using panel data is that estimasarormally based on data averaged

over five-year periods. When thiesize of the panel is reduced through averaging,
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however, the properties of some panel estimat@sso affected. The problem with
this methodology particularly arises as we seelagsess whether the connection
between financial development and industry str@ctarsustainable in the long-run.
To the extent that five years does not adequatedyypfor long-run variations in

industry structure, the regression results obtaitiedugh the panel methods may
have to be tested further for robustness by usitegnative estimation methods that
are based on lower-frequency data. Next, thereftihe, study estimates the
relationship between financial development and stgu structure — industry

concentration as well as net firm entry using yeathta as opposed to five-year

averaged data.

Notably, the model in Equation (4.15) includes a® @f the regressors a lagged
dependent variable. In this case, using the ugabach to estimating a fixed-effects
or the least squares dummy variable estimator (LSDWdel — as depicted in
Equations (4.2) to (4.5) and (4.7) to (4.10) abewgenerates a biased estimate of the
coefficient. Nickel (1981) derives an expressiontfee bias ofa in Equation (4.15)
when there are no exogenous regressors, showirigthtbabias approaches zero
asT - . Thus, the LSDV estimator performs relatively welhen the time
dimension of the panel is ‘large’. However, thergseseveral estimators that have
been proposed to estimate Equation (4.15) whéen'not large’. Anderson and Hsiao
(1981) propose two instrumental variable proceduf@s remove the fixed effect,

Equation (4.15) is first differenced to obtain;
(yit - yi,t—l) :0’( Yo~ yt—z)'l'ﬁ( X - a’(—l)+(vit _l'u’t,—l) (4.19)

In the differenced equation, however, the errbrig—vi't_l) are now correlated with
the one of the independent varialflgs, -y, ,), and they recommend
instrumenting for (yi’t_l— yit_z)with either y,_, or (yivt_z— yit_s) which are
uncorrelated with the disturbance in Equation (¥4t correlated wit(lyiyt_l - yit_z) :

Arellano (1989) shows that using the lagged difieeeas an instrument results in an
estimator that has a very large variance. Arelland Bond (1991) and Kiviet (1995)
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confirm the superiority of using the lagged level an instrument with simulation

results, which is the basis for the Anderson Hsistimator, given as;

S =(ZX)ZY (4.20)
where, Z is a KxN(T-2)matrix of instruments,X is a KxN (T -2)matrix of

regressors, andis a N (T - 2) x1 vector of dependent variables.

However, as indicated above, the appropriatenesiseoéstimator between the fixed
effects or LSDV estimator and the Anderson and ¢isstimator depends on the time
dimension of the panel; wheth@ris ‘large’ or ‘not large’. Since the literature doe
not provide the qualifying time dimension for a phato be considered ‘large’ or ‘not

large’, this study estimates using both method@sgdior the sake of completeness.

Table 4.7a;_Alternative Estimation Results Usingafly Data (1970-2004).
Industry Concentration Model
(Dependent VariableCR)

Baseline Model Interaction Model
Estimatesnot allowing | Estimates allowing for | Estimatesnot allowing | Estimates allowing fo
for the effects of the effects of Financial for the effects off the effects of Financial

Variables: - Financial Liberalization| Liberalization Financial Liberalization| Liberalization
Fixed Anderson- | Fixed Anderson- | Fixed Anderson- | Fixed Anderson-
Effects Hsiao Effects Hsiao Effects Hsiao Effects Hsiao
1) (2) 3) (4) (5) (6) (1) (8)
C 0.632*** | 0.671*** 0.617*** | 0.657*** 0.581** | 0.618*** 0.573**=* 0.608***
Rt‘l) (0.031) (0.042) (0.031) (0.040) (0.031) (0.040) (0.031) (0.040)
GR -0.040*** | -0.037*** -0.045*** | -0.042*** | -0.033*** | -0.030*** | -0.037*** | -0.035***
(0.007) (0.008) (0.007) (0.008) (0.007) (0.008) (0.007) (0.008)
SH 0.267** 0.265* 0.245** 0.241* 0.242* 0.233* 0.269*** 0.268**
(0.105) (0.146) (0.104) (0.146) (0.101) (0.141) (0.102) (0.136)
MX 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)
MM -0.004** | -0.004 -0.005** -0.005** -0.004** | -0.005** -0.008 -0.008**
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.003) (0.003)
EIN 0.003*** | 0.003* 0.003** 0.002 -0.001 -0.001 -0.001 -0.001

(0.001) | (0.002) (0.001) | (0.001) | (0.001) |(0.001) | (0.001) (0.001)

0.005*** 0.005**

FIN > FL (0.002) | (0.002)

0.006™* | 0.006™ | 0.005** | 0.005"*
FIN>ED (0.001) | (0.001) | (0.001) | (0.001)

0.022* | 0.022%*
FIN>ED>FL 0.011) | (0.013)
E Test 173.05 - 158.64 - 171.04 - 156.67 -
(0.000) (0.000) (0.000) (0.000)

R-squared 0.71 - 0.71 - 0.72 - 7. -
No. of Industries 20 20 20 20 02 20 20 20
No. of Observations| _ 680 680 680 680 680 | 680 680 680

Note Estimates of the intercept are not reportecefmmomy of space. Significant at the 1% 5%,
and 10%. Robust Standard Errors are in parentheses.
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Table 4.7b:_Alternative Estimation Results Usingafly Data (1970-2004).
Net Firm Entry Model

(Dependent VariableNFE)
Baseline Model Interaction Model
Estimatesnot allowing | Estimates allowing for | Estimatesnot allowing | Estimates allowing fo
for the effects off the effects of Financial for the effects off the effects of Financial
Variables: - Financial Liberalization| Liberalization Financial Liberalization| Liberalization
Fixed Anderson- | Fixed Anderson- | Fixed Anderson- | Fixed Anderson-
Effects Hsiao Effects Hsiao Effects Hsiao Effects Hsiao
1) (2) 3) (4) (5) (6) (1) (8)
NFE 0.428*** | 0.453*** 0.431*** 0.455*** 0.424*** | 0.448*** 0.419*** 0.443%**
1) (0.034) (0.037) (0.035) (0.038) (0.034) (0.037) (0.034) (0.038)
PCM -0.132** | -0.132** -0.134** -0.134** -0.120** | -0.118** -0.119** -0.118**
(0.043) (0.052) (0.043) (0.052) (0.043) (0.054) (0.043) (0.054)
MKD -0.005 -0.004 -0.005 -0.004 -0.007 -0.007 -0.007 -0.007
(0.007) (0.008) (0.007) (0.008) (0.007) (0.009) (0.007) (0.009)
GR 0.140*** | 0.136*** 0.1471*** 0.138*** 0.148** | 0.156*** 0.159*** 0.156***
(0.016) (0.019) (0.016) (0.020) (0.016) (0.021) (0.017) (0.021)
MM 0.011** 0.011* 0.011** 0.012* 0.011** 0.022* 0.022**=* 0.022**
(0.005) (0.006) (0.005) (0.006) (0.005) (0.009) (0.007) (0.009)
FIN -0.001 -0.001 -0.001 -0.001 -0.004 -0.005 -0.005 -0.005
(0.003) (0.004) (0.003) (0.004) (0.004) (0.004) (0.004) (0.004)
-0.003 -0.003
FIN > FL (0.004) | (0.005)
0.005** 0.007** 0.008*** 0.007**
FIN<ED (0.002) (0.003) (0.003) (0.004)
0.079*=* | -0.078**
FINxEDxFL 0.027) | (0.037)
F Test 41.71 - 37.53 - 36.50 - 35.82 -
(0.000) (0.000) (0.000) (0.000)
R-squared 0.37 - 0.37 - 0.37 - 38. -
No. of Industries 20 20 20 20 02 20 20 20
No. of Observations 680 680 680 680 680 680 680 680

Note Estimates of the intercept are not reportecefmmomy of space. Significant at the 1% 5%,
and 10%. Robust Standard Errors are in parentheses.

Tables 4.7a and 4.7b show results for the fixedotffas well as the Anderson Hsiao
estimators for industry concentration and net fentry, respectively. The results are
predominantly similar to those obtained using f\ear averaged data. In Table 4.7a,
the coefficient for the variable of intereBIN is positively related to industry
concentration and statistically significant (at drgent level using the fixed effects
estimator and at 10 percent using the AndersonoHssimator). The results are
robust to the inclusion of financial liberalizatioeffects as well as when
considerations are made regarding industry-spscifit particular external finance
dependence. Both Columns (7) and (8) of Table ghtav positive coefficients that

are statistically significant (at 1 percent andebcent level).
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4.5. CONCLUSION.

Recent empirical studies have adequately establighat financial development
characterised by a competitive financial systemttema for economic growth.
However, subsequent research efforts focus on thtilsl that facilitate this
relationship. Of the various attributes of the fio@al system, efficient and equitable
allocation of credit for firms’ investment, by banknd other lending institutions, is
likely to have a qualifying impact on the financength nexus. Mitigating firms’
financing constraints, by easing their access &litrand by extension, facilitating
their entry and the development of a competitidgiry sector is, in my opinion, one
such attribute.

This study has therefore investigated a new dineensf analysis of the finance and
economic growth relationship. The findings in thedy suggest a nontrivial impact of
financial development on industry concentrationlldwing investigations conducted
through regression estimations, there is evidehe¢ financial development has a
first-order positive effect on industry concentoati A number of sensitivity tests
performed on the baseline regression model continat a positive relationship

between financial development and industry conegintn indeed exists and is robust
to changes in the estimation method. This confithes theoretical prediction that
despite financial liberalization and financial deyment, the amount of credit
available to the economy as a whole, does not sadgsincrease. However, whilst
the study finds this effect to be applicable ecopawde, it also finds evidence that
financial development has a heterogeneous effemsacindustries. In particular,

evidence from a cross-industry panel indicates, tbantrolling for industry fixed

effects, firms in sectors more in need of extefirnce become disproportionately
more concentrated with the development of the firnsystem. This result is

consistent with theoretical priors suggesting thiéth the development of the financial
system, banks and other financial institutions m@aycentrate lending to fewer firms,
with whom they have already established long lgstelationships, thus restricting

credit access to newer entrants; thereby increagsingentration in those industries.
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The results have obvious policy implications for |ddei and other developing
countries that have equally embraced financialréitieation policies. Clearly, the
findings of this study show that, in Malawi, theoeaomic reform efforts taken in the
past, which included the development of the finah@ystem through financial
liberalization, with the objective of constraininghonopoly power in the
manufacturing sector and thereby improve competitiothe domestic market, have
not produced the expected results. These resulfsefucontradict the arguments by
Rajan and Zingales (1998). Following their landmsttkdy, Rajan and Zingales claim
that financial development affects growth in botte taverage size of existing
establishments and in the number of new establistsria industries dependent on
external finance (though disproportionately tharfer). Thus, according to Rajan and
Zingales, with the development of financial marketsore firms will be created;
reducing the average size of firms; and, existingd will be able to grow faster,
increasing the average size of firms. However,réselts in this investigation do not

support this view.

One caveat with the foregoing analysis thoughas ithis restricted to the static short-
term industry situation and does not consider goiestrelated to the dynamics of the
industry’s life cycle or long-term evolution. Inishregard, therefore, it may be
necessary, for a well informed policy debate, tothfer investigate whether the
relationship between financial development and $bgu structure changes its
intensity with time; thus, whether there are vaoias between the short-run and long-
run. Further, it may also be necessary to examinetiver the nature and causes of
any such changes as well as the related periodrilgdit be required to undergo the
adjustments, applies uniformly across all industri@fhese issues, and more
importantly the possible prevalence of heteroggn&itross industries, are therefore

examined in the next chapter.
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Appendix 4.1: Stochastic Model of Industry Concentation: Gibrat's Law.

Stochastic models suggest that the size distribubiofirms is not the outcome of
systematic forces but rather the result of a langenber of random influences
affecting all firms. Thus, regardless of past mgtand initial size, actual growth rates
will differ over any particular period simply bessusome firms will have more ‘luck’
than others. Repeated over some period, this pposdlscreate a small number of
firms that will attain position of dominance; thbyelead to increase in industry
concentration. Accordingly, in its simplest forrhetprinciple that the growth of firms
is an independent random variable is therefore knasvGibrat's Law or the ‘Law of
Proportionate Effect’ (L.P.E.). This phenomenon basn described in many ways by
different researchers (amongst them, Hart and Pra&6; Champernowne, 1953; and
Simon and Bonini, 1958). However, the descriptignHart and Prais (1956) is the
most common; where they take the proportionate troef a firm to be an
independent random variable,
T

U
Y Xl

(4.1.1)

where, x, denotes the size of firm at timet. Growth is represented as a stochastic

process in continuous space and discreet time.@mgphe subscrigt Hart and Prais

re-write the above equation as,
X = X4 té :zgt—j 4.1.2)
i=0

where, X, denotes log size at time, ands, =logU,. It can then be seen that the
model is a so-called ‘random walk’ in log size, &hdt the value of the process at
time t is the sum of an infinite series of independemnidaan shocks. According to
Hart and Prais, it then follows from the Centramiti Theorem thatX, will be
Normally Distributed when is large, and hence that the size distributioriraig will
have the Log-Normal distribution. Thus, the speedviaich industry concentration
increases is positively related to the variatiorgawth rates (i.e., to the variance of

the random variable ).
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Appendix 4.2: _Firm Entry/Exit: The Profitabili ty Nexus.

Industrial organisation theory suggests profitépilo be the main motivation behind
firm entry/exit, such that positive profits attrdature entry into industry while losses
encourage exits (see, e.g. Dureieal, 1988; Geroski and Jacquemin, 1985; Beesley
and Hamilton, 1984; Hause and Du Rietz, 1984; @rd, 1974). Accordingly, a firm

I ‘s decision to enter the industry is determined itsy assessment/perception of
expected post-entry profits® ; and, cost of experimentation or the initial inwesnt

required to enter the markéi, (see, for example, Geroski, 1995); thus,

Ei=px®-F)+e (4.2.1)

where,E; represents entry or exit decision of firmFor simplicity, it is assumed that
F is equal for all potential entrants within the samarket. From a static point of
view with perfect competition among rational andmnogenous agents, entry will
therefore occur as long as the discounted valiexpécted return from investment is
higher than the entry costs, i.e.f > F. As firm entry is bound to undermine
collusive tendencies within the industry — and éfi@re depress the incumbents’ price
setting power — profits slowly decline as entryreases. In equilibrium, expected
post-entry profits net of entry costs would tenc&zero £5 — F = 0) for all firms,
and entry decisionsk;, will only depend on stochastic variations withcary
systematic component. As such, in a world of staguilibrium and perfect
competition — with positive entry cost but no st interaction — the baseline
conjecture is to expect no significant differenoceghe average profitability and entry
opportunities between firms. Competitive entry vaiicur as long as the discounted
value of expected returns to investment is highantthe entry cost. Meanwhile the
exit decisions of incumbent firms depend negatiaiyprofitability as the likelihood
to exit increases with lower (actual) profits osdes, i.e. when® < F (wherez®
represents ‘actual’ profits). However, in equiliboni, supernormal profits are
competed away. Consequently, firms do not diffastayatically in terms of average
profitability. The start-up cost, or cost experirtagion, becomes an effective barrier
to entry (see, Bain, 1956; Schmalensee, 1989; Skifel). Meanwhile, sustainability

of firm profitability is hypothesised to depend immlustry structure.
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Appendix 4.3: Determination of Firms’ External Finance Dependence

Spearman Rank-Order Corration Coefficient

Despite its wide applicability, the Rajan and Zilega (1998) methodology for
determining the proxy for a firms’ external finandependence has sometimes been
questioned in the literature in terms of its apdbitity as an indicator for other
countries. Specifically, the underlying assumptiloat the same technological reasons
that make a particular industry in the USA moreatafent on external finance than
other industries in the USA also make this paréicuhdustry more dependent on
external finance in all other countries in the worhas been contested. Notably,
Demirguc-Kunt and Maksimovic (1998) argues thatisitimportant to allow for
differences among countries in the amount of esdlefinancing needed by firms in
the same industry. Many developing countries, figtance, support certain industries
through subsidies, for strategic reasons, suchradetor food security. These

industries may be less dependent on external fentiran without those subsidies.

In view of the foregoing arguments, therefore, wthddopting the Rajan and Zingales
(1998) methodology, this study instead uses datéhfee-digit ISIC level industries’
credit as extended by the Malawi banking systemtiier period 1996-2002, and
calculates external finance dependence ratios falaMan firms, as the fraction of
expenditures not financed with internal cash-fleanf operations. Thusotal capital
expenditureminus cash-flow from operationdivided bytotal capital expenditureto
determine Malawian manufacturing industry-speciixternal finance dependence
ratios Next, using the Spearman’s Rank-Order test, a casgrais made between
the ratios calculated using Malawi banking systetad@nd those calculated by Rajan
and Zingales (1998) in order to determine if theo trvankings are significantly

different.

The Spearman Rank-Order Correlation Coefficiag} (s a measure of association

between two variables, which requires that bothabdes be measured in at least an
ordinal scale so that the objects or individualslamstudy may be ranked in two
ordered series (Siegel and Castellan, 1988; Gihbb885). The formula for the
determination of the coefficient is given as folgw
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r =1——6(z ) (4.3.1)

T ON(N-)
where; 6 is a constari, refers to the difference between a subjects’ ramkthe two
variables; andN is the number of subjects. Given the two rankiog external
finance dependence ratios, (where the lowest vialuenked as number one); first as
determined by Rajan and Zingales (1998) - (RZ) sewbnd as calculated using bank
loans data for Malawi - (MW), the above formulahgrefore used to investigate the

relationship between the two rankings.

Manufacturing ED (rz) | Rank | ED (mw) | Rank | D D/’
Sub-Sector Ratio (X) | Ratio (Y) | (X-Y)
Tobacco manufacturing | -0.45 1 1.53 20 -19 361
Leather -0.14 2 0.15 4 -2 4
Footwear -0.08 3 0.37 9 -6 36
Clothing and Apparel 0.03 4 0.43 10 -6 36
Non-Metal Products 0.06 5 0.22 5 0 0
Beverages 0.08 6 1.18 16 -10 100
Food 0.14 7 0.10 1 6 36
Paper Products 0.17 8 1.32 18 -10 100
Textiles 0.19 9 0.59 13 -4 16
Printing and Publishing 0.20 10 1.01 15 -5 25
Rubber 0.23 11 0.13 3 8 64
Furniture 0.24 12 0.34 8 4 16
Fabricated Metal 0.24 13 0.26 6 7 49
Industrial Chemicals 0.25 14 1.26 17 3 9
Wood and Sawmill 0.28 15 0.11 2 13 169
Transport Equipment 0.36 16 1.42 19 -3 9
Machinery — General 0.60 17 0.31 7 10 100
Other Chemicals 0.75 18 0.93 14 4 16
Machinery — Electrical 0.95 19 0.53 11 8 64
Plastic Products 1.14 20 0.55 12 8 64
YD? = 1274

From the foregoing the value qfiis therefore computed as follows;

_, 8(Xp7)

r.=1 =1-

S

6(127
(1274 —1-7544_ 4031 (4.3.2)

N(N?-1) 20(20- 1) 77890

Thus, assuming the RZ rankings are denoted gsX¥X Xs ...Xn, and the MW
rankings represented by;,YY,, Y3,...Yn the Spearman Rank - Order Correlation
Coefficient may be used to determine the relatignbletween the X’s and the Y's.

And, a perfect correlation between the two rankiwgsild be considered only if the
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rankings are equal, that is if X Y; for all ‘i’s, thus if each industry sub-sector was
ranked equally in both calculations. Next, is tggtihe null hypothesis that the two

rankings are not associated (i.e. they are indegrghdand the observed value of

differs from zero only by chance. Thus we test thypothesisHy: there is no
association between the ranking as determined byam¥that by MW, against the
hypothesidH;: there is association between the two rankings-fiiled test). As the

value of the calculated, is 0.031 with N = 20 industry sub-sectors, referring to the
table on Critical Values of, (Siegel and Castellan, 1988, Table Q, pp. 360-36#),

calculated Spearman Rank-Order Correlation Coefiiclies outside the significance
region. Thus, we can conclude that the two rankargssignificantly different from
each other. This is further confirmed through tbkofving computer-generated test

results;

Spearman EMW ERZ, stats (rho p)
Number of obs= 700

Spearman's rho = 0.0436

Test of Ho: EMW and ERZ are independent
Prob > |t| = 0.2490

This result therefore means that the two rankingy mot be used interchangeably
without adverse implications on our analysis. Hogrevnotwithstanding this

statistical test result, there still exists sonmailgirity between the two rankings. For
instance, external finance dependence ratios formetal products, leather products
and transport equipment exhibit no or insignificatifferences in their rankings

between the two calculations. Accordingly, whils study bases its investigations on
the Malawian calculated external finance dependeaties, the Rajan and Zingales
(1998) ratios are also applied for robustness chemid completeness of the

investigations.
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CHAPTER 5.0: FINANCIAL LIBERALIZATION AND INDU STRY
RESPONSE HETEROGENEITY.

5.1. INTRODUCTION.

The main objective of financial liberalization pmyiis to induce greater flexibility for
economic agents, such as investing firms, in tbboice of competitive strategies
through the facilitation of access to financiala@xes for investment. Arguably,
depending on changes in the financial institutiemsling behaviour, before and after
financial liberalization; as well as characteristend capabilities of individual firms
within the respective industries, the outcome eksthcompetitive strategies is bound
to have implications that vary from industry to ustry. Accordingly, whereby
industry groups with efficient firms grow or expar@y investing to enhance
capabilities, productivity and quality, therebyratting new firm entries; instead,
those industries that are characterised by lessesft firms contract, and ultimately
register more firm exits. This should eventuallgdeto changes in the configuration

of the economy-wide industry structure.

This chapter adopts a disaggregated approach testigate heterogeneity in
implications of financial liberalization on indugtstructure. This industry-specific
analysis is consistent with the argument by Sut(®@®894) who contends that
economists and business historians can fruitfullgract to increase knowledge of
industry evolutionary processes by focusing atistithat are structured at a single
industry level. The approach is further in tanderthwhe theory that suggests that
changes in industry structure will be affected by tattributes of the individual

industry in question that are operationalizabléemms of the levels of different types
of sunk costs (see, for example, Ghemawat and Kbnn&999). This is also

consistent with the argument by Dedola and Lipp0&) that distributional effects of
financial sector policy can most easily be detectad exploiting the wide

disaggregated cross-industry variatfénéccordingly, it may therefore be argued that

8 Implications of variations in industry-sjifee characteristics on the differences in s to
policy changes have been reported by, fetaimce, Barth and Ramey (2001) in a study of the US
manufacturing; and, Peersman and Smets (2602¥iudy of industries in seven euro countries.
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the hypothesised distributional effects of finahdilzeralization policies should most
easily be detected by exploiting the wide disagated) cross-industry variations. Any
observed heterogeneity of experience across indgsbups should therefore suggest
a different industry-specific approach for futuipy reforms.

As provided in the literature, financial liberalian implies increases in the role of
market forces, which should, one way or anothduamice the level of competition,
and ultimately the structure that evolves withire thespective industry group.
However, the precise direction of this relationshgiween different industry groups
is not unambiguous. The effect may cause concérirad fall in industry groups
where regulation had induced it to be artificiatigh and to rise in industry groups
where it had been artificially low. Similarly, th@ocess may induce new firm entry
and/or firm exits, differently between differentdumstry groups. According to
literature, the creation of new firms is by manysidered to be a crucial source of
industrial development and economic growth, andatation to the availability and
cost of capital is also straightforward. Howevéese processes are hypothesised to
be mostly dependent on underlying industry-specifbaracteristics; thereby
suggesting that there should be differences acmudgstries in the manner the
respective industry structures develop followingafcial liberalization. It is further
hypothesised that the precise effect of finandarhlization policy should mostly be
dependent upon whether the industry is financiedigstrained or not, as well as the
extent to which the respective firms depend onregidinancing for their operations.
These perspectives therefore remain to be empyicavestigated further in this
chapter in order to inform this debate. Curreniipjted empirical literature seeks to

examine these issues directly using a disaggregadedtry-specific approach.

5.2. CONCEPTUAL FRAMEWORK AND METHODOLOGY

5.2.1. Conceptual Background.

According to literature, implementation of finardideralization policies should lead

to the transformation of industry structures styithrough the behavioural responses

from the individual industry-specifics — in respe€tboth incumbent firms as well as
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new entrants, and large-scale or small-scale -héonew competitive environment.
Such policies shape market structures and alloatgrescope for normal competitive
processes so that industry dynamics should pragedgde determined by individual
industry-specific characteristics rather than exdeérinfluence. And, as indicated
previously in this study, changes in industry coriion and net firm entry,
underpin changes in industry structure. As sucksdhare useful summary statistics
that provide some indications of the extent to Whagarticular industry group differs
from the competitive benchmark, following policyariges.

Arguably, whilst changes brought about by finantitzralization policy may have an
impact on industry structure, in one way or anqtltee impact may be different
across different industry groups. Generally, changeought about by financial
liberalization may allow some incumbent firms tariease their market dominance —
through disproportionately increasing their shafevalue-added in the industry —
thereby causing concentration to increase and meglwompetition. In other industry
groups, these very financial policy changes magetbe advantages of incumbency,
resulting in increased entry of new investing firamsd increasing competition. The
precise impact of this policy change should theeefaary from industry to industry,
and may not be charted in advance. Meanwhile, hewyavhilst the precise effects of
financial liberalization on the real sector remainonclusive, others like Kaminsky
and Schmukler (2008) and Loayza and Ranciere (28186) contend that the reason
for this inconclusive evidence is that the effestsfinancial liberalization are time

varying — with short run and long run effects.

Further, frictions or imperfections in the finaricggstem suggest that uncertainty and
sunk costs, among other factors, exacerbate fingnconstraints. By definition,
according to Almeidat al (2004), among others, a firm is considered asmtiradly
constrained if it retains cash out of its cash flownancing constraints affect
investments decisions of industry incumbents as aslnew firm&. Precisely, the
immediate response of potential entrants and inemtsbto a relaxation of financial
constraints — as financial liberalization is hypsised to achieve — could be increased
investment, employment, research and developmepiprits and exports activity, in

8 See, for example, Cabral and Mata (2003); Gentdytdubbard (2000); Cooley and Quadrini
(2001); Fairlie (1999); Holtz-Eakin and Ros&89%9); and, Fazzaeit al (1988)
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various combinations. However, for each industng éxtent of this responsiveness
should therefore be dependent on the industry-Bpetharacteristics. For instance,
large-scale firms where operations are relativetyarexternal finance dependent may
also have the relative advantage of growing or eda disproportionately larger
than small-scale firms that are equally externabrice dependent. Similarly, the
influence of financial constraints on firm entrydaexit in external finance dependent
industries may vary with possible entrants’ acdessedit markets. Overall, financial
institutions lending pattern following financialb@ralization is pivotal to these
processes. Hence, the need to investigate the teidemwhich the hypothesised
distributional characteristic of financial liberadition is uniformly reflected in the

individual industry groups.

5.2.2. Methodology.

Empirical studies of industry structure have mos$tigused on the analysis of cross-
section data with industries as the unit of obdgyaa While this approach vyields
general implications for industrial organisatioeahy, little detail on the relationships
and the structure of individual industries results.such, whilst investigating the link
between financial development and industry strgctusing an aggregated approach
might generally be acceptable in the industrial aoigation literature, it may
nonetheless obscure specific effects and relatipasifhus, assuming homogeneity
across industry groups implies that industries sadpin a similar manner to policy
changes. Yet, any change process is not likelyetarbform across industrial groups.
As Curry and George (1983) observes; “...our urideding of the determinants of
changes in [industry structure] has not been greatihanced by cross-section
analysis of large number of industries... More tfuliapproaches are the study of
individual industries and the detailed analysisnofividual causes of change” (ibid,
p.227). A few examples of these characteristicsishperhaps suffice to elaborate on

the foregoing.

In studies of industrial concentration, for instanoften overlooked is the fact that
while the overall industry may not be highly contcated at national level, many of

the individual industries could be dominated byeav flarge chains. Further, the
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concentration levels in the respective industriesynbe a result of a different
combination of factors, which may not apply uniféynacross all industries. In a
study of the US manufacturing industry, Mueller addmm (1974) observe that
whereas average concentration of industries showieaiease, the average conceals
much greater variation between industry groupsfalet, Blair (1972) previously
analysed the same sample of US industries, andethdts had shown variations
between industries. George (1975) and Sawyer (19&parately establish that, on
average, the five-firm concentration ratio for theited Kingdom shows an increase
between 1953 and 1963; but both observe that #isldpment is mostly due to only
two-thirds of the sample of industries, as conaitn in the rest show a decline.
Weiss (1983), Caswell (1987), and Nissan (1998aiseply study and conclude that
mergers explain the increase in aggregate industaacentration in the United
States. However, O’'Neill (1996) examines the saetationship in more detail and
concludes that the trends in mergers results imgigsoncentration in only some
sectors of the economy, and that, otherwise, agtgegoncentration in the US
economy shows an overall decline during the peuvioder study. This has important
implications for, say, competition policies, assiteds light on key determinants of

concentration trends in particular industries.

Similar variations are observed in studies regardinm entry and exit. Most of the
literature has tended to view market participatisth new entrants as well as
incumbents, as equally placed in making decisiossh eperiod to enter, exit, or
remain in the industry (see, Bresnahan and Re®&l)1 However, as Toivanen and
Waterson (2005) note, this assumes that all mapkeicipants are the same, and
ignores differences among firms and the related sumtry costs. Further, as noted by
Feinberg (2007) this literature assumes that afthdi have access to the same
technology and same input prices, so have identoats. Yet, empirical research
reveals extensive variations between firms in r@garthe entry and exit patterns and
determinants. As argued by Fotopoulos and Sperg@8f1perceived height of entry
barriers is a notion related to the special charastics of those who perceive it; such
that, not all types of firms perceive entry basier the same way. Dunm al (1988)
also find that there is significant variation iretfirm entry, firm exits, and size
patterns of different categories of entrants apaese to changes in the market

environment. Their findings provide evidence ofenegeneity in firm entry and exit
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patterns across industries; thereby suggesting thate are industry-specific
characteristics that cause variations in firm ergng exit rates, and also in their
determination. Dunnet al specifically observe that this variation in théeimsity of
the selection process by which incumbents are atispl by new entrants is explained
by variation in profitability and growth, and by nation in the height of entry and
exit barriers. In a study on Greek manufacturingustries, Droucopoulos and
Thomadakis (1993) further find considerable diffexes in the effect of entry barriers
for firms when size-class market shares are exami@Geroski (1991b) also report
fairly unstable inter-industry variation over tiroa entry for seventy-nine three-digit
UK manufacturing industries. Geroski compares Hmdustry correlation coefficients
of entry measures, including net firm entry, anthigissh that the proportion of total
variation accounted by differences in industry #jpecis 21.0 percent. Audretsch and
Mahmood (1994) track through eleven thousand USufaaturing firms over a ten-
year period and similarly observe that the startama entry size of firms varies

substantially across manufacturing sectors.

Overall, the foregoing case studies — on both itmgusoncentration as well as net
firm entry — albeit not exhaustive, demonstratat tthere is likely to be some
heterogeneity in industry-specific characteristidsch chart their responsiveness to
policy changes in the market, thereby influence #teicture of the industry,
differently across industry groups. Consistent \hiise priors, therefore, there isano
priori basis to assume that the effect of financial Abeation on industry structure is
uniform across all industry groups. Accordinglyetlhise of aggregated data, as
observed by Levchenko (2005), and Broner and Vantg@06), may in some cases
lead to results that overshadow the most imporéietts of financial liberalization,
and in others produce estimates that are not irdowe about the implications for the
individual average establishment. Instead, disagadesl industry-specific approach
facilitates a deeper understanding of how finanidtedralization typically affects the
different individual agents within the structure af industry and across industry
groups. As Weiss (1983) argues, each ‘explanatariable’ comes with its own set
of strengths and weaknesses, which might not unifoexplain changes in industry
structure across all industries. More recently, irailar observation is made by
Peneder (2008), on the entry and exit of firmsny adustry. Peneder argues that

firms may not be homogenous as they do not percentey barriers and other
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economic determinants in the same way; and thexediffer in their competitive
strengths and weaknesses. This, according to Periedesually demonstrated, for
instance, when competitive entrants displace ina@mhlirms that do not meet the
elevated market standard.

Accordingly, considering the obvious differenceattimay exist across industries, the
study focuses its investigations on changes in itigevidual industry structures.
Arguably, such a disaggregated approach shoulditéei the exploration of
specificities of individual industry groups. Thisald particularly facilitate testing of
whether financial liberalization induces higher devof competition — through a
reduction in concentration; and, whether this psscanduces the creation of new
firms — more in some industries and less in othEng. approach should also facilitate
an industry-specific investigation on whether ficiah liberalization eases financing
constraints; particularly more in those industnesere firms are relatively highly
dependent on external financing than in those rttigt more on internally generated
cash flow, as suggested by Rajan and Zingales §1998

5.3. AFRAMEWORK FOR EMPIRICAL ANALYSIS.

5.3.1. Model Specifications.

The study, as per the foregoing, first examinesrogeneity in the effect of financial
liberalization on the evolution of industry struetyviz, industry concentration and
net firm entry — in aggregated form, and then folld by disaggregated industry
specific examinations. Next, the study investigatésther cross-industry

heterogeneity by examining the financial liberdii@a effect on financing constraints
for the firm, particularly with respect to theirtext of external financing dependency.

The empirical investigation therefore involves itggtof whether there is evidence of
any distributional effects of financial liberalimt on industry structure; and, in
particular, whether such effects are uniform acraéslifferent industry groups. A

way to test this is to augment an industry striectiggression model — where, the

dependent variable is either industry concentrationet firm entry, as measures of
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industry structure — with an interaction term betwea measure of financial
development and a financial liberalization dumniye financial liberalization effects

are therefore hypothesised to give results that fram industry to industry.

Determination of the foregoing heterogeneity isextpd to be achieved by initially
establishing an all encompassing sector responsotity changes using an
aggregated economy-wide approach, followed by aispdocus on single-industry
investigations for twenty industry groups, with leaxamined over a 35 year period.
Subsequently, the aggregated result forms a bem&hagainst which individual
industry groups are measured in order to estalgity response heterogeneity

across various industry groups, following finandila¢ralization.

The following model structures are therefore usethis chapter;

CR, =B, +B,FIN + B,( FINX FL) +{; X, +a (5.1)

NFE, =5, + B FIN + B, FINx FL) +3, X, +4, (b2

where, CR, and NFE, represent industrial concentration and net firmryen
respectively; at time in industryi, which is now hypothesised to be a function of
financial developmerfIN,, an interaction term between financial developmerd

the financial liberalization dumm{/FIN X FL)t , as well as a number of explanatory

variables X pertaining to the fundamentals in the respectivedels, and as

ijto

specified earlier in the study; whilg, and z, , are the usual error terms.

5.3.2. Estimation Techniques.
5.3.2.1. Evolution of Industry Structure.
The impact of financial liberalization on indussiructure dynamics may take effect

both in the short-run as well as in the long ruaxtipularly as firms in the respective
industry groups adjust to new opportunities andéistishccordingly, the underlining
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notion of equilibrium in this approach is interteongl, as the path of the equilibrium
process is influenced not only by the current vaiidundamental determinants but
also by expectations about the future evolutiontiodse variables. Besides, as
observed by Kaminsky and Schmukler (2008) amongrsttiinancial liberalization is
followed by pronounced ‘booms’ and ‘crashes’ in 8tert-run; thereby supporting
the models in which financial liberalization triggerisky behaviour and excesses in
the financial market. Contrastingly though, Kamysikd Schmukler (2008) find that
in the long run, financial cycles become less pumoed; thus, the financial
institutions and the overall financial market imypecand tend to stabilise. Similarly,
Loayza and Ranciere (2006) establish that finaribafralization can both generate
short-run instability and higher long-run growthhéBe characteristics have some
effect on financial institutions’ lending behavipwith implications on the real sector
of the economy. Accordingly, by focusing on theeefs at different time horizons,
the study sets the basis for an explanation ofajhgarent contradictory effects of
financial liberalization on industry structure. Bkss, by distinguishing the effects
based on time horizons, the approach should proarmdedditional dimension for
examining heterogeneity between the industry groups indicated earlier, there is
no reason to expect that the effect of financibkralization policy on industry
concentration or net firm entry should be the samnesven similar in different
industry groups. Accordingly, it is perceived innfamt to employ an estimation
methodology that incorporates slow adjustment diosva for different short-run and

long run effects.

In the literature, two econometric techniques #atount for sectoral heterogeneity:
the Random Coefficient (RC) and the Mean Group (Mt@dels, by Swamy (1970)
and Pesaran and Smith (1995), are initially exathinghese two estimators differ
only on the basis of their assumptions on the eatbfiheterogeneity — whilst the MG
estimator assumes that sector-specific deviatimm the mean are deterministic, the
RC estimator assumes they are stochastic. Thubalie concept of the RC estimator
is that the intercepts and the slopes of the regnes are random variables. As a
result, MG implements a simple arithmetic averagaigsector specific estimates,
whereas RC requires a generalized least squaresduie that optimally accounts for
the stochastic nature of heterogeneity. Hsiao asian (2004, p.12) shows that the

two estimators are algebraically equivalent in lihet. This suggests that analytical
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results drawn on the basis of deterministic hetenegy, become valid in the limit,

even if heterogeneity is actually stochastic (#gmendipx5.1for more).

Nonetheless, considering the importance of hetereige Hsiao and Pesaran suggest
that — as the difference between these estimadoakin to that between fixed effect
and random effect, and can be tested accordingl{Hausman (1978) type test of the
difference between MG and RC estimators be dongicpkrly where botiN and T
are sufficiently large, such as is the case inghigly — in order to determine which of
the two is consistent and efficient. However, eparted test results on whether MG

or RC provides a better representation of data,jaire Hausman test statistic is

30.2%0.000)and is distributegt®(6), and therefore the MG estimator is prefeffed

Following Pesaran and Smith (1995) and PesaranthSamd Im (1996), the Mean
Group estimator is derived from the fully heterogms coefficient model, which
imposes no cross-industry parameter restrictioalscan be estimated on an industry-
by-industry basis, provided that the time-serigmatision of the data is sufficiently
large. When the cross-industry dimension is alsgelathe mean of short- and long-
run coefficients across industries can be condigtesstimated by the unweighted

average of the individual industry coefficients,ievhis the MG estimat6?.

Accordingly, following others in the literature ésefor example, Law, 2007; Byrne
and Davis, 2005; Hogan, 2004; Asteriou and Monasis; 2004), using the Mean
Group (MG) estimator as the basic econometric tiegten the study first estimates an
encompassing baseline model of short-run and lang-effects of financial
liberalization on industry structure using a paofketross-industry and time series as
observations. Next, since this econometric methalolallows the industry-by-
industry estimation of both short-run as well angoun effects of financial

liberalization on industry structure, the study lgses the industry-specific

8 Besides the Hausman test, the Random Coeffie&imator is not preferred on the grounds that i
does not provide for dynamic operatorssregtimation; yet, both industry concentration a8l as
net firm entry are dynamic processes. Acioflgl, static specifications would be erroneoushey
are unlikely to capture essential featurésthe dynamic processes (see, Hsiao and Pesatd,
Pesaran and Smith, 1995)

8 pesaran and Smith (1995), show that the Mean Gestimator gives consistent estimates of the true
cross-industry average effect. Further,saPanet al (1996) conduct Monte Carlo simulations and
find that the finite sample bias is smaller ¥éean Group estimator for all sample sizes (theyhap
panel of the siz&l=24 andT=32, which they describe as ‘quite large’, ibidl;pvhich is more or
less the same as the sample size used fatthly, N=20, T=35).
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relationships in order to establish the extentesponse heterogeneity. Apart from
examining the behaviour of each variable in thepeesve industry groups following
financial liberalization, this also involves theeusf results from the aggregated
economy-wide estimates as a benchmark, and subgggoemparing the dispersion
of each explanatory variable from this benchmarkther, the investigation focuses
on the financing constraints reducing effects afficial liberalization, particularly
whether this hypothesis is uniformly applicableossrindustry groups. Arguably, this
approach should facilitate determination of respohsterogeneity across industry

groups following financial liberalization.

The empirical framework to evaluate the effectin&fcial liberalization on industry
structure is based on a dynamic model of the form;

Yi =B Yoyt X B +H i=1,2,...,N; t=12,..T (5.3)

where, X, is a K x1vector of exogenous variableg, is the coefficient on the lagged
dependent variable, and the error tegn is assumed to be independently, identically

distributed ovet with mean zero and variane#’, and is independent acrdss\Next,

letg =(p ,8,) , Where it is assumed théats independently distributed acrdssith;
E[(Q—é)(é{—?”zA (55)
Rewrited =8 +a,, Equations (5.4) and (5.5) are equivalent to;

Aif iz
E(a,)=0, E(q, aj'):{o Iif :¢JJ (5.6)
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Pesaran and Smith (1995) and Hsiao and Pesarar)(df@icate that whilst
maintaining the assumption tI'E\(ai >{t):O, it may no longer be assumed
thatE(a'i yi(t_l)) =0. Through continuous substitutions,

5= (Pra) A (Bran)+ 2 (pran) w (5.7)

=0 =0

It follows thatE(cri yi(t_l)) #0.

Pesaran and Smith (1995) observe that the violatidhe independence between the

regressors and the individual effegtsnplies that pooled least squares regression
of y, ony,,_,will yield inconsistent estimates 6f, even forT and N sufficiently

large. Pesaran and Smith note thafl as~, the least squares regression of

¥ ony.»andx, yield a consistent estimator @fé. They suggest a Mean Group

estimator ofé by taking the average (ﬁ across,
Oy =N 6 (5.8)

When the regressors are strictly exogenous ancetttog terms are independently

distributed, an unbiased estimator of the covagamatrix of 8,,, is computed as;

Cov(éMG) = N'A 5.

~ 1 N[ A N ~ N .
A=1g g-N">6|[§-N>§g (5.10)
4= j j

Pesaran and Smith (1995) and Pesartiral (1996) show that the Mean Group
estimator is consistent when bdthandTl - o . Further, Pesaraat al (1999) and
Pesaran and Shin (1999) demonstrate that this astinyields super-consistent

estimators of the long-run parameters even whenrethyessors are(1).
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Notably, the main hypothesis of the Mean Groupnestor is to allow the slope
coefficients to vary across cross-section units eample, industry groups, in the
case of this study) both in the short-run as wsllirathe long-run. However, an
alternative approach due to Pesaetral (1999) is the Pooled Mean Group (PMG)
estimator, which can be thought of as weighted ayeerof individual group

estimators, with weights proportional to the ineeds their variance. Unlike the MG
estimator, the PMG estimator only allows for hegemeous short-run coefficients but

constrains long-run parameters to be the samesaarots, i.ed =6. Thus, the PMG

estimator averages the short-run industry parasietard pools the long-run
parameters, thereby combining the efficiency ofgbeled estimation while avoiding
the inconsistency problem of pooling heterogenealygamic relationships.
Nonetheless, for the analysis in this chapteratiheantage of using the MG estimator
and not the PMG estimator is that it permits forehegeneous short-run as well as
long-run adjustments across industry groups to gémnfollowing financial
liberalization. It is probably unreasonable to assuhat, in the long-run, the dynamic
effects of industry concentration or net firm erdng the same across industry groups.
Besides, Blackburne and Frank (2007), amongst sthmte that the hypothesis of
homogeneity of the long-run policy parameters in@kktimation cannot be assumed
a priori. This, according to Blackburne and Frank, is dughe fact that, often the
hypothesis of slope homogeneity is rejected enmglyic Accordingly, in PMG, the
‘pooling’ across industries yields efficient andneestent estimates only when the
restrictions are true. Otherwise, if the true maddieterogeneous, the PMG estimates
are inconsistent; the MG estimates are consistengither case. The poolability
restriction of the long-run parameters is therefm&ed using a Hausman type test
(Hausman, 1978) applied to the difference betwberMG and PMG estimators; and
the calculated joint Hausman statistic rejects hHigpothesis of homogeneity in the
long-run parameters (sé@pendix5.2). For this study, therefore, the MG estimasor i
preferred. As expected, both industry concentrasiod net firm entry are long-term
phenomena. Further, the direct effects of finantkadralization as well as related
shocks take some time to make any impact. Accolginigwould only make sense

that the results also measure long-run heterogendience, the MG estimator.
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Next, since this econometric methodology — the MBngator — allows the industry
by industry estimation of both short-run as well lasg-run effects of financial
liberalization on industry structure, the study lgses the industry-specific
relationships in order to establish the extentesponse heterogeneity. The behaviour
of each variable in the respective industry graspgberefore examined. Accordingly,
as a specific test for heterogeneity, the studg alsamines the degree of dispersion
across industries by estimating how far each ofestenated coefficients is from the
mean. Thus, following Boyd and Smith (2000), thedgtcalculates the standardised
coefficient score4-Score) given the value of the coefficients as meiteed by the

Mean Group estimator. The following is thereforgreated for each variable;

Z(B) =%;l)ﬁ) (5.11)

where, 1, :% ,s(h)’ =(tz’;—/ji));

thus, Z () measures whether the variable coefficient is atiestin the distribution

of all theb . Standardised values greater than 1 thereforeatela wide dispersion of

individual industry values relative to the commailue suggested by the mean group
estimator. Thus, outliers are shown, either if theg more than one standard
deviation from the mean. Where the standard dewviatare large, this should indicate
an economically significant divergence. Increasegpetsion from the mean should
therefore suggest presence of a significant degfebeterogeneity between the

industries.

5.3.2.2. Financing Constraints.

In an attempt to unravel further the effects offinial liberalization on industry, the
study next examines the extent to which this pobegeliorates firms’ financing
constraints. As established in the literature, éhexists a strong relationship between
firms’ financial health and investment (see, foraewle, Hubbard, 1998). And,
according to Love (2003), firms’ financing constiai are generally attributed to

capital market imperfections, stemming from suatides as asymmetric information
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and incentive problems, which result in differefmween the costs of internal and

external financing. Love (2003) therefore drawsthimi the financing constraints

1+ A
theory, the facto®, :( 1+/]”1j, which is the relative shadow cost of external
t

finance during period and period +1. Thus, ©, is a function of the stock of liquid
assets, especially stock of cash; wheteis the shadow cost of external financing in

periodt, reflecting information- or contracting-relatedcfrons that are exogenous to
the firm (see, for example, Jensen and Meckling618yers and Majluf, 1984; Hart,
1995). If the shadow cost of external funds ishbigin periodt than it is in period

t+1(i.e. A,0A,,,), then®, [l 1 which makes current period funds more expensive

use than the next period funds, thereby induciegfitim to postpone or even reduce

its investment. In this case the firm is said to'fbencially constrained’, an®, is

the (degree of) financial constraint. Thus, in egu capital marketd, =A,,, =0 for

all t and henced, =1 and the firm is never constrained. Love (2003)teods that
with capital markets imperfections], depends on a vector of state variables and

other firm- and/or industry-specific characteristiall of which may influence a
firms’ financing constraints. Gilchrist and Himmelg (1998) argue that a change in

‘financials’ and ‘fundamentals’ should influencenfis’ financing constraints.

Accordingly, following several previous studi®sin this study, it is argued that
financial liberalization should reduce firms’ fin@ng constraints — as this will lead to
an improvement in the functioning of financial metk and allow for easier access to
external funds for firms — thereby result in anr@ase in cash stock for investment.
As indicated earlier in this study, the presumptidrthe orthodox view on financial
liberalization suggests that freeing interest ratesn controls that keep them
artificially low, would increase the supply of laare funds, and alleviate problems
of credit constraints (see McKinnon, 1973; Shaw/3)9In turn, this process should
induce more competition in the industry through prevision of equitable growth
opportunities as well as creation and entry of newesting firms, particularly in

those industry groups where firms are relativelyembependent on external financing

8 See, for example, Laeven (2003); Galindoj&threlli and Weiss (2001); Bekaert, Harvey, and
Lundbald (2005); and, Henry (2000b).



167

for their operations, as argued by Rajan and Zesyé1998). Nonetheless, whatever
the macro effect may be, it is not conclusive tfiaancial liberalization will
necessarily relax financing constraints for allmf& Arguably, even after the
elimination of administrative constraints, informoat problems remain and it is
possible that certain firms may face a rise in pinemium they pay for external
finance. Further, as argued earlier in the stuggrtafrom increasing cost of capital,
there are tendencies by the financial institutiomsredit ration and only facilitate
credit access to a selected client base; partlguthose with whom they have
longstanding relationships. In view of the incostheness of this debate therefore
there is a need to investigate further the effetfiancial liberalization on financing

constraints in order to inform the debate.

Following Love (2003), the financing constraint tiacis parameterised as a linear

function of the cash stock, and presented as;
O, =a, +a,Cash (5.12)

whereg, is an industry-specific level of financing consttaiwhich enters in the
industry fixed effect,a,is the industry-specific cash coefficient, ahzdsqt_l) is cash

stock (lagged one period, since decisions for pdriavestment is dependent on how
much cash a firm has before embarking on the invexst). This, according to Love

(2003), has a direct effect on investment in trespnce of asymmetric information. It
allows firms to undertake projects, which they wbphss if they do not have any

internal funds.

However, in this study, the cash coefficieatare instead replaced with the industry-

specific coefficients for the interaction term beem the financial development

indicator and the financial liberalization dum(m?yN ><FL), obtained in the first-

stage regression estimations of Equations (5.1) ém@), for each industry
(respectively presented in Table 5.3 and Table befiow). Next, these industry-
specific coefficients are regressed on industryesigeindex of financial dependency,
using Malawi data but based on the methodology &jaiRand Zingales (1998). This
industry-specific measure represents the extewhioh firms in industryi® will rely
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on financial resources outside their own internanerated cash flow. And, as
argued by Rajan and Zingales (1998), this measames/from industry to industry,
since, due to technological reasons, industrieferdifi their dependence on external
finance. In this study this concept is used to mieftge industry-specific level of
financial development and to distinguish betweelusgtry groups with respect to their
degree of financial dependence. In this framewdhle industry’s sensitivity of
investment to the level of internal funds — thing industry’s financing constraint — is
allowed to vary with the industry-specific ratio ekternal finance dependency

(FDep). The following model is therefore estimated;

a, =h,+bFDep+¢ (5.13)

The main hypothesis now is that, with financiaklélization, industries whose firms
are relatively more external finance dependent lshdaecome less constrained

financially. The following results are therefore pexted: (i) b (! 0, when the
coefficients applied are from the industrial cortcation model results; and, (i) [

0 when the coefficients applied are from the nehfentry model results. Thus, it is

expected that the first stage regression estinwdtédse cash coefficientd, from the

industry concentration model and the net firm entmgpdel, are negatively and

positively related, respectively, to the index ateznal finance dependenE{ep.

The second-stage regressions in Equation (5.13)hemefore estimated by OLS;
separately, for the industry concentration model e net firm entry model.

5.3.3. Data Specification.

The main requirement to implement the mean grou@)Ekstimator is to have a large
N, large T panel (see, Hsiao and Pesaran, 2004; Pesdrah 1996; Pesaran and
Smith, 1995). Accordingly, this chapter use thregtdindustry data for twenty

industrial groups of the Malawian manufacturingtseobserved annually over a 35-
year period (1970-2004). Thus, instead of averagdimey data, the study estimates
short-run and long-run effects using a panel oaddath annual observations, where,

N=20 andT=35; thus, 700 observations. The first estimates aggregated annual
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panel data to obtain the average economy-wide tegsialllowed by disaggregated

estimation of the twenty individual industrial gpmus As such, the data from which

the twenty individual industry results are obtainsa/er 35 observations of each

variable. The individual industry results are there obtained within a panel context.

The STATA version 9.2 command for estimating dyrmareterogeneous panels,

xtpmg(applying theMean Groupmode; created by Blackburne and Frank (2007) is
used to conduct the regression estimates.

In order to determine whether the model specificetiare statistically adequate, the
time-series properties of the data are also ingatd, with the results presented in
Table.5.1. The IPS test for unit roots in panebldaticates that the variables with
cross-section as well as time dimensieiz; industry concentration, net firm entry,
price-cost margins, industry growth, and industinare, are all stationary. The test
rejects unit root at the 1 percent level of sigrfice in net firm entry and price cost
margins; and, on industry concentration and ingustiare, the unit root test is
rejected 5 percent; whilst on value-added growib rejected at 10 percent. Further,
the ADF unit root test for single time series irades that the growth in market
demand, and imports intensity as well as the growtlhe financial development
proxy are all stationary, at 5 percent; whilst expintensity is stationary at 1 percent.
These results therefore suggest that inferenceftiregsfrom estimation of the models
are not spurious. The variable definitions and dadarces are as provided in the

previous chapter of this research study.

Table 5.1: Tests for Non-stationarity of Series

Variable Level First Difference Test Type
CR -1.884** -3.504*** IPS

NFE; -2.730*** -4.585*** IPS

PCM; -2.490*** -3.699*** IPS

GR: -1.797* -3.594*** IPS

SH; -1.962** -3.769*** IPS

MKDy -3.518** -4.726*** ADF

MX; -5.499*** -7.302%** ADF

MM, -3.085** -4.103*** ADF

FIN; -3.029** -3.965*** ADF

Note IPS indicates the Im-Pesaran-Shin test €nal, 2003) for unit roots in panel data. ADF is the
Augmented Dickey-Fuller test (Dickey and Fuller,7®9 for unit roots in single time series. For each
test the null hypothesis is non-stationarity, amel alternative is that the variable was generated b
stationary process. The panel data test statiatieg distributed under the null. *** ** * indicate
significance levels of 1, 5, and 10 percent, retpely.
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5.4. EMPIRICAL RESULTS ON EVOLUTION OF INDUSTRY STR UCTURE.
5.4.1. Overall Results Assessment.

Tables 5.2 and 5.5 below show respective resulttheraggregated economy-wide
estimations of long- and short-run parameters tigkinancial liberalization, financial

development, and other industry structure determga— for the industry

concentration model as presented in Equation (arid, the net firm entry model as
depicted in Equation (5.2). Further, as explainedthe section on econometric
methodology, the study test the null hypothesislarfg-run slope homogeneity
through the Hausman (1978) test, based on the asopabetween Mean Group and

the Pooled Mean Group estimators. The Hausmarstitativhich is distributeg?,

and the correspondingvalue, for all the coefficients of the explanatagriables
jointly, is 27.03 0.000) for the industry concentration model, and 21®D@13 for

the net firm entry model (seAppendix5.3(a) and (b)). Hence, the null hypothesis of
homogeneity of slopes in the long-run is rejected dll variables jointly, in both
models. Thus, the Mean Group estimator — the cmmigstimator under the null
hypothesis — is preferred. Accordingly, in both mlsd analysis focuses on those
parameters obtained with the Mean Group estimattmwever, for comparison
purposes, the study also presents the resultsnebtavith the Pooled Mean Group

estimator.

Overall, except for the coefficient of the main iahte of interes(tFIN ><FL), the

Mean Group estimation results reveal that the sifmsost of the coefficients in both
models are consistent with theory. Further, asgmtesl in Table 5.3 for the industry
concentration model and Table 5.6 for the net famiry model, the results exhibit
considerable heterogeneity in the patterns acrafisstries in both models. This may
be observed by considering the differences actussndustry groups, in the size of
and signs on the coefficients, as well as in tlileint levels of significance, both in
the short-run as well as in the long-run. Gengrdhe results show that for most of
the industry groups, the estimated variables in rbspective models contribute
significantly to the short run as well as long mwolution of industry concentration

and net firm entry; albeit, differently for differe industry groups and time spans.
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Further, whilst some of the variables are not stigtilly significant determinants of
industry concentration or net firm entry in the sggated results, they turn out to be
statistically significant determinants of theseustly structure measures in most of
individual industry groups when the results areadgegated. More detailed
heterogeneity is evident in the analysis of didpersof respective variable
coefficients from the mean, as represented in Taldldor the industry concentration

model, Table 5.7 for the net firm entry model.

5.4.2. Industry Concentration.

Table 5.2 shows that, in the long-run, the coe#hits for both the industry shasdd
variable, and industry value-added grov@R variable have negative signs and are
statistically significant determinants of industcgncentration. Similar results are
observed in the short-run. Meanwhile, the inteoratl trade variables, manufactured
imports MM and manufactured exportglX show no relationship with industry
concentration, in the long-run. However, the short- the coefficient for the
manufactured imports variable turns out to be fssizally significant determinant of
industry concentration, with a positive sign; thBresuggesting that the effect of
imports on competition in the industry is mostlytie short-run. These are generally
standard results from the empirical industry orgation literature, and it is reassuring

that this study is able to reproduce them using iethodology.

Most important for this study, the results showt tie interaction term between the

financial development indicator and a financiakllization dummy( FIN ><FL) is

positively and significantly linked to industry ammtration both in the short-run as

well as in the long-run. Notably, the coefficierdr fthe financial liberalization

interaction term(FINXFL) variable is a statistically significant determibawf

industry concentration, both in the short- and tomg. Interestingly, the Mean Group
estimation results in Table 5.2 are not signifibarifferent from those obtained
through the Pooled Mean Group estimator; therelmfilrning the robustness of the
findings. These findings further confirm the resuiéported earlier in this study (in

Chapter 4) that, on average, and contrary to tliealepredictions, industry
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concentration increased following financial libézation. Thus, contrary to the claims
that deregulation creates a more competitive enwient, thereby lowering industry
concentration, this is not supported by the rexflthis study, as the results in Table
5.2 provide evidence that industry concentratiograases following financial
liberalization — and this effect is evident bothtle short- and log-run. Nonetheless,
as argued by Weiss (1983) average results sucthes® tare bound to obscure
variations between industry groups due to diffeesncin industry-specific
characteristics. A disaggregated approach is therefecessary.

Table 5.2: Long-Run and Short-Run Effect of Finama Liberalization

on Industry Concentration.

Variables:
Dependent Variable — Mean Group Pooled @4n Group
Industry ConcentratiofCR) Coefficient Std. Error Coeiffiat Std. Error
Long-Run Coefficients:
SH -0.213*** 0.067 -0.261*** 0.025
GR -0.182*** 0.052 -0.272*** 0.024
MM -0.010 0.012 -0.025*** 0.008
MX 0.022 0.022 0.004 003
FIN -0.028 0.020 -0.002 oaz
FIN x FL 0.152*** 0.026 0.149*** 0.012
Error-Correction Coefficient (¢h;) | -0.668** | 0.044 | -0.476% | 0.056
Short-Run Coefficients:
A SH -0.042** 0.019 -0.069*** 0.020
4 GR -0.075*** 0.018 -0.086*** 0.016
A4 MM 0.221*** 0.020 0.193*** 0.021
A4 MX -0.005 0.010 -0.001 @00
A FIN 0.002 0.004 -0.010 @.00
A FIN xFL 0.046*** 0.009 0.065*** 0.009
Hausman Tedfy”) statistic, p-value 27.03 (0.0001)

Note Estimates of the intercept are not reported fenemy of space. ***, **, * indicate significance
at 1.0, 5.0, and 10.0 percent levels, respectigiusman test of no difference between Mean Group
and Pooled Mean Group estimatsegAppendixs.33

Next, focusing on the industry by industry estimatresults, Table 5.3 shows that the
long-run coefficients of the share of the industryotal manufacturing sect@H, are
negative and statistically significant determinawiténdustry concentration in thirteen
of the twenty industry groups; except for leatHentwear, wood and sawmill, and

pharmaceuticals, where this variable is not a 8mant determinant of industry
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concentration. However, the negative relationshiggests that in the thirteen
industries, new entrants may steal market share the leading firms through market
expenditure on, for instance, advertising (see, deample, Kambhampati, 1996,
pp.55-59; and, Ratnayake, 1999, p.1054, on siniitaiings). In fact, this result is
consistent with the hypothesis that the largerdhare of an industry, the lower the
entry barriers (Jacquemat al, 1980, p.134). Significant presence of relativielge
multinationals and a long history of being grantednopoly rights characterise the
tobacco manufacture, clothing and apparel, andgp@mn equipment industries; hence,
the positive and significant coefficients of theustry share variable in these industry
groups. And, as expected, the short-run coeffisian¢ not significant in the majority
of the industry groups (except in furniture, indizgt chemicals, and general
machinery industries), presumably because the telE@xpanding or contracting
industry shares is likely to take some time befasking any impact on concentration
levels. Similarly, the long-run coefficient for thedustry value-added growth variable
GR has negative signs as hypothesised, and is staligtsignificant in all, except in
the tobacco manufacturing and footwear industriéswever, in the short-run, the
coefficient for the industry growth variable istatsstically significant determinant of
industry concentration only in four of the twentydustry groups — showing a
negative relationship in food processing, fabridateetal, and general machinery, as
hypothesised in the theory; but, a positive retetiop in industrial chemicals. The
result of a positive relationship between growth imdustry value-added and
concentration is more in line with Levy (1985) wingpothesise that the growth effect
on concentration could be positive if the largeumbent firms in the industry can
expand rapidly to expected demand growth. As esgectvith the high capital
requirements in the three industry groups, prospgcéhvestors may only be able to
exploit new opportunities in the market in the lemg. Meanwhile the incumbents
take advantage of such situations and expand futtiereby increasing concentration

in the short-run.

Contrary to the insignificance of the foreign tradeiables in the aggregated long-run
results reported in Table 5.2, these variables shmvbe statistically significant
determinants of industry concentration in mostvitiial industry groups; albeit with
mixed effects. For instance, the long-run coeffititor the imports intensityiMM,

variable has the expected negative sign and isatsstatally significant important
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determinant of industry concentration in four insygroups (leather, furniture, non-
metal and general machinery industries); therelggesting that import competition
reduces concentration in these industry groups diyga as an actual or potential
threat to domestic monopoly. However, again in kbeg-run, results show the
coefficient for the same imports intensity variatdéhave a positive sign in four of the
twenty industry groups (wood and sawmill, industciaemicals, pharmaceuticals, and
transport equipment industries), thereby suggeshag) imports intensity influences
an increase in concentration in these industriegs mostly arises from the fact that
the dominant firms in these industries are alsanlagr importers of the products and
can therefore still exercise monopoly power. Thiconsistent with the findings by
Pickford (1991) in a study for New Zealand manufaag industries.

Similarly, the coefficient for the exports intenysitariable,MX, has different signs in
different industries, which also show variationgween the short-run and the long-
run. Generally, however, the coefficients for thgats intensity variable has a
negative sign and is also a statistically significadeterminant of industry
concentration in the majority of industry groupttba the short-run as well as in the
long-run. This result is consistent with the finginby Zhao and Zou (2002) on
Chinese manufacturing sector, and Koo and Mart®84) on US manufacturing.
Notably, the bulk of Malawi’'s manufactured expodse made through structured
trade protocols — for example, the African GrowtppOrtunities Act (AGOA) of the
USA (textiles exports), the ‘Everything-But-Arms’EBA) of the EU (any
commodity), ACP/EU (sugar) — all of which demandheence to set standards and
codes (see, for example, World Bank, 2004b), andtimdacilitated by specially
designed structures by government, such as thewwi&aport Promotion Council,
the Export Processing Zones, etc. Hence, the megamd statistically significant
relationship between exports intensity and industopcentration in most of the
Malawian manufacturing industry groups is explaitidugh these arrangeméfits

Turning to the variables of interest; first, fingadcdevelopmentFIN, and next the

interaction term between financial development dahd financial liberalization

8 Through government intervention, these cétmed trade protocols provide guarantee@exp
markets for a broad range of expminmodities that facilitate wide participatjghereby
inducing more competition.
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dummy, (FINXFL), the results across the twenty industries in Tdh show

different effects in different industry groups atimtie spans. Notably, in the majority
of the industry groups, both in the short-run a8l a®in the long-run, the coefficient
for the financial development variable has a negatiign, as hypothesised in the
theory, suggesting that financial development hédriblutional effects on the
industry. This notwithstanding, the variable is nsfatistically significant in
explaining industry concentration in most of thelustry groups, and even where
there is evidence of some effect, it is not pessistFor instance, in some industries
(food processing, wood and sawmill, printing andlmining, industrial chemicals,
pharmaceuticals, general machinery), the resutis/ghat the financial development
variableFIN is a statistically significant determinant of intlhysconcentration only in
the short-run; while in others (tobacco manufaawyrifootwear, plastic, non-metal,
transport equipment), the effect in the respedivistries is noted in the long-run
only. It is only in the electrical machinery indystwhere the effects of financial
development remain to be a statistically significateterminant of industry

concentration, regardless of the time span.

Variations in industry responsiveness to finanail@velopment are particularly
observed when the financial development variablénteracted with the financial
liberalization dummy; which is specifically desighéo capture the effects of the

financial reforms on competition in the manufacatgriindustries. The industry

concentration equation estimation results showtti@interaction tem( FIN x FL) is

a statistically significant variable in explainingdustry concentration in the majority
of the industries; albeit differently in differemdustry groups and time spans. Of
significance to this study is the finding that veghithe short-run results show the
financial liberalization interaction term variabte be influencing an increase in
industry concentration in five of the industrias;the long-run results, the coefficient
for this variable has a positive sign and is aistiaally significant determinant of
industry concentration in fourteen of the twentylustry groups. Except for four
industry groups (food processing, printing and pibdhg, general machinery,

electrical machinery) where the coefficient for timeraction term(FIN ><FL) is

significant and has the same sign both in the stiortand long-run, in the rest of the

industry groups, there are marked variations betwedustries as well as within the
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respective industry groups, in terms of the dimctof relationships and timeframe.
This suggests that, consistent with the observation Kaminsky and Schmukler
(2008) and also Loayza and Ranciere (2006), fishiberalization has time varying
implications, which also differ between the diffierendustry groups, presumably due

to the widespread degree of heterogeneity in thdenying parameters. Some

industries with a positive coefficient fc(lFIN X FL) in the long-run tend to have a

negative coefficient in the short-run, anide-versa Notably, the quantitative effects
of the financial liberalization interaction term tre respective industry groups are in
all cases, non-uniform, suggesting variations heithin as well as across industry

groups. For instance, among those industries witleee financial liberalization

interaction term( FIN x FL) is a significant determinant of industry concentmat the

magnitude of the long-run coefficient vary betwe@®77 for paper and printing , to
0.798 for the transport equipment industries. Simguantitative variations may be
observed in the short-run coefficients for thisialle, which range between -0.366

for transport equipment, and 0.563 for the fabadanetal industry.

Following a methodology by Boyd and Smith (20009l &threye and Kapur (2006),
and as specified under Equation (5.11), Table &tdild considerable heterogeneity in
the patterns across industries. The results in thldle show the extent of
heterogeneity through the dispersion of the vabfdbe variable coefficients relative
to the group average as presented in Table 5.2d&tdised values greater than 1
(shown in bold typeface) indicate a wide disperstdnindividual industry values
relative to the common value suggested by the M8awup estimator. For each
coefficient at least two industries are outside rdmgge indicated by the Mean Group
Estimator. Accordingly, the average long-run cagéint for the financial

liberalization interaction tenﬁ‘FIN ><FL) is 0.152, which is higher than that for the

short-run, recorded at 0.046. This suggests that ftill impact of financial
liberalization on industry concentration will be raan the long-run than in the short-
run. Notably, three and five industry groups areremthan one standard deviation
from the mean, in the short-run and long-run, respely. Further, it is found that
industries that deviate from the mean are not rsaciyg the same for each coefficient,

thereby confirming the extent of heterogeneity lestwthe industry groups.
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Industry 1 Industry 2 Industry 3 Industry 4 |Industr y 5 Industry 6 | Industry 7 | Industry 8 | Industry 9 | Ind ustry 10
Variables:
Dependent Variable — Food Tobacco Clothing & Wood & Paper &
Industry ConcentratiofCR) Processing Beverages | Manufacture | Textiles | Apparel Leather Footwear | Sawmill Furniture Products

Long-Run Coefficients:

SH -1.367** -0.562*** 0.021*** -0.744*** 0.012%** 2.509 -0.005 -0.467 -0.456*** -0.634***
GR -1.079*** -0.535%** 1.443 -0.718*** -0.076* -0.236** 1.990 -0.501*** | -0.509*** -0.667***
MM -0.016 -0.016 -0.014 -0.007 -0.021 -0.039** -0.170 0.048* -0.016* -0.018
MX 0.022 -0.091%** 0.009 -0.001 -0.034** -0.322 -0.630 0.920** -0.109*** -0.026
FIN -0.230 0.010 -0.021* 0.032 -0.002 0.087 -0.182** | -0.008 -0.006 -0.005
FIN xFL 0.117* 0.077%* -0.240 0.716** | 0.017 0.109**+ 0.420* 0.231%% | 0.067*** -0.077*
Error-Correction

Coefficient (¢h) -0.371* -0.888*** -0.679*** -0.626*** -0820** -0.765*** -0.531** -0.648** | -0.889*** -0.609***
Short-Run Coefficients:

A SH -0.243 0.149 0.172 0.030 0.003 -0.116 0.035 -0.097 0.177* - 0.020
A4 GR -0.276* 0.186 -0.083 0.033 -0.219 -0.024 -0.229| -0.008 0.152 -0.087
A4 MM 0.211 0.205 0.153 0.415* 0.202 0.306 0.303 -0.032** 0.210 0.205
A MX -0.015** 0.215 -0.011* -0.008 -0.001 -0.026 -0.002 -0.616*** 0.252** -0.024*
A FIN -0.029** -0.004 -0.008 0.111 0.145 -0.047 -0.046 -0.030** 0.005 -0.010
A FIN xFL 0.104*** -0.025* -0.015 0.102 -0.004 -0.037** -0.019* | -0.022 -0.021* 0.115

Note (i) Estimates of the intercept are not repoftececonomy of space. (ii)** ”; “**”; and **” indicates statistical significance at 1 perc&npercent, and 10 percent

level, respectively.
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Industry 11 | Industry 12 | Industry 13 | Industry 14 | Industry 15 | Industry 16 | Industry 17 | Industry 18 | Industry 19 | Industry 20
Variables:
Dependent Variable — Printing & Industrial Other Non-Metal | Fabricated | Machinery- | Machinery- | Transport
Industry ConcentratiofCR) Publishing | Chemicals | Chemicals Rubber Plastic Products Metal General Electrical Equipment
Long-Run Coefficients:
SH -0.716*** -0.156*** -0.045 -0.475** -0.341*** -0.637*** -0.470* -0.1@x** -0.352** 0.723**
GR -0.678*** -0.177** -0.177* -0.456*** -0.355*** 0.400*** -0.543** -0.161** -0.361** -0.241%**
MM -0.006 0.012* 0.11 1% -0.029 -0.020 -0.039* 0.042 -0.004 -0.048* 0.043**
MX 0.013 -0.290*** -0.688* -0.006 0.594**=* 0.341 0.025 -0.181** -0.012 -0.360**
FIN -0.020 -0.015 -0.008 0.010 -0.052%** -0.086*** -0.034 0.011 -0.022* -0.020***
FIN x FL 0.069** 0.051* 0.182** 0.099*** 0.008 0.125* -0.268 -0.014* 0.071* 0.798***
Error-Correction
Coefficient (¢) -0.613*** -0.833*** -0.594** -0.684*** -Q599*** -0.616*** -0.415** -0.949%** -0.436** -0.787***
Short-Run Coefficients:
A SH -0.053 0.041* 0.008 0.079 -0.027 0.074 -0.265 -0.309*** -0.122 -0.347
4 GR -0.077 0.066** -0.047 0.016 -0.045 0.074 -0.340* -0.558*** -0.115 0.087
4 MM 0.224 -0.003 -0.011 0.312 0.414** 0.523** -0.023* 0.208 0.619** -0.017
A MX -0.005 0.200** 0.318* -0.004 -0.393*** -0.445** -0.020** 0.128** 0.007 0.343*
A FIN -0.024* 0.010* 0.017* -0.004 0.002 -0.009 -0.004 -0.011** -0.031*** 0.012
A FIN xFL 0.071* 0.016 0.015 -0.026* 0.011* -0.022 0.563** -0.029*** 0.512%* -0.366*

Note (i) Estimates of the intercept are not repoftececonomy of space. (i** ”; “**”; and **” indicates statistical significance at 1 perc&npercent, and 10 percent

level, respectively.
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Industry 1 | Industry 2 | Industry 3 Industry 4 |Industr y 5 Industry 6 | Industry 7 Industry 8 | Industry 9 | Ind ustry 10
Variables:
Dependent Variable — Mean
Industry Group Food Tobacco Clothing & Wood & Paper &
Concentration (CR) Estimator | Processing | Beverages Manufacture| Textiles | Apparel Leather Footwear | Sawmill Furniture Products
Long-Run Coefficients:
SH -0.213 -1.51 -0.46 0.81 -0.69 0.79 2.56 0.27 -0.33 -0.32 -0.55
GR -0.182 -1.24 -0.49 2.25 -0.74 0.75 -0.08 2.01 -0.44 -0.45 -0.67
MM -0.010 -0.11 -0.61 -0.07 0.06 -0.20 -0.54 -2.01 1.10 -0.61 -0.14
MX 0.022 0.00 -0.31 -0.03 -0.06 -0.15 -0.94 1.66 2.45 -0.36 -0.13
FIN -0.028 -2.89 0.55 0.10 0.86 0.37 1.65 -2.21 0.29 0.32 0.33
FIN x FL 0.152 -0.14 -0.30 0.36 2.28 -0.45 -0.17 1.08 0.32 -0.34 -1.03
Error-Correction
Coefficient (¢h) -0.668 1.83 -1.36 -0.07 0.26 -0.94 -0.60 0.84 0.12 -1.37 0.36
Short-Run Coefficients:-
A SH -0.042 -1.31 1.24 1.39 0.46 0.29 -0.48 0.50 -0.36 1.42 0.14
4 GR -0.075 -1.13 1.46 -0.05 0.60 -0.81 0.28 -0.86 0.37 1.27 -0.07
A4 MM 0.221 -0.06 -0.09 -0.37 1.06 -0.10 0.46 0.45 -1.38 -0.06 -0.09
A MX -0.005 -0.04 0.91 -0.02 -0.01 0.02 -0.09 0.01 -2.52 1.06 -0.08
A FIN 0.002 -0.67 -0.13 -0.22 2.32 3.04 -1.05 -1.03 -0.69 0.06 -0.26
A FIN xFL 0.046 0.30 -0.37 -0.31 0.29 0.26 -0.43 -0.34 -0.35 -0.35 0.35

Note Mean Group Estimatgf = —Zi 6i . Bold figures indicate coefficients are outliers.
n
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Variables: Industry 11 | Industry 12 | Industry 13 | Industry 14 | Industry 15 | Industry 16 | Industry 17 | Industry 18 | Industry 19 | Industry 20
Dependent Variable —| Mean
Industry Group Printing & Industrial Other Non-Metal Fabricated | Machinery- | Machinery- | Transport
Concentration (CR) | Estimator | Publishing | Chemicals | Chemicals Rubber Plastic Products Metal General Electrical Equipment
Long-Run Coefficients:
SH -0.213 -0.66 0.07 0.22 -0.34 -0.17 -0.55 -0.34 140. -0.18 1.22
GR -0.182 -0.69 0.01 0.01 -0.38 -0.24 0.81 -0.50 30.4 -0.25 -0.08
MM -0.010 0.08 0.42 2.29 -0.35 -0.18 -0.54 0.99 0.12 -0.71 1.00
MX 0.022 -0.02 -0.85 -1.94 -0.08 1.56 0.87 0.01 -0.55 -0.09 -1.04
FIN -0.028 0.12 0.19 0.29 0.55 -0.34 -0.83 -0.09 0.56 0.09 0.12
FIN x FL 0.152 -0.34 -0.41 0.12 -0.21 -0.58 -0.11 -1.70 -0.67 -0.33 2.61
Error-Correction
Coefficient  (¢h) -0.668 0.34 -1.02 0.46 -0.10 0.42 0.32 1.56 -1.74 1.43 -0.74
Short-Run Coefficients:
A SH -0.042 -0.07 0.54 0.32 0.78 0.09 0.75 -1.45 -1.74 -0.52 -1.98
4 GR -0.075 -0.01 0.79 0.15 0.51 0.17 0.83 -1.48 -2.70 -0.23 0.90
4 MM 0.221 0.02 -1.22 -1.27 0.65 0.90 1.65 -0.90 -0.50 2.17 -1.30
A MX -0.005 0.00 0.85 1.33 0.01 -1.60 -1.81 -0.06 0.55 0.05 1.44
A FIN 0.002 -0.56 0.17 0.31 -0.13 -0.01 -0.24 -0.13 .280 -0.71 0.21
A FIN xFL 0.046 0.13 -0.16 -0.16 -0.37 -0.18 -0.35 2.66 -0.39 2.40 -2.12

Note Mean Group Estimatgf = —Zi G . Bold figures indicate coefficients are outliers.
n
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5.4.3. Net Firm Entry.

Table 5.5 repeats the Mean Group estimation withfin@ entry as the dependent
variable, as represented under Equation (5.2). tAhke presents estimates for the
long-run and short-run parameters. According to tesults, the coefficient for
industry profitability PCM is insignificant. The insignificance of profits am
explanatory variable in the net firm entry equatisrctonsistent with results in many
other studies, and the finding alludes to entreguesi own expectations and over-
confidence (see, for example, Geroski, 1995; Camanel Lovallo, 1999). These
findings are similar to those obtained by Dunne Rotherts (1991) on United States
manufacturing industries. In the literature, laélsignificance of the profit variable in
the net firm entry model is mostly explained by firevalence of entry barriers (see,
for example, Duetsch, 1975; and, Fotopoulos ansh@p&998). In this case, financial
constraints may explain why entry might have bearshadowed by exits in some of
the industry groups. Further, presence of sigmticank costs increases the incentive
for incumbents to retaliate through under-pricimgth negative effect on net firm
entry. Similarly, on average, the industry valueled growth variableé5R has no
effect on net firm entry, presumably suggesting pihesence of entry barriers for
prospecting firms; while market demamdkKD variable emerges as a statistically
significant determinant of net firm entry in botimé spans. Meanwhile, the
coefficient for manufactured importdM has a negative sign in the short-run, only to
change to a positive sign in the long-run. Thugh@short-run, increased competition
from imports must have led to exits, particularffytbose firms that were in the
fringes. However, the long-run result testifieghe effect that, on average, increased
import opportunities induced domestic producersrtprove efficiency, thereby raise
the number of efficient firms and therefore incesh®ntry. This is consistent with
Bernardet al (2003) who highlights that imports induce the efithe least efficient
firms, leaving only the most productive higher magkfirms in the market.

However, as in the industry concentration moded, risults for the main coefficients,

financial developmentIN, and the interaction of financial development aand

financial liberalization dummy(FINXFL), show that, on average, the short-run

policy changes associated with financial developgnaagr/or financial liberalization
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do not have significant effects on firms’ entry agxt decisions. In contrast, in the

long-run, the results show that, on average, fimndevelopment and financial

liberalization, leads to more exits than entridse Toefficient for the interaction term

between financial development and the financiaritization dumm{/FIN X FL) , IS

significant with a negative sign, thereby suggestithat, following financial

liberalization, there are more firm exits than firemtries in the industry. This

contradicts the theoretical predictions as suggesyethe literature; in particular, the

neoclassical theorists. This result is also notsstent with the argument by Rajan

and Zingales (1998) that financial development lgdd to an increase in the number

of new establishments in industry. Instead, thmglifig confirms findings reported

earlier in this study, that financial liberalizatidoes not induce firm creation nor does

it facilitate firm entry. Thus, contrary to the loodox view, financial liberalization

heightens entry barriers and discourages competitiowever, given that the process

of financial liberalization is bound to have nonform effects across industry

groups, it is expected that there will be respdreterogeneity to this policy change.

Table 5.5: Long-Run and Short-Run Effect of Finanal Liberalization

on Net Firm Entry.

Variables:

Dependent Variable — Mean Group Podldlean Group
Net Firm Entry(NFE) Coefficient | Std. Error Coeiffiat ‘ Std. Error
Long-Run Coefficients:

PCM -0.623 0.508 0.793*** 0.141
MKD -0.343*** 0.106 -1.169*** 0.195
GR 0.056 0.149 -0.003 0%
MM 0.464** 0.186 1.851*** 0.256
FIN 0.487** 0.206 -0.006 0.020
FIN x FL -0.128* 0.073 -0.665*** 0.107
Error-Correction Coefficient (gh;) -0.577** | 0.063 -0.259%* | 0.091
Short-Run Coefficients:

A PCM -0.041 0.060 -0.227** 0.109
A MKD 0.600%** 0.198 0.644*** 0.205
4 GR 0.095 0.079 0.104* 0.063
4 MM -0.523*** 0.178 -0.673*** 0.176
A FIN -0.003 0.008 0.098*** 0.034
A FIN xFL -0.110 0.082 -0.083** 0.039

Hausman Tesfy”) statistic, p-value

21.97 (0.0012)

Note Estimates of the intercept are not reported fenemy of space. ***, **, * indicate significance
at 1.0, 5.0, and 10 percent levels, respectivehg Flausman test of no difference between Mean Group
and Pooled Mean Group estimatssgAppendix 5.3b)
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Tables 5.6 show the industry-by-industry estimatiesults for the net firm entry

model, as specified under Equation (5.2). Simitathe observations made on the
industry concentration model estimations, the nem fentry results exhibit

considerable heterogeneity in the patterns acrodsstries, as may be observed
through the variations in the signs on the coedfits as well as the different levels of
significance, both in the long-run as well as ire tBhort-run. Despite some
insignificant results on some of the explanatoryaldes in the short-run, in the long-

run results are as hypothesised.

As hypothesised in the literature, the long-rureetffof profitabilityPCM, on net firm
entry is positive and statistically significanterght industry groups (food processing,
beverages, leather, wood and sawmill, rubber, iplagibricated metal, transport
equipment); thereby confirming that profitabilitgta as an incentive for entry in these
industries. This result is consistent with a simfiading by llimakunaas and Topi
(1999), who argue that profitability of an industlgtermines its attractiveness for
new firms to enter. Surprisingly though, the resualiso show that the coefficient for
the profitability variable has a negative sign aisd a statistically significant
determinant of net firm entry in five of the twentydustry groups (footwear, paper
and products, printing and publishing, other chasicnon-metal). This negative
effect, which is consistent with findings by Khemand Shapiro (1987) and
Fotopoulos and Spence (1998), is explained as jmigfits attracting more entrants
who then displace some incumbents. Generally thathghvariability in the direction
of the relationship is somehow odd considering pinenary importance of this
variable in theoretical work. Nonetheless, the ed#hces are a reflection of the
inherent industry specificities; in particular, éck ‘sunk’ costs, and access to financial

resources.

Growth in market demanMKD has a disproportionate effect on different industr
groups, in the long-run. In ten out of the twemtgtustry groups the coefficient of this
variable is positive; but, it is a statisticallgsificant of net firm entry in five of the

groups (beverages, furniture, paper and produatd,strial chemicals, fabricated
metal). However, the coefficient for the market dewh variable has a negative sign in

ten industry groups; albeit, statistically sigréiint in five of the groups; thereby not
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supporting the theoretical importance of growthmiarket demand, in inducing firm
entry. Generally, therefore, the link between ieh fentry and market demand does
not seem to be very strong, suggesting that factoch as institutional barriers to
entry — which are, in principle, not related to tttenges in the level of economic
activity — may be playing a larger role in explamithe level and the dynamics of
these net entry rates. Relatedly, in the Malawi@nufacturing, varied reasons
further explain this unexpected outturn. First,idgcdecreasing demand, due to
economic downturn, firms with relatively high irmerable capital commitment
(sunk costs), may decide to terminate a numberngbl@yees in order to bound
overheads, instead of exit from the industry. Thight also offer an explanation for
the insignificant results found on this variable sSome of the industry groups.
Evidently, massive ‘lay-offs’ have dogged the tattacand textile industries in
Malawi for a long-time following financial liberaation. Second, new firm creation
might be facilitated during downturns because peospe firm proprietors would
otherwise have faced serious hazards of being ulogeg and because of greater
supply of cheaper labour (see, for example, Stat891) and cheaper second-hand
equipment released due to demand shortages letwicigsure of many firms (see,
Binks and Jennings, 1986a). This reasoning may dpdicable in those industry
groups where the coefficient for market demandgsiicant but negative (such as in;
clothing and apparel, leather, rubber, non-metaddpcts, general machinery,
electrical machinery, and transport equipment stiges); and, conforms to what
Highfield and Smiley (1987) describe as an “oppaigtic” scenario. In their time
series analysis for United States manufacturinghfiegd and Smiley observe that
sluggish macroeconomic conditions and high growthinemployment rate relate to

higher rates of new firm creation.

The industry value-added growth varialidR shows mixed results in the net firm
entry estimation. According to the long-run resulise variable is a statistically
significant determinant of net firm entry in foweteindustry groups — with a positive
coefficient in eight industry groups (food processi beverages, tobacco
manufacturing, leather, footwear, furniture, paped products, industrial chemicals).
Contrastingly, the coefficient has a negative sigrsix industry groups (textiles,
clothing and apparel, other chemicals, rubber, @ggnenachinery, transport

equipment). The positive coefficient is consisteiith findings by Taymaz (1997,
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p.106) and limakunaas and Topi (1999, p.285), and éxplained by the fact that
high profit opportunities manifest themselves assponse to rapid industry growth.
It is therefore expected that new firms will preferenter rapidly growing industries.
Industries that are growing slowly, or declininge dikely to create a particularly
difficult “displacement problem” for new entrantslowever, when an industry
registers remarkable growth, new firms face a Bhifficult displacement problem,
which has the effect of reducing entry barriersteNihat in the long-run, the growth
variable represents anticipated growth as distinetin (short-run) unanticipated
growth (see, Lucas, 1967). However, according tayL(@985), even when growth is
anticipated, there may be different rates of exjpanisy large than by smaller entrants
because of different costs of acquiring capital ascessing financial resources.
However, a negative coefficient is also expectedeurtiwo possible conditions: first,
where the opportunities created by industry exmemsare being exploited by
expansion of already established firms, rather thewnw entrants; and second, when
industry growth prospects result in an overreactibpotential entrants which leads to
higher firm turnover and thus eventually to lowet firm entry (see, e.g. Bresnahan
and Reiss, 1991; Taymaz, 1997; llmakunaas and T§89). In the Malawian
manufacturing the former explanation is more plalasiConsidering the oligopolistic
structures that prevailed prior to the financiathalization process, partly perpetuated
through governments deliberate policy of grantingnopoly rights to protected
sectors, in some instances the already establi&mesl indeed took advantage of the
opportunities created by the financial reforms.sTtiscouraged any entry by new
prospecting investors; a situation aggravated leyuitable lending practices by the
financial institutions, increase in the cost of ho@ring, as well as exchange rate

volatility, following the deregulation process.

The coefficient on the imports intensity varialyl, shows mixed effects both in the
long-run as well as in the short-run. As reflectedhe aggregated results, under the
industry-specific approach, results in the long-alow that the coefficient for the
imports variable has a positive sign, thereby sstjgg that imports intensity is
associated with an increase in new firm entry; lufis a statistically significant
determinant of net firm entry only in two out oktkwenty industry groups (footwear,
printing and publishing). Theoretically, an increas imports intensity may increase

net firm entry only if domestic producers were ioed to improve efficiency and
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thereby raise the number of efficient firms; herioereasing competition. However,
contrary to the observations made under the agtpeégeesults, industry-specific
results reveal that this option does not seem tee lmeen evident in many of the
industry groups in the Malawian manufacturing. actf Chirwa (2004) observes that
increased import intensity in the Malawian manuféaag could be an indication of
inefficiencies in the domestic industry relativefions abroad. As such, firms may
exit not because of foreign competition but duentfficiencies. Arguably, lack of

credit access as well as increasing cost of capipllains the increase in inefficiency

in the industry.

On the effects of financial developmeR®N, and the financial liberalization

interaction term(FIN xFL), as the variables of interest, the results areahiyp

mixed as expected. Like in the industry concerdratmodel estimations, the
contributions of these variables vary between thartsun and the long-run, as the
variable coefficients change signs for differerdustry groups. The effect &IN on
net firm entry is ambiguous. The long-run result®w that, across the twenty
industries, the coefficients are negative in eigbtustry groups (textiles, clothing and
apparel, wood and sawmill, furniture, paper anddpots, other chemicals, non-metal,
electrical machinery); and, except for clothing apparel, and other chemica&dN

is a statistically significant determinant of nietrf entry in these industry groups. This
suggests that in these industries, financial lilcexon has led to relatively more firm
exits than entries. In the rest of the industryugs whereFIN has a positive
coefficient, it is statistically significant in sew industries (food processing, leather,
footwear, industrial chemicals, rubber, plastidyrieated metal). These differences
are further noted on the effects of financial depetent following financial

liberalization.

The long-run coefficient for the interaction termatlween financial development and

the financial liberalization dumn(FIN ><FL), IS positive and significant in four of

the twenty industry groups (food processing, nonamgroducts, general machinery,
and electrical machinery); thereby suggesting financial liberalization has induced
more entry and creation of new firms in these itdes. It has been observed that

despite the discontinuation of directed credit @el, which in Malawi mostly
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favoured the agro-processing industries prior maricial liberalization, some of the
remaining government policies and development agenttirectly continue to act in
favour of certain industry groups, after finandibkralization. For instance, in a bid
to promote food security in the economy, the foaatpssing industry gets relatively
more financial favours from the system, either tigto donor programs or directly
through government credit programmes, all of whishprocessed through the
domestic financial institutions; hence, the positicoefficients. However, the
coefficient for the interaction term is negativedastatistically significant in eight
industry groups (tobacco manufacturing, textileatter, paper and products, printing
and publishing, pharmaceuticals, rubber, fabricatexlal); an indication that there
have been more firm exits than entries in theseaustiges, following financial

liberalization.

In the short-run estimation results, however, tiffeces of bothFIN as well as

(FIN X FL) on net firm entry are different from the long-ruifeets for most industry

groups. Both the coefficient signs as well as tgaiScance have tended to vary from
industry to industry; and, between the short-rud dong-run within the same

industry. Like in the industry concentration modahiong those industries where the
financial liberalization interaction variable hasnerged to be a significant

determinant of net firm entry, the coefficient magde varies widely between the
industry groups. In the long-run the range of thegmtude of the coefficient is

between -0.900 for fabricated metal and 0.378 for-metal products; whilst in the

short-run the range is between -1.063 for eledtnzachinery, and 0.208 for rubber
industries. Further, like in the industry concetitra model, some industries with a
positive (negative) coefficient in the short-rumange to negative (positive) in the
long-run. This confirms the contrasting effectdin&ncial liberalization as argued by
Kaminsky and Schmukler (2008), but also LoayzaRadciere (2006).

More detailed heterogeneity is exhibited in Tabl&, Sollowing specifications of
Equation (11), which examines the dispersion ofdbefficient values relative to the
Mean Group average as reported under Table 5.5n Alse industry concentration
model, standardized values greater than 1 (shoviroleh typeface) are an indication
of how far that particular coefficient is from thenchmark as suggested by the Mean
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Group estimator. Accordingly, there is consideratilpersion between the variable
coefficients; thereby confirming heterogeneity agdthesised by Peneder (2008).
Further, as Geroski (1995) observes, structuralalbbas often employed to assist
inference on the determination of inter-industrysture of net entry measures — such
as profitability and other entry barriers — may hetstable in time. In the Malawian

manufacturing it is clearly evident through Tabl& Shat there exists a lot of

instability in the significance, the signs, as wad#l the magnitude of the estimated
variable coefficients for the key determinants ef firm entry over time within

industry groups, but also between the industry gsoWNotably, in the log-run, the

average coefficient fc(tFIN ><FL), the interaction term, is -0.128, and seven out of

the twenty industry groups (food processing, cloghand apparel, footwear, plastic,
non-metal, fabricated metal, and electrical maatyjnare more than one standard
deviation from the mean. However, in the short-rine, average coefficient for this
variable is slightly lower, at -0.110. This suggestat the impact of the interaction
term is, on average, higher in the long-run thas i the short-run. Here too, five out
of the twenty industry groups (printing and pubimg) rubber, fabricated metal,
electrical machinery, and transport equipment) argside the range. These
dispersions from the mean group estimator clearfygest presence of a significant

degree of heterogeneity between the industry groups

Overall, the most notable finding is that, whileete are changes in the number of
competitors following financial liberalization, is also interesting to note that the
responsiveness of net firm entry is so variableosrthe industry groups. Fairly
unstable inter-industry variation over time on fietn entry has been reported in
previous work for Germany (Wagner, 1994), and thatdd Kingdom (Geroski,
1991b). In a study of Lower Saxony in Germany, Wagi1994) finds that net firm
entry differs for the various groups of firms, ahdt there are also variations between
industries in a year. Similarly, whilst studyingnfi entry in the United Kingdom
manufacturing, Geroski (1991b) establish large g®ction differences in net entry
rates. Besides, Geroski (1995) observe that, wigtdirm entry “can be an important
influence on the evolution of industry structureit.is so only selectively” (p.437).
Arguably, in Malawi, the response heterogeneitynet firm entry across industry
groups is due to the inequitable access to cadal firms’ investments.
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Industry 1 | Industry 2 | Industry 3 Industry 4 |Industr y 5 Industry 6 | Industry 7 Industry 8 | Industry 9 | Ind ustry 10
Variables:
Dependent Variable — Food Tobacco Clothing & Wood & Paper &
Net Firm Entry(NFE) Processing | Beverages Manufacture| Textiles | Apparel Leather Footwear | Sawmill Furniture Products
Long-Run Coefficients:
PCM 0.045* 1.944** 0.530 -2.455 -1.006 0.262** -3.071** 0.051*** 0.144 -2.945%**
MKD -1.673 0.920** -1.523 0.168 0.453* -1.015* -1.055 -0.915 0.187* 0.359**
GR 1.390*** 0.947* 0.118** -0.607** -0.302** 0.123*** 0.256** -0.182 0.117 % 0.550***
MM 0.078 0.014 -0.009 -0.142 -0.015 0.812 | 2..126* 0.546 0.600 1.716
FIN 0.112* 0.542 0.712 -0.385* -2.009 1.723*** 1.148*** -0.066** -0.023* -1.235**
FIN x FL 0.305* -0.211 -0.175%** -0.092** 0.319 -0.084*** | -0.452 0.077 -0.032 -0.274**
Error-Correction
Coefficient (¢h) -0.860*** -0.754*+* | -0.572*** -0.531*** | -0.267** -0.411%* | -0.257*** -0.392** | -0.548** -0.369***
Short-Run Coefficients:
A4 PCM 0.019 0.455 0.034 0.659* 0.015* -0.220 0.541** -0.508 0.072 0.045
A MKD 0.841 0.971 -0.087 -1.005 0.046** -0.980 -0.027** 1.921 1.955 -0.101***
4 GR -0.595 0.670 -0.018 -0.632** -0.026 -0.630* -0.230*** -0.160* 0.730 0.870
4 MM 0.009 -0.599 -1.010* -0.560 -0.410 -1.006* -1.020** -0.710 -0.914* -1.011
A FIN -0.157* 0.007 0.020** 0.089 0.040** -0.006 0.067** -0.032 -0.006 0.088***
A FIN xFL 0.052 0.026 -0.004 0.030 -0.041* 0.017*** | 0.015 -0.113** -0.004 0.071**

Note (i) Estimates of the intercept are not repoftececonomy of space. (iiy** ”; “** ”; and **” indicates statistical significance at 1 perc&npercent, and 10 percent

level, respectively.
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Industry 11 | Industry 12 | Industry 13 | Industry 14 | Industry 15 | Industry 16 | Industry 17 | Industry 18 | Industry 19 | Industry 20
Variables:
Dependent Variable — Printing & Industrial Other Non-Metal | Fabricated | Machinery- | Machinery- | Transport
Net Firm Entry(NFE) Publishing Chemicals | Chemicals Rubber Plastic Products Metal General Electrical Equipment
Long-Run Coefficients:
PCM -1.761%** -1.009 -2.334** 0.235** 1.876*** -2.664** 1.120* 0.019 -1.914* 0.483**
MKD -0.954 0.542%** 0.055 0.245 0.016 -1.663** 0.144*** -0.036*** -0.200** -0.016**
GR -0.271 0.395** -0.152** -0.492** 0.090 -0.011 -0.053 -0.072** -0.044 -0.680***
MM 2.185* -0.019 0.098 0.183 0.119 -0.023 0.041 .009 0.042 0.917
FIN 1.052 1.083* -0.027 1.093* 0.167** -0.158** 0.098* 1.004 -0.164*** 1.045
FIN x FL -0.315* -0.239 0.080 -0.344** -0.629 0.378** -0.900* 0.014*** 0.254*** -0.245
Error-Correction
Coefficient (¢) -0.919%** -0.390*** -0.617*** -0.813*** -0.981*** -0.433*** -0.898*** -0.697*** -0.468*** -0.3 44**
Short-Run Coefficients:
A PCM -0.703 0.006 -0.047 -0.046 -1.623** 0.697** 0.864 -0.007 0.559** -0.730
4 MKD -0.810 -0.119* -1.710 -0.560* -0.800 1.096*** -0.137** -0.812 0.094*+* -0.009
4 GR -0.391 -0.105** 0.630 0.852 0.303 0.080 -0.836** 0.043*** 0.051 0.041
4 MM -0.551** -0.502 -1.012 -0.036 -0.033 -0.010 -0.025 .001 -0.029 -0.029*
A FIN -0.011* -0.016 0.016 0.018 -0.134* 0.089*** -0.132** -0.101 0.099*** 0.011
A FIN xFL 0.353 -0.074* 0.115* 0.208** -0.059 -0.218** -0.918 0.006** -1.063** -0.493*

Note (i) Estimates of the intercept are not repoftececonomy of space. (ii)** ”; “**”; and **” indicates statistical significance at 1 perc&npercent, and 10 percent

level, respectively.
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Industry 1 | Industry 2 | Industry 3 Industry 4 |Industr y 5 Industry 6 | Industry 7 Industry 8 | Industry 9 | Ind ustry 10
Variables: Mean
Dependent Variable — Group Food Tobacco Clothing & Wood & Paper &
Net Firm Entry(NFE) Estimator | Processing| Beverages Manufacture| Textiles | Apparel Leather Footwear | Sawmill Furniture Products
Long-Run Coefficients:
PCM -0.623 0.42 1.63 0.73 -1.17 -0.24 0.56 -1.56 0.43 0.49 -1.48
MKD -0.343 -0.98 1.65 -1.54 0.67 -0.90 -0.88 -0.93 -0.75 0.69 0.92
GR 0.056 2.70 0.90 0.13 -1.34 -0.72 0.14 0.41 -0.48 0.11 1.90
MM 0.464 -0.53 -0.61 -0.65 -0.83 -0.65 0.48 2.27 0.11 0.19 1.71
FIN 0.487 -0.48 0.07 0.29 -1.11 1.94 1.57 0.84 -0.70 -0.65 -2.19
FIN x FL -0.128 1.34 -0.26 -0.14 0.11 1.38 0.14 -1.00 0.63 0.30 -0.45
Error-Correction
Coefficient (¢h) -0.577 -1.23 -0.77 0.02 0.20 1.34 0.72 1.39 0.80 0.13 0.90
Short-Run Coefficients:
A PCM -0.041 0.10 -0.71 0.13 1.20 0.10 -0.31 1.00 -0.80 0.19 0.15
A MKD 0.600 0.33 0.50 -0.93 0.55 -0.75 0.51 -0.85 1.79 1.83 -0.95
4 GR 0.095 -1.36 1.13 -0.22 -1.44 -0.24 1.06 -0.64 -0.50 1.25 1.53
A4 MM -0.523 1.26 -0.18 -1.15 -0.09 0.27 -0.90 -1.18 -0.68 -0.93 -1.16
A FIN -0.003 -2.01 0.12 0.29 1.19 0.55 -0.04 0.91 -0.38 -0.04 1.18
A FIN xFL -0.110 0.17 0.40 0.31 0.41 0.20 0.37 0.36 -0.01 310 0.53

Note Mean Group Estimatgl§ = — E iHi . Bold figures indicate coefficients are outliers.
n
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Industry 11 | Industry 12 | Industry 13 | Industry 14 | Industry 15 | Industry 16 | Industry 17 | Industry 18 | Industry 19 | Industry 20
Variables: Mean
Dependent Variable — Group Printing & Industrial Other Non-Metal | Fabricated | Machinery- | Machinery- | Transport
Net Firm Entry(NFE) Estimator | Publishing Chemicals | Chemicals Rubber Plastic Products Metal General Electrical Equipment
Long-Run Coefficients:
PCM -0.623 -0.72 -0.25 -1.09 0.55 1.59 -1.30 1.11 0.41 -0.82 0.70
MKD -0.343 -0.80 1.16 0.52 0.77 0.47 -1.73 0.64 0.40 0.19 0.43
GR 0.056 -0.66 0.69 -0.42 -1.11 0.07 -0.13 -0.22 -0.26 -0.20 -1.49
MM 0.464 2.35 -0.66 -0.50 -0.38 -0.47 -0.66 -0.58 -0.63 -0.58 20.6
FIN 0.487 0.72 0.76 -0.65 0.77 -0.41 -0.82 -0.49 60.6 -0.83 0.71
FIN x FL -0.128 -0.58 -0.34 0.64 -0.67 1.54 1.56 -2.38 0.44 1.18 -0.36
Error-Correction
Coefficient  (¢h) -0.577 -1.48 0.81 -0.17 -1.02 -1.83 0.62 -1.39 -0.52 0.47 1.01
Short-Run Coefficients:
A PCM -0.041 -1.14 0.08 -0.01 -0.01 -2.72 1.27 1.56 0.06 1.03 -1.18
4 MKD 0.600 0.88 -1.64 0.90 -0.90 0.27 0.67 -0.99 0.29 -0.68 -0.82
4 GR 0.095 -0.96 -0.40 1.06 1.49 0.41 -0.03 -1.84 -0.10 -0.09 -0.11
4 MM -0.523 -0.07 0.05 -1.16 1.41 0.90 1.49 0.90 -1.13 1.44 0.90
4 FIN -0.003 -0.11 -0.18 0.24 0.27 -1.71 1.53 -1.98 -0.98 0.98 0.18
A FIN xFL -0.110 1.25 0.10 0.66 1.03 0.15 -0.32 -2.36 0.34 -2.78 -1.12

Note Mean Group Estimatglf = —Zi 6i . Bold figures indicate coefficients are outliers.
n
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5.5. EMPIRICAL RESULTS ON INDUSTRY FINANCING CONSTR AINTS.

Table 5.8 reports the results of estimating Equa(f.13) based on the industry
concentration model, as well as the net firm entodel. In both models, the external
financing dependency variable is statistically gigant (at 5.0 percent level), in the
short-run as well as in the long-run. Interestirtplgugh the sign on the coefficient for
the financing dependency variable, is positive hia tegression where coefficients
from the industry concentration model results gopliad; and negative where the
coefficients from the net firm entry model are aggl Notably, in both models, the
extent of financing constraints as experienceditoysfis more in the long-run than in
the short-run, as suggested by the relatively mighagnitudes of the long-run
coefficients for FDep variable when compared to those for the short-rTinis
confirms the time-varying effects of financial Iflaézation as observed by Kaminsky
and Schmukler (2008) and Loayza and Ranciere (300B)ese results suggest that
industries with firms that rely more on externataince become more financially
constrained, following financial liberalization; eteby inducing more industry
concentration, as well as more firm exits relativeentries. This finding therefore
contradicts the orthodox view on the financing d¢aists reducing effects of
financial liberalization as advanced by Laeven @00r Galindo, Schiantarelli, and
Weiss (2001), amongst many others. Thus, the seslaltnot support the view that
financial liberalization increase the supply ofralle funds, and alleviate problems

of credit constraints, which, in turn, induce mooenpetition in the industry.

Table 5.8: Financing Constraints and External Finaze Dependency: OLS estimation

Industry Concentration Model Net Firm Entry dléd
Short-run Long-run Short-run Longpr
FDep 0.280** 0.376** 0.163** 0.185**
(0.117) (0.171) (0.072) (0.080)
R 0.29 0.32 0.31 0.21

Note *** ** *indicate significance levels of 1, 5and 10 percent, respectively
heteroskedasticity adjustithdard errors in parentheses.

88 According to Love (2003), despite thevattages of this approach, the standard errotsof t
second-stage regressions may not abgmptotically correct, since the dependeritiée is
estimated in the first-stage regressioms ifi this case Eqgs. (1) and (2); thereby sugugstesults
from this methodology may arguably be viewsdinformal’ and therefore only complimentary to
the formal inference performed in thastf part of this empirical investigatiddonetheless,
Davidson and MacKinnon (2003) observet thas it is the dependent variable that is &igda
variable (i.e. it is not a regressoridée the error term may take account of the fattiths not
measured directly. As such, with the stromggificance, these results are considered robust.



194

5.6. OVERALL RESULTS ANALYSIS.

Overall, for both the industry concentration moaehvell as the net firm entry model,
it is worth noticing that although in some of tmeluistry groups some regressors are
not significant, the majority of the control variab have the expected sign. The only
exception, and of particular relevance to this gtiglthe behaviour of the coefficient
for the interaction term between the financial depment indicator and a financial

liberalization dummy(FINXFL)t, which, in the long-run, is predominantly

significant with a positive sign in the industry noentration estimation, and

significant but with a negative sign in the netfientry model estimation. However,
apart from exhibiting considerable heterogeneitythe patterns across industries,
generally the results show that in some of the strgugroups, the short-run average
relationship regarding the interaction term takéedent directions compared to those
depicted in the long-run relationships; and, tHateel coefficients are not significant
in the majority of the industry groups. This sudgethat, in most industry groups,
short-term policy changes as a result of finandi&ralization do not have significant
effects on the short-term behaviour of industrycamtration or on firms’ entry and/or

exit decisions. Accordingly, comparing the long-ramd short-run estimates within
each industry group, a first broad conclusion &t tihe sign and significance of the
relationship between industry concentration, netmfientry, and financial

liberalization, depends on whether their movemarggemporary or permanent.

Some recent theories on the aftermath of finariatalization attempt to explain the
contrast between the short-run and long-run effe€tshis policy change. In the

financial intermediation literature, Grabel (199&)d Crotty (1993) observe that
financial liberalization induces speculative inveent following ‘boom-euphoric’

expectations and/or competitive pressure to engegeofit-seeking activities. In such
circumstances therefore, Dell’Ariccia and Marqu2@04a, 2004b) argue that many
‘new’ and ‘untested’ projects request financingg atine financial lending institutions
do not have strong incentives to screen its po@pmiicants, such that, in the short-
run, except for a few long established clientsrehgill either be too much credit or
the majority will not have access to credit. Acaoglly, Dell’Ariccia and Marquez
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(20044a, 2004b) view financial liberalization aseipd marked by lending volatility,
as the credit institutions’ screening incentives aot at par with the rapid growth for
credit demand, from both incumbent firms as welln@sv prospecting investors.
Hence the increasing incidents of counterintuitigsults and lack of significance of
the financial liberalization term in the short-rian both models. Over time, however,
as most potential borrowers are tested, lendintifutisns’ screening incentives and
practices are restored and — either through cradaning and/or traditional lending
relationships — normal lending resumes and stabihsthe long-run. Then, whereas
the short-run of financial liberalization is markedth volatility and temporary and
insignificant relationships, in the long-run finaalcliberalization is bound to reflect
its true and permanent effects on competition ie thdustry. Accordingly, a
statistically significant long-run relationship teten financial liberalization and
industry structure is predicted; and that, instéadhe short-run, the relationship may

not be significant as it may not be clear througticly channels this might occur.

However, Wynne (2002) asserts that the differeretevéen the long-run and short-
run effects of financial liberalization is due teetfact that it takes time and effort for
firms to build financial reputation and public kniedge about the quality of their
investment projects. This is mostly critical due twe intrinsic asymmetry of
information between potential borrowers and creditd-irms create ‘information’
capital only gradually through higher survival rated wealth accumulation.
Following financial liberalization, this informatiois used in the allocation of capital,
and there are inevitable risks of credit misallmrat which may not yield the
expected or significant result. In the long-run ugb, good and reputable firms

emerge, with ‘proper’ credit allocation and sigoéfint results.

Further, the financial lending institutions in demng countries like Malawi tend to
serve the short end of the market. This has beafemtveven in periods following
financial liberalization. As Nissanke (2001) andydeteyet al (1994) observe, the
unstable and high-risk political and economic emwvinents that are characteristic of
most of the countries in the Sub-Saharan Africhu@mce the composition of private
investment. Most prefer investing in short-term égdid assets to the high yield and

long-term investments. As such the implicationsfio&ncial liberalization may be
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different between the short run and the long rumh wost of the impact expected,
but not necessarily confined, to the former timarspNonetheless, whilst financial
liberalization efforts are designed to addressehg®blems, the results from this
study reveal that the short-run and long-run defifiees take different patterns in
different industry groups as evidenced by the diffiees in the signs and levels of

significance for both industry concentration ashaslnet firm entry.

The foregoing is quite plausible as constraintentry and exit, such as access to
credit and/or prevalence of sunken capital implgt timdustries respond differently
between the short- and long-run, to policy charsges$ as financial liberalization. For
instance, manufacturing prices usually adjust sfawlchanges in costs in the long-
run, as the process is in the most part determlyestructural variables that do not
change rapidly over time (see, for example, Blood &live, 1996). For instance,
until the early 1990s, most of the Malawian indiestrsuch as the beverages, clothing
and apparel, and textiles, utilized material inmdsrced cheaply through high tariff
protection, and also enjoyed financial successutjftoa history of being granted
monopoly rights and therefore being treated pretalty in the financial credit
markets. Besides, these industries have mostly blearacterised by foreign-owned
large-scale firms, which are considered creditwerthy the lending institutions than
small-scale operators (see, Mhoni, 2002). And, bsewed by Lall (1979) a
multinational’s presence in a domestic industry mafluence the industry’s
responsiveness through its aggressive conduct amsgepsion of intangible assets.
Similarly, Caves (1996) and UNCTAD (1997) indicatkat performance of
multinational enterprises is relatively superioredn advantages arising from firm-
specific assets, access to a wider array of fimhmesources and their ability to reap
economies of scale. This enables them to respoffieratitly to changes in their
operational environment between the short-run awy-fun, compared to those
industries that are wholly locally owned. Notablyy a study on Malawian
manufacturing enterprises, Chirwa (2004) estatihsh technical efficiencies are 12.0
percentage points higher in enterprises in whicjoritg shareholding is attributed to

multinational corporations.
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Finally, these results further confirm the earfiadings from the aggregated data that
financial liberalization has no competition-indugireffects on industry that, on
average, applies to all industry groups indiscretehy. The effect is further evident
when the dimension of the intensity of externahfioial dependence is introduced in
the firms’ financing constraints analysis. Thisdiimg is consistent with the theoretical
prior that, following financial liberalization, iffancial lending institutions prefer to
lend to the large and established firms with whbeythave lending relationships, as
opposed to the new, small and relatively un-eshbtl firms. Accordingly, this
enables the large firms to grow disproportionalalger and therefore attain more
market power, which leads to higher concentrat®imilarly, these lending practices
act as entry barriers to new investors and an imped to the creation of new firms;
thereby adversely affecting competition in the stay

5.7. CONCLUSION.

In this chapter, the study investigates the retatiip between financial liberalization
and industrial structure in individual industry gps. Specifically, the study focuses
on the distributional characteristics of finandiakralization in the industrialization

process using disaggregated data methodology. T$egygiegated data contains
useful information that enables the understandinigaustry specifics, and therefore
facilitates the study of heterogeneity across itrikss The process entails an
examination of the responsiveness of respectivausing-specifics to financial

development policy changes, in the short-run anug-an; and, is a cardinal

scientific interest for understanding the evolutairstructures in respective industries.

The central finding of the study is that finandibkralization has ambiguous effects
on industry structure; thus, there exists significaross-industry heterogeneity of
policy effects. These results are consistent withgredictions by Weiss (1983), and
Peneder (2008). The effects are positive for sardastries and, surprisingly negative
for others, and differently between the short-rad ¢he long-run, thereby suggesting
that the effects of financial liberalization diffeonsiderably across industries and

with time. The results display no obvious pattes @er orthodox predictions,
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regarding the competition enhancing effects ofrfmal liberalization. Specifically,

whilst the interaction term variable between finahdevelopment and the financial
liberalization dummy has greater significance irplaiing patterns of industry
structure in the period following the reforms, #tady findings do not conform to the
predictions in the majority of the industry group$e study results fail to support the

orthodox predictions on the distributional effeatdinancial liberalization.

On industry concentration, the results show thdbvong financial liberalization,
while concentration show increasing trends in miostustry groups, it is also
declining in others; albeit, in sixteen of the m&ted twenty industry groups, the
financial liberalization coefficients in the inddat concentration equation
interestingly have positive values, and even thagie signs in the expected direction,
only two are significantly within range with respeo statistical significance. In
regard to net firm entry, the financial liberalipat interaction term coefficient has a
negative sign in fifteen industry groups, and stadally significant in eight of them.
In the rest of the industries, financial liberatiza has had no significant effect at all.
These results suggest the ineffectiveness of finhnlberalization to induce
competition among the twenty industry sectors indda This is much in contrast
with the orthodox view as propagated by the neesttal theorists regarding the
effect of financial liberalization in promoting cqetition in the market. More
specifically, the results contradict the predictioby Rajan and Zingales (1998),
which suggest that financial development enhanoespetition. Further, the study
results do not support the arguments by Rajan andales that the number of
establishments in those industries where the nead eixternal finance is
disproportionately high, increases following finehcdevelopment. Instead, as
evidenced through the study results, in most ofiidastries, concentration increased

and the number of firms declined following finaridiaeralization.

Finally, the results clearly support a notion afustural diversity across industrial
sectors, in tandem with the old intuition of ‘sttwr@list’ approaches to industrial
analysis from the 1950s and 1960s (Bain, 1956).thhogortantly, the results provide
compelling empirical evidence supporting the hypsth that financial liberalization
has varied profound impact in the industry dynamis in Weiss (1983), Barth and
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Ramey (2001) and Dedola and Lippi (2005), and PengD08), among many others,
it may be argued that the results in this studyratmrate their hypotheses that
industry-specific factors — for example, those thgstematically relate to capital
requirements, durability, industry demand featufesy or industry size, and the
extent of financing constraints — lead to policgpense heterogeneity. As such, the
observed heterogeneity — the fact that implicatiohdfinancial liberalization for
industry structures differ across industry groupsiakes a strong case for industry-

specific approach to public policy.
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Appendix 5.1: A Brief on Random Coefficients Estimator versus Mea Group

Estimator.

Following Swamy (1970), Pesaran and Smith (199%), ldsiao and Pesaran (2004),
the RC estimator is defined as a weighted averdgbeoOLS estimatoré,, with

weights inversely proportional to their covarianoatrices. In particular, the best

linear unbiased estimator of the mean coefficieataor is given by;

§RC = N_lZN:VViéi

i=1

N 477 -1
The weighting scheme is given bW:[Z(A+Zé) } (A+Zé_) where,

I
i=1

— 1 o ! 1 o . —_ 2 1 -1
A=——ro (51 _0MG)(6i_6MG) __2 ,z“_ ) and, z‘. =0 (Xi X|) .
N -1 N = % 4

Accordingly, A+%, captures the dispersion of the industry-specifiineses, such

that W will optimally act to associate a large weightstectors where the estimates

are precise. Further, as presented by Hsiao aratde004), the RC and the MG

estimators are in fact algebraically equivalentfaufficiently large, namely;
TIim (ch —§MG) =0.

Hausman Test of no difference between RC an M@Gass.

hausman mg rc, equation(1:1)

---- Coefficients ----
| (b) (B) (b-B) sqrt(diag(V_b-V_B))
| mg rc Difference S.E.

+
SH| -2128 -.1537123 00577 .0581905

GR| -.1820969 -.1493175 - 0825 .0430349

MM | -.0099084 .0237722 -.03388 .0089588
MX| .0215605 .0041885 81z .0188161
FIN| -.027718 -.0125658 -.0382 .0143735
FIN_FL| .1521348 .1389382 .0131966 .0184153

b = consistent underathal Ha; obtained from xtpmg
B = inconsistent under Ha, efficientler Ho; obtained from xtrc
Test: Ho: difference in coefficients not gyaatic
chi2(6) = (b-B)'[(V_b-V_B)(-1})¢B)
= 30.21
Prob>chi2 = 0.0000
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Appendix 5.2: Graphs by Industry Code.
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Hausman test of no difference beeen Mean Group and Pooled

Appendix 5.3:
Mean Group Estimates

(a). Industry Concentration Model.

hausman mg pmg

---- Coefficients ----
| (b) (B) (b-B) sqrt (diag (V_b-V)B)
| mg pmg Difference  S.E.

SH| -.2128 -.2614023 .0486023 .0620765

GR| -.1820969 -.2720443 BBB .0458777
MM | -.0099084 -.0247858 .0148 .0094322
MX| .0215605 .0038228 0376 .0218834
FIN| -027718 -.0024159 58022 .020114
FIN_FL| .1521348 .1487945 .003840 .0230138

b = consistent underato Ha; obtained from xtpmg
B = inconsistent under Ha, efficientianHo; obtained from xtpmg
Test: Ho: difference in coefficients not gysatic
chi2(6) = (b-B)'[(V_b-V_B)(-1)Y}¢B)
= 27.03
Prob>chi2 =  0.0001

(b). Net Firm Entry Model.
hausman mg pmg

---- Coefficients ----
| (b) (B) (b-B)  sqrt(diag(V_b-V_B))
| mg pmg Difference S.E.

+
PCM| -.623195 7938348 -1087 .4880369
MKD | -.3427984 -1.168671 .825872

GR| .0561001 -.0025659  6EEB .1143839

MM | .4638695 1.85098 -1.887
FIN| .486682 -.0056478 23298 .205069
FIN_FL| -.1283573 -.6651551 .5367978

b = consistent underathal Ha; obtained from xtpmg
B = inconsistent under Ha, efficientlanHo; obtained from xtpmg
Test: Ho: difference in coefficients not gyaatic
chi2(6) = (b-B)'[(V_b-V_B)(-1})¢B)
= 21.97
Prob>chi2=  0.0012



203

CHAPTER 6.0:  FINANCIAL LIBERALIZATION, FIRM SI ZE AND
INDUSTRY PERFORMANCE.

6.1. INTRODUCTION.

Financial liberalization, as one of the most profdyolicy reforms in recent years, is
hypothesised to transform firms’ output and inpusrkets, thereby altering their
incentives for profit-maximization and/or cost-nmmsation. Nonetheless, whether
such performance-enhancing consequences of firahioexralization vary across
firms of different sizes is an empirical questiomhich this chapter attempts to
investigate. As observed by Beekal (2005), whilst firm size is considered to be a
very important factor in how firm growth is constrad by different factors, current
literature remains inconclusive about how the sbai® country’s financial institutions
affect firms of different sizes (see, Beek al 2001b). Some theories of industrial
organisation argue that financial development i$i@darly beneficial to large firms.
Others predict that financial development is esglciimportant for lowering
transaction costs and informational barriers thiatidér small firm growth. Further, in
the literature, among many other researchers, Gatld Rose (1994) claims that
financial liberalization has failed to meet the biesised efficiency gains in a
number of countries, because accompanying a gemgeah interest rates, following
the deregulation process, has been a rise in t#teo€@apital for a substantial class of
borrowers — particularly, small-sized enterpridess also argued that the elimination
of subsidized credit programs, as another key featf financial liberalization
process, has led to increases in the financingtnts of those firms that previously
benefited from the directed credit system; paréidyl since financial institutions
continue to be characterised by credit rationingl aalationship-based lending
patterns, which have often been in favour of lasiged firms. Arguably, these
developments are therefore likely to also have afopnd influence on firm
performance; albeit, differently for different firsizes. Accordingly, at the firm or
industry level, the effect of financial liberalizat on the performance of different
sizes of firms is theoretically ambiguous — henites need for further empirical

investigation.
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Apart from assessing the afore-mentioned theotetiispute, policy considerations
also motivate this study. If, for instance, finaidiberalization benefits small-size
enterprises more than large-size ones, then evénaificial liberalization helps all
firms, large firms might oppose reforms that diremitheir comparative pow&r
However, instead of focusing on political lobbyihyg firms, this study specifically
examines the question whether financial liberalmaindiscriminately impacts firms’
profitability and real output growth, regardlesstbéir size. Notably, governments
and development agencies, both in the developaslelisas developing economies,
spend a lot of resources subsidizing small-scalasfi—- who are perceived to be
‘marginalized’ in terms of accessing financial nesxes in the financial system — with
the expressed goals after alia, inducing the performance of the smaller-size $irm
thereby encouraging equitable entrepreneurshipbaf@hced economic growth (see,
Beck et al, 2008). As a matter of fact, in terms of publidiges, the World Bank
(1994hb, 2002, 2004a) argues that small-size firmsgef competition, innovation, and
employment to a greater degree than large firmd; has therefore devoted a lot of
resources promoting small-sized fifthsThis is because it is believed that the small-
scale enterprise sector is crucial for job createmonomic development and poverty
alleviation, and that small entrepreneurs facetgrdaancial constraint. Similarly, as
observed by Pagano and Schivardi (2003), many aedareconomies feature
programs of public subsidies that target small-§imes, based on the thesis that they
are essential for innovation but may face finanaogstraints due to credit market
imperfections. Yet, notwithstanding all this poli®ffort, some research studies
suggest that subsidizing small-scale firms doeshagt these hypothesised beneficial
effects (see, for example, Beek al 2005). As such, results from this study should
contribute in guiding future public policy. In paular, if financial liberalization
impacts on the performance of small sized firmthasame way it does on large size

firms, then future policy option may necessitatshit away from subsidising the

8 A large literature examines the political econamhyinancial policies (see, for example, Peroitila
von Thadden, 2006; Pagano and Volpin, 20R&jan and Zingales, 2003; Kroszner and Strahan,
1999; and, Kroszner and Stratmann, 1998)

% According to the World Bank Group Review ofall Business Activities (2002), the Bank had
approved about US$10.0 billion in Smafld Medium Enterprises support programs durieg th
period between 2000 and 2005; of which, alus61.5 billion was approved in 2005 alone.
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small-scale enterprises; and, instead, concentrathe development of the financial

system, as argued by Beekal (2007) and Levine (2005).

6.2. SMALL FIRM VERSUS LARGE FIRM SIZE INDUSTRY DYN AMICS.

One of the most consistent and striking empiricdlenpmena in industrial
organisation economics is the persistence of amemgftric size distribution of
industries that are comprised of a relatively smalinber of large firms and heavily
skewed toward a large number of small fitm$lowever, a commonly held view is
that, large-size firms or firms with high marketsés possess certain advantages over
small-size firms or those firms with low market sd®(see, for example, Gale, 1972).
A firm may obtain a large market share — implicithrge relative to the industry
average firm size — due to efficiency advantagesived from either its ability to
learn from experience or ability to produce a givprantity at a lower cost than its
rivals (see, Malerba, 1992). And, as argued by ¥esm Rogers (1999), if a firm
achieves larger market share or size, this suggesteconomies of scale can occur in
cost components such as capital; thereby reinfgrefficiency advantages. However,
others like Woo and Cooper (1981), and Hamerneestl (1978), do not agree with
this view, arguing that low market share or smisihfsize is not always associated
with inferior performance. Similarly, Chen and Hamok (1995) and Tushman and
Romanelli (1985) contend that small-size firms #Hexible and have niche-filling
capabilities, which translates into efficiency, #sy are relatively quicker in
responding to the dynamics of economic environmeRtsther, according to the
theory of strategic niches, small-size firms wittwally exhibit higher levels of
profitability by occupying product niches in strgite groups that are inaccessible to

their larger counterparts (see, for example, Awdtest al, 19992

The foregoing perceived differences, between laegel small-size firms, often go

along with differences in scales of activity; arfignce, variation in performance

%L According to Audretscét al (1999), this skewed firm size distribution hagiéund to persist
across industries, countries, and overtime vatharkable tenacity.

%2 Also, in a study of Taiwanese industries, Yand Huang (2005) find that small-size firms have
more flexible operations with lower capital-talv ratios and innovative activities. These attigisu
are found to enhance the efficiency of the &siaé firms.
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levels. As Porter (1979), and Bradburd and Ros89)l%eparately note, these
systematic differences lead to variations in pdgost margins and output growth
between large and small firms, as changes in tbaamuic environment impact on
firms of varying sizes differently. Focus of thisidy extends from these perspectives.
In particular, whilst some theories imply that fwéal development
disproportionately enhances the performance of Isfinads than large firms, others

suggest the opposite.

According to Beclet al (2005), large-size firms are most likely to tar tesources of
an underdeveloped financial system, since theynare likely than smaller-size firms
to depend on long-term financing and on larger $odnis therefore possible that
financial development can disproportionately redube effect of institutional
obstacle on the largest firms. Further, Habieal (2003) as well as Greenwood and
Jovanovic (1990) argue that if fixed costs prevemtall firms from accessing
financial services, then improvements to the fimansystem will disproportionately
benefit large firms. Further, according to Laeve@0(@), large firms are likely to
perform better than smaller firms, following finaalcliberalization. This, as Laeven
(2003) argues, is because large-size firms arefilgascially constrained than small-
size firms, as lenders are likely to have morerimation about large firms, to whom
most credit will therefore be directed. Those barrs are also likely to have
relatively more collateral wealth. Size considenasi may also affect the directed
credit programs at subsidized rates, because sugragms often favour exporting
firms, which are often large firms, and becaus@dafirms often have stronger
political as well as financing connections Aslsuending institutions, especially in
poor developing countries, such as Malawi, prebebé dealing with their large and
well-established clients, as opposed to the smadl asually newly established
firms®®. Evidently, Wagner (1999, p. 259) observes thathlk of firms exiting from
the industry due to financial constraints tend éonew and small-scale enterprises.
Similarly, Audretsch and Elston (2002) and Evang dovanovic (1989) observe that
small-scale newcomers usually face liquidity caaists that precipitate closure and
exit. Forbes (2003) also finds that smaller sizendi experience significant financial
constraints and these constraints decrease assimenincrease. Furthermore, Love

% See, for example, Aryeetey al (1994); Aryeetey (1996); Nissanke and Aryeetey9g)9Nissanke
(2001), for a comprehensive review on thisésqarticularly for sub-Saharan African countries.
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(2003) establishes that small size firms are dpprionately more disadvantaged in
less financially developed countries than are laige firms. According to this view
therefore, larger-sized firms are arguably lesslyiko be financially constrained and
should perform disproportionately better, followirfqhancial development than

smaller-sized firms.

In contrast, however, an opposing prediction is enbyg Cestone and White (2003),
Aghion and Bolton (1997), Banerjee and Newman (19%8d Galor and Zeira
(1993), which suggests that financial developmeges financial constraints, and
enhances the performance of small size firms nt@e larger sized firms. According
to this view, if smaller, less wealthy firms facglmer credit constraints than large
firms face — due to greater information barriershagh fixed costs associated with
accessing financial systems — then financial dgrabnmt that ameliorates market
frictions will exert an especially positive impamt smaller firms. Moreover, Beak

al (2005) observe that large-size firms internalizangn of the capital allocation
functions carried out by financial markets and rimtediaries. As such, financial
development should disproportionately benefit smiaé firms. Further, Berget al
(2001) and Petersen and Rajan (2002) find thatlssird firms are more likely to
depend on the domestic financial market than laggee firms. Accordingly, any
policy changes in the domestic financial markesueh as financial liberalization —
should benefit smaller size firms more than laiige rms. For instance, in a study of
Mexico, Gelos and Werner (1999) find that finanaahstraints are eased during
financial liberalization, but only for small siz&éms and not for large size firms.
Guisoet al (2004) also find that financial development bemsedinall-scale more than
large-scale firms in Italy. Laeven (2003), studyrtden liberalizing developing
countries and finds that financial liberalizatioffeats small-scale and large-scale
firms differently. Laeven argue that financial liakzation causes variations in the
cash-flow sensitivity of investment which shouldeat small- and large-size firms
differently. While smaller-sized firms become leBsancially constrained after
financial liberalization, larger-sized firms tena be more financially constrained as
financial liberalization proceeds. Similar obseivas are made by Beait al (2008)
that financial development exerts a disproportielyapositive effect on small firms

than on large firms. Accordingly, this suggestst teealler-sized firms should
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perform disproportionately better following finaatiliberalization, compared to

larger-sized firms.

The foregoing, therefore, demonstrates that thatdedn the exact impact of financial
liberalization on firms of different sizes remaimgonclusive. Accordingly, it may
further be argued that the effects of financiakldization on industry performance
may be sensitive to whether it is the large-sim@diwhich exploit this policy change
to enhance their performance through higher prast-margins and output growth,
thereby further increase their market shares; tether smaller-size and relatively
newer firms exploit the opportunities created bgsth financial reforms to enter and
build up capacity, as well as enhanced performathegeby claim part of the market
and pose effective competition in the industry. ldger, this phenomenon needs to be
investigated further, within the context of the downted orthodox ‘performance-
inducing’ attributes of financial liberalizationand, therefore, forms the basis of this
study. Specifically, if the price-cost margins asllvas output growth of “small-firm
industries” — industries naturally composed of dnsate firms for technological
reasons — increase disproportionately faster thalaiger-firm industries”, following
financial liberalization, this suggests that fin@hc liberalization boosts the
performance of small-firm industries more than éafigm industries. In contrast, the
study might find that financial liberalization drgportionately boosts performance of

large-firm industries or that financial liberalizat fosters balanced performance.

Accordingly, in order to achieve the foregoing, #tedy explicitly considers whether
the structural break — in terms of policy as wedl iacreased competitiveness,
following the implementation of the financial liladization policy — change the
impact that the market structure, or specificaillynfs size, has on price-cost margins
and real output growth. Notably, however, there hasn scanty research on the
relationship between firm size and industry perfange for the developing countries
of the sub-Saharan African region. Yet, these awsipresent different challenges
and opportunities for testing. For instance, as wsatablished to be the case by
Tybout (2000) and Audretsatt al (1999), for many economies such as Malawi, the
manufacturing economic history underlines a dualitgracterised by a large number
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of small-scale firms, and by a small number of éasgale firm%'. However, in
Malawi, following the implementation of financialibéralization policies, the
manufacturing sector has been characterised bgaiease in firm closures and exits
— more particularly of small-scale enterprises tlemge sized enterprises. Whilst
economic theory predicts different welfare outcorfasdifferent firm sizes through
price and non-price behaviours, this study is nat&d by the need to assess how such
behaviours change with financial liberalizatiorthie Malawian manufacturing sector.
To the author’s knowledge, this is the first stuaty the explicit modelling between

firm size and industry performance, following fircéad liberalization in Malawi.

6.3. EMPIRICAL FRAMEWORK.

The study follows the approaches by Cowling and eMain (1976), Clarke and
Davies (1982), Machin and van Reenen (1993), whiggeconjectural variation of
industry performance — specifically, profitabiléyd real output growth — is modelled
as being influenced by relative firm sizes, as vasllby financial liberalization. This
facilitates the testing of whether financial libiezation has disparate effects on price-
cost margins and real output growth between indassthat are, for technical reasons,
characterized by predominantly small-firms, andsthimdustries with large-firms.

6.3.1. Theoretical Background.

Economic literature on industry performance hasu$ed heavily on the role of
industry concentration and market share (see, Xamele, Hay and Morris, 1991).
The potential influence of these two variables mutustry performance arises directly
from the economic theory of the firm and the stuetconduct-performance
paradigm. The paradigm suggests that industry padoce depends on its conduct,
which, in turn, depends upon the market in whicbpiérates. Thus, a positive market
share-profitability underlies the positive concatitn-profitability relationship found
empirically. The theoretical background to markedre distinguishes dynamic factors

% This duality, inherited from the coloniabnpd had, hitherto, been sustained and reiefbby
government intervention (see, for example UNOT2006).
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from static factors. Dynamic factors are those, clwhiead to improved firm
efficiency, and thus higher market share. Statwtoid are those, which reinforce
efficiency advantages once a large market shardoéas achieved. Accordingly, in
the theoretical literatufd the profitability of a firm in the basic model ofigopoly is

given as;
(P=MC) _ i(1+£j 6.1)
P £ dq

where,P is price,MC is marginal cost; is the market elasticity of demargljs firm
I's market shareq is firm i’'s output, andQ; is industry output excludings
production. This equation is derived from assuntimg firm maximises profit. The

dQ

derivatived— is called a firm’s conjectural variation; thus, thgput reactions of the
q

firm’s rivals to its output change (see, Scherat Ross, 1990, p.230). In ti®urnot-
Nash modef®, the effect of a change in output by one firm adustry output is

dQ _

assumed to be one for one since firms output i©amged (henceE = 1). This

means a firm’s profit is related to its market ghand the elasticity of demand. Thus,

the profit margin of théth firm as a proportion of its price is given by;

~ 17 :m:i (62)
&

wheree is the market elasticity of demargljs firm i’s market share.

In the literature, Feeny and Rogers (1999), Demg&Z73a, b), and Brozen (1971),
among many other researchers, suggest that aveosgiationship between profits
and market share at a firm level will imply a po&tprofit-concentration relationship
at the industry level. In further explanation, Seneand Ross (1990) also observe that

highly concentrated industries have high profite ¢ individual firms’ high market

% See, for example, Scherer and Ross (1990, pp.22¥-and Hay and Morris (1991, pp.209-212).

% In Cournot-Nastequilibrium, each firm considers the outpuaihthe other firms and sets its own
output in a way that maximizes its fgfwhen selling to a price-responsive demangeeun
equilibrium, each firm is producing at its firanaximizing output, given the output of all thether
firms (see, Tirole, 1988, for a comprehensexdaw of theCournot-Nastconcept).
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shares. Accordingly, the industry price-cost mangith be the sum of the individual

firms’ profit margins, each weighted by the firnmearket shares(), and yields;

(P-oMC) _ S'ms is_ E (6.3)

P i o &
where, OMC is the weighted average of the sellers marginatscand H is the
Herfindahl-Hirschman inde(xi § = Hj % This suggests that, in an unconcentrated

i=1

industry or where industries are characterisedrnysfwith small market shares, then
profitability will be low; whilst in a concentratedihdustry, or industries with
predominantly large market share firms, profitslwé higher. Thus, in the literature,
the structure-conduct-performance hypothesis ha& lze basis for analysing firm
performance given the structure of the market. Ay@othesis postulates that market
share or size inequalities among the incumbentsiente the behaviour of firms
through, for instance, pricing and investment pescand this in turn translates into
performance. This model assumes that certain matkettures are conducive to
monopolistic conduct, and this conduct enables ditm raise prices above costs
thereby making abnormal profits and growth. Thamefthe link between market
structure and profitability is through firms prigitbehaviour. In perfectly competitive
markets where firms face a perfectly elastic demémebretically the model predicts
that there will be lower profitability compared Witall other markets where the

demand is less elastic.

Further, it is argued that the positive relatiopsibetween market share and
profitability reflects the superior performancelafge firms (see, Bain, 1956).firm
captures a large market share and earns abovegaverafits by establishing a cost
advantage over its rivals. Thus, differences imigpecific efficiencies within
markets create unequal market shares and high mivaten. The hypothesis is the
market share-profitability relationsfifo The implicit assumption under this

hypothesis is that the differing efficiencies amdings lead to unequal market shares

°"In the empirical literature, where data to deteenihe Herfindahl-Hirschman index is unavailable,
the standard approach is to usdifien concentration ratio (see, for example, Congonl
Machin, 1991; Haskel and Martin, 1994)

% See, Demsetz (1973a, b); McGee (1974); Peltzn@ifi7(]1Brozen (1982); Gale and Branch (1982).
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and high levels of concentration, and are caugdlky to factors that reduce costs.
Thus, the hypothesis implies that the causal lirlk lve between concentration and
profits. However, in addition to concentration, B41951) and Mann (1966) found
certain barriers to entry, such as economies ofesaaarket growth, product

differentiation, and capital requirements, to haméndependent influence on industry

performance.

6.3.2. Firm Size and Performance.

As industry performance is central to any explamato the growth of an economy, it
Is therefore not surprising that so many reasong Heeen suggested to explain
industry profitability and output growth (see, fexample, Hart and Oulton, 1996).
Hence, analysis of the performance of industriesf different structures and firm
sizes — is of core interest to economists and ywlékers as it adds to the
understanding of competitive forces and, ultimgtée allocation of resources for
economic growth (see, Feemy al, 2005). However, one caveat with the firm size-
performance models discussed above is that th@yeghe role of barriers to entry in
an industry. For instance, as Hay and Morris (19p224) state “...even if
[concentration or market share] is a necessaryitondor higher profitability, it is
probably not sufficient. If there are few or nofi@ns to entry, then we would expect
supernormal profits to be competed away by newaatdf. Arguably, as indicated
above, financial development or financial liberatian should influence firms’ entry
barriers through its effects on the input and outparkets. Evidently, in a study of
how institutional factors affect the performancediohs of different sizes and, hence,
act as constraints to economic growth, Kureael (2001) identify, amongst others,
‘financial channels’ through which institutions an economy may influence the
performance of firms. Thus, according to Kunetral, if the availability of external
funds is important for firms to perform better agrdw, firm size should therefore be
positively correlated with financial developmemgdamore generally, with any policy

initiatives aimed at promoting the developmenthef financial system. As Rajan and

% Due to lack of information about some of thesealdes in Malawi, this study has been constrained
to only relating price-cost margins to theitaputput ratio and market demand growth.
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Zingales (1998) establish, financial developmefiuénces growth in value-added of
existing establishments and in the number of netabéshments in industries
dependent on external finance. As such, a la Ra&ad Zingales, with the
development of the financial system, firms shoukl dble to perform better by
increasing their price-cost margins as well as wutplonetheless, whether this is
uniformly applicable to small size firms as it i8 karge size firms is, therefore,

ultimately an empirical question, which needs tortvestigated.

Further, Beclet al (2005) observes that the differences between kimgefirms when
compared to small size firms become clearer whegciBp focus is made on
financing obstacles that face these two categarfethe manufacturing industries.
According to Becket al, in the financial system, the only obstacle tH&tcis large
size firms is that caused by high interest rateéefwise, large size firms are found to
be unaffected by collateral requirements, bank dwseacies, or any credit access
iIssues that characterise financial markets of rmoshomies. In contrast, smaller size
firms are significantly and negatively affecteddnflateral requirements, high interest
rates, lack of any connections or relationshipswite lending institutions, banks’

lack of loanable funds, and generally lack of asdescredit facilities™.

According to the foregoing literature, financial mket imperfections provide
conceptual argument to support size related diffege in firm and industry
performance. The basis for this argument is theritial markets may overstate the
risks associated with small firms and charge isterates that more than compensate
the lender for any actual risk differential. Reingen and Smith (1983) find that
lenders charge risk premiums of small firms thateex] what is justified by increased
risk of default. Further, whilst the large firmsveacredit access to domestic as well as
international financial markets, small firms ardyoronfined to the domestic financial
market. Besides, the financial markets usuallyeré&fnding to the large established

firms as opposed to the small new borrowers. Mé}867) cites these differences in

0 As  earlier presented in this gtudiryeeteyet al(1997), Nissanke and Aryeetey (1998),
Nissanke (2001) review these issdessub-Saharan African countries, includinglddvi.
Similarly, Weiss (1981) and Stiglitz (2000) eoredit rationing; and, Boot (2000), Boot and Thako
(2000), and Boat al (1993) on relationship-based lending by finahicistitutions. Further, as an
example, in a study for India, Kochar (19973@tve that larger firms have more credit access tha
small firms; and, that credit availability isangly correlated with productivity.
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borrowing patterns and/or lending characteristiss aa source of variations in
performance between large and small firms. Andhiwithe theoretical literature that
directly or indirectly deals with firm size, theexist various other arguments that
demonstrate the complexity of the firm size-perfante link, partly because of

dynamic and static factors.

One of the arguments on firm size-performance wdiffeals is made by Mancke
(1974), amongst many others, who incorporate theaBiprocess in the explanation
(refer to Appendix4.1 on the concept). Mancke postulates that a posiie size-
profitability will exist due to luck, not some intemt dynamic efficiency or economies
of scale. Similarly, according to the predictionsade by the Gibrat's law of
proportionate effect, all firms’ real output, irpestive of size, grow each year by
some random draw from the distribution of growtbesa Generally, however, the
Gibrat process has itself been subjected to testirspveral studies, with somewhat
controversial results. Thus, while several findingsd support to the Gibrat's law
(see, for example, Klette and Grilliches, 2000; tHard Prais, 1956), some studies
conclude that smaller firms become more profitadold have higher output growth
than their larger counterpaftd Simon and Bonini (1958) argue that the expected
profitability and output growth, is independentfmi size only for firms in a given
size class that firms are larger than the minimdfitient scale. Further, Sutton
(2000) also points out the role played by scaleegplaining the variance of firm
growth. Lotti et al (2003) find that Gibrat’s law fails to hold for athfirms in the
years immediately following start-up, while the lapplies when they achieve a size
large enough to overcome the minimum efficientescAk a matter of fact, Caves and
Porter (1977) did test Gibrat's law based on Maixkk@d974) hypothesis and
established that the positive firm size-performangationship was mostly due to
product differentiation and business strategy thaibrat-like process. Besides,
Mancke’s hypothesis does not consider the role mafyebarriers in influencing
starting positions for different firms. Accordinglthe fact that a positive firm size-

profitability or output growth will exist due toutk’, may not be valid.

101 See, for example, Hart and Oulton (1996); Dunnekdnghes (1994); and, Hall (1987). Also see
Sutton (1997) for a comprehensive survey.
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As Scherer and Ross (1990), Hay and Morris (19€9le and Branch (1982)
separately establish, following the seminal analysi firm profitability by Bain

(1951, 1956), barriers to entry are instead comsii¢o be critical determinants of
industry performance. According to Bain, barrierentry are identified as high levels
of sunk costs, absolute cost advantages of exidtings arising from privileged

access to resources (thus, the greater the cestryf the easier it is for existing firms
to maintain monopoly profits); and, the existenteaale economies, both in relation
to firm size and in absolute terms. Nonetheless ettact direction of the relationship
between firm size and industry profitability or usdry output growth is however not

unambiguous, and hence the need for further rdsearc

6.3.3. Methodological Approach.

In the literature, it is argued that industriestthge characterized by large firms also
possess high market shares in total industry vaticdeed and employment. Similarly,

in industries where the optimal firm size is sm#éde market shares will also be low.
Accordingly, in these industries, there should barancompetition and more entry,

since barriers to entry are small when the optisiza¢ of the firm is smaller (see,

Guisoet al2004). Consequently, such industries will be redédy more competitive.

There exist many criteria for measuring firm simethe literature, mostly based on
either value-added or employment, particularlydaiing earlier work of Shephered
(1964, 1972). However, the most commonly used nreasumany empirical studies
is the latter — employee numb¥fs Besides, Kumaret al (2001) notes that

coordination costs, which are present both in #ohiiological and the organizational
theories of the firms, are in terms of number opyees. This therefore argues for
a measure based on number of employees. The siliowd this approach, as others
have done, where the share of the market in tefrasnployment numbers, represent

a measure of firm size inequality. As such, asaibjective of the study is to examine

192 the literature, this methodology is followdd; example, by Yang and Huang (2005);Dedola
and Lippi (2005); Dhawan (2001); rdaret al (2001); Audretsclket al(1998); Dearet al
(1998); Gale and Branch (1982); among mathers. As argued by Kumetral (2001), this
measure has a long intellectual tradifgee, for example, Pashigian, 968).
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the effects of financial liberalization on the tedaship between performance and a

measure of firm size; there is a need to measuwteiedustry’s firm size.

Extending from the foregoing arguments, and follayvivou (1995), Sutton (1991),
and Coase (1937) who observe that differences adyative technologies, capital
intensities, and scale economies influence an inglagechnological firm size, Beck
et al (2008) construct measures of each industry’s haditar ‘technological’ share of
small firms based on United States census datauorber of employees. As argued
by Becket al (2008), the United States is used to form the berack measure, on the
assumption that it has relatively frictionless fioel markets and most developed
financial systems in the world by many measures, (Bmirguc-Kunt and Levine,
2001). Further, according to Beekal (2008), the United States has the full spectrum
of human capital skills. Besides, comparative gsidif United States and European
labour markets suggest that the United States laay fiewer policies distorting firm
size beyond the financial sector. Bestkal also notes that due to its size, the US is
characterized by a relatively huge internal markétich is comparatively open to
international trade. Finally, as observed by Batthprio, and Levine (2006), amongst
others, the United States has a superior contgpetivironment and well-developed
institutions. In view of all these attributes there, Becket al (2008) argue that the
United States represents a natural benchmark foviggng a ranking of each

industry’s technological share of small firms, aseasure of firm size.

However, Beclet al (2008) note that the empirical methodology dodsrequire that
the US has perfect financial markets, labour markebntracting systems, or
institutions. Instead, the methodology only regsiitieat policy distortions and market
imperfections in the US do not distort the rankioiyindustries in terms of the
technological share of small firms within each isgly. According to the
methodology, therefore, Bedlt al (2008) constructs each industry’s ‘natural’ or

‘technological’ Small Firm Sharle(SF$) as industry’s share of employment in firms

with less than 20 employees in the United Statbtaimed from census data. This

study follows this methodology used by Beskal (2008), with particular focus on
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small firm sizé® Specifically, it develops an analytical framewdsksed on the
foregoing, within which an attempt is made to cohjee the consequences of
financial liberalization on small firm share in erdto establish its influence on the
hypothesised link between firm size and profitapilAccordingly, in this research,
financial liberalization constitutes a critical cpanent determining the course of

price-cost margins for firms of different sizes.ighs achieved by including

interaction terms between a financial liberalizat@ummy (FL,)and a measure of
small firm share indeéGFSx FI)", in an industry’s profitability model where the

dependent variable is price-cost mardiR€M, ), representing industry profits.

Next, besides investigating whether financial lddeation has differential effects on
the performance of large- and small-firm industriys examining profitability as

measured through industry price-cost margins, thedys conducts a similar

investigation, but using industry’s real output \gto(GO,)as the measure of

industry performance. Thus, the study examines héntethe development of the
financial system has any implications on the mactufing industry performance
patterns, by examining industry output growth, aggested in the literature by,
among others, Beo#t al, 2008; Levine, 2005; Vlachos and Waldenstrom, 2@D8,
Rajan and Zingales, 1998. In this particular pdrthe study, the objective is to
specifically test whether the financial liberalipat process shapes industry
performance by increasing the proportion of productoutput accounted for by
small-firm industries. This is done for two reldteasondr-irst, building on previous
research, a large literature examines the reldtipnsetween financial development
and industry growth. This provides a natural framewfor the analyses and
facilitates comparisons, and identification of telaship between financial
liberalization, working through financial developnmbe and the output growth of
small-firm industries relative to large-firm indust, additional to the effects
established by past workecondfocusing on growth links helps relate this sttoly
an extensive body of theoretical and empirical wankthe finance-growth nexus. In

the literature, many theoretical models predictt thahigher level of financial

193 However, firm-level census data from Malawian ofanturing sector, obtained through Annual
Economic surveys, is used instead in therdetation of small firm size index.
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development will induce a faster rate of economiowgh (see, Levine, 2005).
Specifically, the theory suggests that market irffgmtions, as well as information and
incentive problems raise the cost of external fuesisecially due to underdeveloped
financial systems. These may constrain firm’s &pito fund investment projects,
which may, in turn, adversely affect industry grovisee, Myers and Majluf, 1984).
Besides, Demirguc-Kunt and Maksimovic (1998) shdwe timportance of the
financial system for relaxing firm's external fimaal constraints and facilitating
industry growth. Rajan and Zingales (1998) useaustiy-level data to show that
industries that are dependent on external finagoew faster in countries with a
developed financial system. Beek al (2005) employs survey data for 54 countries,
to investigate whether financial obstacles affextustry growth. They show that
underdeveloped financial systems could obstrucustrgt growth®.  However,
although the existing literature seems to providenynelements on the effects of
finance on industry output growth, some importantricial factors and industry
characteristics are still unexplored. The studgrdfore, extends this literature by
investigating whether financial liberalization migéxert a disproportionately positive
effect on the output growth rate of particular tygfeindustries, such as industries
naturally composed of small firms facing high imf@tional asymmetries. This,
therefore, motivates the separate focus on indumitput growth as a measure of
industry performance. The approach involves thdusion of an interaction term

variableg(SFSx FL) , in the industry’s output growt{(GQ, ) model estimation.

Overall, therefore, the study estimates two separatustry performance models; the

profitability (PCM, )model, and the real output grow{GO, )model. However,

whilst the study conducts these investigations pylyang the methodology used by
Becket al (2008), determination of a measure of an industtgthnological share of
small firms is primarily based on data from Malawienanufacturing industries.
Arguably, whilst the US may be considered to be pghdect benchmark economy,
and therefore providing a reliable measure of siivali share, as argued by Beek
al (2008), Demirguc-Kunt and Levine (2001) and Baatlal (2006), it might still be

inappropriate for some countries, particularly tteveloping countries of the sub-

194 Also see, Christopoulos and Tsionas (2004), Beek (2000), Levineet al (2000), and Greenwood
and Jovanovic (1990).
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Saharan Africa region, such as Malawi. As a maifdact, Becket al (2008), notes
that, beyond financial sector distortions, there ather country-specific factors that
may affect an industry’s technological firm size an economy. In this case, for
instance, in Malawi the level of economic developm&&D, and industrialization in
general, may not be comparable with the US. Firmghe US may not employ
technologies similar to those in countries like &al due to different levels of
economic and technological development. As suclgrder to capture the country-
specific traits, whilst industry’s technologicalash of small firms is determined by
the methodology as suggested by Bethl (2008), instead, the study uses Malawian
census data. Further, unlike Beekal (2008) who take 1992 as the only reference
year, the Malawian data is averaged over the esitirdy period (1970-2004), in order
to determine the approximate period average inggsshare of small firms for the

respective industries in the Malawian manufactusagtor.

6.4. EMPIRICAL METHODOLOGY.

6.4.1. Model Specification.

As indicated in the foregoing, in order to capttive multi-dimensional characteristic
of industry performance, two models using differeimidicators of industry
performance as dependent variables, are estimAtsxbrdingly, focus is first on
price-cost margins (profitability), and then folled by real output growth.

6.4.1.1. Price-Cost Margins Model.

Theoretically, a typical profit model framework, damalso drawing from the

presentation under Equation (6.3) above, may beifsgmbas follows:

PCM = f(CR KQ MKD X (6.4)

where, PCM is price-cost margin as the profitability measu@R is industry
concentration as a measure of market struci@ s capital-output ratioMKD is
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growth in market demand. An& is a vector of control variables that account for
other industry-specific and market-specific chagdstics. Traditionally, the control
variables are to allow for variations in industhacacteristics by including structural
and conduct variables — including economies ofesdabour market variables, and
trade variables — and, generally, other varialbihes influence both prices and costs
(see, Conyon and Machin, 1991; Geroski and Jacquebh®85). However, lagged

profit margins PCMi(t_l) are also included to the specification in Equati®4), since

past industry performance may affect future outplgcisions. An additional
justification for the inclusion of a lagged dependesariable, according to the
literature, is to allow for partial adjustment taosks in the persistence of protfs

This is based on the idea that competition is aadya process. Individual firms are
thought of as experiencing ‘shocks’, which moventhaway from their long run
equilibrium profitability, with the intensity of copetition determining how fast they

return to equilibrium.

Accordingly, the study use the foregoing backgrotmohvestigate the impact of firm
size on industry profitability; specifically whethendustries that are naturally
composed of small firms perform better followingdncial liberalization, the study

includes an industry characteristic — each indisstitgchnological Small Firm

Sharg SFS). This should facilitate the examination of whetltesre is a positive or

negative relationship between small-firm industaes profitability; and, particularly
whether smaller-sized firms are relatively morefipaible. The model extends to
investigate whether financial liberalization affe¢he relationship between firm size

and price-cost margins, by also including in thedeican interaction term between

SFS and a financial liberalization dumrfiL,); thus(SFSx FL). . As indicated

earlier, changes following the financial liberatia process are expected to alter
firm’s incentives for profit-maximization and/or $eminimisation. Arguably,
financial liberalization ushers in a lot of polichanges which, in turn, transform a
firm’s independence to respond to other firms —elier introducing or removing
constraints on their actions. These reforms diffdyeaffect competition among firms

of different sizes as well as the way in which thegct to the actions of other firms

195 As discussed in Goddard and Wilson (1999), Waflg96); Machin and van Reenen (1993),
Mueller and Cubbin (1990); and, Geroski anchd@min (1988), among many others.
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and therefore their conjectural variations. Acaogty, from Equation (6.4), an

estimable price-cost margin equation may therdberpresented as follows;

PCM, =5, + B,PCM,_;+ B,CR+ B, KQ + 5, MKE

+B,SFS$+B,( SFS FL +>. B X+H,
i=1...,N; t=1...T,

where, the subscripisandt refer to industry and time respectively. Followitige

(6.5)

model as presented in Equation (6.5) through whi@nge in price-cost margins may
be explained, the study considers the effects lodrotariables that may be changing
in the real world and that may need to be taken @mtcount in the empirical

investigation. In this case, the study includesangintensity, exports intensity and

inflation.

The focus of the analysis of results from the estiom of Equation (6.5) is mainly on

the sign and significance of the coefficients fog variableSFS; and, particularly on
the interaction between financial liberalizatiordasmall firm shar(aSFSx Fl)it. In
particular, if the value off,is greater thard, and significant, this suggests that

financial liberalization exerts a disproportiongtglositive effect on the price-cost
margins of small-firm industries relative to thasfelarge-firm industries. Thus, this
should suggest that financial liberalization imgrs\wsmall firms financing constraints

and therefore lead to an increase in their prafitgbOtherwise, if S, is less than O,

and significant, this is an indication that smalmf industries continue to be
financially constrained following financial liberzation, with adverse implications on

their price-cost margins.

6.4.1.2. Output Growth Model

The study also investigates industry performanceutyh output growth by extending
the works of Beclet al (2008), Gallego and Loayza (2001), and Rajan andafes

(1998). Following these studies, industry perforoears therefore examined through
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a model with a dependent variable that is meashyedrowth in industry’s value

added®® The model may therefore be presented as follows,

GO= f(SH KQ LR 2 (6.6)
where,GO is the industry’s real output growth (thus, nonhioatput deflated using

the GDP deflator)SHis the share of the industry in total manufactisector KO is
capital-output ratio, antP is labour productivity, measured as employeesvpkre-
added. AndZ is a vector of control variables that accountdtrer industry-specific
and market-specific characteristics. These incluserket demand growth,

international trade, and inflation trends.

Like in the profitability model, the study investigs whether industries naturally
composed of small firms for technical reasons Haghaer or lower productivity than

large firm industries, by including a measure ofairfirm size SFSis to Equation

(6.6). This should facilitate investigating wheth&mnaller-sized firms grow more
rapidly and improve productivity. The study furtheramines whether financial
liberalization shapes industry performance by iasimeg the proportion of production
output accounted for by small-firm industries. Aalogly, an interaction-

term(SFSx Fl)it, as defined earlier, is also included to the moidelorder to

determine whether financial liberalization affethe firm size and output growth

relationship. The following equation is therefostimated,

Golt :a0+a16Q—1+aZS'_i! +a3 KQ+a4 LIP
+a,SFS$+a,( SF8 F)L +> a, Z+n,
i=1...,N; t=1...T,

where, the subscripts andt refer to industry and time respectively. The aliti

(6.7)

(lagged) output growtBO,_is included to capture convergence effects to the

industry’s steady-state output. Arfistands for variables, including firm size, as well
as other control variables that capture industecs characteristics. It also captures

macro, financial outcome and policy variables.

1% the literature, ‘net sales’ have also beerdwean alternative measure of industry performance
However, value added is most commonly usedsareadue data availability (see, for example, Liu
and Hsu, 2006; Wijewardena and Cooray, 5199
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Similar to the analytical approach taken on thefifaoility model, of particular

interest in the estimation of Equation (6.7) is tadue a,; specifically, whether it

turns out to be greater thdh and significant, which may suggests that finainci
liberalization exerts a disproportionately positeiect on the growth of small-firm
industries relative to those of large-firm indussti Thus, this should suggest that
financial liberalization improves the performancé small-firm industries by
increasing their productivity prospects relativetose of the large-firm industries.
An opposite result may otherwise be an indicattwat small firm industries continue
to be financially constrained following financigbéralization, with adverse effects on
their productivity prospects and overall performamompared to the large-firm

industries.

6.4.2. Variable Description.

ThePrice-Cost MarginﬁPCMit) represent an index of profitability (also presdras

7 i, in the literature). The price-cost margin is thest commonly used measure of
profitability in empirical studies of firm/industpyerformance and indicates the ability
of firms to elevate price above marginal cost. Ideer, whilst the appropriate
empirical measurement of the price-cost marging t@ses from theory has
sometimes been a contentious issue in the literatmmany previous studies where —
as is the case in this study — manufacturing cedatssis being use¥, the price-cost

margins are defined as:

Value added -  Payroll
Valueadded + Costof Materia

PCM= (6.8)

According to the literature, price-cost marginsalso analogous to the difference
between price and average variable cost dividegrne; and, is a proxy for the

Lerner index (price minus marginal cost dividedprice)'®® Further,lagged price-

197 5ee, for example, Feeryal (2005); Feeny and Rogers (1999); McDonald (198@)cDonald and
Bloch (1999); Prince and Thurik (1995); Doniiavet al, (1986a, b); Clarket al (1984); Bradburd
and Caves (1982); Liebowitz (1982); and,&n@ and Jacquemin (1980).

198 Notably, in the literature, the alternatives us accounting rates of return as a measure ofsing
profitability has been extensively criticis@ge, for example, Fisher and McGowan, 1983;iB§jll
1976). Problems cited include difficultiesnmeasuring depreciation, taxes, and inventories.
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cost marginﬁPCMH) are also included as an explanatory variable, roteroto

capture the effects of previous profitability. Asgaed by Goddard and Wilson
(1999), Waring (1996), Machin and van Reenen (1,998 Muller and Cubbin
(1990), among others, the reason for the inclusibtagged profits is due to the
empirically observed serial correlation in profiargin time series; the theoretical
need to capture departures from and subsequemnhsety long run equilibrium; and
the fact that current output conjectures may depmngbrevious performance. This
approach differs from the previous traditional firefudies, which have been nested
within a static structure conduct performance frawork, under the assumption that
the industry is in equilibrium. However, Gerosk®@D, p.17) and Schmalensee (1989,
p.356) criticise the static approach on the grouhds the data used to estimate the
related models are not generated from equilibriwositppns and may be generated
during random or temporary departures from equilibr Accordingly, while a policy
to control profits in a highly concentrated indystnay seem reasonable, it may only
reinforce an already existing error-correction natdm which functions to bid
excess profits away through increased entry. Fatigwwhese arguments, price-cost
margins are mostly modelled within a dynamic sgftin order to capture both inter-
industry and intra-industry differences, particlyjan response to cyclical demand
shifts (see also, Conyon and Machin, 1991a; GelasttiJacquemin, 1988). Further, a
much more fundamental reason for including laggedepcost margins is that past
industry profitability has traditionally been vieweas an influential factor to future
profits through entry and/or exit of firms (seee@ried and Evans, 1994). The
argument is that, if past industry profitabilitydinces more firm entry, then this might

lead to lower profits in future as they are comgetevay; and, the opposite is true.

Industry Output GrowthO,t)— this is represented by annual growth in industry

value added as a measure of industry performareerd empirical investigations
have sought to determine whether there is anyioektiip between output growth and
firm size'®. The results vary widely. Besides, there is stevrend more consistent
evidence rejecting the Gibrat assumption that stehdeviations of output growth

19 5ee, for example, Sleuwaegen and Goedhuys (2023nd Hsu (2006); van Biesebroeck (2005);
Dhawan (2001); Bartelsman and Doms (20@jliches and Regev (1995); Dunne and Hughes
(1994); Variyan and Krayhill (1992); Dunatal (1989); Evans (1987a,b); Hall (1987); Singh and
Whittington (1975).
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rate are independent of firm size. Further, a for@ined analysis by Scherer and
Ross (1990) suggests that the variability of indusutput growth rates may differ
not only with firm size, but also from industry itedustry, depending upon the nature
of the product and the character of competitiosqaee, Beclt al, 2008; Vlachos
and Waldenstrom, 2005; Rajan and Zingales, 1998ySand Whittington, 1975).

Further, consistent with the predictions of Jovaciev(1982) model of industry
dynamics, lagged growth of industry outpu(GO,,)is also included as an

explanatory variable in the estimation of indusigtput growth model. Based on the
premise that true production costs are only lelayrftrm managers through time spent
in operation, firms choose a level of output eaehiqu corresponding with their

initial expected costs, based on the outcome qiudgrowth for the previous period,;

hence, inclusion of the lagged dependent variaibtee output growth model.

Industry Concentratio(CRt) — This is a measure of market structure and is

represented by the three-firm concentration raliois hypothesised to facilitate
collusion between firms and thereby increase @biiity. Embedded in the structure-
conduct-performance perspective is the view that ftrm attempts to control the
output in the market by either colluding with otliems to drive up prices and profits,
or exercising monopoly power. Therefore, more catre¢éed industries are expected
to be more profitable (see, for example, Domowital, 1986a; Martin, 1983; Weiss,
1974). However, whilst theory indicates a relasimp between the level of output
controlled by a few of the largest firms and pearfance, it offers no information on
the absolute number or size distribution of firnesessary to exercise market power.
An overwhelming number of researchers have somewatiatrarily used the three-
firm concentration ratio (see, for example, Cowlargl Waterson, 1976; Dansby and
Willig, 1979; Encaoua and Jacquemin, 1980; ande®i)ld984). This study therefore
uses the three-firm concentration ratio, as othaxe done. A positive relationship is

expected between concentration and profitability.

Capital-Output Rati¢KO, ) — is represented by the ratio of total capital assets

output, as a measure of the degree of capital sittenn the industry. It is

hypothesised that performance varies across indsstr accordance with the degree
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of capital intensity. The aim of including this iable therefore is to pick up
technological heterogeneity. Besides, traditionaltynpirical studies that use the
price-cost margins as the dependent variable alstude capital intensity as an
explanatory variable (see, for example, Prince @hdrik, 1995; Domowitzet al,
1986a, 1986b). Two reasons are advanced in thatlite for this approach. The
pragmatic reason is that the price cost margimlisutated without taking into account
the cost of capital in production. As such, capiéknsity is included to capture this
effect. The theoretical reason is that it is alspraxy for barriers to entry. A high
capital-output ratio may reflect the existenceawfie sunk costs that act as a barrier to
entry into industry and therefore insulate any taxgsincumbents from the potential
competition of new entrants, so give rise to momppwofits (see, for example,
McDonald, 1999; House, 1973; Collin and Prestor§6)9A positive association is
therefore expected between entity profitability aagbital intensity. However, a high
capital-output ratio may also lead to constrainatpot growth. As such, a negative

relationship is also hypothesised between capitgdud and growth in output.

Market Demand GrownfMKDt) — represented by growth in real GDP. As observed

by Kwoka (1990), a review of the literature revedlsat typically, industry
performance studies incorporate the effect of detmaranges®. As observed by
Kwoka (1990), it is commonly argued in the literatuhat contraction in market
demand, results in price and profits decline. FeritBradburd and Caves (1982) note
that the profits-market demand growth relationskipften related to windfalls that
result when actual demand turns out to differ frplanned production — if output
emerges with a lag — or capacity. Rapid growth iarket demand may create
conditions for rising prices and/or a reductionumit cost due to greater capacity
utilization. Thus, markets experiencing high ratels demand growth can be
characterized by high marketing costs, rising potiglity, increased investment to
keep pace with growth, low or negative cash flomd &igh levels of buyer spending.
The net effect of these cost reductions and ineseasd rising profit margins and
sales is increased profits (see, for example, Buzzrel Gale, 1987). Besides, a

growing demand creates an environment for a coatiopportunity for new firm

110 5ee, for example, Carree and Thurik (1996, 1988zkunnas and Topi (1999); Deahal (1998);
Hay and Morris (1991); Bradburd and Caves88219980); Grabowski and Mueller (1978); Porter
(1974); and, Comanor and Wilson (1967).
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investments and higher returns. However, accortbrigay and Morris (1991), rapid
market demand growth can also have other intefffedte within an industry. It could
increase margins through maintenance of pressureapacity or as Bain (1956)
suggested, reduce margins because oligopolistotpiiise will be harder to maintain.
Thus, the coefficient on market demand growth migkt positive or negative
depending on which effects dominate. Nonethelessbserved by Hay and Morris
(1991), in over three-quarters of all empirical ds&s, a significant positive
association emerged between profitability and ntadegnand growth, whilst in the

remainder, no significant relationship was found.

Industry Share(SH,)- is the ratio of industry value-added to total nfacturing

value-added. This variable is included in the ouggrowth model in order to control
for differences in growth potential across indestr(see, for example, Beek al,
2008; Claessens and Laeven, 2005; Vlachos and W&ilden, 2005; Rajan and
Zingales, 1998). As argued by Cetorelli (2001),usttly share should capture factors
that determine the market structure of one pasdrcimdustry. As hypothesised in the
traditional industrial organisation literature,darindustries, or those industries with
large shares grow faster than smaller industries wueconomies of scale (see,
Sheffrin, 2003). A positive relationship is thenefexpected between industry share
and industry growth. However, Rajan and Zingal@98) and Cetorelli and Gambera
(2001), also observe that whilst industry shares arresult of accumulated past
growth in real output, the industry share variaddo consistently predict that sectors
that had grown substantially in the past, and fbegeare already relatively large,
grow less in the future, which suggests a negagiagionship. The exact relationship
between industry share and real output growth rnesetnot be knowrgpriori.

Labour Productivity(LFft)— is a measure of output per worker and is ofteaght to

be a major cause of disparities in growth of outpattveen industries. This variable is
calculated as employees per value-added thus, df@ Ibetween the value-added
originating in an industry and its employed labtarce (see, Szirmai, 1994; Leonard,
1971). However, in the literature, earlier studiemve used working hours and
educational qualifications to determine labour maitity (see, Kendricks, 1961). As

technological shifts involves the use of more labeumeasured through either
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number of employees, man hours, or level of edopatifor the same units of output,
this should suggest that labour productivity is te decline. The opposite is
hypothesised to be true when less labour is reduibecordingly, increase in the
mechanisation of many production processes, coupatth development in

information technology, suggests a positive refeiop between labour productivity

and output growth.

Small Firm Share(SFS)- in this study this is measured by each industngitural

small firm share, which is equal to industis/share of employment in firms with less
than 20 employees, following the methodology usgdBeck et al (2008), with
particular focus on small firm size. This is consted as a measure of each industry’s
“natural” or technological share of small firms bdn an extensive body of research
on the theory of the firm, as discussed by Coa887)Land Sutton (1991); where,
differences in productive technologies influencdratustry’s technological firm size.
However, in industrial economics literature, engatiinvestigations on the impact of
firm size on profitability have given varying retul For instance, whilst Hall and
Weiss (1967) find a positive association betweem fize and profitability, Osborn
(1970) and Steckler (1964) either find a weak negatelationship or none at all.
Schmalensee (1989b), seeking to determine whetsersatic changes in intra-
industry profitability occurred over time, find thlarge-size firms in general are more
profitable than small-size firms within the samelustry. Yet, earlier works by
Schmalensee (1987) found that firm size and ptafitp were not strongly
correlated. So, conflicting results are reportedi®gysame researcher. Nonetheless, in
the literature, economies of scale provide oner#tesal justification for a positive
relationship between firm size and profitabilitgcarding to the prominent works of
Scherer (1973), Hall and Weiss (1967), and Stec¢ki@84). Scale economies may be
related to profit by virtue of their propensitygerve as entry barriers and the implied
cost disadvantages imposed on smaller firms opeyati sub-optimal scale (see, for
example, Scherer and Ross, 1990). However, indy sitiUS industries, Waldman
and Jensen (2001) find no evidence of scale ecasas a source of size-related
differences in profits. An alternative explanatisradvanced by Demsetz (1973a, b)
who argues that, over time, the more efficient §raxe rewarded with both growth
and elevated profits. Amato and Wilder (1988) obserthough, that Demsetz’s
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(1973a, b) findings are not supported by more agerempirical testing. Providing
yet another conceptual argument to support sizée@ldifferences in profitability, are
Reinganum and Smith (1983) and Meyer (1967), whateewl that capital market
imperfections are the basis of this relationship. Bis, Amato and Wilder (1985)
observe that while competition would be expecte@daalize rates of return across
firm sizes in the long run, the market power andeas to capital markets of large
firms may give them access to investment oppoisithat are not available to
smaller firms. The potential for a negative relasbip between firm size and
profitability is presented by Amato and Wilder (898which focus on alternative

theories of a firm’'s motivation.

Similar controversy characterises the hypothesiskdionship between firm size and
industry output growth. In a study of US manufaictgrfirms between 1970 and
1989, Dhawan (2001) examines the relationship beatwiem size and productivity

and finds that large size firms have lower produistithan small size firms; thereby
suggesting a negative relationship. SleuwaegerGaretihuys (2002) also cite a large
number of sources from both developed and devejopountries confirming that

large size firms grow at significantly slower rategn contrast, a recent study by
Bartelsman and Doms (2000) find that large sizadienjoy high growth of output

and higher likelihood of survival than small sizemfs, which suggests a positive
relationship between firm size and industry ouggratvth. Similarly, van Biesebroeck
(2005) find that size is positively correlated wightput growth and, that large size
firms unambiguously grow more rapidly and improveoductivity faster. Van

Biesebroeck also observes that large size firmsairernarge, more productive and
remain at the top of the distribution. Meanwhilmadl size firms are found to be less
productive and have a hard time advancing in the sr productivity distribution.

This is consistent with findings by Liu and Hsu @B, and Grilliches and Regev
(1995), who observe higher output growth ratesldoge size firms in Taiwan and
Israel, respectively. Singh and Whittington (19@%amine the relationship between
firm size and industry output growth for nearly ROOK firms between 1948 and
1960 and find that firm size has a significant pesieffect on output growth. Evans
(1987a, 1987b), Hall (1987) and Duneeal (1989) apply the theoretical model of

Jovanovic (1982) to test the relationship among & manufacturing industry
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growth and firm size. They find that industry outguowth decreased with firm size,
thereby suggesting a positive relationship. Varigaal Kraybill (1992) and Dunne
and Hughes (1994) also obtain similar results udit® manufacturing, sales and
services firms’ data and the UK manufacturing deggpectively.

Overall, the foregoing literature suggests that Isththe firm size-performance
relationship may be positive over some firm sizeges and negative for others, it
may also be non-existent. Thus, there may be pesiti negative or no relationship
between firm size and price-cost margins or outpatvth. This ambiguity suggests
that, in both models, the exact relationship betwswall firm share and performance

may not be knowa priori.

Imports intensityMM, ) andExports intensityMX, ) — measured as growth in the ratio

of manufactured imports to total merchandise ingaahd manufactured exports to
total merchandise exports, respectively. It is impee that the effects of
international trade effect are considered in theecaf a small-open economy like
Malawi. However, the expected relationship betwtdentwo foreign trade variables
and price-cost margins is ambiguousiports intensity— A number of studies;
including Ghosal (2000), Katics and Petersen (19@4ves (1985), Urata (1984),
Geroski and Jacquemin (1981), and Pugel (1980pmugthe hypothesis that imports
have an increasing influence on industrial pricstenargins. However, others like de
Melo and Urata (1986) and Jacquernairal (1980) contend that a high rate of imports
will negatively affect the price-cost margins. Thegue that increased imports may
reveal a comparative disadvantage and thus beias=bavith lower profits. More
importantly, they observe that in industries fagath significant degrees of ‘actual’
import competition, the ability of domestic firms maintain prices above average
cost is reduced. Omxports Intensity— the expected relationship with price-cost
margins is also ambiguous. Whilst studies have shtvat competition in export
markets is likely to squeeze profit margins, iteigually possible that exports may
actually increase a firm’s experience and alloto itearn faster. If this were the case,
exports may increase profit margins in the medienmt Empirically, this variable
has therefore produced conflicting results in tewhsts relationship with profits.
Theoretically, as observed by de Melo and Urat86),.9a negative relationship will
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obtain if one assumes that export activities camstnon-competitive oligopolists to
behave competitively as long as the oligopolisteinoa discriminate between
domestic and foreign markets. The manufacturingogspof most developing
countries, like those from Malawi, consist of ufeliéntiated products for which the
scope for discrimination across markets is likedybe small. So, exports can be
expected to depress profitability. But exportingns must be rewarded by a risk
premium if there is greater uncertainty in deahmth foreign markets. In that case,
industries with higher export sales may have higia¢es of return. However, the
general presumption is that export activities hawonstraining influence on pricing
behaviour especially if exports are not differetetin as is likely to be the case for a
predominantly primary commodity exporting countrkel Malawi. Empirically,
Khalilzadeh-Shiraz (1974) and Pugel (1978) find ifpges relationship between
exports and profits in the United Kingdom and Udiftates, respectively; but Pugel
(1980) and Jacquemat al (1980) find little support for this result. Yamakv#1986),

in a survey of previous empirical studies on thi#uance of exports on price-cost
margins, which have been performed for several s also find diverse results.

Hence, the exact effect of exports intensity orfifgronay not be determineipriori.

Inflation Rate (INF,)— is measured as annual percentage change in thersens

price index. Notably, the importance of inflation managers and policy makers,
within both the economic growth and finance litarat has generated considerable
research effort in the study of industry perforn@nklowever, within these two
scenes of academic inquiry — thus, within the eagnagrowth and finance literature
— the debate as to whether industry performanbeljged or hindered by inflation has
resulted in ambiguous conclusions. Both positive aegative effects of inflation on
industry price-cost margins as well as output ghowave been identified in both
schools leaving the net effect to further debatel ampirical investigation.
Theoretical literature linking inflation and pricest margins suggests a negative
relationship as predicted by Diamond (1993), asl wela positive association as
observed by Wu and Zhang (2001) and Tommasi (199d)and Zhang (2001) find
that inflation decreases the number and size afsfiin an industry. The reduced
competition leads to higher price-cost margindhgirtmodel. Further, van Hoomissen
(1988) and Tommasi (1994) establish that inflatiowers the informativeness of



232

current prices about future prices. Prices becoutdated quickly, which leaves the
consumer less informed. According to this viewsl@sformed consumers permit
firms to raise their mark-ups, which result incehprofits. Regarding the effect of
inflation on output growth, Logue and Sweeny (198t&)l a positive relationship
between these variables. However, in a study of DEQuUntries, Katsimbris (1985)
and Thornton (1988) find both positive as well as iasignificant relationship
between inflation and output growth. Meanwhile,&Bat al (2004) and Fountaet al
(2001) report that inflation has a negative effentoutput growth. In view of the
foregoing, the relationship between inflation andustry performance could either be

positive, negative, or non-existent, and may ttegeehot be charteal priori.

Financial Liberalization DummyFL,) is made up of three parts each associated with

one of three major financial reform measures imgleted in Malawi. This approach
follows Laeven (2003), Bandiert al (2000), and Williamson and Mahar (1998) who
observe that financial liberalization takes platevarious ways and in stages, which
require proper distinction. In Malawi, the pre-liakzation phase 1970 to 1986, the
financial liberalization dummy takes the value l@ent, the period from 1987 which
marks the beginning of the financial reforms, speally the deregulation of interest
rates, takes the value of 1; and, finally, from3,98hen major financial reforms were
seriously implemented, takes the value of 2. Themaky, in cases where financial
liberalization makes easy firm’s access to cragtitpwth and expansion of incumbent
firms should be facilitated. Otherwise, financiafarms could also strengthen the
monopoly power of existing firms through dispropaml growth opportunities; just
as it could also result in summary exits of theumbent firms, due to increased cost

of capital resulting from interest rates deregolati

6.4.3. Estimation Technique.

Recognising the possibility of a dual effect ofaintial liberalization on economic
growth in general as observed by, among othersydaoand Ranciere (2006); but
also in order to facilitate investigation of its gothesised contrasting effects on

industry performance, the study conducts a vartyestimations based on an
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encompassing model of short- and long-run effesitsgua panel of cross-industry and
time series observations. In any case, in industrganisation literature there exists
many compelling reasons why the input and outputkeita may adjust to the

financial liberalization policy shocks with a lagther than instantaneously. For
example, time-to-build constraints (Kydland and seatt, 1982), adjustment costs
(Lucas, 1967), financial constraints (Kalecki, 193@nd habit formation (Phlips,

1972) can cause delayed response to a shock. Asalyboth the causes of sluggish
adjustment and the implied short- and long-run dyica are of intrinsic interest in

this particular study. Accordingly, by focusing effects at different time horizons,

the approach sets a basis for an explanation adpparently contradictory effects of
financial liberalization on the performance of isthies with different firm sizes, in

both the short-run as well as the long-run. The efgds depicted in Equations (6.5)
and (6.7) above are therefore estimated using &adelogy designed by Pesaran,
Shin and Smith (1999), and widely applied in matheoresearch studigd

According to Pesaran, Shin and Smith (1999), tlaeeetwo traditional methods for
estimating panel models: averaging and pooling. Tdrener involves running\
separate regressions and calculating coefficierdanmgPesaran and Smith, 1995).
However, a drawback to averaging is that it dodsagoount for the fact that certain
parameters may be equal over cross sections. Atteety, pooling the data typically
assumes that the slope coefficients and error meggare identical. This is unlikely
to be valid for short-run dynamics and error vac@s) although it could be
appropriate for the long-run. Pesaran, Shin, and5(h999), therefore proposed the
Pooled Mean Group (PMG) estimator, which is anrinezliate case between the
averaging and pooling methods of estimation, andlues aspects of both. The PMG
estimation method restricts the long-run coeffitseto be equal over the cross-
section, but allows for the short-run coefficieatsd error variances to differ across
groups on the cross-section. Pooled long-run aoeffts and averaged short-run

dynamics can therefore be obtained as an indicafiomean reversion.

11 See, for example: Elbadaei al (2008); Law (2007); Goswami and Junayed (2006%yiza and
Ranciere (2006); Martinez-Zarzoso and Behga-Morancho (2004); Byrne and Davis (2003);
and, Favara (2003).
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The PMG estimation is based on an Autoregressig&ibutive Lag, ARDL f, q ...qQ
type of model;

p q
Ve SO A ey K Ky tHtE (6.9)
j=1 j=0

F1,2.N;t=1,2.T.
where,y;: is a scalar dependent variablg(kx1) is the vector of explanatory variables
for groupi, w; represents the fixed effects, the coefficientsh&f lagged dependent
variables  j;) are scalars ang are (kx1) coefficient vector3. must be large enough,
as is arguably the case in this study, in orderttiermodel to be estimated for each

cross-section. Equation (6.9) can be re-parameteas:

. p_l * q_l *
DAY, =@ Yt B Xt 2 A DY, +D Y DXt +E (6.10)
j=1 i=0

p q p q
whereg, =—(1—z/1”}; BV A== Aai Vii= 2 Vi
j=1 =0

m= j+1 m= j+1
It is assumed that the disturbanegss are independently distributed acrosandt,
with zero means and varianags> 0. Further assuming that < 0 for all i, therefore

there exists a long-run relationship betwgeandx;, defined by;

Yo =6, % +1, (6.11)
B

where; 8, =-=L is the kxlvector of the long-run coefficients, angi's are

7

stationary with possibly non-zero mean (includiinged effects). Since Equation

(6.10) can be re-parameterized as:

p-1 g-1
DYy =@ s+ D Ay Doy + 20 DX +H g (6.12)
j=1 j=0
where,y i1, IS the error correction term. Henge, is the error correction coefficient

measuring the speed of adjustment towards the fongquilibrium.
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According to the literature, he estimated coeffitsein the model are not dependent
upon whether the variables drél) orl (0)**2 The key feature of the PMG estimator
is to make the long-run relationships homogenecohitevallowing for heterogeneous

dynamics and error variances.

Apart from the PMG, for robustness of the restuhs, study also conducts other two
panel data estimations — the Mean Group (MG) esiimaroposed by Pesaran and
Smith (1995) that averages the error correctiorffictents and the other short run
parameters, allows for heterogeneity but imposetong-run homogeneity; and the
Dynamic Fixed Effects (DFE) estimation, which asssnthat all parameters are
constant across industries, except for the intéragpich is allowed to vary across
industries. The choice between PMG, MG, and DFEnesion entails a trade-off
between consistency and efficiency. The DFE estimdbminates the other two in
terms of efficiency if the restrictions are vallfl.not valid, then DFE estimates will

generate inconsistent estimates and will be domihly the PMG and MG estimates.

Arguably, for this study, the PMG estimator is ddesed to offer the best
compromise between consistency and efficiency, uszane would expect the long-
run path for profitability and output growth to lbdetermined by a similar process
across industries while the short-run dynamics rdotlne long-run equilibrium path
may differ from industry to industry, mainly due ithosyncratic news and shocks to
fundamentals. For instance, as argued by House3)1@mong others, since price-
cost margins are observations for one year onbh Innargins may be the result of
short-run changes in demand, which, over time, ddd eroded by the competitive
adjustment processSpecifically, the PMG approach may be seen in itrglus
dynamics as modelling the supply side, wherebydiave similar long run reactions
to economic variables, given a common objectiv@rofit maximization in the long

run, while in the short run institutions may playae — such as scope of liquidity

provided by relationship lending and other crediianing characteristics — thereby

112 According to Pesaraet al (1999), the existence of a long-run relationsfop Equation (9), is not
contingent on cointegration. Because rltgrid-side variables can combine stationary amd n
stationary variables, the equation caneb#@edded in a dynamic error-correction modeblétb
Mean Group estimation hence does not requrie-testing for unit roots and cointegratior.tAé
variables in the equation were construatethdex numbers, trend deviations, or sharedyingp
that they are stationary in the long run.
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leading to differing dynamics. Thus, the PMG estionan this study should allow for
financial liberalization to have similar effects price-cost margins across industries
in the long run, while permitting heterogeneousrshan adjustments across groups to
variations in firm sizes, as well as changes in ltheel of financial development.
However, the hypothesis of homogeneity of the lamg{parameters is not assunsed
priori and is tested empirically in all specification$ius, the effect of heterogeneity
on the means of the coefficients is determined byaasman-type test (Hausman,
1978) applied to the difference between the PMG M@l estimators, where under
the null hypothesis, the difference in the estimateefficients obtained from the
PMG and MG estimators is not significantly diffetem which case the PMG

estimator is more efficient.

6.4.4. Data Specification.

According to Pesaraet al (1999), the main requirement to implement the PMG
estimator is to have a panel in which the numbegrotips(N) and the number of
time-series observatior{$) are both large. In contrast with most empiricadsts in
the industrial organisation literature, it is thfere necessary to use a panel of data
with annual observations. This study therefore wsesial data from 1970-2004 for
20 three-digit SIC Malawian manufacturing indudrithus, a panel of si2é=20 and
T=35, therefore with 700 observations for each wéeia’. Estimations are made

using a Stata modulpmg by Blackburne and Frank (2007).

Table 6.1 present descriptive statistics of the keyiables of this empirical
investigation. Price-cost margins suggest an aeepadfitability of industries during
the period of 18.0 percent; whilst the mean martufagy output growth, in terms of
net sales, stands at about 38.0 percent. Furtteepairwise correlations matrix for the
variables of interest is reported in Table 6.2 gganel data, and shows that there are
some important correlations among the variables. Signs are as expected in most of

the relationships. For example, the industry pdost margins correlates positively

113 Arguably, this is large enough for the PMG estimatmethod, according to Pesardral (1999).
In fact, Pesaratal uses a panel of sid&=24 andT=32 (768 observations), which is not
significantly different from the sample sizeed for this study (which is 700 observations).



237

with industry concentration and growth in marketnaad. Notably, in both the price-
cost margins as well as output growth variablesteths a positive relationship with
their lagged values. This suggests that, for bodustry price-cost margins as well as
industry output growth, there are some path depenés in these processes. In
addition, the small firm size ind&X — which represents industries naturally
composed of small firms for technological reasongs—on average negatively

correlated with both price-cost margins and industrtput growth.

However, whilst the aforementioned raw correlatidosot control for other industry
or macroeconomic characteristics, they nonetheladgcate that analysing the
relationship between firm size and industry perfamce could well amount to

different exercises.

Table 6.1: Summary Statistics of the Main RegressVariables — Annual Data: 1970-2004

Variable Description Mean Std. Dev. Min. Max.
PCM, Industry Price-Cost Margins (Industry Profitabi)ity 0.183 0.135 -0.26 0.70
GO, Growth of Industry Output (as % of Real GDP) @37 | 1.630 -24.64 18.13
CR, Three-Firm Concentration Ratio 82.202 18.065 29.45 100.00
KO, Industry Capital-Output Ratio (Capital Intensity) 0.277 0.304 0.91 2.43
LP, Labour Productivity ( Employee per Value-Added) 2.313 0.458 1.56 3.17
SH, Share of Industry Value Added to Total Man. Valugd&d. 0.047 0.072 0.01 0.70
MKD, Market Demand Growth (Real GDP Growth) 3.8220 .395 -10.24 16.73
SFS Industry’s Small Firm Share (Firm Size) 0.047| .0 0.01 0.70
ED External Finance Dependence 0.637 0.474 0.1p 1.58
MM, Manufactured Imports as % of Total Merchandise Ingpo | 73.637 3.148 63.39 80.77
MX, Manufactured Exports as % of Total Merchandise Egpo 8.572 2.811 4.62 15.44
INF, Inflation Rate (Annual % change in Consumer Phickex) | 17.489 15.716 1.70 83.33

114 Notably, the correlation coefficient between $rfiam Size and External Finance Dependency is
This suggests thde industry
characteristics explaining firm size tdimition are not the same as the characteristpiaming
technological dependence on external fiaasper the influential findings of Rajan and zileg
(1998). This confirms the fact that the firireschannel of financial liberalization being intigated
in this chapter is different from the ex@ finance channel that has been examined earltbe

negative and very small (-0.011),

study.

baiso

insignificant.




Table 6.2: Pairwise Correlation Matrix of the MaiRRegression Variables.

(Annual Panel Data: 1970-2004)
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PCM, | PCM, | GO, | GOy CR, KO, LP, SH, | MKD, | SFS | ED MM, MX, | INF,
PCM, 1.000
PCM,. | 0.591" | 1.000
GO, 0.167" | 0.308" 1.000
GQy 0.093" | 0.171" 0.128” | 1.000
CR, 0.2257 | 0.156 -0.512" | -0.361" 1.000
KO, -0.132" | 0.615" 0.516" | -0.384" 0.794" 1.000
LP, 0.151" | 0.149" 0.231" | 0.113" 0.127" | -0.264 | 1.000
SH, 0.232" | 0.113" 0.351° | 0.168 -0.273" | -0.249" | -0.163" | 1.000
MKD, 0.241" | 0.077 -0.093" 0.133" -0.027 -0.122 | -0.076° | 0.144" | 1.000
SFS -0.241" | -0.078 -0.063 | -0.005 -0.093 | -0.027 0.014 0.001 0.001 1.000
ED, 0.203 | 0.199 -0.004 | -0.001 0.135 | 0.791" | 0232 | -0.136 0.006 -0.011 1.000
MM, 0.019 0.033 0.003 0.023 0.224 | 0.877" | -0.001 -0.079 | 0.191" | 0.068 -0.001 1.000
MX, 0.127" | 0.153" 0.318" | o0.188 0.316" 0.52¢" | 0.001 -0.066 | -0.129 0.130" | 0.025 | -0.397 | 1.000
INF, 0.012 0.051 -0.046 -0.024 0.480 | 0.737" | 0.736" | -0.020 0.606 |-0.173" 0.001 | -0.173 | -0.070 1.000

Note

This table report the correlation matrix of tiegression variables. An#i* | **  *
and data sources are provided above.

indicate significance levels of 1, 5, and 10 petceespectively. Definitions
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6.5. EMPIRICAL RESULTS.

Tables 6.3a and 6.3b below, present the resultsspmtification tests and the
estimation of long- and short-run parameters ligkimustry performance — measured
separately through two performance indicatatig, price-cost margins and output
growth, respectively — with firm size, financiabdralization, and other performance
determinants. The analyses emphasize the resuiésnetd using the pooled mean
group (PMG) estimator, which is preferred given gains in consistency and
efficiency over other panel error-correction estiong. For comparison purpose, the
study also presents the results obtained with teamgroup (MG) and the dynamic
fixed effects (DFE) estimators.

However, as indicated in the previous section,dbesistency and efficiency of the
PMG is conditional on the long-run parameters béggsame across industries. And,
as further indicated in the section on econometrathodology, this involves testing

the null hypothesis of homogeneity through a Haustgpe test, based on the
comparison between the PMG and MG estimators. bieBe6.3a and 6.3b, the study
results for the models as depicted in Equations) (@&nd (6.7), respectively, present
the Hausman test statistic and the corresponghivgjues for the coefficients, jointly.

In both models, the homogeneity restriction is rep¢cted jointly for all parameters.

A further condition to the existence of a long-reglationship requires that the
coefficient on the error-correction term be negati\Regarding the estimated

parameters, therefore, analyses focus on thoseedtaith the PMG estimator.

6.5.1. Price-Cost Margins Model.

Table 6.3a presents estimation results for theegrast margins (or profitability
model) as depicted in Equation (6.5). The dependanable for the analysis of this
model is the theoretically preferred price-cost girarobtained from manufacturing
census data. This follows many other empirical issidn the applied industrial
organisation literature (see, for example, Feengl, 2005; Feeny and Rogers, 1999;
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McDonald, 1999Y*° According to the results in Columns (3) of Tabl&8a, in both
the short-run as well as in the long-run, pricetaoargins are positively related to
industry concentration. There is also a positivel agnificant relationship with
market demand, industry share, and imports intgngit the short-run; albeit, not
significantly so in the long-run. Notably, the cli@ént for the exports intensity
variable is positive strongly significant in thentprun, whilst in the short-run this
variable suggests a negative influence on pricé-owargins. These are standard
results from empirical industry profitability liteture, and are generally consistent
with results from numerous studies in the structimeduct-performance tradition (for
a review of recent empirical literature, see, faarmaple, Lipczynskiet al, 2005;
McDonald, 1999; Hay and Morris, 1991; Buzzel ande(34987). As such, it is
reassuring that the study is able to reproduceethts with this methodology.

Most importantly for the purpose of this study he tfinding that price-cost margins
are negatively and significantly linked to the measof firm size — small firm share —
SFS, in the long-run (-0.042) and in the short-run @M). Interestingly, this

relationship does not change with financial libeation as the interaction term

between small firm share and financial libera{i®RSx FL), has a negative and

significant coefficient both in the long-run (-04€4 as well as in the short-run (-
0.062). This suggests that ‘small-firm industriesindustries naturally composed of
small firms for technological reasons are lessifabolie, and the situation does not
improve with financial liberalization. Another olsation is that the short-run
average relationship between price-cost marginsthadnteraction between small
firm share, as the measure of firm size, and thantial liberalization dummy

(SFSx Fl), appears to be strongly negative, with a pointnestie several times

larger than that of the long-run effect of firm esizZl'hus, comparing the long- and
short-run estimates, a first broad conclusion iat tthe sign of the relationship
between industry performances, as measured by -pogEe margins, and the

interaction term depends on whether their movenmemet$emporary or permanent.

3n the literature Oligopolistic firms are often observed to amh target ‘price-cost margins’ as a
pricing rule of thumb (see, Hall anddHit 1939), in which case the margins must bdedter
dependent variable in regression amalfigsifirms’ profitability. Further, the data ftine price-
cost margin ratios is traditionally aioeed from the same source as that for yman the
explanatory variables (Census of Manufang)sithus, minimising biases.



Table 6.3a;._The Long-Run and Short-Run Effecf Binancial Liberalization on

Firm Size and Price-Cost Margins Relationship

(Annual Panel Data: 1970-2004)

1) ) 3)
Variables:- Dynamic | Mean Pooled
Dependent Variable: Fixed Group Mean
Price-Cost Margins (PCM) Effects Group
CR 0.226*** | 0.246*** 0.192%**
(0.057) (0.057) (0.043)
KO -0.047 -0.242 -0.055**
(0.035) (0.156) (0.028)
0.049*** | -0.063 0.018
MKD (0.016) (0.076) (0.014)
SH 0.008 0.476** 0.004
(0.023) (0.213) (0.018)
MM -0.114 -0.059 -0.201
(0.201) (0.113) (0.148)
MX 0.351*** 0.103* 0.437***
(0.124) (0.061) (0.102)
INE 0.026%** 0.011 0.031x**
(0.007) (0.007) (0.006)
-0.041** | 0.007 -0.042%**
SFS (0.013) (0.020) (0.010)
-0.004 0.099 -0.044***
SFSx FL 0.013) | (0.118) | (0.012)
Error-Correction Coefficient (¢;) (8322;** (8 823;** (8 Sgg;**
0.083*** | -0.010 0.070**
ACR (0.029) (0.033) (0.026)
0.028 0.033** 0.008
4KO (0.018) (0.016) (0.015)
0.053** |  0.047*** 0.054***
AMKD (0.007) (0.012) (0.011)
0.078** | 0.024 0.168***
ASH (0.012) (0.030) (0.036)
0.043 0.120%** 0.066**
AMM (0.052) (0.036) (0.027)
-0.037* -0.015 -0.033*
AMX (0.023) | (0.022) | (0.019)
-0.008*** | -0.009*** | -0.008***
AINF (0.002) (0.002) (0.001)
-0.017**=* | -0.009 -0.010*
ASFS (0.005) (0.006) (0.005)
-0.026*** | -0.025 -0.062**
ASFSx FL (0.006) | (0.028) | (0.028)
No. of Observations 678 678 678
Hausman Tedfy”) statistic 3.43
p-value (0.9449)

Note: Estimates of the intercept are not reported fonemy of space. ***, ** * indicate
significance at 1percent, 5percent, and 10 petegats,

respectively.
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6.5.2. Output Growth Model.

Table 6.3b presents panel estimation results fleD(FE, MG, and PMG estimators
for the output growth model as depicted in Equafii) above. As can be seen from
the results, all the three panel estimations peWmtoretically consistent signs of all
the coefficients for most of the explanatory valesb Notably, in the short-run, output
growth is positively related to industry share, kedardemand, and imports. However,
in the long-run, the results show a positive relaghip between output growth and
industry share, market demand and labour prodagtivhilst relationships with

capital intensity, imports, and inflation, are dalgnificant but with negative

coefficients. Again, these are standard resultsnfrempirical industry growth

literature, it is therefore reassuring that thedgtis able to reproduce the results with

this methodology.

However, of particular interest to this researaldgtis the result between small firm
measure and output growth. The small firm sizealde has a negative coefficient
and is significant determinant of industry outprdawgth, according to the long run and
short run results in Column (3) of Table 6.3b. Thigling is consistent with the
results by Evans (1987a, b), Dureteal (1989), and Domst al (1995) who find that
industry growth is negatively related to firm sizging U.S. data. Similar findings are
made by Dunne and Hughes (1994) using U.K. dat; lanNurmi (2002) in Finnish
manufacturing. However, the relationship does ndtange with financial
liberalization, as results of estimating Equati6rv] still show a negative relationship
between small firm share, as the measure of fime, sind the financial liberalization

dummy (SFSx FL, and output growth, both in the short-run (-0.0&6)well as in

the long-run (-0.037). Notably, in the short-rume quantitative effects of small firm
share are much larger with financial liberalizatibian before the reforms, thereby
suggesting the devastating effects of financiagrtization policy. Generally, the
results indicate that industries whose organisasdmased more on small firms than
on large firms grow less following financial libéeation. These results run contrary
to the orthodox predictions about the influencdim@ncial development on industry

growth, and contradict the findings by, among ah&ajan and Zingales (1998).



Table 6.3b:_ The Long-Run and Short-Run Effecf Binancial Liberalization on

Firm Size and Output Growth Relationship

(Annual Panel Data: 1970-2004)

@) ) 3)
Variables:- Dynamic | Mean Pooled
Dependent Variable: Fixed Group Mean
Output Growth (GO) Effects Group
SH 0.010 0.024 0.057***
(0.022) (0.213) (0.009)
KO -0.193*** | -0.240** | -0.120***
(0.041) (0.105) (0.016)
LP 0.464*** 0.438** 0.131%**
(0.078) (0.190) (0.032)
MM -0.974*** | -0.894** -0.853***
(0.229) (0.350) (0.099)
MX 0.235** 0.192 -0.002
(0.103) (0.137) (0.044)
0.057*** 0.028 0.036***
MKD (0.015) (0.059) (0.011)
INE -0.003*** | -0.004** -0.003***
(0.001) (0.002) (0.001)
-0.019 -0.029 -0.011
SFS (0.013) (0.023) (0.010)
-0.024* -0.197** | -0.037***
SFS< FL 0.013) | (0.101) | (0.006)
- *k%k - *kk o *kk
Error-Correction Coefficient (gh) (gg;g) (883‘21) (8823)
0.076*** 0.021 0.145%*
ASH (0.012) (0.037) (0.034)
0.055*** 0.058* 0.019
4KO (0.019) (0.020) (0.019)
ALP -0.044 -0.014 0.112
(0.058) (0.074) (0.052)
0.169*** 0.21 1% 0.142%+*
AMM (0.050) | (0.048) | (0.039)
-0.026 -0.018 0.014
AMX (0.023) (0.023) (0.017)
0.039*** 0.042x+* 0.032%*
AMKD (0.007) (0.014) (0.011)
0.000 0.001 0.001
AINF (0.001) (0.001) (0.001)
-0.024*** | -0.021** | -0.017***
ASFS (0.005) (0.008) (0.005)
-0.022*** 0.014 -0.060**
ASFSx FL (0.0068) | (0.018) | (0.026)
No. of Observations 678 678 678
Hausman Tey”) statistic 2.28
p-value (0.9862)

Note Estimates of the intercept are not reported fonemy of space. ***, ** * indicate

significance at 1percent, 5percent, and 10 petegats, respectively.
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6.6. ROBUSTNESS TESTS.

This section presents sensitivity analyses of #wilts. The study uses a different
measure and definition of firm size. Further, ateralative estimator is used to
examine the influence of financial liberalization the relationship between firm size

and price-cost margins and output growth.

6.6.1. Alternative Measure of Firm Size.

As a sensitivity test the study estimates the nsodesl depicted in Column (3) of
Tables 6.3a and 6.3b, using an alternative desimitf firm size. Instead of defining
firm size through small firms share, it is deterednby using a commonly used
measure of firm size in the empirical literaturehe average number of employees
(see, for example, Yang and Huang, 2005; Dedolalappi, 2005; Kumaret al,
2001; Audretschet al 1998; Deanet al 1998; Davis and Henrekson, 1997).
However, as observed by Kumat al (2001), whilst a simple average, obtained
through dividing the total employment in an indydty the total number of firms in
that industry, is widely used in the literature,ist albeit, inappropriate for two
reasons. First, it ignores the richness of tha daat the distribution of firm size.
Second, it would give a number that has little imgaon the size of the firm that is
‘typical’ of the sector or has the greatest sharehe sectors production. As such,
using the simple average could lead to wrong im&gbion of the relationships.
Instead, following Kumaet al (2001), the study calculates the size of the gidicm

by, first locating the industry in which the mediamployee of the overall
manufacturing sector works. Next, the total emplegirin that industry is divided by

the number of firms in that industry to get therage firm size. The study therefore
uses the log of the average firm sieS™, calculated based on median employment

numbers, as the variable representing firm sizbenregressions. Thus, according to
Kumaret al (2001), the average firm size is defined as fadpw

w33

(6.13)

Z|m
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where AFS™'is average firm size (based on the median employmembers),e is

the total number of employees in industriz is the total number of employees in the

entire manufacturing secton, is the total number of firms in an industry. Howev
one caveat of using the median of the sample teruhte an average firm size
AFS™“applicable to the entire industry is that it maynetimes not be considered to

be representative, particularly where the distrdyutof firms is highly skewed.
Therefore, the study also determines an alternawezage firm size measure based
on the 74 percentile of employment numbers to distinguistwieen small (below the

75" percentile) and large firms (above"7Bercentile)AFS """ |n order to

examine the influence of financial liberalization the relationship between firm size
and price-cost margins and output growth, inteoacterms are calculated using the

two alternative measures of average firm size afidaacial liberalization dummy,

viz; (AFS‘"e“x FL),t and (AFS75thpe'°e”“'e>< FL),t, which are also included in the

respective models, and estimated through Equaf®f$ and (6.7). Column (1) and
(2) of Tables 6.4a and 6.4b show the results fomasions using average firm size,
based on the median, as well ad fercentile employment numbers, respectively.
Like in the main regression estimations, of intereghe sign and significance of the
average firm size measures, particularly the icteya terms. A positive and
significant coefficient should suggest that as #werage firm size increases, it
becomes more profitable or that its output grovepiiportionately faster. A negative

and significant coefficient should suggest the igo

According to the results in Column (1) of Tablede6and 6.4b, both in the short-run
as well as in the long-run, average firm size, mesb based on the median
employment number&FS§, .., has a positive and significant coefficient in tix®
models. Further, for both models, the results dd obange with financial

liberalization, as depicted by the positive coeédint on the interaction term between

the average firm size measure and the financiafdiization dumm{/AFS‘"e“x FL),t .

However, the study results are virtually unchangeen after changing cut-off points

from median to 78 percentile. In fact, the results in
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Table 6.4a;_Price-Cost Margins ModePooled Mean Group Estimation using

Alternative Measures of Firm Size
(Annual Panel Data: 1970-2004)

Variables:- Firm Size Measure
Dependent Variable: (1) (2)
Price-Cost Margins (PCM) AF Syedian) AFS75th percentile)
CR 0.075 0.051
(0.058) (0.058)
-0.094*** -0.087***
KO (0.030) (0.030)
0.033** 0.020
MKD (0.015) (0.014)
0.017 0.037**
SH (0.013) (0.014)
-0.542%%* -0.404**
MM (0.161) (0.156)
0.330*** 0.243*
MX (0.107) (0.099)
0.045*** 0.034***
INF (0.008) (0.007)
0.046**
AFS\/Iedian (0,018)
0.023***
AFS\/Iedian>< FL (0.017)
0.050***
AFS/Sth percentile (0.017)
0.037***
AFS/Sth percentilex FL (0.012)
. - -0.281*** -0.300***
Error Correction Coefficient ) (0.033) (0.038)
0.054* 0.062**
ACR (0.031) (0.030)
0.022** 0.012
AKO (0.011) (0.013)
0.057*** 0.058***
AMKD (0.010) (0.010)
0.213*** 0.190***
ASH (0.035) (0.039)
0.114%** 0.100***
AMM (0.031) (0.028)
-0.023 -0.011
AMX (0.017) (0.016)
-0.010%** -0.008***
AINF (0.001) (0.001)
0.026***
4 AFS\/Iedian (0.027)
0.024*
AFS\/Iedian>< FL (0.013)
0.017*
4 AFS]Sth percentile (0.007)
0.067**
4 AFSISth percentile < FL (0.026)
No. of Observations 678 678

at 1percent, 5percent, and 10 percent levels, ctésply.

Note Estimates of the intercept are not reported fonemy of space. ***, **, * indicate significance
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Table 6.4b:_ Output Growth Model: Pooled Mean Grostimation Results using
Alternative Measures of Firm Size.
(Annual Panel Data: 1970-2004)

Variables:- Firm Size Measure
Dependent Variable: (2) 3
Output Growth (GO) AF Syiedian) AF§75th percentile)
SH 0.042*** 0.059***

(0.014) (0.010)
o o e
Lp 0.229*** 0.032

(0.066) (0.036)
MM 013 | oos
MX ©.078) (0.004)
MKD ©0.010) 0.010)
INF ©0.001) ©.001)
AF 3 edian ?0051?3)
AFS g FL ©.001)
N — ©.010)
AFS g g™ FL ©.007)
Error Correction Coefficient ) (883421;** (882(7);**
ASH (0.035) (0.036)
AKO ©.019) 0.015)
AP (0.061) (6.060)
MM 0.035) 0.039)
AMX ©010) 0.015)
AMKD ?0003182) * (()0004101)
AINF ©.002) (0.001)
A AFSegian ?OOC?(;Ll)
AFS g FL (0.001)
A AFS e (0.008)
4 AFS,, percentile ™ FL ?0007275*
No. of Observations 678 678

Note Estimates of the intercept are not reported fonemy of space. ***, **, * indicate significance
at 1percent, 5percent, and 10 percent levels, ctésply.
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In fact, the results in Column (2) of Tables 6.4d &.4b are qualitatively similar, but
stronger from a statistical point of view, to thesults based on the sample median.
This is particularly evident in the magnitudes bé tinteraction term coefficients.
Comparing the magnitudes of the coefficients fa ithteraction term, the short-run
result of Table 6.4a shows that the firm size effeenuch larger for firms above the
75" percentile of the sample (0.067) than for firmswabthe median of the sample
(0.024). Similar observations are made in Tablé 6/ere the firm size effect is also
much larger for firms above the "7percentile of the sample (0.077) than for firms
above the median of the sample (0.006). This sugdbat the larger firms — those
above the 78 percentile — perform better in terms of both pigest margins as well
as output growth, than the smaller firms, or thbséow the 78 percentile. This
suggests that as firm size increases, industryopedance — whether measured
through price-cost margins or output growth — alsareases with financial
liberalization; and, therefore further suggests tha larger the firm the more it stands
to benefit in terms of performance following fingdcliberalization. This result
renders support to the main findings reported eanvhich contradict the predictions
in the literature by Cestone and White (2003), Aghand Bolton (1997), Banerjee
and Newman (1993), and Galor and Zeira (1993), gmothers, that financial
development eases financial constraints, and eekahe performance of small-size

firms more than larger-size firms.

6.6.2. Alternative Panel Estimator.

The analysis so far has used a novel empiricainastir to distinguish between short-
run and long-run effects of firm size on industmgrfprmance following financial
liberalization. This methodology uses the timeesdimension of the data at least as
intensively as the cross-section dimension. Itesents a departure from the typical
empirical industrial organisation literature in whihigh-frequency movements in the
data are averaged out prior to estimation. As atéd earlier in this study, typical
panel data studies work with data averaged fooperof 5 or 10 years and, therefore,
is likely to combine short- and long-run effects.hi8t averaging has the

disadvantage of leading to loss of potentially uk@fformation on year-on-year
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changes in — for instance, profits or output grofetha firm — it nonetheless removes
year-on-year volatility, or ‘noise’ which — in tloase of profitability studies, is mostly
due to changes in accounting procedures between;\@al on output growth, ‘noise’
could be due to weather changes or any other mammoenic shocks — all of which
do not reflect real changes in a firm’s activitidgcordingly, in order to provide
further support to the arguments developed in Hréeg part of this study, a typical
panel data regression framework is therefore usatl to analyze whether firm size
is also a relevant determinant of industry perforoga and, particularly whether this

relationship is influenced by financial liberaliiat.

In this section, therefore, the study uses an esitom method for panel data that deals
with dynamic regression specification, controls torobserved time- and industry-
specific effects, and accounts for some endogeneitye explanatory variables. This
is the generalized method of moments (GMM) for dgitamodels of panel data
developed by Arellano and Bond (1991) and Arelland Bover (1995), which were
explained earlier in this study. Thus, the modalsspecified under Equations (6.5)

and (6.7) above may be represented as follows;

Yo = Yea =AY+ B % +3( SFS +y, (6.14)
Ve = Yea =AY+ B % +I(SF Fl +u, (6.15)
Vi =l +1} + & (6.16)

where, y, represents the industry performance measure {posemargins or output

growth) in industryi in periodt, X is vector of ‘fundamental’ determinants of

industry performance, which, following the analysé®ve, includes small firm share

(SFS) as a measure of firm si(SFSx FI)it an interaction term between the
measure of firm size and a financial liberalizatdummyy, a general disturbance;
including an industry-specific unobservable effgcta time-specific factor,, and an

idiosyncratic disturbancs; .
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The results for the estimation of Equations (6% €6.7) using this methodology are
reported in Tables 6.5a and 6.5b, respectively. fElsalts are based both on a one-
step and two-step estimator (for a review on the-step and two-step GMM

estimators, see, Arellano and Bond, 1991). In the-siep estimator, the error term

&, Is assumed independent and homoskedastic acisstiiies and time, in the two-

step estimator, the residual of the first step @sed to estimate consistently the
variance-covariance matrix of the residuals, relgxithe assumption of
homoskedasticity. However, the study reports bbthdne-step as well as the two-
step estimation results for the sake of comparisgen though the analyses will be
based on the two-step estimator results, whichcarsidered robust. This follows
Windmeijer (2005) who devised a small-sample caivecfor the two-step standard
errors. Thus, in regressions on simulated paneladieijer finds that the two-step
efficient SYS-GMM performs somewhat better than -etep SYS-GMM in
estimating coefficients, with lower bias and stadderrors. And the reported two-
step standard errors, with this correction, aretequiccurate, so that two-step
estimation with corrected errors is currently cdesed to be modestly superior to

robust one-step estimation.

In all the models, as depicted in Equations (6rf) @.7) above, the respective results
shown in Table 6.5a and Table 6.5b, thé¢ests indicate that the parameters are
jointly significant (at the 1 percent level). Fuethfor each model results, the bottom
part of the table includes-values for the Hansen/Sargan tests for over- iyang
restrictions. According to the results, the studprwot reject the null hypothesis that
the instruments used in all the models are unaiedl with the residuals.
Consequently, the tests suggest that the instriameseid are valid. The test for AR (1)
errors in the first difference equation rejectsniné hypothesis of no first-order serial
correlation as expected. Furthermore, as shoukkpected, the test for AR (2) errors
suggests that we cannot reject the null of no seooder serial correlation in all the
models. And, according to Arellano and Bond (1991,281-282), as long as there is
no second - order autocorrelation, the GMM estisiate considered to be consistent.
The two-step estimation results are shown in Coly&inof Tables 6.5a (for the
profitability model), and 6.5b (for the output grilmmodel). In both cases, the small

firm share variable $FS), has a negative and significant coefficient. THierefore,
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confirms the earlier finding that small-firm indtiss — industries naturally composed
of small firms for technical reasons — perform pypdhan large-firm industries.

However, this does not change with financial litizedion, as the interaction term

between small firm share and a financial Iiberaiizadummy(SFSx FI)it maintains

a negative relationship in both models.

Table 6.5a;_ Price-Cost Margins Model — System GMMdRession Estimation Results
(5-Year Average Panel Data: 1970-2004)

Variables:- One-Step Two-Step
Dependent Variable: Q) (2)
Price-Cost Margins (PCM)
0.382*** 0.406***
L.PCM (0.100) (0.117)
0.301*** 0.362***
CR (0.088) (0.065)
-0.029** -0.025%**
KO (0.012) (0.007)
0.038** 0.046**
MKD (0.017) (0.016)
0.275 0.267
SH (0.196) (0.266)
-0.007 -0.010**
MM (0.005) (0.005)
0.144** 0.175%**
MX (0.046) (0.032)
-0.286 -0.297
INF (0.194) (0.276)
-0.044** -0.043**
SFS (0.023) (0.019)
-0.800*** -0.098***
SFSx FL (0.021) (0.013)
Diagnostics:
70.47 93.90
F-Test (0.000) (0.000)
Hansen /Sargan test (3.213) (‘gig 4)
Test forAR (1) errors ((z)gio) i(2)314)
Test forAR (2) errors (éggl) i(1)i84)
No. of Industries 20 20
No. of Observations 120 120

Note Estimates of the intercept are not reported fonemy of space. ***, ** * indicate significance
at 1percent, 5percent, and 10 percent levels, cégply. The Hansen / Sargan Test and Tests for AR
errors are - values for the null of instruments validity.
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Table 6.5b:_Output Growth Model — System GMM Regies Estimation Results
(5-Year Average Panel Data: 1970-2004)

Variables:- One-Step Two-Step
Dependent Variable: 1) (2
Output Growth (GO)
0.487*** 0.488**
L.GO (0.158) (0.196)
0.021*** 0.024***
SH (0.005) (0.004)
-0.014** -0.013*
KO (0.006) (0.006)
LP 0.459*** 0.515%**
(0.125) (0.125)
-0.692*** -0.778***
MM (0.178) (0.167)
-0.009 0.001
MX (0.030 (0.023)
0.112%* 0.126***
MKD (0.029) (0.027)
0.002 -0.001
INF (0.006) (0.005)
-0.027* -0.021
SFS (0.014) (0.013)
-0.252*** -0.285%***
SFS< FL (0.064) (0.061)
Diagnostics:
41.32 63.00
F-Test (0.000) (0.000)
Hansen /Sargan test (028'32) © 2'2182)
Test forAR(1) errors (02011(63) (082246)
Test forAR (2) errors (612'(15é) (0'3600‘;
No. of Industries 20 20
No. of Observations 120 120

Note Estimates of the intercept are not reported fonemy of space. ***, ** * indicate significance
at 1percent, 5percent, and 10 percent levels, cégply. The Hansen / Sargan Test and Tests for AR
errors are - values for the null of instruments validity.

Notably, the quantitative effects of financial Irtekzation on firm size and industry
performance are quite significant in both modets. iRstance, according to results in
Column (2) of both Tables 6.5a and 6.5b, the coefiis for the interaction term
between small firm share, as the measure of fizg, @nd the financial liberalization

dummy (SFSx FL), appears to be strongly negative, with a pointnestie several

times larger than that without financial liberatioa. Apart from confirming the
earlier findings on the effects of firm size onustry performance, the results on both
models therefore stand in stark contrast to thieoolidx predictions on the effects of

financial liberalization on industry performance.
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6.7. CONCLUSION.

The study examines the differential impact of ficah liberalization on the
performance of firms of different sizes using pattetia for 20 industry groups for the
period 1970 to 2004; and, establishes that finaritiaralization affects small and

large firms differently.

The results indicate that profitability of the Maian manufacturing firms, as
measured by price-cost margins, depends very muehfom’s size as determined by
the number of employees. The results show thas ithe smallest firms that are
consistently the most adversely affected followfimgncial liberalization. Thus, the
study finds no evidence that small firm industiiegome more profitable than large
firm industries following financial liberalizatior-inancial liberalization leads to an
increase in the price-cost margins of large simadithan it does for small size firms.
Similarly, the findings also suggest that, follogiifinancial liberalization, small firm

industries encounter certain barriers, which cregtmater difficulties for them to

achieve significant output growth. Thus, runningntcary to the orthodox views on
financial liberalization theory expectations; intties characterized by small sized
firms do not register output growth following fir@al liberalization. Growing

industry niches and high growth rates, while attvacto both small- and large-sized

firm industries, appear to be more conducive tgdagize firm industries.

The study therefore establishes that financialréilieation has no positive effect on
the performance of “small-firm industries”, or irefes naturally composed of small
firms for technological reasons. These findingsiarkne with earlier work that has
found that small-size firms are more likely to smffrom financing constraints (see,
for example, Schiantarelli, 1996), and, among mather case study results, are
similar to those of Gelos and Werner (1999) in ¢hse of Mexico who argue that
large-size firms may have had better access toctdilecredit before financial
liberalization; and, even more preferential access credit after financial
liberalization. Thus, in Malawi, like elsewhere whdinancial liberalization has been
implemented, the positive effect of more efficidmancial system following the
reforms — such as the discontinuation of directedlit and interest rate deregulation

— may have been offset for the small-size firmgh®y negative effects of continued
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increase in information and transaction costs aftegrest rates deregulation and
credit rationing, as well as proliferation of rédaiship-based lending practices.
Alternatively, large-size firms might suffer lessrh the negative effects of increased
transaction and informational asymmetries, apannfibenefiting from relationship

lending practices by the financial institutionsgdahus have better access to credit in
general. Accordingly, the results provide a uséf for future policy research on

the implications of financial sector reforms on tieal sector; and more specifically
on the industry environment and small or new firnepomena. It sheds new light on
the traditional financial liberalization policy esgations, and underscores the
importance of incorporating differences in the mataf competition as well as the

implications of such policies among firms of varyisizes.

Overall, therefore, it may be concluded that a essful financial liberalization needs
to consider other aspects of the credit market heymlicies like discontinuation of
directed credit programs and interest rate deréigula Financial liberalization

requires both the political will and ability to gtdhe preferential treatment of well-

connected firms, firms that often tend to be dipprtionately large.



Appendix 6.1: Hausman Test between Mean Group andd®led Mean Group

Estimation: Price Cost Majins Model

hausman mg pmg

---- Coefficients ----

(b) (B) (b-B)  sqrt (diag (b-V_B))

mg pmg Difference S.E.
CR 2458471  .1915829 .0542643 3626
KO -.2422238 -.0553779 -.1868459 536566
MKD  -.0626304 .0182718 -.0809022 0743287
SH 476059 -.0040852 4801442 1512
MM -.0585591 -.2009077 .1423486
MX 1025312 .4370345 -.3345034

INF .0106298 .0306735 -.0200437 04@47
SFS .0067008 -.0422355 .0489362 172088
SFS_FL .0994029 -.0435952 .1429981.1173806

b = consistent under Ho and Ha; obtained from xtpmg
B =inconsistent under Ha, efficient under Ho; obgdifrom xtpmg

Test: Ho: difference in coefficients not systemati

chi2 9) = (b-B)[(V_b-V_B) ~ (-1)] (b-B)
3.43

Prob>chi2 =  0.9449

Appendix 6.2: Hausman Test between Mean Group andd®led Mean Group

Estimation: Output GrowthiViodel

. hausman mg pmg

---- Coefficients ----
(b) (B) (b-B) sqrt (diag (V_b-V_B))
mg pmg Difference S.E.

SH .0238432 .0574688 -.0336257.2125517

KO -.2403027 -.1195135 -.1207893 .1034579

LP  .4375612 .1312254 .3063359 .1869758

MM  -.8939776 -.8530467 -.0409309 .3353341
MX  .191724 -.0020715 1937954 .129238
MKD  .027899 .0359243 -.0080253 .057468
INF -.0035378 -.0032175 -.0003203 .0017273
SFS  -.02926 .0111477 -.0404077.0227887
SFS_FL -.1972427 -.036588 -.1606548.1008507

b = consistent under Ho and Ha; obtained from xtpmg
B = inconsistent under Ha, efficient under Ho; atdi from xtpmg

Test: Ho: difference in coefficients not systeimat

chi2(9) = (b-B)[(V_b-V_B) " (-1)] (b-B)
= 2.28
Prob>chi2 = 0.9862
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CHAPTER 7.0: CONCLUSION AND POLICY RECOMMENDATIONS.

7.1. SUMMARY OF STUDY FINDINGS.

The literature on financial liberalization in dewping countries has been identified
with a number of mechanisms through which this esscshould affect resource
mobilisation, resource allocation and economic ghowrollowing deregulation, for
instance, increases in the real interest rate dhiadluce more savings; a relaxation of
liquidity constraints through increased and broaded access to credit and financial
deepening should facilitate private investment; audbsequently, this relaxation,
coupled with decentralization of banking, shoulgrove the allocation of financial
resources at the micro level. These processesharefore hypothesised to enhance
competition and growth among both small as welbage firms, which influence the
industry structure that evolves in the real secldre empirical relevance of these
effects to Malawi’'s financial liberalization effsrthave been investigated in this

research study, with particular focus on industinethe manufacturing sector.

While theory does not paint a clear picture abawt financial liberalization ought to
affect competition in industry, the empirical wodoes. Much contrary to the
orthodox view that financial liberalization inducesmpetition, the results from this
study show that financial liberalization — workitigrough financial development —
does not necessarily lead to a competitive industinycture. Financial liberalization
has been associated with increasing industry carateam, an indication that the
much-hypothesised distributional ramifications luétpolicy reform have, in fact, not
taken effect in the Malawian manufacturing seclostead, this policy has been
detrimental to competition in the industry, as igpdloportionately facilitates growth
and expansion of selected firms at the expens¢éhef® The results further show that
financial liberalization does not always enhancmetition by inducing creation of
new firms and/or facilitating firm entry in the iastry. Rather, the policy has induced
an increase in entry barriers, and in some instaegen prompted the closure and
exit of firms from the industry. Net firm entry hamostly recorded a negative
relationship with financial liberalization, accandito the results of this study; thereby

suggesting that there have been more firm exita thew entrants following this
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policy reform. Accordingly, the study findings shakat financial liberalization leads
to the expansion of existing establishments ratthem the creation of new
establishments. Thus, in addition to the dispropoéte effect on certain industries, it
appears that liberalizing the financial system fienehe existing firms in these
industries rather than facilitating the entry ofanérms. The study also finds that
financial liberalization disproportionately boogt®fitability and growth of large-firm
industries more than small-firm industries. In iattial organisation literature, some
theories argue that financial development is berafio large firms, whilst others
predict that financial development is especiallypariant for lowering transaction
costs and information barriers that hinder smalinfiprofitability and growth.
However, the findings from this study are consistemth the latter view, that
financial liberalization is particularly detrimehtp the profitability and growth of

industries characterised by firms with 20 employaeess.

The foregoing results appear to emerge out of tmadioning practices as well as
relationship-lending behaviour, as perpetratedhayfinancial institutions in Malawi

— a characteristic typically prevalent in most led developing countries, particularly
those in sub-Saharan Africa — where larger and rastablished firms are accorded
preferential access to credit at the expense of aad smaller establishments.
Apparently, in Malawi, a World Bank (2004b) report private sector development
indicate that one of the major constraints to emaeeurship is finance which
includes,inter alia, poor access to credit, high and volatile reariesgt rates, as well

as unpredictable changes in the real exchange (ibtdsp.61). Further, results from
this study have established that the financialrébeation effects have been most
prevalent in industries where firms are highly degent on external finance than in
those where operations are mostly financed thrauotghnally generated cash flow or
self-financed. Thus, these findings contradict whedely documented predictions by
Rajan and Zingales (1998) that industries whemndirare more external finance
dependent grow disproportionately faster followifigancial development. The

results also do not support the notion that onenawethrough which financial

development promotes economic growth is by fatifitathe creation and entry of
new firms in the industry and therefore promotiognpetition.
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These outcomes somehow corroborate the doubtbakatpreviously been expressed
in the literature regarding whether financial lilezation policies would establish a
competitive industry. This literature has advanttede important factors as the basis
for such pessimism (see, for example, Zattler, 199i8st the structural conditions of
the economy matters. In particular, as indicated Mysley and Weeks (1993),
economies like Malawi that have predominantly bpemary exports dependent and
that only have an incipient, high-cost industrietter — a situation shared by most of
the countries in sub-Saharan Africa — cannot beeebeol to adjust easily following
liberalization. Malawi is a predominantly agricutii based economy with 90.0
percent of its foreign exchange earnings generttemligh exports of agricultural
produce; mainly tobacco, sugar, tea, and cottocorBgit is argued that a large debt
overhang may lead to uncertainty, which hampergafei investment in promising
new activities. In Malawi inflation and interesttea have been high and volatile,
which create an uncertain environment for busirebsecrowding out private sector
investment, increasing costs, and eroding profitging. Third is low responsiveness
of domestic production to price changes, due taastfuctural bottlenecks, or
generally lack of institutions. Most importantlytudies by Borneret al (1995),
Sheahan (1994), Stein (1994), and Zattler (1998ntpto a lack of attention to
institutions as the reason for lack of responserice signals by economic agents.
Lack of or uncertainty about institutions such egulatory framework, business laws
and customs, may seriously affect private investnaen so dampen the effects of
financial liberalization on competition and growththe real sector. Recent literature
indicates increasing concern on this particulareesp- the role of institutions — in
influencing competition in the economy. As a matbérfact, the role played by
institutions, particularly financial institutions) regard to enterprise development, is
specifically identified in the industrial organigat literature (see, for example,
Malerba and Orsenigo, 1996, pp.53-54).

The foregoing perspectives are extended in thidystwhere it is established that
financial institutions lending behaviour after fir@al liberalization, lead to increased
credit rationing, much to the detriment of the drsable entrepreneurial sector of the
economy — perhaps, in part, to protect the prafitalof their large established and
relationship-based borrowers. A trend has beenbkstad among lending

institutions, both in developed as well as develgpiountries, that lending to firms
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requires the lender and borrower to forge a lomgrteslationship. Information gained
over the course of time by the lender is subsetyesed to make value-enhancing
credit decisions; thus, whether to expand creditrestrict credit to potential
borrowers.  Spagnolo (2000) and Cestone and WH®@03) have presented
theoretical frameworks in which existing lendindat®mnships do indeed affect the
behaviour of lendergis-a-vispotential new borrowers (also see, Helman and iba R
2002;Boot and Thakor, 200@&nd, Bhattacharya and Chiesa, 1995). These frankewor
also established that the less competitive theitiond in the credit market, the lower
the incentive for lenders to finance new comerdally, Aryeeteyet al (1994, 1997),
Nissanke and Aryeetey (1998), and Nissanke (2003emwe these lending

characteristics for sub-Saharan developing cowmtmeluding Malawi.

Further, the increase in interest rates followimg deregulation process has tended to
promote investment in the financial sector itseiflan less risky commerce and
service activities, at the cost of investment ial reector productivity. Whilst the
neostructuralists contend that financial liberdl@a induces a vicious cycle of
stagflation, reduces the availability of loanablmds, thereby impeding growth, a
post-Keynesian perspective extend this view byuidiclg ‘speculative investment’ to
the framework. According to this perspective, ficah liberalization induces
misallocation of credit towards speculative aciedtprompted by what Grabel (1995)
describes as ‘boom-euphoric’ expectations andcborpetitive pressures to engage in
profit-seeking activities (ibid, p.131). As indieakt in Malawi, the post-liberalization
period is characterized by high interest rates.|$Vkie banking system is free to set
its own rates, these have mostly been structuradndem with the rates set by the
government borrowing from the market in the formTokasury bills. And, high
inflation in Malawi has been accompanied by higierest rates. As such, since 1998,
with 3-month Treasury bill rates fluctuating betwe40.0 and 70.0 percent, at the
going rate of inflation — this implies a high réatlerest rate of about 20.0 percent. The
high real interest rates have been accompaniedghydpreads between lending and
borrowing rates (see, Mlachila and Chirwa, 200&2)tuirn, as observed by the World
Bank (2004b), these characteristics have beennumttal to the development of
private sector businesses in Malawi, as increaseergment borrowing through
Treasury bills has provided commercial banks ameroinstitutional creditors with a

safe and high return financial asset. Businessirngndhas instead declined, on
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average, from 51.0 percent of the commercial banpkystem’s total assets in the first
six months of 2000 to 36.0 percent in the lastrabnths of 2001. Over the same
period, holdings of government paper have increésed 8.0 to 16.0 percent of the
commercial banking system'’s total assets (RBM ,oteriyears).

This study, therefore, demonstrate that finandtarhalization policies do not foster
competition, as is claimed by proponents of finahenarket deregulation in the
literature. In fact, such policies, which are ttamhally applied wholesale, create
significant barriers to new firm start-up; and, i provide equal opportunities to all
investors. These policies in Malawi have led tordaaval of old and creation of new
private monopolies and oligopolies in industry. thar, the study results indicate that
the effects of financial liberalization are not f@nm across industries, but rather that
depending on firm-specific characteristics withie respective industry — some firms
benefit while others lose. Accordingly, this an@&ysuggest that contrary to the
prognostications of the orthodox theory, neithet filnancial liberalization lead to a
higher level of competition, nor change the oligegic structure of the industry in

the Malawian manufacturing sector.

In conclusion, therefore, the results corroboraith lihe neostructuralists as well as
the post-Keynesian arguments against the impadinahcial liberalization which
stress onijnter alia, a reduction in loanable funds, a general incréiagbe cost of
borrowing, and risky investment practices followifigancial liberalization (Buffe
1984; Taylor 1983; and van Wijnbergen 1982, 1983aid consistent with the views
by Fitzgerald and Vos (1989), Kolodket al (1992), Zattler (1993), and Grabel
(1995). It is argued, for instance, that finandibéralization lead to higher interest
rates following the deregulation policy. These higterest rates will increase firms’
operational costs and costs of investment, andilboeguce real demand for money.
According to the International Monetary Fund (IMEQ87) monetary approach, this
will necessitate tightening money supply, whichutesinto a vicious circle, leading
to a recession. In fact, Stein (1992) suggestsidicat currency devaluation — another
key policy that is traditionally prescribed withithe economic liberalization
framework by the Brettonwoods institutions — willidato this effect, by further

increasing operational costs.
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This is an important insight, which updates thevemional wisdom that financial
liberalization is either good or bad. Overall, thiudy results demonstrate that,
financial liberalization, as a device to raise tlewvel of competition in the
manufacturing sector, may be necessary but noicmiff, mostly due to financial

market imperfection, as exhibited through the friahinstitutions lending behaviour.

7.2. CONTRIBUTIONS TO LITERATURE.

The study makes a contribution to four strandstefdture.

First, in this study panel data is employed in estimatmriake advantage of time
varying financial measures and macroeconomic pdiwycks, as well as available
industry-specific characteristics. These induspgcific characteristics are important
from credit accessibility and competition point wew. Previous attempts relied
either on aggregated time series or on purely eses8on data or were just
descriptive. Allowing for variability at a disagg@&ted level has the added advantage
of generating even more meaningful results. As esiggl by Baltagi (2000, p.5),
investigating in a panel data context is more imfative — because, benefits from
more variability, more degrees of freedom, and nedfieiency, are derived. These

benefits are unavailable within time series orcHiricross-sectional based studies.

Second it contributes to the industrial organisatioreddture by estimating industry
structure and dynamics and confirming the presericeBnancing constraints for a
broad range of industry types and groups, in a ilo@me developing country
context. The study extends the existing literatumethe few known country-specific
studies on the relationship between financial Abeation, financial development and
industry structurg®. Evidently, though, these studies focus mostlytenexperience

of middle-income developing countries. Otherwides turrent literature offers very
limited empirical research on the impact of finahdiberalization on low-income

developing countries such as Malawi. In fact, te #uthor's knowledge, there exist

1% These being: Yenturk-Coban (1992), for Turk@iehl (1995), for Vietnam; Aswicahyoret al
(1996) for Indonesia; Dijkstra (1996) for Nicaragdbprdas (1996) for South Africa; and Sharma
(2000) for Nepal)
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no known studies in this respect that focus on@pe least developed countries in
the sub-Saharan African region. This study theeefoay be the first to conduct such

a comprehensive analysis.

Third, whilst many previous studies have broadly ingsgad the relationship
between financial development and economic growtis, study differs because it
investigates microeconomic channels through whéhrelationship might exist. It is
argued that with the worldwide adoption and implatagon of economic
liberalization policies, competition in industryshhecome one of the most important
variables of interest in many economies. As sucm's response to policy change, in
particular its size distribution has become a aailtindicator monitored by policy-
makers regarding the performance of the economyw Mmerging as a critical
component of antitrust and competition policiesriany economies, as observed by
Sokol (2007), is the need to control for the evoluf industry structures; hence, the
need for a microeconomic approach, such as the aglopted in this study, to
investigate the finance and growth nexus.

Fourth, and more important from a policy perspectives tieisearch study contributes
to the economic development and growth literatyreshowing empirical results that
run contrary to the orthodox view that financidddralization diminishes financing
constraints by reducing information asymmetriestdad, the study demonstrates that
financial liberalization has the potential to pdyage financing constraints by
selectively facilitating access to financial resms in favour of large and long
established enterprises. Thus, loanable fundsadtailin the local credit market for
firms’ investments are not flowing in significantnaunts to small-scale enterprises,
which appear to be squeezed out of the mainstresnding circuit. At one extreme
of the credit market are the large, reputable c@afans with access to a broad range
of products to raise capital, from banks or finahenarkets, in local or international
markets. At the other extreme are small-scale pnses. Further, lending to the
small-scale enterprises, where available, is aggeav through the tendency by
financial lending institutions to heavily rely omlateral as a means of mitigating
principal-agent problems. As a result, most smedles enterprises have no or limited
access to credit, which implies that a higher shafreheir investment has to be

financed with retained earnings or suppliers cred@ibnsequently, this market
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imperfection is fuelling the development of oligdiptic structures that do not price

competitively.

7.3. POLICY RECOMMENDATIONS AND DIRECTIONS FOR FUTU RE
POLICY RESEARCH.

A number of policy issues emerge out of this stuahguably, not only relevant to
Malawi, but to the whole sub-Saharan Africa regem well as other developing
countries, particularly where financial liberalimat policies have been implemented
under the IMF/World Bank steered structural adj@stmprograms. These results
should also be applicable in some developed eca®owminere the literature provides
evidence of financing constraints being experienmed significant proportion of the

private sector, particularly new and small-scalegnises.

In general, therefore, results from this study séefme consistent with enough that is
known from such other similar studies to enable tonteazard the supposition that the
outcome from this study is not sample specific. phablems arising from financial
market imperfections and the implications this aalyninas on the individual firms in
particular, and to the industry-wide structure sngral, are therefore real and have
characterized both developing as well as develamadhtries alike. Accordingly,
whilst the differences that have been identifiedoss industries in the Malawian
manufacturing sector are significant in and of teelves, they nonetheless serve to
magnify the importance of understanding what déferindicators of industry
dynamics are tapping into when exploring this iheotcountries. For instance, as
demonstrated by Bain (1966) and Pryor (1972), itvdess with high or low
concentration in one nation tend to have similarl@v concentration in all
industrialized nations they studied. In a studyeof Latin American countries, Meller
(1978) compare a number of identical industries, stmow that all of these countries
have similar concentration hierarchies among timeiustries: the industries that have
high concentration levels in one country tend teehligh concentration levels in the
rest of the countries as well. Scheetal (1975) find similar results in a comparison

of twelve industries in six industrialised counsridn the words of Schmalensee
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(1989, p.992) this finding “suggests that similaogqesses operate to determine

concentration levels elsewhere.”

The following issues are therefore observed:

= (i). Fundamentally, from a policy perspectiiegse research findings raise
the question whether financial liberalization faatles equitable growth through
easing of access to credit for small and mediumndithat typically face credit
constraints. Disappointingly, the results do noppsrt this policy expectation.
Instead, the financial policy reforms are showihgttalthough macro-level economic
reform is essential for private sector growth,sitniot enough. There are constraints
that continue to inhibit the growth of existingnfis and impede the entry of new ones;
thereby suppressing competition, despite the refeffarts. In changing market
conditions, the effects of more intense competibarfirm conduct, market structure ,
and industry performance are hard to distinguisid, aften times not in conformity
with the orthodox paradigms. As observed by Syndien(2002) in a study of the
United Kingdom, that whilst policies aimed at prdmg competition lead to a
reduction of restrictive practices and increaseercompetition, this is however
followed by an increase in concentration. A key lgsia of Symeonidis is the
argument that excess profits are eliminated follmithese policies; since, an increase
in price competition depresses profits and leaddirta mergers and firm exits,
thereby increasing concentration ratios. Accordinfgr financial liberalization to be
effective, it would be important to consider theplementation of accompanying
economic reforms, such as industry deregulatiod, ianreased competition in the
banking system, that could have complementary itpac new firm entry and
growth.

= (ii). In accordance with the static model ofusttial organization, entry of
new firms into industry is crucial as it is expette provide an equilibrating function
in the market. Conceptually, in the presence ofketapower, additional output
provided by the new entrants is expected to restm@devels of profits and prices to
their long-run competitive equilibrium. Notably, stoof the new entrants operate at
such a small scale of output that they are conéntvith an inherent cost

disadvantage. Policies that mitigate barriers aot-stp of new firms as well as to the
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survival and efficiency of incumbent firms shoultetefore be an equally important
component of competition policies. By encouragimgrye of new firms side by side
with promoting survival of incumbents, such a pple@an generate new competition
in the form of a greater number of firms experinmentwith a greater variety of
approaches, both new as well as old (see, CoherKimper, 1992; Audretsch and
Thurik, 1999).

Yet, this study, like many other previous empiristidies, has established that among
critical barriers to firm start-up in the contextrmost developing countries, and even
some developed countries, include access to cHpitavidently, in many economies
this has therefore prompted a shift in emphasistds/reducing barriers to accessing
start-up capital or any entry barriers. These &ffdrave mostly been effective in
developed economié As observed by De la Toret al (2007), following these
initiatives, some of the developed economies hagestered increases in commercial
microfinance, driven by the development of innovatiending techniques, significant
technological advances — such as scoring methadl®-dranking — and the growing
presence of credit bureaus. Accompanying theselgranbusiness lending has been
strong growth in consumer credit in emerging mad@inomies (see, for example,
BIS, 2005), particularly as competition in the lexgdimarket for large corporations is
on the increase — reflecting financial globalizatamd the expansion of local financial
markets. However, De la Toreg al (2007) note that, in the process, small-scale and
medium-scale enterprise segments are sometimeg beiglected in favour of the
large corporate. Brownbridge and Harvey (1998) iis$anke (2001) observe similar
lending characteristics in the developing countridéssub-Saharan Africa, where
newly established banks instead compete for laogeocate clients, where good and

quick profits are assured, at the expense of ltmsmall-scale enterprises.

117 Results from a recent survey commissioned by thhefggan Union (EU, 2005), regarding SME’s
access to finance in the European Uniomyrll@lemonstrate that the problem of credit acbgss
small-scale enterprises is not peculiahtodeveloping economies alone.

118 Notable initiatives in the developed worldlirde; (a) the Small Business Innovation Research
(SBIR) in the US, a program which pra@ddver $1.4 billion annually to new high-techmgylo
small firms (Seehttp://www.grants.nih.gov/grants/funding/sbirsttrograms.htn), and (b) the
European-based Business and Policy Reséaaiity (EIM, 1998) which implements a broad
range of programs, spanning financial a@sc#, training, and administrative burdens.
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Notwithstanding, similar approaches could be adbpte Malawi, resources
permitting. As an additional possible policy optidnis could involve the offering of
flexibility in interest rates charged on new bornogy by the lending institutions.
Specifically, a framework where new entrants alewad to borrow at a preferential
rate may provide a mechanism to compensate forehigbsts due to an inefficient
size. Preferential rates may, in fact, be an esdenstrument of dynamic competition

policy by facilitating the start-up of new firmsathotherwise would be deterred.

= (iii).The results of this study suggest that sadegree of state participation
should be allowed in institutional building, padiarly in the designing and
sequencing of the financial reforms, as not aknnention may be adverse. The role
of the state is particularly essential when there pervasive market failures,
including imperfect information asymmetries, exsdities and economies of scale
that characterize sub-Saharan African countriet siscMalawi. A ‘neostructuralist
consensus’ (see, Sheahan, 1989) advocates seleotigigé restrictions in order to
protect productive activitiegs-a-viscommercial activities and speculation. Similarly,
Mosley (1993) suggests that a more active rolettier government is necessary to
stimulate and carry out investment. In specificaréigto the manufacturing sector,
critics of IMF and World Bank-supported programguse that the sector is too
important for long-term growth to let it to be badgiered with problems of financial
constraints. This means that, apart from generhtips to improve education and
skill levels, specific government policies are rssagy to enhance competitiveness in
the manufacturing sector. Further, Lall (1994) tifess, among others, capital market
deficiencies and the subsequent need to provigetsed credit support, as one of the
critical avenues through which government intermentmay be necessary in the

economic development process.

= (iv).Finally, of particular relevance to thisudy is the fact that financial
reforms need to take into account small- and mediiz@d enterprises in the supply
of credit by the formal financial sector, as wedl the role of the informal financial
sector which, in Malawi, just like in most of thewkloping countries, is significant
and continues to thrive even following financidldralization. These types of market
failures may further justify an active role for teate, as indicated above, to facilitate

the development of a range of financial institutido intermediate between savers
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and investors with different requirements and tinogizons. As Nissanke (2001)
notes, “...the [financial] reform measures haveessgo/ely emphasised the need for a
policy shift to liberalization, without adequate nstderation of the need for
institution-building to improve and diversify finaial services to serve dynamically
evolving demand on the part of private enterprid@sid, p.358)

Further, De la Torreet al (2007) suggest that whilst initiatives aimed atr@asing
credit to the small- and medium-scale enterprigegiires a review of the financial
institutions, as well as their lending practicesti@us consideration has also to be
made of the prevailing international finance coflpractice, which may inadvertently
be discouraging loans to this segment. De la Tarmd others observe that the
financial institutions lending behaviours — bottdieveloped and developing countries
— are, or may be, partly due to the current requergs under international laws and
policy ethics that govern financial institutionsnéding practices -viz, the Basle
Accord and anti-money laundering legislation. Faaraple, under the prudential
lending guidelines of the Basle Accord (under Bl&gulations that require loan
origination dossiers to include formal financiahteiments, sophisticated cash flow
analysis, and transparency in tax compliance &eadylito undercut many informal,
opaque small- and medium-scale enterprises whete dgocumentation may not be
available or cannot be easily produced. Likewisgi-@money laundering regulations
that require substantial documentation to satiséy ‘know-your-client’ requirements
may exclude informal, small- and medium-scale ¢miges that would have
otherwise been included. Nonetheless, the needhppoove small- and medium-scale
enterprise finance — as well as improving and lexggekhe contractual environment —
remains an important issue for policymakers that @ncerned with the effects of
financial development on economic growth. But, httws challenge is balanced
against the requirements under the Basel Accord thedanti-money laundering
regulations are issues for future policy researchiaitiatives.

7.4. CONCLUSION.

Overall, both economic theory and industrial exgece suggest that financial

liberalization, working through financial developmte has an impact on the
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competitive behaviour of firms and the performancécome — either way, through
prices, profits, growth in value-added, net saé#s,— in the markets which, in turn,
influence the structural features of an industrpwidver, without under-estimating
the importance of several previous attempts toem®e the relevance of economic
theory to the analysis of these relationshipss ge@nerally agreed that new and more
precise generalizations as to the relation of thantial development status of an
economy and the industry structure that evolveweakas the performance patterns
that emerges, will depend heavily upon continuegbigoal research. Such studies
would produce results not only of academic interbat also of fundamental
importance for the development of relevant andcsiffe public policies for the

promotion of market competition and economic graowth
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