A University
& of Glasgow

Cannon, Richard M. (2003) An experimental investigation of cavity flow.
PhD thesis.

http://theses.gla.ac.uk/1979/

Copyright and moral rights for this thesis are retained by the author

A copy can be downloaded for personal non-commercial research or
study, without prior permission or charge

This thesis cannot be reproduced or quoted extensively from without first
obtaining permission in writing from the Author

The content must not be changed in any way or sold commercially in any
format or medium without the formal permission of the Author

When referring to this work, full bibliographic details including the
author, title, awarding institution and date of the thesis must be given

Glasgow Theses Service
http://theses.qgla.ac.uk/
theses@gla.ac.uk




An Experimental Investigation of

Cavity Flow

Richard M Cannon

Thesis Submitted to the Faculty of Engineering,
University of Glasgow, for the Degree of Doctor of Philosophy

University of Glasgow

Department of Aerospace Engineering

Décember 2003

© 2003 Richard M Cannon



ABSTRACT

Understanding and controlling the flowfield in and around a cavity has challenged
researchers for a number of years. The presence of a cavity on a body has been observed
to significantly increase the mean drag, cause flow-induced vibrations and give rise to
strong acoustic production. Of particular interest here are the flow structure and
dynamics associated with open shallow rectangular cavities at low Mach numbers for
various length-to-depth ratios. At the Reynolds number investigated, it is the presence

of convective instabilities through the process of feedback disturbance that gives rise to

a globally unstable flowfield.

Using an instrumented wing model with a cut-out an experimental investigation of a
cavity tlowfield exhibiting ‘fluid-dynamic’ phenomenon has been completed. A post-
processing module for the PIV image data was constructed which optimised the data
fidelity and accuracy while improving upon velocity spatial resolution. These
improvements were necessary to capture the flow scales of interest and minimise the
measurement error for the presentation of velocity, velocity-derivative and turbulent

statistics.

[t 1s shown that the hydrodynamic instability that is intrinsic to the cavity flowfield at
these inflow conditions organises the oscillation ot small- and large-scale vortical
structures. The impingent scenario at the downstream edge 1s seen to be crucially
important to the cavity oscillation and during the mass addition phase a jet-edge 1s seen
to form over the rear bulkhead and floor. In some instances this jet-like flow 1s observed
to traverse the total internal perimeter of the cavity and interact with the shear layer at
the leading edge of the cavity, this disturbs the normal growth of the shear layer and
Instigates an increase in fluctuation. The coexistence and interplay between a lower
frequency mode dominant within the cavity zone and the shear layer mode 1s seen to
shed large-scale eddies from the cavity. This modulation imposes a modification to the
feedback signal strength such that two distinct states of the shear layer are noted.

Concepts for the passive reduction of internal cavity tluctuation are successful although

modifications to the shear layer unsteadiness are encountered; an increase in drag is

implied.
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NOTATION

A B empirical constants

a speed of sound, m/s

C, drag coetticient

C, image contrast, C, =17 -1

C, pressure coefficient, Cp = (P, - Py)/(P, - P;)

C, skin friction coefficient

C random error gradient

o total measurement error, pixels

D cavity depth, mm

D, aperture diameter, mm

d displacement vector, d=d,; + d,;

d actual displacement, pixels

c;’ measured displacement, pixels

d. diameter of the cylinder / height of tloor section 1n contiguration 3 /
height of vertical fence 1n configurations 4, 5 and 6, mm

d, seeding particle diameter, um

d diameter of pixel, um

d. particle image diameter, um

Ad measured displacement error, pixels, Ad = d—d

E.F empirical constants

F, lens focal length, mm

f frequency, Hz

f! f-number, f* =F, /D,

H boundary layer shape parameter, H = § /0

I intensity

K length of pixel area, pixels

k wave number

L cavity length, mm

[, local length scale
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M, magnification

M Mach number, M =U/a

m mode number

N sample size

NV, T% domain size, percentage tolerance for post-processing algorithm rules
N, mean number of particle images on a square tile, where K = 32 pixels
N; min. number of particle images on a square tile, where K = 32 pixels

N. mean number of particle images on the CCD

P.,P P, channel static pressure, static pressure and total pressure, N/m"

P, probability of track between particles rand j

P’ probability of no track match

R range, R =[*_ |-

Re Reynolds number, Re = pU_x/u

radius of rigidity between particle movement
R radius of interest for image 1, pixels

radius of flow coherence, pixels

R, correlation value

SPL sound pressure level, dB

St Strouhal number, St = fx/U.,

S standard deviation

5° variance

t,At time, time delay, s

T temperature, K

1T turbulent intensity

U, freestream velocity, m/s

u velocity vector, u=u, + v,

U,v,w velocity components for x,y,z directions, m/s
u'.v'ow' velocity fluctuation for x,y,z directions, m/s
W cavity width, mm

XV, 2 Cartesian coordinates
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Greek symbols

a confidence parameter

f3 fundamental ot the most unstable frequency of the cavity shear layer

A, spacing between measurement points

I circulation, m?/s

0 boundary layer height, mm

S boundary layer displacement thickness, mm

£ eITor

¢ streamline, s

y empirical phase between instabilities in the shear layer and pressure
waves, a function of L/D

A wavelength of laser light, nm

u dynamic viscosity, kg/ms

U population mean

v, boundary layer momentum thickness, mm

0 density, kg/m’

Gﬁop population variance

v kinematic viscosity, m*/s

0 vorticity, s

E empirical ratio of shear layer velocity and freestream velocities a
function of M_

C real part of complex wave vector in x-direction, from Block 1976.

Superscripts

B background

N noise

n iteration number

P particle



Subscripts

a acoustic

bias bias contribution

C cylinder

chord wing chord as length parameter
L cavity length as length parameter
max maximum value

mean average value

min minimum value

DX measured 1n pixels

X,V,2 relative direction

v,

0 freestream conditions

1.2 respective image pair number
Abbreviations

AT Anatomy building wind tunnel
CCD charged coupled device

CPP correct particle pickup

DC direct correlation

DOF depth of field

DSR dynamic spatial range

DVR dynamic velocity range
DWO discrete window offset

DyR dynamic range

FFT fast fourier transtorm

FRIT forward/reverse tile-testing
HPT Handley-Page wind tunnel
IPP Incorrect particle pickup

PIV particle image velocimetry
PTV particle tracking velocimetry
rms root mean square

SNR signal-to-noise ratio

momentum thickness at cavity leading edge as length parameter
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CHAPTER 1: AN INTRODUCTION TO CAVITY FLOW

This chapter is used to introduce the salient features of cavity flow with specific focus
being given to the behaviour of the flow at low subsonic speeds. A summary of the
pertinent research publications is included and some of the unresolved issues are
identitied and discussed. This chapter ends with an appraisal of what this particular

experimental investigation hopes to achieve and introduces some specific industrial

applications.

1.0 General Introduction

A cavity configuration illustrates that a simple geometry does not necessarily imply a
simple tlow behaviour. The presence of a cavity in a surface bounding a fluid flow can
cause large tluctuations of pressure, velocity and density in the flow in its vicinity, as
well as strong propagating acoustic waves. For many cases involving cavity flow it is
possible to give rise to self-sustained oscillations, as experienced by Soundhaus in 1854
during an investigation of edge-tones. These cavity oscillations are the origin of the
acoustic production that may cause tflow-induced vibrations (if the structure 1s
sufficiently flexible) and alter the mean drag. For most applications the inclusion ot a

cavity 1s pernicious. A schematic of some common cavity flow interactions 1s shown in

figure 1.1.

One of the first dedicated investigations of flow oscillations caused by surtace cut-outs
was pursed by King et al. 1958 in which the application was to improve the tlow quality
through the test-section of a slotted wall wind-tunnel. Nowadays the most commonly
associated problem of cavity flows is to bomb-bay doors on aircraft. In such cases the
internal pressure oscillations may affect the dynamics and satety of store release,

increase the radar profile of the aircraft, cause accelerated structural fatigue around the

store compartment and affect nearby electronic equipment, Krishnamurty 1955 and
Heller and Bliss 1975 and Heller et al. 1996 for example. More diverse applications of
the cavity problem do exist, for instance the pressure vents (cavities) on the Space
Shuttle have been seen to cause extremely high internal noise levels during ascent that
may affect the actual payload specifications, Tanner 1984. For a typical passenger
airliner, for example the A320, the increase in drag associated with slots and cutouts

(usually for instrument housing) on the skin surface accounts for 3% of the total drag. A



7377-SP adapted to an airborne observatory requires a telescope to be housed inside a
square cavity, Srinivasan 2000. In this instance the 2% drag increase caused by the
cavity 1s acceptable although the sound pressure levels generated at the rear bulkhead of
the cavity cause vibrations in the telescope itself, which then requires an aerodynamic
control strategy to suppress the structural vibrations. There are similar issues for laser
targeting devices whereby the turbulent density fluctuation inside the shear laver
imposes structural vibration and also causes the refractive index to vary at high Mach
number (thereby increasing scattering losses), Sutton 1969 and Shen 1979. However,
there are applications in which the uncontrolled cavity flow regimes are beneficial such

as icreasing the convective heat transfer rates between electronic chips. Sparrow 1983.

[n the application of high-speed trains the join between two coaches will cause a cavity
to exist, see figure 1.2. It 1s expected that the shear layer interaction with the slower
moving internal flow causes large vortical structures to be cast off downstream along
the train skin. This typically causes the downstream boundary layer to thicken and
increases the profile drag, there are also i1ssues concerning vortical interaction with other
structures that increase the radiated noise form the train, which can become severe at
high-speeds, Takehisa 1998. Such problems are currently faced by the Maglev and
Skinkanson train projects in Japan' where the top speeds are currently 550km/h and
300km/h respectively. Due to environmental concerns there 1s ongoing research aimed
at reducing the radiated noise from these inter-car gaps, bogies and pantograph

assemblies, Frémion et al. 2000 and Noger et al. 2000 respectively.

A brief background containing relevant research material that has progressed the

understanding of cavity flow 1s now given.

1.1 The classification of Cavity Flow

The problem of self-sustained oscillations in impinging flows 1s unique 1n fluid
mechanics and as such has been the subject of much research over many years;
Komerath et al. 1987 provides a good review. For a cavity subjected to freestream
parallel conditions the upstream boundary layer separates at the leading edge ot the

cavity and causes a free-shear layer to develop across the open mouth of the cavity. For

' See for instance WWW.rtri.or.jp




such a separation Kelvin-Helmholtz instabilities, Betchov 1967 are inherent and cause
amplification in the initial disturbance as it progresses downstream. This shear layer
will then reattach either to the rear bulkhead of the cavity or downstream of the cavity
itself, as shown 1n figure 1.1. As the vorticity in the shear layer exits the cavity domain,
the shear layer bends into the cavity itself forcing fluid to enter the cavity that causes a
pressure pulse to be sent upstream 1nside the cavity. Oscillation of the shear layer

permits mass efflux from the cavity also.

Flow oscillations are born out of the evolving organised structure in the cavity shear
layer that are generated by the selective amplification of extraneous disturbances. These
oscillations may be self-sustained, implying the existence of a feedback mechanism that
can be the result of aecrodynamic and/or acoustic effects. Since there are a number of
permutations possible for the cavity tlow regimes they are now classitied according to
the definition of Rockwell and Naudascher 1978. In essence there are three interactions
possible: fluid dynamic, arising from the intrinsic instability of the tlow; tluid-resonant,
influenced by resonant waves; and fluid elastic, requiring a coupling with the motion of

a solid boundary.

(1) Fluid-dynamic interactions

Purely fluid-dynamic oscillations involve coupling between the shear layer developed
over the cavity and the flow inside the cavity. The selective amplification of the shear
layer is not a pre-requisite to instigate feedback. However, pressure waves trom the
downstream corner must travel upstream and agitate the leading edge, causing vorticity
fluctuations and thus enhanced disturbances through shear layer amplification. This
interaction is observed so long as the cavity length to acoustic wavelength remains very

small. Standing acoustic modes are not involved and the need for flow compressibility

IS not necessary.

(11) Fluid resonant interactions

For a fluid resonant cavity to exist, the acoustic wavelength must be the same order of
magnitude or smaller than the cavity length or depth. These are the flow oscillations that
are controlled by the acoustic modes of the cavity. The Helmholtz resonator 1S the
perfect example since it is a large volume with a short cavity face. An open sunroof on a

vehicle, Kook et al. 1997 and aircraft landing gears, Tam et al. 1978 are examples of

\'JJ



possible fluid-resonant interactions. Such interactions are subjected to further
classitication that 1s determined by the direction of the waves produced. When the

length-to-depth ratio ( L/D) is sufficiently large longitudinal oscillatory modes may

exist and the cavity flow is generalized to ‘shallow’, as illustrated in figure 1.3. If the

L/D ratio is small transverse waves may be present and the cavity 1s denoted as "deep’.

The most appropriate simplification for this study was given by Heller et al. 1971 in

which 1t was stated that any L/D smaller than unity is ‘deep’ and any other is ‘shallow’.

(111) Fluid-elastic interactions

When there are interactions between the shear layer oscillation and the elastic
boundaries of the cavity, fluid-elastic interactions may exist. Thus the inertia, elastic
and damping characteristics of the structure have a decisive influence on the dynamics
of the tlow 1tself. An example of this would be Goldman et al. 1968 who used freely
oscillating control surfaces with a specific rigidity to improve the stability performance
of re-entry vehicles. The data for unstable shear layers of finite thickness past flexible
cavities would provide insight into the basic coupling between fluid-dynamic and fluid-

elastic oscillations, Rockwell et al. 1978,

For higher freestream Mach numbers it is possible for fluid resonant oscillations to exist
alone or with fluid-dynamic interactions (and even fluid-elastic interactions). In these
instances 1t 1s difficult to determine when standing waves will occur since 1t 1s
complicated by the behaviour of the cavity shear layer and the mass exchange at the
cavity trailing edge. Since the determination of the cavity regime 1s ambiguous it 1s
more reasonable to pursue classification based solely on the pressure trace on the cavity

floor, Plentovich et al. 1993. These flowfield types are now included tor completeness.

When the shear layer bridges the open face of the cavity it 1s 1dentified as being “open’,
(see figure 1.4), which is broadly the case for L/D < 8. This flow state can be identitied

when the static pressure distribution on the cavity floor 1s nearly uniform, in comparison
to other states. It is possible for open cavity flow to exhibit resonance in a high Mach
number flow, which is caused by the reinforcement of the shear layer instabilities and
the upstream travelling pressure waves. Conversely, missile bays on fighter aircraft

experience ‘closed’ cavity flow (frequently when L/D > 13) whereby the stagnation



streamline that previously bridged the open face of the cavity now impinges on the
cavity floor, thus forming two well defined regions of recirculation. This can be
identified by a mean static pressure distribution with low pressure at the upstream
corner a pressure plateau in the middle section and high pressure to the aft. For a missile
bay the separating store has been seen to experience a large pitching moment that turns

the store nose 1nto the cavity (to catastrophic effect). It has not yet been clearly defined

1f acoustic tones can exist within the ‘closed’ cavity flow structure, although they are

not commonly observed.

1.1.1 Mach number

As the Mach number increases from low subsonic flow to supersonic flow the reflected
acoustic waves will begin to predominate the feedback mechanism. The existence of
shock waves causes the directivity of the sound to increase and forces the shear layer to
oscillate 1n a more orderly manner. An approximate limit that bounds fluid-dynamic and
fluid-resonant behaviour was discovered by Block 1976 who described 1t as an

expression that related cavity L/D to Mach number using two empirical constants

(adapted from Rossiter 1966). A change in Mach number 1s seen to affect the limits ot
‘open’ and ‘closed’ cavity flow although the largest changes are discovered 1n the so-
called ‘transitional’ regime that bridges these two flow states. In the absence of shock
waves transitional flow can be easily defined from the static pressure measurement on
the cavity floor, where the distinction can be made by inspection of the intlection points
in the pressure coefficient profile, see figure 1.4. With high Mach numbers the

transitional regime is categorized more rigorously according to the shock wave

locations.

In the supersonic flow regime closed cavity flow can be clearly 1dentified by the

location of an impingement shock at the leading corner of the cavity and a shock wave
at the aft wall of the cavity. As the length of the cavity decreases the shock waves
collapse into one single shock wave located at the point of shear layer impingement on
the cavity floor, this is termed ‘transitional-closed” flow. With a further (small) decreasc
in cavity length this single shock wave splits into a series of COmMpression waves
indicating shear layer deflection with no stagnation impingement. this is called

transitional-open’ flow. The acoustic properties of these transitional flow regimes



remain undetermined, Tracey et al. 1997. Further reductions in cavity length force the
flow back to an open regime which is characterized by oblique shock waves at the
leading and trailing edges of the cavity that respond to shear layer deflection with a

periodic travelling wave pattern over (and under) the shear layer itself, Heller and Bliss
1975. A complete description of these physical feedback mechanisms for supersonic

cavity tlow with the aid of Schlieren optical spark photography is given in Heller et
al. 1996 and Zhang et al. 1998.

1.1.2 Reynolds number

As the Reynolds number increases the energy transforming and dissipating scales
become more distinct from one another. This 1s because more small-scale structures are
generated which then intervene between the process of energy extraction and viscous
dissipation. Over the Reynolds number range the large eddy structures remain similar
even though the small-scale content 1s changed considerably. The general conclusion 1s
that beyond the transition region there 1s no significant influence ot Reynolds number to
be seen. Roshko 1976 has demonstrated that it 1s possible to maintain similarity in a
free-shear layer flow for Reynolds number ranging from 600 to 850,000. A study by
Sarohia 1977 indicated the lack of sensitivity of oscillatory characteristics ot a cavity
flow to changes in Reynolds number, although the oscillatory behaviour was atfected by

the upstream boundary layer height (that is when /D <0.5). Ho et al. 1984 later

emphasised that a relationship between Reynolds number and the formation ot coherent
structures in a free-shear layer does indeed exist with reference to the stability theory of
Hussain et al. 1977. Therefore for the purposes of this study (knowing a priori that there
are no acoustic resonance effects) the Reynolds number is presented in terms of the
upstream boundary layer momentum thickness. This is an appropriate definition since
the change of the separating boundary layer at the cavity leading edge to an inflection

profile and its stability thereafter are intrinsically linked to the initial state of the

boundary layer.

1.2 The Cavity Problem
From the first extensive report on cavity flow by Krishnamurty 1955 to the latest full-

field investigation by Lin et al. 2001, efforts are continually being made to understand,

model and modify the behaviour of cavity flow. Such an interest remains because



techniques for predicting the dominant frequency of operation or calculating the
amplitude of a particular oscillatory mode remain under development. Through these
investigations much has been learned about the nature of cavity oscillations and some of

the more interesting observations from the literature are now included.

1.2.1 Early benchmark work

As previously stated Krishnamurty 1955 undertook the first study of tones generated by
cavity tlow 1n a blowdown tunnel, and with this made the most significant observation
about cavity oscillations. He discovered that the wavelength of the cavity oscillations
were proportional to the cavity length except in the case where the cavity length was so
small that the shear layer could not impinge on the downstream wall (and no tone would
be generated). Sarohia 1977 was able to map this relationship between oscillations and
cavity length using linear stability theory with some success (the amplitude data was
obviously poor), Kook et al. 2002 and Hankey et al. 1980 later provided more rigorous
clarification. Another early benchmark study was conducted by Roshko 1955 who was
able to 1dentify the stagnation pressure caused by the shear layer impingement on the
downstream wall as the main contributor to the drag caused by a cavity. Plumbee et al.
1962 then conducted the largest study of that time by presenting results from both
experimental and theoretical work. He studied the response of the cavity through the
Mach number range of 0.2 to 5 where it was noted that the discrete tone frequency
increased with Mach number, but it was not linear, and the static pressure in the cavity
increased with increasing cavity depth. It was then expected that short cavities would
exhibit depth modes in resonance and shallow cavities would display lengthwise modes.
The theoretical description used by Plumbee et al. 1962 considered the shear layer
turbulence as the driving mechanism for the cavity which was contrary to the
observations of both Krishnamurty 1955 and later Heller et al. 1971 who noted that the

oscillations in the cavity were much stronger when the shear layer was laminar as

opposed to turbulent.

East 1966 noticed that cavity resonance would only be produced when the shear layer
oscillations were amplified through acoustic coupling between the shear layer pressure

fluctuations and the cavity modes. His experimental results were in good agreement

with Plumbee et al. 1962 and confirmation of these observations was later provided by

Tam et al. 1978 and Ahuja et al. 1995.



1.2.2 Prediction of cavity oscillation

Using high-speed shadowgraph motion pictures Rossiter 1966 was able to visualise
discrete vortices being shed periodically from the cavity leading edge, which was
confirmation of earlier postulations made in Rossiter 1962 about cavity wave
interactions and confirmation of experimental results from Rossiter 1964. From these
studies 1t was possible to fit an empirical equation to the experimental data although no
explanation was given regarding the physical mechanisms at work, equation 1.1. This

equation would recognise available oscillation frequencies but not determine the actual

operating mode.

SzL=U£= 1’"‘7” [1.1]
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where, m =1,2,3,..., y=0.25, § =0.66 and St, is the Strouhal number for that particular

mode.

Rossiter’s equation represented his observations that approximately one-quarter period
after a shear layer vortex hit the trailing edge and left the cavity, a new vortex would be

shed from the leading edge, thus y =0.25. & represents the convection of the shear

layer structures as a fraction of the freestream velocity. The tormula and the underlying
instability process are similar to that which occurs in edgetones, Powell 1961. Rossiter
1966 was in agreement with Plumbee et al. 1962 when he 1dentified the principal source
of acoustic radiation being close to the trailing edge of the cavity. At the same time
Spee 1966 was able to illustrate from his subsonic Schlieren photographs that the
periodic inflow and outflow at the trailing edge of the cavity was accompanied by
lateral displacement of the shear layer, although he was unable to verity Rossiter’s
observation that discrete vortex shedding was occurring at the leading edge. The first
verification for this shedding came from McGregor et al.1970 who also included
balance data that measured a 250% increase in drag when cavity resonance occurred. In
a simplification to Rossiter’s equation (equation 1.1), Heller et al. 1971 demonstrated
that the temperature (thus the speed of sound) approached stagnation values inside the
cavity. Using the remaining empirical constants it was possible to accommodate either
fluid-dynamic or fluid-resonant interactions within this formula, however at low Mach

numbers the dependence of the shear layer instability characteristics on the tfrequency of

oscillation reduced the accuracy of prediction.



1.2.3 The feedback mechanism

Heller and Bliss 1975 presented the next benchmark report regarding self-excited cavity
oscillations. In this report a complete description of the feedback mechanism was given
in which a typical cavity cycle would see discrete vortices cast off from the leading
edge and convected downstream at a fraction of the freestream speed. An impulsive
disturbance 1s then generated when the vortex reaches the downstream edge and travels
back upstream to initiate the formation of a new vortex at the leading edge. Therefore
by using this rear bulkhead ‘pseudopiston’ analogy a direct relation for the frequency of
the shear layer oscillation was possible although in reality it is necessary to incorporate
an additional frequency-dependent time delay to account for phase lags induced by the
fluid-structure interactions at the edges. Heller also noted the effects of stronger wave
receptivity of higher Mach numbers. Values for the convection speed of shear layer
vortices have seen some change although the best prediction criterion has probably been
described by Ahuja et al. 19935. It should be noted that Heller and Bliss 1975 viewed the
spatial amplification rate of the cavity wave travelling downstream as a function of the

finite-thickness shear-layer instability characteristics (for values of M_ <2.0).

Although the subject 1s not free from controversy, there are certain aspects of the
complete feedback mechanism that are now generally accepted. The generic description
of the physical mechanisms of self-excited cavity oscillations given by Rockwell et al.
1978 (updated in Rockwell et al. 1979, 1983 and 1998) 1s adopted here. This 1s

described as follows and is adapted from the original description given by Rossiter

1964

(1). There is an interaction of a vorticity concentration(s) with the downstream corner.
(i1). A disturbance travels upstream from this downstream corner to the shear layer
separation position at the upstream corner.

(iii). There is a conversion from this upstream influence to a fluctuation in the shear

layer as 1t arrives at the corner.

(iv). There is an amplification of this fluctuation in the shear layer as it develops in the

streamwise direction.



For the design of oscillation suppression devices the role of the downstream corner
geometry could clearly be seen and direct manipulation of the mass exchange stroke at

the downstream corner was indeed successful, Ethembabaoglu 1973 and Maurer 1976

1.2.4 Numerical predictions

There were two common approaches of modelling the complex interactions associated
with cavity flow to predict the modes of oscillation. Fluid-dynamic interactions were
typically predicted from the ‘feedback’ phase angle condition already described
(equation 1.1) and King et al. 1958, Martin et al. 1975 and Rockwell 1977 pursed other

numerical studies performed in the this manner. King et al. 1958 modelled the shear
layer as being infinitesimally thin since this was a good approximation for his 2d flow
over a perforated slot. Martin et al. 1975 and Rockwell 1977 went to great efforts in

modelling the shear layer as accurately as they could although the drawback was that no
description of an impingement surface was included, prohibiting the collection of useful
amplitude data and resonance effects. Rockwell 1977 and Sarohia 1977 provided the
most important work of that time by providing an equation that would determine 1f self-
sustained oscillation would occur and 1f so the capability to determine the predominate

mode.

The other approximation used was to model the shear layer as being infinitesimally thin
so that the inclusion of fluid-mass exchange, wave propagation and elastic ettects could
be facilitated. From the studies of King et al 1958 (where this condition 1s valid),
Bilanin et al. 1973 and Block 1976 it was established that these models were

particularly good at predicting fluid resonance (when a number of coexisting

frequencies are evident) and at high Mach number where the wave effects are strongest
(as predicted by Heller and Bliss 1975). The analysis of Bilanin and Covert 1973
yielded a relation for the Strouhal number with the same general form as the Rossiter
equation, but with no empirical constants. It was found that there was excellent

agreement the range 0.8 < M, < 3.0 even though there was no coupling between the

cavity wave structure and the shear layer motion.

Block 1976 extended the work of Bilanin and Covert 1973 to include wave retlections

from the floor of the cavity and the prediction found good agreement with previous

10



experimental studies by East 1966 and Covert 1970. Of particular interest in this study
was the observed coupling between the lengthwise and depthwise modes at particular

Mach number and L/D ratio. This allowed Block to determine the maximume-amplitude

Mach number as when there was reinforcement in the two directions of oscillation. This

IS given in equation 1.2 and indicated in figure 1.5, it may be seen that this maximum

amplitude criterion 1s prevalent when L/D <2.0.

M = B
4m|l + A(—I:-)
D
where, m=1,2,3,..., A=0.65, B=0.75 and { represents the longitudinal wave number.
determined by Block 1976.
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In a similar fashion Tam 1976 also modelled the acoustic modes of a cavity and derived

a minimum Mach number below which flow-induced cavity tones could not become
selt-sustained. Further development of this model by Tam and Block 1978 to combine
the effects ot longitudinal and transverse waves then found evidence that it was possible

for tones to be generated by the normal mode resonance mechanism for M_ <0.2.

Numerical prediction then changed to the full solution of the unsteady Navier-Stokes
equations where Hankey et al. 1980 determined that the maximum intensity of pressure
oscillations over an open cavity occurred at a Mach number ot one. Brandesis 1982
used a similar approach to make some observations about the behaviour of the shear
layer for different cavity lengths at supersonic speeds. Investigations then continued
with Ghadder et al. 1986, Zhang et al. 1988, Najm et al. 1991 and Pereira et al. 1993,
who each provided computational solutions for their particular cavity tlow problem. In
each case it was realised that there were interactions between the internal cavity
structure and the shear layer, to further quantify this Pereira et al. 1995 used Laser-
Doppler anemometry in conjunction with a numerical simulation. Using this he
discovered that large amplitude organised oscillations were due to fluid-dynamic
instabilities, while the visualisation and unsteady prediction elucidated the instability
process as involving a complex coupling between the shear layer and the recirculating
flowfield dynamics. Using large eddy simulation Takakura et al. 1996 investigated the

unsteady features of supersonic flow past a cavity (Re, = 843000 tor L/D=2.0) where
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it was evident there was a formation of a wall jet flow along the vertical and bottom

faces of the cavity.

1.2.5 The origin of jitter

Plumbee et al. 1962 was the first to notice a low frequency interaction of the shear layer
vortices with the downstream cavity corner, which was then properly investigated by
Rockwell et al. 1979 and Knisely and Rockwell 1982. In these studies it is observed that
an approaching vortical structure may experience one of three possible events: complete
clipping, whereby the structure 1s swept down into the cavity; partial clipping, which

results 1n severing of the vortex; or escape, involving deformation of the vortex while it

1s swept intact over the downstream corner. Each possible event (or ‘jitter’) 1s illustrated
in figure 1.6, taken from Rockwell et al. 1979. It was also determined that there was a

substantial increase 1n transverse velocity just upstream of the edge and that each event

at the downstream corner would have a consequence at the leading edge via the internal
pressure wave propagation. These may be the origin of several instability frequencies

present within the shear layer that do not exist when the downstream edge 1s removed.

In the absence of resonance the organised nature of the shear layer oscillation 1s relaxed
and it is the presence of other coexisting agents that determine the oscillatory process ot
the cavity shear layer at the downstream edge. This eddy shedding that can be observed
from the recirculation zone may be caused by the modulation of the shear layer imposed
by the larger (more energetic) recirculation region. It is possible that there 1s some level
of phase compatibility through other nonlinear interactions between the shear layer and
the recirculation region that commits the edge interaction to a certain fate (complete
clipping, partial clipping or escape). If this is the case then in the description of the
feedback mechanism it is important to monitor the shear layer amplification to the jitter
event such that better understanding can be found (and control may be enforced). Such
research requires the accumulation of full flowfield information although this

experimental data remains, at best, sparse.

1.3 Cavity Acoustics
Even though it is possible to predict the possible frequencies of cavity oscillations over
a large Mach number range the capability of predicting cavity noise tone 1s far from

complete. There continues to be much interest in such predictions since high amplitude
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oscillations may produce tones that produce acoustic fatigue; measurements that are
now commonly requested by environmental law. For the cavity there is a general
understanding of the nearfield noise generated and the pressure fluctuations within the

cavity, while prediction methods have been reported. See for example Moore 1977.

Lepicovsky et al. 1985 and Vakili et al. 1993.

[t 1s the generation of a shear tone that facilitates the amplification of other tones for a
cavity. This shear tone is generated by the instabilities in the separated shear layer that
interact with a downstream edge causing pressure waves that are propagated back
upstream to the point of 1nitial separation. If the upstream propagating disturbance is in
phase with the instability formed at shear separation, then amplification will occur,
Ethembabaoglu 1973 and Rockwell 1977. Woolley et al. 1974 was able to stipulate a
criterion for tone selection by realising they would only be generated in modes where
the integrated amplification was greater than unity. There are three possible types of
interaction that the shear tone may take with the underlying cavity structure: these are

cavity tone, Helmholtz resonance and cavity resonance. These are now explained.

(1) Cavity tone

The presence of a cavity under the shear layer imposes a condition stating the mass of
fluid inside the cavity must remain constant (at least for incompressible tlow). This
means that the periodic mass addition and removal at the trailing edge of the cavity will
have a direct affect on the movement of the shear layer at the upstream separation
position. At certain frequencies this unsteady mass stroke at the upstream station may
amplify the instability in the shear layer and cause the generation of a tone. Since this

feedback depends on the presence of a cavity, it is referred to as a cavity tone, Sarohia

1977 and Courtney 1994. Some aerodynamic frame noise on trains and noise associated
with turbo-machinery is generated by cavity tones. The challenge here is then to 1solate

the cavities or grooves causing the noise and determine at what speed the cavity tone

becomes excited. It is then possible to quieten the structure, Maruta et al. 2000 and

Sagawa 1999.

(11) Helmholtz resonance

The generation of Helmholtz resonance for a cavity is dependent on the volume of the

cavity. Therefore if the frequency of the shear tone across the opening of the cavity 1S
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close to or equal to the Helmholtz resonance frequency, amplification of the shear tone
will occur, Elder 1978 and Nelson et al. 1983. A popular example of this is the “wind
throb’ phenomenon when a vehicle cabin with an open window or sunroof causes a low
frequency high-pressure oscillation inside the cabin itself. It is possible to exceed 130dB

in the passenger cabin 1n such a fashion without exceeding 70mph, Inagaki 2002.

(111) Cavity resonance
A shear tone 1s generated when two frequencies of the cavity couple together and cause

an increase 1n the generated tone, East 1966 and Elder 1978. As previously noted by
Block 1976 for values of L/D <?2.0 it is possible for depthwise resonance mode and the

feedback mode to couple together and increase the amplitude ot oscillation at distinct
Mach numbers, as described by equation 1.2. In such an instance 1t 1s the vortical
shedding in the shear layer that is purely reinforced by the oscillations of the duct

resonance mode. Such interactions have been seen to exist in aircraft landing wheel

wells, Bliss et al. 1976.

The sound produced by nominally steady, high Reynolds number tlow over an aperture
or cavity in a wall often consists of a sequence of discrete tones, Howe 1997. Tonal
amplitude is solely dependent on flow speed and can change abruptly between modes as
the flow speed is varied; in fact Rossiter 1962, East 1966 and Komerath 1987 all
noticed mode switching effects in their data. The main theoretical models used for
estimating sound generation have already been briefly explained (Heller et al. 1971,

Bliss et al. 1976 and Block 1976), while in each instance good agreement was found for
the Mach number range of interest there was no generic prediction scheme found. The
most notable recent progress has been made by Hardin et al. 1993 and Kriesels 1995
and Ahuja et al. 1995 who has performed the most extensive study of farfield sound
generation to date (for the purpose of validating new aeroacoustic codes). From these
studies it was confirmed that shallower cavities radiate sound more uniformly. whereas
deeper cavities appear to be more directional. It was also implied that it might be
possible to eliminate all cavity tones by thickening the upstream boundary layer, while
narrower transitional cavities tend more towards closed flow (where the potential for

resonance is reduced). Tracey et al. 1997 although in agreement with Rossiter 1966 and

Block 1976 that resonant frequencies decrease with increasing L/D, has demonstrated
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that resonance is still possible for closed cavity flow, which has concerns for missile
bay applications. Henderson et al. 2001 has used a computational Investigation of
subsonic and transonic open turbulent flows to provide acoustic data that is in good
agreement with past experimental studies, while Tam et al. 2001 have pursued the

development of specific computational aeroacoustic (CAA) codes to determine sound

pressure levels around various geometries.

The prediction of cavity noise is far from complete because this phenomenon is seen to
be a strong function of upstream boundary layer state, while the sound generated is
highly dependent on the three-dimensional flow state, Lele 1997. For instance Ahuja et
al. 1995 sound pressure level (SPL) results pertaining to narrow three-dimensional
cavities are 1n direct contradiction to the findings of Block 1976, possibly caused by the

difference 1in boundary layer momentum thickness at the cavity leading edge.

1.4 The cavity energy source

The origin of the energy required to maintain cavity oscillations requires clarification.
As briefly mentioned earlier Plumbee et al. 1962 suggested that the energy was a result
of broadband turbulence, while Tam and Block 1978 postulated that the energy transfer
to the cavity came purely from the shear layer instabilities. Some clarification ot this
problem has recently came from Disimile et al.1998 and 2000 who determined that
although there was transfer of energy between oscillation frequencies as the cavity span
was decreased, the total energy obtained from the mean flow was increased. This was
measured in relative sound pressure level, (RSPL) taken to represent the acoustic
energy. By measuring the upstream boundary layer using a hot-wire probe the
maximum dissipation was seen to occur at an energy region responsible for viscous
forces, thus leaving little energy for fluid-dynamic excitation. With the shear layer
containing vortical structures with energy two orders of magnitude greater, coupling to

oscillations is more tenable. It appears that the hypothesis of Tam and Block 1978 1s

now well supported.

1.5 Three-dimensionalities

Two-dimensional cavity flow implies that the flow is uniform across the entire span. As
a result, a coherent shear layer is expected to form across the entire span of the cavity.

For three-dimensional cavities closed systems of recirculating flow cannot exist. Hunt et
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al. 1978, and so the flow regimes are considerably more complicated with fluid entering

the cavity and vorticity being shed from it. It is expedient for an experimental set-up to

try and predict the level of encroachment or interaction that three-dimensional effects

would bring.

Several researchers have examined the case of a fully three-dimensional rectangular
cavity in the past. In the work of Friesing 1971, Gaudet et al. 1973 and Young et al.
1981 the purpose of the research was simply to ascertain drag data that may be used for
design purposes and as such no explanation was given about the flow regimes present.
For Sinha et al. 1982 and Kaufman et al. 1983 the purpose of their investigations was
very specific to their particular applications and no discussion was given to the origins
of three-dimensionalities. The work performed by Plentovich 1990 and Ahuja et al.
1995 did present pressure distribution measurements and made efforts to understand the
ettects of cavity width on the direction and amplitude of tones at high Mach number.
Given the nature of these studies 1t was sufficient to state that reductions in span do not
affect the main frequency of oscillation while Q-factor” increases. Roshko 1955
measured the presence of spanwise gradients only for completeness. This leaves the
work of Maull and East 1963, Rockwell et al. 1980 and a dedicated study by Savory
1993 and Disimile 2000 as the only work to actively purse the description ot three-

dimensionalities in subsonic flow conditions.

Using oil flow visualization and surface static-pressure distributions Maull and East
1963 found strong evidence to suggest regular three-dimensional flow across the cavity
floor. An example of the cellular structures visualised are shown in figure 1.7. In these

experiments it was found that for particular L/D ratios this spanwise cellular structure

would collapse causing increased fluctuations in the lengthwise oscillations. It was also

discovered that large values of L/W did not necessarily imply the damping of Spanwise

effects. A later study by East 1966 reported no discernable changes to the cavity
oscillations by the spanwise effects although the range of L/D and L/W covered was

not as extensive.

> Q-factor is the quality factor. which is the ratio of the centre frequency to the bandwidth of the
surrounding peaks.
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Miksad 1972 measured the three-dimensional character of free-shear layers and
discovered that the spanwise variation in wavelength 1s associated with the streamwise
location 1n the flow and to the primary wavelength. Using the hydrogen bubble
technique Rockwell et al. 1980 was able to record the spanwise variation of a free-shear
layer along the mouth of a cavity where the oscillation were better defined because
vortex pairing in the shear layer was inhibited, as shown in figure 1.8. It was discovered
that there was strong coupling between longitudinal and spanwise vortices that caused
severe, but ordered, spanwise distortion of the primary vortex. This was found to be in

agreement with stability study carried out by Browand 1979 and data from Breidenthal
1979 and 1980.

When calculating drag for cavities over a number of configurations Savory et al. 1993
noticed that the pressure distribution on the floor of the cavity showed remarkable
lateral uniformity with no noticeable three-dimensionality (as opposed to the studies
above). Disimile et al. 2000 studied the effects of cavity span on the flow oscillations

that occur 1n a low-speed open cavity (with L/D =1.0). He noticed that a state of fluid-
dynamic resonance was observed at small L/W ratio that progressed to fluid-acoustic
resonance as L/W increased. This was determined as a depth mode acoustic response

using a relationship adopted from East 1966. No relationship between the acoustics of

the cavity and the formation of spanwise vorticity has ever been pursued.

1.6 Flow Control

With the exception of studies to design wind instruments and other sound sources, the
objective of most work concerning cavity flow is to achieve the eventual suppression of
oscillations and thus sound generation. In the initial study by King et al. 1958 to reduce
the instability caused by slots on wind tunnel walls Mabey 1970 found a practical
solution by covering the slots with perforated screens. With the addition of a spoiler at
the trailing edge of the cavity Rossiter 1966 found that oscillations were suppressed. In
fact the addition of the spoiler served to destroy the interaction between the shear layer
vortices and the trailing edge and as such reduced feedback to the cavity leading edge.
The optical distortion and vibration caused by the shear layer at high Mach number as

noted by Shen 1979 was alleviated for a particular Mach number (M, = 3.2) with

installation of a wedge shaped lip at the cavity trailing edge. Another possible solution
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to this problem was demonstrated by Parmentier et al. 1973 who used directional
upstream mass 1njection to reduce the impact of the shear layer at the cavity trailing

edge. Miksad 1972 disproved the notion that relaminarisation of the boundary laver at

the leading edge would be beneficial by suppressing shear layer amplification. He
calculated that the shear layer would once again become turbulent-inflectional at

approximately 27 times the laminar boundary layer height downstream.

Heller and Bliss 1975 documented a variety of suppression devices for
transonic/supersonic flow that intended to either stabilize the shear layer and/or prevent
the periodic trailing edge mass addition process. Shear layer stabilization was achieved
either through the introduction of vorticity from an upstream-vortex generator (spoilers)
or by the provision ot an inherently stabilizing trailing edge geometry (slanted rear
bulkhead). Both of these examples were successful and are included in figure 1.9a and
b. The slanting trailing edge 1s successtul because the stagnation streamline 1s not
perpendicular to the rear bulkhead and as such compensating the impingement angle
with an angled surface will force the shear layer into a steadier state by virtue of weaker
growth amplification. A detached cowl, shown in figure 1.9¢ suppresses the mass
addition and removal process by causing enough lift such that the shear layer 1s
accelerated over the cowl itself. The location and orientation of this cowl 1s very critical
to the operating Mach number. Reductions in fluctuating pressure coefticients of more
than one hundred percent and attenuations of SPL by 35dB have been achieved by using
appropriate combinations of these devices, Rockwell 1978 and F ranke and Carr 1975.
The acoustic pressure loads experienced by current fighter and attack aircraft 1s higher
than ever since more severe manoeuvres are possible. Jacobs 1990 used a linear model
with non-dimensional scaling to develop a universal design tool that predicts the size of

sawtooth spoiler required to reduce the SPL within a given cavity and operational Mach

number range.

Sarohia 1976 studied the effect of mass flow injection at the leading edge ot a cavity
and discovered that it was possible to delay the onset of a given mode of oscillation.

Experimental studies by Sarno et al. 1994 and Vakili et al. 1994 have shown that

attenuation of cavity flow oscillations in this manner is possible when the instability

characteristics of the shear layer are directly affected. Therefore by thickening the shear

layer the preferred vortex roll-up frequency 1s shifted outside the natural frequencics ot
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the cavity. Navier-Stokes simulations of passive control techniques have also been
pursed although no comparison to experiments has been made, Zhang et al. 1999. For
both active and passive suppression schemes once the device is located and orientated at

the desired location, success can only be assured over a small Mach number, L/D and

L/W range.

By changing the geometry of the downstream impingement edge Pereira et al. 1994 was
able to modity the ‘clipping’ fate of the impinging vortex as previously defined by
Rockwell et al. 1979 and Knisely and Rockwell 1982. Using LDA 1t was determined

that by facilitating nearly perpendicular impingement of the stagnation streamline on the
rear cavity bulkhead the primary vortex would increase 1n size. It was also noticed that

any geometrical changes to the downstream corner did not attect the dominant

frequency of oscillation, indicating that the primary recirculating tlowtield has very

little effect on the inner shear layer structure.

Kuo et al. 2001 reported that banking the floor of the cavity 1tself could change the
oscillation characteristics of the shear layer. They found that by sloping the tloor of the
cavity (higher on the leading edge side) and thus imposing an adverse pressure gradient
on the primary vortex, the oscillation of the shear layer was significantly reduced.
Another interpretation on the success of floor banking would be that by constricting the
primary vortex in the upstream portion of the cavity the shear layer vortical structures

are generally incipient, thus less prone to low frequency modulation.

Gharib 1987 has demonstrated that it is possible to excite a naturally nonoscillating
shear layer through addition of Tollmien-Schlichting waves to the upstream boundary
layer that transform into Kelvin-Helmholtz waves. The success of this work has
motivated several more studies on active control of cavity oscillations using low-
dimensional systems. For further reference (and review), the most success so far has
been attributed to Kergerise et al. 1999 and 2002 for self-tuning of weapons bays using
a flap assembly. There has been no deviation ot strategies based on gain/phase/delay

controllers although more sophisticated model-based schemes may be expected soon,

Rowley et al. 2000.
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1.7 The aerodynamics of trains

In this work particular interest is given to the study of airflow between the Inter-coach
Sspacing on trains. It is therefore appropriate to include a brief summary concerning the

aerodynamics of trains and the expected benefits that a study on inter-car gaps would

bring to a complete train configuration.

Gawthorpe 1978. The coefficient of drag (based on frontal area) can range tfrom ~1 for
streamlined trains to ~15 for freight trains. Taking the case of a streamlined train
operating between 250-300 km/h isolated in the open with no crosswinds, it can be
expected that 75-80% of the total resistance is caused by external aerodynamic drag.
Breaking this up into constituent parts, about 30% of the aerodynamic drag is caused by
skin friction, about 8-13% by nose and tail pressure drag, 38-47% by bogie and
associated interference drag, and 8-20% by pantograph and roof equipment drag, Peters
1983 and Schetz 2001. Some cavity areas around the train are shown in the schematic of

figure 1.10.

The reduction of pressure drag possible on the nose and tail sections is very small once
the general profile 1s long and slender and without sharp edges, Schetz 2001. If a
particular nose shape (for instance the aero-wedge, Gawthorpe 1998) generates pressure
waves that exceed environmental requirements in tunnels the problem 1s deait with by
moditying the geometry of the tunnel entrance and exits rather than sacrifice drag
reduction by modifying the nose shape. To reduce the rolling resistance a more radical
change has been pursed based on magnetic levitation (or Maglev) technology. Using
electromagnetic suspension (EMS) the vehicle undercarriage either wraps around the
track or rides within a trough with approximately 10mm (full-scale) levitation ground
clearance, Pulliam et al. 1996. From the initial studies by Germany 1n the 1930°s
Maglev trains are now at full-scale test demonstrations in France, Germany. US and
Korea. Japan has already set a deadline for commercial availability 1n 2004 while China

are already operating a 430km/h service 1n Shanghai3 . It 1s to be expected then that any

3 §ee for instance www. transrapid.de




future improvements in train efficiency will come solely from a reduction in the drag

caused by pantograph and roof equipment and skin friction.

Reducing the etfects of viscous drag on high-speed rolling trains, such as the ICE

(InterCity Express) and TGV (train a grande vitesse) is still a very important problem
for rail researchers. Direct manipulation of the boundary layer by application of Large
Eddy Break-up devices (LEBU) and vane vortex generators (VVG) have fallen short on
reliability although longitudinal riblets have found good application on the train surface,
Guezennec et al. 1985 and Bechert et al. 1997 respectively. For experimentalists the
complications are that the flat plate law does not hold for a discontinuous fusiform"
body like the train and there are scaling effects for friction measurement that are not yet
understood, Baker 1985. In fact the typical argument embraced by rail researchers
regarding drag reduction 1s to maintain a thin boundary layer around the train,
Gawthorpe 1983. However 1t 1s plausible that unimpeded boundary layer development
along the train surface will decrease the skin friction, although this will increase the

boundary layer displacement thickness and as such increase pressure drag at the tail.

[t has been shown in several studies (most notably in Gaylard et al. 1994) that there 1s
significant thickening of the boundary layer by bogies and inter-car gaps caused by low-
energy fluid being fed into the boundary layer. Based on the results of Sockel 1996 tor
an ICE it can be seen that these cavities (and possibly other skin protrusions) are
causing the boundary layer to double in thickness over a 100m span (where the
boundary layer height has been measured at approximately 1500mm). At this position
along the train the effective cross-sectional area is expected to have increased by around
14-20% from the growth of the boundary layer. These values are expected to be much
larger at the tail of a high-speed train where the total length 1s commonly in excess of
200m. So although a thick boundary layer is beneficial for reduced viscous drag 1ts
srowth should not be left unchecked along the entire length of the train. Essentially

there remains an optimal balance between the constituent aecrodynamic drag components

even though the body is in fact streamlined.

* Tapering at each end, spindle shaped



Another 1ssue worth mentioning is the level of noise generated by a typical high-speed

train. In this case the rolling noise of the train is exceeded by the aerodynamic noise

from inter-car gaps, pantograph recesses and bogies, all of which may be modelled as
cavities, Noger et al. 2000 and see figure 1.10. It is expected that some fraction of the
noise generated by the pantograph is in fact caused by vortex escape from the inter-car
gaps and as such requires some control. In some cases the electrical connection between
the pantograph and the overhead cables can actually be lost due to these oscillations.
New environmental laws in Japan state that the noise generated by a passing train must
be less than 75dB at a distance 25m from the track wayside. This has recently restricted
the top-speed of all their high-speed trains; in particular the Skinkanson (flagship) train,
which was forced to operate at 220km/h. Noise reductions were subsequently reduced
below the safe limit when particular attention was paid to pantograph assemblies and

the vortical escape from the inter-car gap, Sagawa et al. 1999 and references cited

within.

As an example of the detrimental impact that a cavity can have at this geometrical scale
and this Reynolds number range it was found in a study by Saunders et al. 1993 that the
drag caused by a compliment of fully loaded ore wagons in transport was in fact the
same as that generated by empty unsheeted wagons. Therefore after delivery the benefit
of the reduction in weight (or rolling resistance) was augmented by the increase n

profile drag encountered by towing a cascade of cavities.

1.8 The Present Work

Previous quantitative measurements of the unsteady flow between the upstream corner
and the downstream corner of the cavity have involved pointwise measurements and 1n
most cases it is the time-averaged or phase-averaged data that is presented. [t then
seems suitable to pursue the measurement of cavity vortical interactions using Particle
Image Velocimetry (PIV) for a wing with a cutout. As previously stated there are
substantial amounts of cycle-to-cycle variation of the flow pattern for a typical cavity
oscillation, which may be caused by a low frequency modulation in the internal cavity
structure interacting with the shear layer at the downstream corner of the cavity. It

would therefore be progressive to obtain instantaneous measurements Over the entire



region for a range of L/D thus providing comparable quantitative measurement of the

coexisting structures, growth, and their interaction with the shear layer.

Prior to the study of the cavity flowfield a post-processing module 1s designed that can
adequately measure the spatial scales of interest. Any increase in the spatial resolution
that this system provides over traditional systems must not compromise the accuracy of
the measurements and procedures are introduced that seek to maintain both accuracy
and fidelity. Consequently, any improvements must be mindful of the dynamic range
metric, which can be maximised through software modifications and experimental
procedures. The development of a popular PTV scheme to a hybrid PIV-PTV scheme is
completed and tested. This gives more flexibility in the investigation of cavity flow and

promises better system spatial resolution. A decent appraisal of the new algorithms are
finalized with two test-cases, the near wake of the circular cylinder and the shear layer

region of the cavity at L/D =2.0.

A sample set of instantaneous velocity data 1s accumulated for the cavity at various

L/D. This is of sufficient size so that the statistical average and deviation can be

presented with good confidence while the wind-tunnel testing process remains efficient.
Of primary importance 1s the coexisting oscillation between the separated shear layer
and the recirculation zone within the cavity walls. The use of instantaneous tlowtfield
data gains an insight into the coupling processes between the ditferent scales and an
appreciation of the cycle-to-cycle variation in the oscillation. With a rotation of the
wind-tunnel model, an insight into the cavity three-dimensional etfects can be

interpreted and the level of encroachment these structures have on the normal plane data

can be measured.

The flowfield within an inter-car gap for a train is studied using simple geometrical
modifications to the clean cavity cases. Of particular interest is the reduction ot skin

friction downstream of the gap and a suppression of the migration of large vortical

structures from the gap. Finally, two other passive control strategies are tested and

comments made.
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Figure 1.1. The presence of a cavity in freestream flow conditions causes the boundary
layer to separate at the leading edge of the cavity and roll-up into a shear layer. It is the
Interaction of the shear layer at the downstream corner that produces pressure wave
feedback inside the cavity and acoustic propagation into the farfield. The green dot
indicates the origin of the coordinate axis (shown above). Freestream direction will be

from left to right unless otherwise stated.

)
h..‘
®
’ I

a. Train gap b. An Inter-car gap with c. Train gap with a
approximating a clean protrusion evident on sloping tloor
cavity with L/D=1.0. the cavity floor. configuration with

L/D=1.5.

Figure 1.2. Some inter-car gap configurations for common passenger trains.
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Freestream Direction

a. Shallow cavity influenced by longitudinal oscillatory modes.

Freestream Direction
___6

¢. Shallow cavity 1n resonance. d. Deep cavity 1n duct mode.
Schlieren photograph for M_ =0.7 Channel flow with L/D=0.5
© Rowley et al. 2000 © Colonius et al. 1999

Figure 1.3. Shallow and deep cavities in fluid resonance. The oscillatory flow of

shallow cavities are strongly influenced by the characteristics of the shear layer and 1t 1s

the internal dimensions of the cavity that affect the oscillations of a depth mode.
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a. Open cavity flow. The shear layer bridges the open face of the cavity. The static

pressure profile on the cavity floor is very weak.
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x/L

b. Transitional cavity flow. The stagnation streamline is deflected into the cavity

x/L

¢c. Closed cavity flow. The stagnation streamline impinges onto the cavity tloor creating
two distinct separating regions, one downstream of the forward face and one upstream

of the rear tace.

Figure 1.4. Open, transitional and closed cavity flow descriptions. The general
behaviour of streamlines (including the stagnation streamline) is illustrated to the left
hand side and the pressure coefficient profiles associated with the description are
included to the right. It is the formation of the plateau pressure region that determines

closed cavity tlow.
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Figure 1.5. The prediction of Strouhal number for lengthwise vortical-acoustic
oscillation (black lines) and depthwise standing-wave modes (blue lines) based on

cavity L/D for a range of Mach numbers. The red dots indicate the maximum

amplitude Mach number as defined by Block 1976.
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e. Flow without edge.

Figure 1.6. An approaching vortical structure to the downstream corner may experience
one of three possible fates, described as ‘jitter’. Complete clipping (b) describes the
approaching vortex (a) as being swept into the cavity. Partial clipping (¢) 1s the instance
where the vortex is severed by the downstream corner causing a partial vortex to be cast
over the cavity face and convected downstream. Complete escape of the vortex (d) 1s
also possible and is noted when the vortical structure skips over the rear face deformed

but intact. Pictures from Rockwell et al. 1979.
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Direction

Figure 1.7. O1l pattern formed on the floor of the cavity. The effect of changing the span
was to change the number of cells present both on the cavity floor and on the

downstream wall (not shown). Picture from Maull and East 1963

Freestream

Direction

Figure 1.8. A depiction of the curvature of the core of the primary vortex and associated

streamwise vorticity. The impinging nature of the vortex on the downstream edge would

be analogous to partial clipping. Picture from Rockwell et al. 1980



Freestream Direction

a. Upstream Spoiler. The addition of a vortex generator modifies the growth of the

shear layer as it travels downstream, thus reducing the feedback strength to the shear

layer origin.

Freestream Direction
—)

Stagnation streamline

b. Slanted rear bulkhead. Flow impingement on the rear bulkhead must have some
curvature since there 1s a velocity gradient across the shear layer. The angle of the
stagnation streamline can be balanced with a change in impingement angle, yielding a

more steady state.

Freestream Direction
E—— Mass removal

Mass addition

c. Slanted rear bulkhead with detached cowl. The optimum cowl position for subsonic

speeds is above the plane of the cavity. Mass addition at the trailing edge is suppressed

by effectively operating two mass strokes at the same time.

Figure 1.9. Some concepts that have been used for suppressing the oscillations inherent

in cavity tlow.
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Figure 1.10. Examples of the cavity flow scenario for a normal high-speed train

configuration.

1. Pantograph and cavity, estimated to generate 37% of the total acrodynamic drag
from the above configuration, from Considine 1998.
2. Inter-car gap, pressure drag imposed by flow stagnation accounts for 3% of the
total drag. The effects on downstream skin-friction caused by the thickening of
the boundary layer over the cavity are substantial, Gaylard et al. 1994.
3. Bogie and cavity cascade, accounts for 50% of the total aecrodynamic drag from
the above configuration. The load bearing and powered part of the bogie are

mounted onto a series of cavities for support.
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CHAPTER 2: THE DEVELOPMENT OF A DIGITAL PARTICLE
IMAGE VELOCIMETRY SYSTEM

The interplay of the flow in and around a cavity is known to have a broad range of
length scales and a number of periodic oscillations that interact to yield a non-linear
(unsteady) tluid flow problem. While this type of challenge brings out the strength of
the PIV method by being able to sample the entire flowfield instantaneously it also
exposes 1ts weakness associated with measurement error. Another relevant issue is the
choice of using a fully digital system for this type of problem, which although ideal for
capturing large data ensembles lacks the final accuracy of a wet-film system. It is the
purpose of this chapter to qualify the approach made in investigating the cavity

flowtield and to implement different approaches for improving the performance of the

system.

This chapter begins with a description of the image capture system available at the
University of Glasgow with a briet mention of the typical analysis procedures
implemented for PIV. The development of the software to improve the accuracy over
the entire dynamic range of the system 1s described and the expected measurement
errors for these new procedures are quantified. In this study the error analysis 1s
performed using synthetic images (or Monte Carlo simulations) to provide a more
reliable estimation of the errors. A new post-processing methodology 1s presented that
serves to preserve the quality of measurement and there is a brief mention of the flow
derivatives used. The penultimate section documents the development of a new hybrid
PIV-particle tracking method that will allow better spatial representation of the

important turbulent statistics for the cavity problem. This chapter ends with an estimate

of the statistical confidence and expected derivative errors.

2.0 General introduction

Flow visualization has always been an integral tool in fluid mechanics; Yang 2001
provides a compendium of visualization approaches using interesting fluid flow
interactions. Evolving from a qualitative imaging system to one that will provide
quantitative measurements of complex instantaneous velocity fields has only been

possible over the last twenty years. With recent scientific and technical advances n
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dimensional flow fields instantaneously. It was introduced in the 1970’s as the laser
speckle technique, Barker and Fourney 1977 and Simpkins and Dudderar 1978 and
since then many investigations have been carried out to improve its pertormance. The

performance of a PIV system is defined by its spatial resolution, detection rate and

accuracy.

PIV consists of obtaining the velocity of a fluid by measuring the movement of tracer
particles suspended in the flow. Typically flows are seeded with micro particles and a
planar region of the flow is illuminated with a high intensity strobe, usually a pulsed
laser. The tracer positions can then be recorded as a function of time in doubly or
multiple exposure photographs, the visible particles can then be used to measure the
tracer displacement. Knowledge of the strobe period with the physical displacement of
the tracer particles will then yield the local velocity. A typical PIV set-up for a wind
tunnel 1s shown 1n figure 2.1. For correlation PIV the image is broken up into measuring
volumes, or tiles as shown 1n figure 2.2, which allows the velocity to be evaluated at
discrete positions throughout the image plane. The resulting velocity tield consists of

vectors on a rectangular grid with each vector representing a spatially averaged velocity

measurement.

PIV is traditionally distinguished from laser speckle velocimetry (LSV) and particle-
tracking velocimetry (PTV) by the seeding concentration used, Adrian 1984. LSV was

conceived as an extension to speckle metrology and uses a very high seeding density
that causes an interference pattern to occur in the image plane of the camera. This

speckle pattern may then be interrogated to resolve the particle displacements, see Grant

1994 for a complete review. In ideal operating conditions for P1V the tracer
concentration is high enough such that a large number of particles exist within a

specified measuring volume that is considered to contain adequately uniform tlow.
I ourenco et al. 1986. This local velocity is then taken to be the average velocity over
the measuring volume. In its simplest form PTV follows the progress of an individual

particle through a series of instantaneous observations or pictures; as used by Prandtl in
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1934 to more sophisticated applications by Agui et al. 1987. Using a low seeding
density with a simple PTV algorithm ensures that individual particles are not confused
with one another, although there is currently scope for improving the spatial resolution

of PTV by raising the seeding density used. The merits of this PTV approach are

discussed later.

There are several methods in use that will resolve the local velocity within a measuring
volume tor PIV. Young’s fringe, auto-correlation and cross-correlation may all be used
to extract velocities from sequentially double- or multi-exposed particles on a single
picture. Autocorrelation is the digital implementation of the Young’s fringe analysis and
1s a popular procedure for the calculation of tracer displacement, although complexities
arise when trying to resolve the directional ambiguity, Burch et al. 1968 and Liu et al.
[991. For double/multi- exposed PIV images on double/multiple pictures the gradient
method can be used to address the compromise between accuracy and processing speed
by using simple image plane subtraction or addition correlation, Tan et al. 2001. Cross-
correlation has useful application in both single and multi-exposure capture systems,
Cho 1989. Using multiple-pictures this technique removes the directional ambiguity
inherent 1n both the Young’s fringes and auto-correlation techniques, Utami et al. 1991
Using this type of fast image acquisition became popular with the advent of the digital
camera since a single traditional SLR camera cannot capture two sequential pictures in
the time frame required. Although there are advantages to this Digital PIV (DPIV)
technique, such as eliminating the need for the photographic and opto-mechanical

processing steps, there remain significant challenges and constraints to the PIV user

regarding the inherent bias errors involved when using a CCD chip.

Photographic film has a tremendous resolving power with a 125mm x 100mm piece ot
film containing as much as 3Gbytes of information. A current state of the art dual-
exposure progressive scan interline CCD camera will contain 4.2Mbytes of information.
This mismatch in available information will have an impact on the accuracy of DPIV.
although it has been perhaps the single main aim of the research community to 1mprove
the spatial resolution of results using ‘super-resolution’ algorithms, Keane et al. 1995.
For image processing, spatial resolution is taken to mean the ability to distinguish
between images of two different particles in the image plane that are originally distinct

or separated in the object plane. For PIV the term spatial resolution relates to the
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smallest velocity structures that can be resolved or measured In the flow field. or using
the definition of Adrian 1988 is just the size of the Interrogation spot in the fluid. A

physical measurement volume side length of K - (um) will be able to identify

structures of the order,

= — 2.1]

where, K 1s the side length of the interrogation area in pixels and d_1s the diameter ot

the pixels on the CCD array, um

The spatial resolution is always bounded by the size of the measurement volume. which

iIs determined by the intersection of the illumination light sheet with the interrogation
spot density distribution. This minimum resolvable scale is crucially important in DPIV
and some super-resolution techniques used to measure smaller length scales are
included 1n later sections. Although there are rigid constraints concerning the usage of a
DPIV system 1t remains a viable competitor to wet-film PIV since these systems require
a significant amount of optimisation at the image capture stage. In fact it may take
several experimental iterations to establish whether there 1s sufficient light, proper
focusing, adequate seeding and an appropriate laser time delay because they are non-
integrated and non real-time. It 1s these economical and efficiency reasons that have

caused the common mode of operation for PIV systems to migrate to tully digital

systems.

There are three modular stages involved with the application of a PIV system from wind
tunnel to flow derivative. The capture of the seeded images from a camera synchronised
with a laser is the first and most crucial stage of the system. Any inadequacy of image
quality with the capture of the scattered light from the particles will result in an
irrecoverable loss in accuracy. Secondly the calculation of the velocity vectors from
image interrogation is performed with the final stage being the evaluation of other
quantitative flow information. The total performance of the whole system 1s dependent
on each of these steps. If the intention is to apply DPIV to a measurement problem
characterized by 3D motion with broad ranges in length scale (such as the flow 1n and

around that of a cavity), then close attention must be paid to achieving the best possible

accuracy given a certain sampling resolution, Fincham and Spedding 1997. It is the
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intention in the remainder of this chapter to document the modifications made to the
current DPIV system that will improve both spatial resolution and accuracy. The third

performance criterion of detection rate is not a predominate issue although it will be

addressed at appropriate points in the text if the computational cost becomes especially

excessive.

2.1 Image capture

The current image capture system at the University of Glasgow is capable of pertorming
several modes of operation since the system has at its disposal two lasers and two
cameras. The illumination source is provided by a pair of Spectra-Physics GCR-130-10
frequency doubled, double-pulsed Nd:YAG lasers running at a nominal repetition rate
ot 10Hz with a wavelength of 532nm. With this laser unit operating 1n a single pulsed
mode the manufacturer reports an approximate pulse power of 240 mJ. The images are
recorded using two 8-bit Kodak Megaplus ES1.0 digital cameras, of 1k x 1k resolution,
operating in a triggered double exposure mode with a 60% pixel fill ratio. To enhance
the till ratio an array of microlenses are deposited on the sensor that will improve the
light sensitivity of each pixel. The images are captured using two National Instruments
PCI 1424 digital frame grabbers, the cameras, frame grabbers and laser synchronisation

are managed using a Pentium 3 (1 GHz) PC through a LabVIEW interface.

A Brewster plate beam combiner may be used to produce two collinear beams for a twin
laser set-up. In this instance the lasers may be operated in single-pulsed or double-
pulsed modes and polarizing filters fitted to the camera lens may be used to distinguish
between each laser head if necessary. The laser is then delivered into the wind tunnel
test-section using a beam-shaping telescope with cylindrical lens. The minimum time

delay between two pulses using a single laser head i1s 35us while both lasers operating
In single pulse mode can provide a minimum time delay of 12us (using the beam

combiner to set up collinear planes of illumination). The pulse length 1s 8ns. The output

energy of the laser is sufficient to 1lluminate a 250x250mm object region using a lens t-

number of 4.2 (written f’4.2). Each experimental scenario used will be explained more

precisely 1n chapter 4. Both Nikon 50mm fixed tocal length lenses and Navitar Zoom

lenses are available and suitable for the size of CCD chip used on the Kodak ES1.0. The

Nikon lenses provide an f-number range of f*2.8 to f*16 while the Navitar zoom lens
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extends from 18mm to 108mm, with a range of f"2.5to £*16. At maximum Z0om
(108mm) the effective f-number reduces to f74.2 fora fully open aperture.

Experiments are calibrated using a 5Smm pitch graticule slide placed in the field of view
Based on this image a conversion between pixel displacements and spatial
displacements is possible. Additionally a transfer function is computed which accounts

for camera lens distortion (that is stretching and rotation) as the displacements are

projected into the physical domain.

Seeding 1s provided by a C.F. Taylor smoke generator. This unit vaporizes Shell Ondina
E.L. o1l to provide an oil mist with a nominal particle diameter of 2mm. Hocker et al
1990, Meyers 1991 and Melling 1997 have pursued investigations into ideal tracer
particle diameter. They concluded a particle diameter of approximately 1mm would
follow the flow faithfully, their results indicate there is very little difference for the
particle diameter used here. Seeding was introduced through the breather slot which
ensured a good seeding concentration in the closed return wind-tunnels. If it can be
assured that the particles are neutrally buoyant, are effectively exposed instantaneously
(no blurring and no saturation) and there is no optical distortion or contamination of the
scattered light before it reaches the pixel array (caused by lens aberrations or unclean
glass surfaces) then there are no errors associated with the general wind-tunnel set-up.
This then means that the error of the velocity measurement is solely dependent on the

accuracy by which the particle positions can be determined on the image sensor.

2.2 Image analysis

A simple appraisal of the error sources present when determining the particle position
on the image sensor shows that inadequate pixel resolution can give rise to mean bias
error while imperfections in the particles, the recording process, electronic noise in the
camera, the interrogation method and the peak location technique is responsible for
random errors in the system. If the hardware of the system has already been designed
then improvements to the accuracy of the system can only be accomplished with
changes to the interrogation method and the peak location technique (reducing the mean
bias error is an issue for section 2.3). It 1s then possible to minimize these error types
with an optimized implementation of the PIV technique and improved analysis

procedures after the image capture procedure. This section deals with these 1ssues.
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2.2.1 Optimising the PIV technique

The displacement information calculated by a standard double-exposure correlation
analysis can only deliver first order information (that is no rotation or deformation).
Theretore 1f the curvature of the particles cannot be recovered then it is prudent to
reduce the time delay between successive image captures such that the measured
displacement and the real displacement are more similar (see figure 2.3). When there is

a broad range of velocities present within the measured flowfield a compromise must be

made.

To resolve the local velocity within a measuring volume for DPIV the cross-correlation
algorithm 1s used since the digital system is capable of capturing multi sequential
images. For correlation analysis Keane and Adrian 1990 and 1992 have demonstrated
that there are several criteria necessary to guarantee an adequate signal-to-noise ratio

( SNVR) and thus guarantee accuracy for the mean velocity over the tile. Of particular
importance 1s the velocity variation error within the measuring volume or ‘gradient
biasing’. Because the smaller displaced particle pairs have a higher probability of
remaining in the second image tile the result may be biased towards lower values. This

can be alleviated by an adequate seeding tile density ( N,) optimised inter-pulse delay

and correct optical depth of field (DOF ), see Keane 1991 and 1995, Willert 1991 and
Grant 1997 for more details. The measurement bias is enhanced when a velocity

gradient exists across the interrogation window, which causes the correlation peak to
broaden and deviate from the d_ / w/fdr cross-sectional profile expected and may even
split the peak into several peaks, Westerweel 1993a (d, is the physical particle image

diameter). Keane 1995 and Westerweel 1997a give practical solutions for this problem.

2.2.2 The correlation algorithm

The displacement can be estimated using the discrete cross-correlation function that

statistically finds the best match between any two-image tiles; this direct formulation 1s

given in equation 2.2.

K. K,
Ry= > DAL+ xj+Y) 2.2]
f=‘Kxj"Ky

The variables I, and I, are the intensity values of the tiles and R, is the correlation

value. As illustrated in figure 2.4 the correlation plane typically comprises a single peak

38



and a number of smaller peaks, Keane 1992. The distance between the highest detected
peak and the centre of the tile then provides the average particle displacement. Since
this function 1s a true measure of the best statistical match of image pairs in the
measurement volume the correlation peak may be measured to sub-pixel accuracy using
a variety of methods, see Westerweel 1993a for further reading on this issue. To reduce
the computational cost with little reduction in accuracy it is typical to implement the
convolution theorem such that the direct correlation is replaced with a Fast Fourier
Transtorm (FFT), Nussbaumer 1982, Utami 1991 and Huang 1993a. Since the image
data has no complex part 1t 1s possible to further quicken this calculation time by
stacking the transform, Press et al. 1993. Therefore the basic calculation of 1000 vectors
can be reduced from 180 seconds (direct correlation) to 0.5 seconds (circular/FFT
correlation)'. Finally, a weighting function is used (that is the convolution of the
sampling weighting functions) to remove the bias artetact associated

with the frequency domain. In this study 1t 1s also beneticial to quantity the degree ot
correlation between samples and this 1s provided by a normalization ot the correlation
plane data. For the direct correlation the technique employed by Raftel 1998 1s used and
for the circular correlation a first order accurate method derived by Brigham 1974 1s

used.

2.2.3 The need for further improvement

The primary limitation of conventional PIV is imposed by the velocity gradients present
within the flow to be measured, Huang 1993a and b. For optimal PIV performance (see
section 2.2.1 and references therein) the velocity gradient across any interrogation tile

cannot exceed the diameter of the imaged particles themselves (that 1s |Au| /u <d_). The

most obvious solution to this problem is to reduce the camera field of view by
increasing magnification, which is fine as long as the field of view remains large
enough to image the region of interest within the tflowfield (usually not the case). Both
Willert 1991 and Prasad et al. 1992 have investigated the effect of velocity gradient and
spatial resolution on accuracy and have suggested two other approaches for coping with
velocity gradients. The first approach is to actually predict the deformation present 1n

the flow while the second is to simply reduce the pixel area of the interrogation tiles

used. These two approaches are now briefly discussed.

' Pentium 3 (700MHz) PC
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Predicting the deformation present in the flow can be achieved using two distinct
methods. The first approach was introduced by Huang 1993b in which groups of
particles are tracked and their deformation measured (termed particle image pattern).
Using a ditferent approach Jambunathan et al. 1995 used an improved cross correlation
technique that would iteratively rebuild the second image such that elevated levels of
detormation could be tolerated. As a recent extension to these two approaches Nogueria
et al. 1999 and 2001b developed local field correction PIV (LFCPIV) that improves
spatial resolution by manipulating the actual particle pattern using the displacement
field from a previous evaluation. This system avoids instabilities caused by wavelengths
smaller than the interrogation window by using proprietary weighting in the correlation
process, while the resolution is limited only by the average distance between particle
pairs. This technique represents the most sophisticated and successtul algorithm using
this type of approach. Even though these techniques have experienced considerable
success (especially in shearing flows) their algorithms remain complicated and rely on
velocity fields with low deformation and small velocity dynamic ranges. Even though

there have been recent advances towards a much simpler algorithm this technique 1s not

chosen for this study.

By simply increasing the spatial resolution of the velocity vector map it 1s possible to
cope better with excessive velocity gradients within the flowfield. This approach has
been converged upon by several researchers over recent years and has been given the
name ‘super-resolution’. This type of approach was initially proposed by Keane et al.
1995 (adapted from Guezennec and Kiritsis 1990) to bridge the quality 1ssues between
photographic film and CCD such that large sample sizes of data could be acquired with
eood accuracy. Therefore, although current CCD technology does not facilitate these
super-resolution techniques to comprehensively optimise a PIV system it can improve
the spatial resolution of a vector field by up to an order of magnitude. The most
important issue for a super-resolution scheme 1s to maintain accuracy in the velocity
measurement as the spatial resolution increases. Since there may be considerable

reductions in the /, measurable in the flowfield and 1t can be added in a modular

fashion to a traditional correlation process it is the chosen method for coping with
velocity gradients in this study. A complete description of the implemented super-

resolution method is given in section 2.2.5 while this 1ssue of measurement fidelity 1s
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given further consideration using reference to synthetic imaging (or simulated Image)

results.

2.2.4 Synthetic imaging

To properly conclude the accuracy of a particular PIV algorithm it is important to test
the procedures on an image environment that is fully controlled. Normal experimental
conditions are not ideal in such instances since the noise incurred will obviate the
system’s true accuracy. In such a scenario it can be expected that the recorded optical
images will not be perfect circular distributions but will instead be irregular in shape as
a result of background speckle, aberrations of the lenses or noise in the image-recording
medium. Videographic media will impact noise to image also through electronic noise
in the circuits and shot noise in the photo detection process. Highly 1dealized
experimental conditions have found some application in testing a system, Fincham and
Spedding 1997 but essentially the errors are inferred rather than calculated. By using
synthetic images rather than real ones, all the parameters involved can be controlled and
varied as needed in order to systematically study their influence. The objective 1s then to
produce realistic images that are numerous enough to accumulate reliable statistics of
the results for any given test case. This approach has been taken by several researchers

to date, including and Keane and Adrian 1992 and Keane et al. 1995.

The synthetic (or Monte Carlo) simulation generates images fields of randomly located
particles, governed by Poisson statistics (Bendat 1958) embedded in some kind ot flow
field. The imposed three-dimensional flowfield then displaces the particles over a pre-
determined time-delay to the their final location via. Lagrangian integration, thus

generating pairs of image fields for analysis. The mean particle image S1Ze, (dr /d)

mean ’

distribution, R’ and the particle image density, N, is specified with the simulated laser

sheet thickness (thus simulating the optical DOF ). The continuous images of all
particles have a two-dimensional Gaussian shape with the discrete pixel gray values ot
the discrete image found through integration of the continuous 1mage for each pixel.
The bit depth is set at 8 bits per pixel (256 gray levels) with the light sheet illumination
intensity modeled as a top-hat function. Controlling the size of the field of view and

inter-pulse delay serves to modulate the in-plane motion, out-of-plane displacement and

the inter-tile velocity gradient. Alternatively these parameters may be preset and the
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synthetic CCD size and inter-pulse delay are automatically determined. Other image

parameters are the mean grey level maximum intensity of the particle pixels, /7 . the

mean

mean grey level intensity of the background pixels, I, and the standard deviation of

. : N . : : :
the image noise, s”. The contrast for a particular image is the difference between the

mean grey level of the particle pixels and the background, thus C_ =17 -7 Itis

mean mean

also helpful to impose a function that allows the synthetic image to be seeded with non-

colliding particles.
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