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Abstract

Problem solving happens in every field of human enquiry and form of knowledge. There
are many problems in areas that are artistic, philosophical, linguistic, journalistic, legal or
medical. Indeed, these problems have to be solved just as much as those in mathematics,

science and technology. Life is a problem solving process.

While most significant real-world problems are ill-defined, problem solving at school
level tends to be limited to a training in various exercises and algorithmic processes. In
life, problems tend to be more multi-faceted and open-ended, rarely having a single or
final solution. Indeed, if education is to prepare pupils for life, then the skills of problem
solving, where the problems are open-ended, must be considered as an area of high

priority.

In this project, the nature of open-ended problem solving is explored and working
descriptions presented. In order to study the ways by which secondary pupils (ages 14-
17) seek to solve open-ended problems in chemistry, a set of eighteen problems was
devised. These were used with several hundred school pupils and data was gathered to

examine the nature of difficulties experienced in facing such problems.

The set of problems (described as units) was designed to be difficult and pupils worked
in groups of three to seek solutions. They were encouraged to discuss the problem as
they tried to solve it and to make notes of their attempts at solution. After each
problem, they completed an assessment individually where they were asked to reflect on
the process through which they had moved as they tried to solve the problem. Tape
recordings of the discussions of many groups of pupils were made and other
observations were made to build up a more complete picture. The information obtained
was analysed and summarised to seek to gain insights into the process of problem
solving where the problems were dpen—ended, unfamiliar and difficult. The main area of
interest was to explore the way long term memory affected problem solving in such

situations.

Pupils enjoyed the units and liked working 1n groups. They tended to perceive the
problems as difficult because they were unfamiliar and they felt they did not have
enough knowledge. In fact, all the units were based specifically on the syllabus content
and, therefore, pupils should have had enough knowledge. Nonetheless, they felt a
knowledge inadequacy. It is possible that this observation might be linked to the lack of
long term memory connections between islands of knowledge: while they should have
known the key facts, perhaps the way they were required to link them to solve the
problem was itself a major source of diffjeulty. - -

In many units, the difficulty 1s clearly 'feiatéd to the feeling of pupils that they were
unsure that they had the “right” answer. This probably retlects the fact that the units

were very different in character from their previous experiences where “right” answers



miay nave v unnuwmaged. Insecurity seems to be related to perceived difficulty.

It was found that the S5 pupils were very much better in discussion and had very much
ereater confidence than the S4 and S3 pupils. However, they were not much more

successful in solving problems. It appears that their greater chemistry knowledge

background gave them greater confidence mn discussing the given task.

Quite a number of areas of difficulty related to the demands arising from specific areas of
chemistry. For example, the way chemical equations can be interpreted and applied was
an area where confusion was seen very clearly: pupils could write them and balance them

but had very variable understanding of what they meant.

[t was found that pupils rarely planned; they just started with what they could do. This
lack of planning was very evident in the way they handled the problems, even when
encouraged to to do so. When faced with an amount of unfamiliar information, pupils
tended to lose confidence and seemed very unsure how to tackle a problem. Pupils’
unease and insecurity also occurred when faced with ambiguous data where there were no
unequivocal answer or approaches. Confidence 1s a very important factor in success in

problem solving.

Although working in groups and being encouraged to make notes throughout was
designed 1n order to minimise difficulties due to limitations in working memory space, in

one or two problems information overload was observed as a major source of difficulty.

In looking at long term memory, 1t was very clear that absence of key information (facts,
concepts or processes) posed a major difficulty. However, 1t was noted that correct
information, inappropriately applied, could also be a significant difficulty. One area ot
difficulty pupils frequently encountered was in bringing various parts of information and
knowledge together. This suggests that the creation of mental pathways between
“1slands” of knowledge or skills is extremely difficult. It seems that learners cannot make
linkages between key concepts and the links must be suggested or supplied by the

teacher in some way.

Specific evidence gained suggested that by learning a procedure in one direction, there 1s
no guarantee that it can be applied in the opposite direction. This suggests that links 1n
long term memory need to be made in both directions in order for the linkage to be
soundly made. If the key concepts are partially grasped, then approaches to problem
solving were confused and the problem solver was not even be aware of the confusion.

In such situations, pupils started to generate explanations which mixed error with truth.

Overall, the evidence supports the ideas suggested by an information processing model
and raises major questions about whether problem solving can be taught or whether it 1s a
generic skill at all. The conventional use of problem solving in curriculum documents

also needs major re-thinking in the light of the picture gained.
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Chapter One
Chapter One

Introduction

1.1 The Enormous Significance of Problem Solving in Life

Problem solving happens in every field of human enquiry and form of knowledge.
T'ypical problems in our life include finding a way to pay the bills, discovering a flat tyre
and wondering what to do about it or finding a shortcut to avoid a traffic jam. In addition,
when confronting social, technological, or political problems, people need to make a
conscious decision and take responsibility for the consequences of their actions. There
ar¢ many problems in areas that are artistic, philosophical, linguistic, journalistic, legal or
medical. Indeed, these problems have to be solved just as much as those in mathematics,

science and technology. As a result we can say that life is a problem solving process.

Glover et al. (1990) asserted that most significant real-world problems are ill-defined.
They also tend to be more multi-faceted and open-ended. Such problems rarely have a
single or final solution, most of them only have a variety of possible approaches rather
than an exact outcome. Teachers and schools need to provide many opportunities for
pupils to study these kinds of ill-defined and open-ended problems and learn how to use
science to solve crucial everyday problems. Indeed, if education is to prepare pupils for
life, then the skills of problem solving, where the problems are open-ended, must be

considered as an area of high priority.

1.2  The Definition of Problem Solving

Frequently, a problem has been represented as: well-detined, ill-defined; closed or open-
ended. Before exploring the definition of problem solving further in the context of this
project, it is essential to know what 1s the difference between problem and exercises and

what 1s the meaning of well-defined / ill-defined problems and closed / open-ended

problems.

1.2.1 Problems and Exercises

In contrast to real-life problems, most problems presented at school tend to be well-
defined. They tend not to be open-ended and they focus on one right answer. Is this
kind of problem a real problem or just an exercise? It 1s certainly necessary to distinguish
between problems and exercises. Hayes (1981) defined a problem as what exists
"whenever there 1s a gap between where you are now and where you want to be, and you
don’t know how to find a way to cross that gap". This approach suggests that if you

know what to do when you read a question, it is an exercise not a problem.
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Chapter One
As Kahney (1986) claimed, the distinction between well-defined problems and 1ll-defined

problems is in terms of how well they are defined. In a well-defined problem, the solver
1s provided with all the information which including the initial state, goal state, and what
he calls the operators and operator restrictions at the start of the problem. An ill-defined
problem is one in which information about either the initial or goal state, or the method of
solution, 1s incomplete. In short, in ill-defined problems the solver has to define the
problem for himself, that is, the degree of structure depends on the solver’s own
knowledge. As regards the closed or open-ended problem, the former means the problem

only has "a unique solution” and the latter means it may have "a variety of solutions".

In an early study looking mainly at problems that tended to be more like exercises or
applications, Ashmore, Frazer and Casey (1979) classified chemical problems on two
dimensions, namely the nature of the solution required (goal state) and the sources of
information (initial state) which must be employed. In their views, a problem situation
ranged from "chemical puzzles" (where there is a unique answer and the information is
given 1n the problem statement) through to the highest levels of research work (where the
answer may not be unique and the information must be generated by observation or
experimentation). They suggested that when defining problem solving it must encompass

this wide range of problem situations.

1.2.2 The Definition of Problem Solving

The term of problem solving i1s defined in the Dictionary of Education (Lawton and
Gordon, 1996) as "a style of teaching or learning where the aim 1s to encourage pupils to
acquire knowledge and skills in the process of solving problems rather than simply

learning about how other people have solved such problems”.

Different writers have defined problem solving 1n a variety of ways. According to
Wheatley (1984), problem solving is defined broadly as "what you do when you don’t
know what to do". Gagne (1977) stated that problem solving can be viewed as a thinking
process by which the learner discovers a combination of previously learned rules that he
can apply to solve a novel problem; 1t 1s also a process that yields new learning. Ashmore
et al. (1979) defined problem solving as the result of application of knowledge and
procedures to a percetved problem. Spanish academics Gil Perez and Martinez
Torregrosa (1983) saw problem solving as a scientific investigative task in their research
work 1n physics. Mayer (1997) viewed problem solving as almost synonymous with
thinking. Ausubel (1978) defined problem solving as a form of meaningful discovery
learning, but not a completely autonomous discovery. He insisted that no frequently
practised procedure or strategy could be called problem solving. In fact, problem solving
i1s a type of learning 1n which problem conditions and desired objectives are substantively

related to existing cognitive structure.
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Chapter One

In this project, problem solving is defined as "when a person encounters an open-ended

or unfamiliar situation, problem solving is the process where the person uses knowledge
and thinking skills to reach a solution”.

Other viewpoints about problem solving from within the Scottish educational system
have been proposed. The Scottish Qualifications Authority (1997) set up a list of

Problem Solving Abilities to analyse what pupils need to be able to do for success in
Problem Solving. The abilities assessed are listed as follows:

Selecting information
Presenting information
Selecting procedures
Concluding and explaining

Prediction and generalising

While each of these abilities 1s frequently required in problem solving, collectively they
cannot claim fully to enable a student to undertake any possible problem solving. There
are clearly definable gaps in the list. For example, selecting procedures implies that
procedures are known whereas in most open ended problems such as real life problems,
procedures need to be developed. The list certainly seems to be somewhat limited and
selective.

It 1s necessary to examine whether these Problem Solving Abilities can be seen as
comprehensive and duly reflect the essence of problem solving. In many examination
papers, certain questions are identified by the examiner as testing problem solving skills.
Looking at many of these questions would leave the observer with the impression that
the questions do not really test problem solving but demonstrate pupil abilities to apply
knowledge in a routine way. They could be described as algorithmic in nature. The most
clear examples occur in mathematics where problems are really just exercises - routine
solutions being achieved by the use of learned algorithms. A typical example trom

science illustrates the kind of problems that are most frequently found.

The following question (overleaf) comes from a previous examination paper (Standard
Grade Chemistry, 1996) and the examiner identified the question as testing problem
solving skills.
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Chapter One

Coloured solutions can be made from fruits and flowers.

The colours of these solutions can be affected by pH.

_

hydrangea pink blue yellow
B marigold orange orange orange
C rose pink pink yellow
D strawberry red red green

(a) Identify the solution which gives a different colour with hydrochloric acid
and with sodium chloride solution.

(b) Identify the solution which is not suitable for showing the difference between
an acid and an alkali.

To reach an answer for the question, pupils just compare the colours in difterent pH and
the solution becomes quite obvious. It is not a real problem but just an opportunity for
pupils to demonstrate an application of knowledge or skills in a routine way. Indeed,

little chemistry knowledge is required: the question is nearly just a test of logic.

1.3  Problem Categories

Problems have been categorised in several different ways. Greeno and Simon (1978,

1988) suggested a four-part typology of problems:

(1) Problems of transformation: the problem-solving process was
described as "searching through a set of possibilities.”

(2) Problems of arrangement: they were regarded as design problems and the
problem-solving process was described as "narrowing the set of
possibilities.”

(3) Problems of inducing structure: the problem-solving process was described as

"finding a general principle or structure.”
(4) Evaluation of deductive arguments: they viewed that "psychological analyses
provide no evidence for a belief in deductive reasoning as a category of

thinking processes different from other thinking processes."

They also pointed out that not all problems can be neatly classified into one of these

types. Instead, some problems include aspects of several types of problems.
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Chapter One

A more thorough classification of problem types has been made by Johnstone (1993).
He suggested that there are three variables associated with all problems: the data

provided, the method to be used and the goal to be reached. By looking at the extremes
where each variable is either known or unknown, he came up with eight problem types.
The eight types of problem are shown as below (Table 1.1).

Table 1.1  Classification of Problems (Johnstone, 1993)

Type Methods Goals/ Skills Bonus
Outcomes

Given Familiar Recall of algorithms

Given Unfamiliar Looking for parallels to known methods

Incomplete Familiar Analysis of problem to decide what

further data are required

Incomplete Unfamihiar Weighing up possible methods and

then deciding on data required

Given Familiar Decision making about appropriate
goals. Exploration of knowledge
networks

Given Unfamiliar Decisions about goals and choices of

appropriate methods. Exploration of

knowledge and technique networks

Incomplete Familar Once goals have been specified by the
student, these data are seen to be

incomplete

Incomplete Unfamihar Suggestion of goals and methods to get

there; consequent need for additional
data. All of the above skills

Type 1 and 2 are the "normal" problems usually encountered in textbooks and exam
papers. Type 1 1s of the algorithmic nature and can be regarded as an "exercise". Types
3 and 4 are more complex, with type 3 seeking data while type 4 requiring very different
reasoning from that used in types 1 and 2. Type 5 to 8 have open goals, and are very
demanding. Indeed, the type 8 problem is the nearest to real life problems but not
necessarily more difficult than any other type. In fact, Johnstone never intended that the
eight types would be seen as hierarchical. Thus, he did not imply that anyone proceeds
from type 1 to type 8 as a kind of development in problem solving. This is a most useful
classification, being simple and relatively easy to apply and understand. Therefore, it 1s

considered as one way to sort out problem types in this project.
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Chapter One
1.4 Problem Solving and The Bloom Taxonomy

In Scottish school syllabuses today at Standard Grade (ages 14-16), problem solving is a
specific outcome that is frequently listed. For example, in all the science syllabuses
(Scottish Qualifications Authority, 1997) as well as syllabuses in many other areas (like
Computing, Home Economics, Technology, Social and Vocational Skills), problem solving

1s a listed outcome attracting a significant proportion of the marks for final accreditation.

In previous syllabuses (Scottish Examination Board, 1962) such as the Ordinary Grade
(discontinued in the early 1970s), a common feature was to use the Bloom Taxonomy

(1956) as a basis for describing educational outcomes. In this taxonomy, Bloom described

s1x cognitive skills:

Evaluation
Synthesis
Analysis
Application
Comprehension

Knowledge

The tendency 1s to assume that these six skills are hierarchical. Thus, for example, the
skill of application depends on being able to comprehend relevant knowledge, while
evaluation depended on the use of the five other skills. Frequently, the "top" three skills
are described as "higher order skills" (Garrat, 1998), implying that these skills are more
advanced in some way when compared to the "lower" three skills. Perhaps these three
skills are one way of thinking about problem solving in that, in problem solving that 1s

not algorithmic, the skills of analysis, synthesis and evaluation may be very important.

Bloom has pointed out that problems requiring knowledge of specific facts are generally
answered correctly more than problems requiring knowledge of the universals and
abstractions in a field. Moreover, problems requiring analysis and synthesis are more
difficult than problems requiring comprehension. It is possible to look at the Bloom
taxonomy (Figure 1.1, overleaf) in an alternative way. In other words, this does NOT
assume that the skills are hierarchical. Instead, knowledge is seen as the basis for any of
the other five skills.

It is possible to use this modification of Bloom’s taxonomy as a way to describe problem
solving. For example, the solving of algorithmic problems can be thought of as an
application where the pupil is applying some learned procedure using new data. More
open ended, real-life problems can be thought of as one or more of analysis, synthesis and

evaluation. The important point to note, however, is that all these cognitive skills depend
on knowledge.
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Application

T QU EME g0 Z R

Figure 1.1  An Alternative Model

1.5 The Role of Knowledge in Problem Solving

Psychologists view that knowledge is at the core of human cognition. It not only
underlies all cognitive activities but also influences problem solving. According to Glover
etal. (1990), a strong assertion was proposed that problem solving is knowledge based.
However, having knowledge does not ensure problem-solving skills. Furthermore, they
also pointed out that three types of knowledge are important to undertake complex tasks

such as problem solving. These three types of knowledge are described as follows.

(1) Domain-specific knowledge: it is knowledge specific to performance of a
particular task.

(2) General knowledge: it refers to knowledge that is not domain-specific,
but essential to utilisation of domain-specific information.

(3) Strategic knowledge: it focuses on how domain-specific and general

knowledge should be organised and sequenced for effective use.

Mayer (1997) 1dentitied five kinds of domain-specific knowledge, which are necessary for

solving mathematical story problems. These are listed below.
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(1)  Linguistic knowledge: recognising words, parsing sentences, etc.
(2) Semantic knowledge: knowledge of the world relevant to the

problem.
(3)  Schematic knowledge: knowledge of problem types.
(4) Procedural knowledge: knowledge of the algorithms necessary for

problem solution.

(5) Strategic knowledge: techniques for using types of knowledge and

heuristics.

1.6 The Aims of this Project

The aim 1s to explore problem solving with school pupils of ages 14-17. These pupils are
following Chemistry courses at Standard Grade or Higher Grade. It is recognised that
there may be many factors that influence success in solving problems of a non-algorithmic
nature. One of these 1s likely to be knowledge and how it 1s used. On this basis, the
following questions are raised:

1. If pupils do not have the key chemistry knowledge, problem solving will be more or
less impossible. Does the way the knowledge is gained and stored atfect success 1n

problem solving?

2. Sometimes, solving a problem may need to bring several pieces of knowledge together.
A problem solver may be hindered if these pieces of knowledge are not linked or are
not linked in the correct way. Are pupils able to create a pathway or make

appropriate linkages between i1slands of knowledge?

3. Pupils’ confidence is likely to be important when they encounter new types of
problem, especially when the given data are ambiguous and the method of approach 1s
unfamiliar. Is it possible to minimise the effects of lack of confidence which might

hinder problem solver success?

In fact, many other factors will be involved in influencing success in problem solving.
Limitations in working memory space as well as psychological factors such as field-
independence and divergence may be important. In seeking to explore the way that long
term memory may influence problem solving success, those other fctors will be

minimised by group work.
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Chapter Two

Theories of Learning and Problem Solving

In a sense, life 1s all about solving problem, problems which are open ended in some
measure. In solving such problems, experience is gained and learning can take place. It is,
therefore, reasonable that learning theories may have a major contribution to make in
understanding how problem solving skills are developing. However, many theories have
been developed in learning contexts that are very different from the open-ended type of
situation envisaged here. Therefore, in reviewing briefly contributions from learning
theories, only those models which can be seen to be linked to open-ended problem
solving situations are discussed and the contributions to understanding learning in any
overall sense are not discussed in a comprehensive way. Only those observations that

seem relevant to problem solving are considered.

2.1 Whatls Learning?

In general, learning has occurred when our behaviour or attitudes have been changed or
modified. Although learning has various definitions, most psychologists and educators
tend to agree that “learning 1s a process by which behaviour is either modified or changed
through experience or training”. It refers not only to an outcome that is manifestly
observable, but also to attitudes, feelings, and intellectual processes that may not be so
obvious (Hamachek,1995). Learning can also be defined as improvement in behaviour,
but that does not mmply that one’s behaviour improves from the standpoint of
desirability.

2.2 Two Leading Learning Approaches

Learning theories have been classified into two major groups: Behaviouristic theories and
Cognitive theories. These two groups both agree that learning result in a modification or
change 1n behaviour based on experience, but there are two areas of debate where they do
not approach learning in the same way. They have different viewpoints as describing: (1)

how learning occurs; (2) how to best establish the conditions that maximise learning in the

first place.

Behaviouristic theories have been known as stimulus-response theories (S-R theories).
For behaviourists, learning is a change in observable behaviour, which occurs through
stimuli and responses. They interpret learning in terms of changes in strength of S-R
connections, associations, habits, or behavioural tendencies. For cognitive theorists,
learning 1s likely to be holistic. Learning is a process of gaining or changing insights,

outlooks, expectations, or thought patterns. They define learning in terms of
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reorganisation of perceptual or cognitive fields so as to gain understanding (Bigge and
Shermis, 1999).

Behaviourists do not discuss what 1s happening internally as learning occurs but
concentrate on the stimuli and the responses. Cognitive theorists, on the other hand, are
involved with the internal mechanisms that bring about learning. In fact, these two
theories both have their value in education. Behaviouristic theories help us to define the
conditions under which particular types of learning must be broken into smaller subunits.
Cognitive theories help us understand the need for developing a broad cognitive structure

In coping with specific learning tasks.

2.3 Piaget’s Theory of Cognitive Development

Jean Piaget (1896-1980) 1s one of the best well-known developmental psychologists. His
most important contribution 1s the “theory of cognitive development” which was

obtained from the detailed observations of his own children.

2.3.1 Stages of Development

As he defined, there are four stages of cognitive development named:

(1) sensori-motor stage (age 0-2): children using grasp, suck or look at
objects to develop their internal representation.

(2) pre-operational stage (age 2-7): at this stage, children can remember,

imagine and pretend.

(3) concrete operational stage (age 7-11): during this stage, children
begin to learn to handle the basics of logical thought but still relied on
the real concrete objects. That is, they can perform mental operations

with concrete materials but not with abstract possibilities.

(4) formal operations stage (age 11 plus): at this stage, pupils are
mentally able to solve abstract problems; their logical processes move
into abilities to handle abstract ideas with the formation of hypotheses.

All children develop their cognitive structure (construct their own knowledge) through
these stages in the same order but not at the same rate. As each stage unfolds, the pupil

is able to understand a more complex view of the world.

One extremely important Piagetian concept which is useful in education is “equilibrium’.
Cognitive development can be seen as a period of dis-equilibrium followed by adaption
when the child changes his or her present cognitive structure to fit a new environment.

The process of adaptation occurs through two complementary mechanisms: assimilation
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and accommodation. In Piaget’s view, the child is seen as an organism growing in an
environment that influences development. The child adapts to surroundings, absorbing
(he calls assimilation) what is required for cognitive growth and changing
(accommodation) behaviour as necessary (Hyde, 1970). He viewed that cognitive
development is a logical series of what he calls “equilibrations” which are constant
adjustments of the balance between assimilation and accommodation (Flavell, 1963). In
Novak’s study (1978), he also suggested the accommodation process takes place
simultaneously with the assimilation process, when the new experiences lead to the

modification and alteration of the learner’s thought patterns.

Piaget regarded learning as an activity with that stages of cognitive development which are
biologically determined and that cannot be changed. Among those four stages of cognitive
development, only the latter two stages (3 and 4) are significant in secondary education.
At the age of some of the pupils involved in this project discussed (ages 14-17), pupils
are likely to be operating cognitively with the formal stage at various levels of
development. This may mean that the handling of abstract ideas and the ability to pose
alternative ways of looking at information may not be well developed. Indeed, there is
evidence that first year university students are not necessarily operating fully at the

formal stage although they might be capable of it (Herron, 1975).

2.3.2 The Validity of Piaget’s Theory

Although Piaget’s development theory provides an underpinning framework for
education, his findings are limited in that they describe children’s thinking and reasoning
at the concrete operational level, with only a few descriptions bordering on the formal
operational stage (Bliss, 1995). Thus, there has been many doubts about the validity of
Piaget’s development theory. Critics of Piaget have noted his boundaries are far too rigid,
his conclusions being based on poor sampling. It appears that the child’s experience and
environment are far more powerful influence on their cognitive development than Piaget
allowed (Bruner, 1996). Recently, Bliss (1995) makes a clear point that three challenges

to Piaget are particularly relevant to science education, they are:

(a) queries about the appropriateness of the description of ‘‘formal
operations”’: many educators have argued that the formal operational
stage did not describe appropriately the thinking and reasoning of most
secondary school pupils.

(b)  the realisation of the importance of domain specific knowledge,

rather than general operational schemes,

(c)  the realisation of the importance of the socio-cultural context of

learning, that is the situatedness of learning.
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Such questions have been examined by many researchers. For instance, the results from
Wason’s studies (1966, 1978, 1984) have shown that even highly educated adults
perform badly on tasks involving abstract hypothetical thinking. Keil (1986) and Carey
(1985) saw adults as different from children mainly by knowing more, not by possessing
different general cognitive structures. Carey claimed further that once domain specific
knowledge have been studied in children’s own right, then it would possible to sort out

the nature of general development and its constraints.

The importance of the socio-cultural context of learning is accepted and it is influenced by
Vygotsky’s (1974) 1deas. A typical example is from Wood’s study (1991), he followed
Lave, Murtaugh and Rocha’s 1dea: children’s strategies for solving “similar problems”
depends on the environment where they encountered the problems, and suggested that
when adults and children 1n different context (e.g. home and school) doing similar things,
the processes involved are dissimilar. This suggests that problem solving skills are

context dependent and are not generic in nature.

Similarly, Fox (1994) also reported that there are two critical 1ssues involved with Piaget’
theory. Firstly, it can be argued that many of changes observed by Piaget are basically
changes 1n children’s thinking due to developments in their language. On the contrary,
Piaget believed that it 1s the cognitive structure changes first and the language
development just stems from the changes in cognitive development. The second issue 1s
whether the four stages are an accurate reflection of children’s cognitive development.
Bruner’s (1959) believes that there are other stages of development once a child reaches
11. However, although such criticisms emerged, Piaget still has to be considered as one ot

the outstanding cognitive and developmental psychologist of all time.

2.4 Lev Semyonovich Vygotsky: Language and Thought

The Russian psychologist, Vygotsky (1974), found that social and cultural interaction
was the key to success in learning. He rejected the view that intelligence was fixed. On
the contrary, he claimed that all children have a potential for development in collaboration
with others. His well-known social-cognitive theory is characterised by three underlying
themes: (a) the importance of culture; (b) the role of language; (c) the idea of a zone of

proximal growth.

Vygotsky thought that human learning had a social characteristic and that children grew
into the intellectual life of their peers. When children interact with more capable peers or
adults, under these people’s assistance they will be able to solve more problems on their
own. Culture obviously plays an important role. As regards “/language”, he stressed that
children begin to use language, not only as a means to communicate with others, but also

to plan and guide their own activities.
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In his book "Language and Thought", Vygotsky (1974) proposed the idea of "the Zone of
Proximal Development (ZPD)" and defined 1t as "the discrepancy between a child’s actual

mental age and the level he reaches in solving problems with assistance". By giving
harder problems to two aged 8 children and providing them with some slight assistance,
he discovered that one child could, in cooperation, solve problems designed for twelve-
year-old, while the other could not go beyond problems intended for nine-year-old. This
result suggested that every child has his or her own "zone of proximal development". This
refers to potential for learning, given assistance by others. In addition, it has also been
shown by Vygotsky that a child with a larger zone of proximal development will do much
better in school than do others.

It seems to be likely that the 1dea of “the zone of proximal development” is relevant to

group problem solving where one more experienced individual could move others forward

in understanding increasing levels of abstractness.

2.5 Cognitive Theories of Learning

In cognitive models of learning, the learner 1s seen as an active processor of information
and cognitive approaches to learning are more concerned with ways to help students
become more effective processors of information. This 1s in marked contrast to the
behaviourists’ view, where they regard the learner as a passive recipient whose learning 1s
automatically shaped by practice and reinforcement (Mayer, 1992). In fact, these two

theories both have an important value in education.

Within a cognitive framework, the understanidng of learning has shifted gradually.
Hamachek (1995) has provided a clear description about this evolution. Based on how
animals learned, human learning was first seen as response acquisition. At this time,
students were perceived as passive beings whose learning was influenced by the rewards
and punishment which controlled and given by teachers. In 1950s and 1960s, a new view
of learning emerged that of learning as knowledge acquisition. It emphasised how
students acquired knowledge instead of focusing on students’ responses to new
information. Afterwards, because many educational psychologists began to do a large
amount of research on how learning occurs in an actual classroom setting, the cognitive
theory became matured in the 1970s and 1980s to its current status. The emphasis
changed to knowledge construction, it concerns a person capable of controlling his or her
own cognitive processes during learning. Learning is not merely responding to new
information, nor is it just acquiring new information; it i1s also constructing new
knowledge. Therefore, the most important teacher’s responsibility is to help students to

process new material in meaningful ways in order to encourage its storage in long-term

memory.
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There are three theorists who have been prominent in advancing the cognitive point of
view: Jerome Bruner, David Ausubel, and Robert Gagne. The first two have a significant

contribution understanding problem solving and are discussed briefly.

2.6 Jerome Bruner: Discovery Learning

Bruner’s study integrates knowledge from biology, anthropology, linguistics, philosophy,
and sociology. He views learning as involving three simultaneous processes: (a)
acquisition of new information; (b) transformation of knowledge; (c) check of the
pertinence and adequacy of knowledge. His research in the development of mind has been
greatly influenced by Jean Piaget and Lev Semyonovich Vygotsky. However, he does not

accept Piaget’s 1dea of "stages" of human development. In an autobiography (Bruner,
1983), he stated:

"It never occurred to me to believe in stages of development in the Piagetian
sense. There was always some way in which anything could be made clear to

them, given patience, willing dialogue, and the power of metaphor.”

He took a different approach to cognitive psychology than that of Piaget. In his learning
theory (Bruner, 1986), development of thinking was seen as a function of experience and
apparently independent of maturational factors. The key concept was "representation”.
A person’s representations collectively constitute that person’s model of reality. There
are three distinct modes of representation of reality: enactive, iconic and symbolic. The
enactive mode of representation is highly manipulative in character. It consists of
knowing some aspect of reality without the use of imagery, i.e. "knowing" how to do
something (for example, a child knows how to ride a bike). In the iconic mode, the
representation is based upon internal visual imagery that is governed by principles and
techniques such as filling in, completing and extrapolating knowledge from available
sensory experience to make transformations in perceptual organisation. As a person
approaches adolescence, language becomes increasingly important as a medium of
thought. The person thereby uses symbolic representations (mathematics and language)
that are based upon an abstract and more flexible system of thought. A person will

increase his or her knowledge and understanding by using these three modes together.

Bruner also places emphasis on the role of the teacher in learning. The role of the teacher
is to help children to focus on the key concepts of what they are learning, and construct 1t
in their own way. He treats discovery as it relates to a given culture and he prefers the
term problem solving rather than discovery in discussions of creative learning (from
"some elements of discovery”, 1966). One major aspect of Bruner’s contribution in the

context of this project is the way individuals can be helped by others as they seek to find

solutions to problems.
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2.7  David Ausubel: Meaningful Learning

Ausubel has made a major contribution in learning, the main idea in his theory is the role
of prior knowledge in learning. This idea can be seen in his early book that “the most
important factor influencing learning is the quantity, clarity and organisation of the
learner’s present knowledge” (Ausubel, 1963). In the past, classroom learning can be
located along two dimensions: the rote-meaningful dimension and the reception-discovery
dimension. However, much confusion has been generated by regarding all reception
learning as rote, and all discovery learning as meaningful. The clear distinction between
these four kinds of learning was made by Ausubel (1978).

2.7.1 Reception and Discovery Learning

Reception and discovery learning are two quite different kinds of processes. In reception
learning, the content of what is to be learned 1s presented to the learner, either by teachers
or by written materials in 1ts final form. All the learner has to do is to internalise or
incorporate the content into his or her cognitive structure to learn and remember it. In
fact, reception learning in schools is mainly associated with didactic forms of teaching
(Ausubel and Robinson, 1969). Generally, the teacher presents the whole content to the
students 1n some coherent form, thus the students do not need to engage in any real
independent discovery learning. On the other hand, with discovery learning, the main
content to be learned is not presented to the learner but must be discovered by the learner
before it can be incorporated meaningfully into his or her cognitive structure. It means
the learner has to undertake some kind of mental activity such as rearrangement,

reorganisation or transformation of the given material to rebuild their cognitive structure.

Concerning the confusion which emerged between these two dimensions: rote-meaningful
and the reception-discovery, Ausubel (1961) stated that both reception and discovery
learning can be classified either as rote or as meaningful learning depending upon what

happens after the content to be learned is presented to the learner (see tigure 2.1).

As regards the relationship between discovery learning and problem solving, it was
thought that discovery learning was a psychologically more involved process than

reception learning, since the individual engages in a problem solving stage (Ausubel and
Robinson, 1969).
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2.7.2 Meaningful and Rote Learning

In Ausubel’s view, the basis of meaningful learning 1s the quality and organisation of what
the learner aiready knows. On the other hand, rote learning occurs if the learner lacks the
relevant prior knowledge necessary for making the learning task meaningful. The
following criteria were used to describe the circumstances thought most likely to produce
rote learning (Ausubel and Robinson, 1969):

(1)  the material to be learned lacks logical meaningfulness;
(2)  the learner lacks the relevant ideas in his own cognitive structure,

(3)  the individual lacks a meaningful learning set

In summary, “meaningful learning occurs when the learner's appropriate existing
knowledge interacts with the new learning. Rote learning of the new knowledge occurs

when no such interaction takes place” (West and Fensham, 1974).

Ausubel believed that successtul learning occurs when new material 1s linked with pre-
existing knowledge and concepts, and 1s contrasted with “rote learning”, which does not
link new information to old cognitive structure and is therefore not made meaningful. He

defined three important conditions which must exist before meaningful learning could take
place (Ausubel and Robinson, 1969):

(1) the material itself must be relatable to some hypothetical, cognitive

structure in a nonarbitrary and substantive fashion,

(2)  the learner must process relevant ideas which relate to the material,

(3)  the learner must process the intent to relate these ideas to cognitive

structure in a nonarbitrary and substantive fashion.

zleanl'n gtul Clarification of Well designed Scientific research
carning relationships audio-tutorial (new music or
between concepts instruction architecture)
Lectures or most School Most routine
textbook presentations laboratory work “research” or
intellectual production
inlicati : Trial-and-error
Rote ables formulas t “puzzle” solutions
Learning
«—— —  solveproblems =
Reception Guided Discovery Autonomous
Learning Learning Discovery

Learning
Figure 2.1 Reception Learning and Discovery Learning (Ausubel, 1978)
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2.7.3 The Implication of Ausubel’s Theory in Problem Solving

Ausubel suggested that previous knowledge and experience influenced future learning
heavily. Although this contribution has been considerable in the context of classroom
teaching, an important aspect does relate to problem solving. What the individual knows
and how that information has been learned and is stored in his or her memory is likely to
be critical in success in problem solving

2.8 Information Processing Models of Learning

The way that information 1s processed in learning has been summarised in the model
proposed by Johnstone (Figure 2.2). In this, the learner i1s seen to view new events,

observations and instructions through a perception filter which 1s influenced by what is
already stored in the long term memory. In this way, the learner selects and interprets
new information in terms of what he/she already knows.

Perception
Filter Working Memory Space

L
''''''''''''''''''''''''''''''''''''''''
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Long Term Memory

---------------------
lllllllll
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Sometimes as
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....................................

Figure 2.2 Information Processing Model (Johnstone, 1997)

The Working Memory Space is of limited capacity and is involved in holding new
information, holding information which is moved from the long term memory store and
processing information. In problem solving, new information and the nature of the
problem have to be taken into the working memory space and the selection of what 1s
taken in is influenced by what is already held in the long term memory. Clearly, if a pupil
is trying to solve a problem on an individual basis, then the capacity of the working
memory (thought to grow on average by 1 unit for each two years of age to be 7+ 2 1nan
adult (Miller, 1956) may be a limiting stage. It has to be noted that Miller measured
working memory space by recall tests without information processing. However, 1f
pupils attempt to solve problems in groups, then the limitations of the working memory

space may be unimportant.
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What is stored in the long term memory and how it is stored will only effect the way the
perception filter operates but will also influence what is transferred into the working
memory space in an attempt to solve a problem. This will be important both for
individual problem solving and group problem solving although, in the latter case, pupils
will be able to influence each other in that it is unlikely that all member of a group will
hold the same information 1n the same way in long term memory. It is hoped that this
interchange of experience will reveal something of the way the long term memory

influences success in problem solving.

Page 18



Chapter Three
Chapter Three

Problem Solving

In the last chapter, specific contributions in understanding problem solving from some
learning models were discussed. Over the years, a huge literature has developed which
focusses on problem solving. In this chapter, some of this literature is reviewed, with an
emphasis on those contributions which are seen to be more directly related to problem
solving 1n the sciences in general and chemistry in particular. In this, it has to emphasised
that the focus of this project is on open-ended types of problems while much previous

research has considered those types of problems that can be described as exercises or

applications of algorithms.

3.1 The Developmental Theory of Problem Solving

Early experimental problem-solving tasks were mainly "content free". Most of them
seem to be “gamelike"” and people obtained the solution without specialised knowledge.
At that time, a number of General Problem-Solving Strategies (GPS) such as means-ends
analysis, hill climbing and working backward etc. appeared to be taught to students. GPS
was employed in specific subject domains such as physics and mathematics.

Simultaneously, cognitive psychology developed a new direction about problem solving.

Polya (1945) proposed a model of problem solving that consists of four steps:

(1) Understand the problem,
(2)  Devise a plan,

(3) Carry out the plan,

(4)  Look back.

The initiation of the model is based on solving mathematics problems and 1t may be

suitable for a routine exercise but is not a model of the way people usually solve real

problems.

A major advance for investigating problem solving came from cognitive psychology. The
information processing theory of human problem solving, initiated by Newell and Simon
(1972), characterised problem solving as an interaction between the task environment and
the problem solver. They saw the solver as an Information-Processing System and the
properties of the Information-Processing System such as the capacity of working

memory and retrieval processes in long-term memory were considered to influence

problem-solving outcomes.

This kind of thinking arises naturally from the Information Processing Model (figure 2 of
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chapter 2). Indeed, this model suggests some of the key features of mental activity that
might be the limiting factors in problem solving ability. Of these, two are particularly
important. The limited capacity of the working memory space (where the actual process
of problem solving is occurring) may be a significant factor in that, if the process of
problem solving involves too much space (in terms of “chunks” of information or
processing), then problem solving may be impossible. However, if writing and talking
with others is possible, then the effect of this limited capacity may be minimised.
Secondly, the vital importance of previously held knowledge can be seen. This can

influenced the way the problem solver actually “sees” the problem as well as the way
such knowledge can be used to solve the problem.

3.2 The Factors Influencing Success in Problem Solving

Gabel and Bunce (1994), in their review of research studies on problem solving 1n
chemistry for the past 12 years, proposed that students’ success in problem solving

appear to be influenced by three factors. These factors are:

(1)  The nature of the problem and the underlying concepts on which the
problem is based. it includes the problem style and conceptual
understanding.

(2)  Learner characteristics: it includes the individuals’ cognitive styles,
developmental levels and their knowledge base.

(3) Learning environment factors: it includes problem-solving strategies/
methods, individual or group activity.

To clarify the factors that influence successful problem solving, this project considered
(Gabel and Bunce’s suggestions and tries to build up a broader view of problem solving 1n
chemistry. In this chapter, what appear to be the most important groups of factors that
would influence pupils’ success on problem solving are discussed. The first group is
prior experiences that include prior knowledge base and the emotional experience. The
next group is the effects of cooperative group work. The third group is problem solving
strategies/ methods, including algorithms, conceptual understanding and problem solving
skills. The fourth group covers the factors that arise from the Information-Processing
Model. The fifth group is the individual’s cognitive styles, developmental levels and

other factors. Finally, it is important and necessary to take account of the possibility of

teaching problem solving.

3.3  Prior Experiences and Successful Problem Solving

Prior problem solving experience has been shown by several studies to be important in

determining successful problem solving (Ashmore ef al., 1978; Frazer and Sleet, 1984;
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Waddling, 1988). The prior experiences include prior knowledge and emotional
experience related to the problem solving area. These researchers all employed a network

to explore the influence of prior experience on chemistry problem solving.

Firstly, Ashmore, Frazer and Casey (1979) proposed a problem-solving network
approach to show the interconnection of pieces of information and to identify all the
information required to solve problems. The networks were derived from breaking down
problems into unitary pieces of information and reassembling them to arrive at a solution.
The mformation appearing in the networks were from three areas: it might be stated in the
problem, or retrieved from pupils’ memory, or by reasoning. They suggested that the
network approach could help a teacher to perceive student difficulties in solving
problems. Waddling’s study (1988) confirmed that the problem-solving network designed
by students can help teachers understanding the students’ thinking patterns. The
networks revealed the factors which prevented the students from problem solving
successfully. Ashmore et al. (1978) finally concluded that the best chances for success in
chemical problem solving rest on a combination of (a) a strong background knowledge of

chemistry; (b) a knowledge of problem solving strategies and tactics; (c) confidence.

A similar study by Frazer and Sleet (1984) used a closed chemistry problem which
involving calculations and broke the problem into a series of sub-problems to identify and
ascertain why some students, who can separately solve all the sub-problems, but are still
unable to solve the complete problem. They employed the same network method in
accordance with Ashmore ef al.’s approach. The results showed that many of the
students who cannot solve a main problem but who are able to solve all its sub-problems
lack a clearly defined plan for solving the problem. It might be due to their lack of
confidence or they become uncertain or confused when they encountered an untamihar
term, or when confronted with an unusually long problem. These experiences ot
uncertainty may put an excessive burden on their working memory capacities and prevent
them from recognising all the steps in the main problem. It 1s clear that students’
emotional experiences are definitely involved in the process of problem solving.

Although it is a closed problem, the network approach and the prior experiences seem

also to be relevant in the open-ended problem.

In Gayford’s study (1989), an interesting finding indicated that pupils came to problem-

solving activities with their own experiences and background knowledge that may or may

not have been derived from school. For instance, many pupils’ previous knowledge
about enzymes and water loss from the leaves of plants was gained from television,

books and their own observations in the environment and this inevitably affected their

performance in the task.

In a case study of a college chemistry student conducted by Herron and Greenbowe
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(1986), the student lacked the ability of verification (the ability to see if the answer
obtained is reasonable) failed to solve the chemistry problem. She had difficulty when
'she was confronted with unfamiliar problems that require analysis of the problem to
produce a sensible representation and subsequent use of familiar rules in a new context”.
She was described as a "rule learner": she could apply rules correctly but was unable to
solve problems that required the integration of algebra, chemistry and reasoning. In

conclusion, the authors pointed out that successful problem solvers exhibit four kinds of
characteristics:

(1) Have a good command of basic facts and principles.
(2)  Are able to construct appropriate representations of problems.

(3)  Have the ability to use general reasoning strategies that permit logical
connections among elements of the problem.

(4)  Are able to apply several verification strategies to insure the problem
representation is consistent with the given facts, the solution is logically

sound, the computations are checked for errors, and the problem
solved is the problem presented
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secondary school level. Four factors [attitude, logical thinking ability (proportional

reasoning ability), knowledge of chemistry, and knowledge of mathematics] were
considered to play some role in problem solving in this study. These five tests are

described as below:

(1) A free response achievement test (FRT): to assess the students’
capabilities to solve chemical problems on stoichiometry.

(2) A structured response test (SRT): to assess the students’ knowledge of
the relevant chemistry.

(3) A mathematics test (MST): to assess the students’ knowledge of the
relevant mathematical operation.

(4)  Attitude test (ATQ): to assess the students’ attitudes towards chemical
problem-solving.

(5) A modified version of the Group Test of Logical Thinking (GTLT): to
assess the students’ capabilities to do proportional reasoning.

The results indicated that the students’ logical thinking ability and knowledge of
mathematics appeared to be the crucial variables in chemical problem solving. The author
stated that, although the significant relationships of the relevant knowledge to
performances in problem solving have been proved, it does not guarantee that the
knowledge of the domain alone could lead to successful problem solving. The procedural
knowledge and the reasoning skills that go with it are also important factors. He also
suggested that the students must have acquired logical thinking ability and the capability
for basic mathematical operations before they are introduced to stoichiometry. However,
although logical thinking ability and the capability for basic mathematical operations
played an important role is suitable for stoichiometry problems, it does not mean it could

be applied to other non-mathematics problems.

3.3.2 Knowledge, Learning and Problem Solving

Science is hard to learn. Johnstone (1991) suggested that chemistry, physics and biology
each contain at least three levels of knowledge: the macroscopic, the microscopic and the
symbolic level. It is hard for pupils to learn if they have to learn these three aspects of
knowledge simultaneously. Past research studies indicates that students have great
difficulty with the microscopic level and develop many scientific misconception
(Nakhleh, 1992; Garnett ef al. 1995). This may have significance in problem solving 1n
chemistry in that, if a problem requires confidence in moving between all three levels,
then a source of difficulty has been introduced at the outset which hinders successful

problem solving.

Chandran et al.(1987) examined the role of four cognitive factors, which are formal

reasoning ability, prior knowledge, field dependence / independence and memory
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capacity, on chemistry achievement of Australia grade 11 students. The results indicated
that prior knowledge and formal reasoning ability were both significantly related to
chemistry achievement. Interestingly, they found that field dependence / independence
and memory capacity played no significant role in chemistry achievement. The failure to
observe any effect arising from field dependence / independence might be affected by the
sample used, the chemistry tasks and/or the measurements made. However, the finding
that prior knowledge 1s a significant predictor of achievement in chemistry is consistent

with Ausubel’s (1978) meaningful learning theory.

In looking at problem solving in chemistry, it i1s easy to appreciate that a lack of
appropriate chemical knowledge will hinder problem solving ability. Lychcott (1990)
studied high school chemistry students as they solve problems about mass in chemical
reactions. The evidence revealed that students who solved simple mass-mass problems
correctly had woefully inadequate chemical knowledge. He concluded that most
chemistry students when faced with an unusual or more difficult problem could be
expected to fail if chemistry instruction did not provide a set of rules to follow or did not
help them understand chemical knowledge during the learning process. If we want our
students to be able to solve problems, it 1s essential to help them to understand requisite
knowledge and avoid just simply possess this knowledge in a rote tashion. In addition,
Anderson (1993) also suggested that bringing together 1deas from problem-solving theory
and learning theory can make important progress with respect to understanding how

complex problem-solving skills are learned.

Bodner (1991) examined the conceptual knowledge that chemistry students construct

during their undergraduate experience. The study has yielded some conclusions:

(1) knowledge is constructed in the mind of the learners (Bodner, 1956).
During the learning process, students construct their knowledge but

have difficulty in applying it to other areas,
(2) misconceptions are resistant 1o instruction,

(3)  knowledge is not the same as understanding. Students all too often possess
knowledge without understanding. It was revealed that the same problem may
be solved in varying ways by different individuals due fo dissimilar problem
solving steps, strategies, and knowledge.

3.3.3 The Cognitive Structure

The cognitive structure existing in pupils’ mind has been considered by many researchers
as an important factor which affects problem solving (Kempa and Nicholls, 1983; Lee,
1985: Lee et.al. 1996). According to Ausubel’s learning theory, meaningful learning
involves effective linking between new knowledge and existing cognitive structure

(Ausubel et.al., 1978). Three aspects of linkage are important in learning processes In
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science.

In an important study, Kempa and Nicholls (1983) used chemistry achievement test and
word association test to explore the relationship between students’ cognitive structure
and their problem-solving abilities in the context of chemistry. The term "cognitive
structure” was defined 1n terms of their ability to solve problems in a particular concept
area. They found that the cognitive structures of good problem-solvers are more complex
and contain more associations than those of poor problem-solvers. The strength of links
between different concepts seems important in determining problem-solving behaviour.
[t was also revealed that the deficiencies in the cognitive structures of poor problem-
solvers appear predominantly for abstract concepts. Although this study used problems
mainly of an exercise or algorithmic nature, its findings may also apply in more ended

problems.

3.4 The Effects of Cooperative Group Work on Problem Solving

Problem solving is typically not a solitary activity. In our society most problem solving
happen 1n groups, such as work teams, families and friendship groups. Problem solving
1s an Inherently cooperative process in which several individuals join together to
accomplish shared goals (Johnson and Johnson, 1975). Thus, if students want to become
successful problem solvers, it is necessary that they must learn how to cooperate with
their partner: talking together and sharing information, exchanging each other’s experience
and generating inferences about data.

The small cooperative group was described by Slavin (1983) as an instructional
environment in which individual and group incentives are used to promote student
engagement in tasks to increase helping behaviours among group members. Several
studies have examined the effects of cooperative group work on science achievement and
learning (Basili and Sanford, 1991; Grant, 1978; Foster, 1981; Kempa and Ayob, 1991,
1995; Tingle and Good, 1990). Before reviewing these studies, it is important to look at
the results of an investigation by Qin and Johnson (1995). This provides a broader view

of cooperative group work in problem solving.

Qin and Johnson (1995) examined 46 studies that were published between 1929 and 1993
to determine the relative impact of cooperative and competitive efforts on problem

solving success. They considered six independent variables during their investigation,

which include:

(1) cooperation versus competition,;
(2)  the type of problem solving tasks that include linguistic, nonlinguistic,

well-defined, and ill-defined problem,
(3) the age of participant,
(4)  the year of publication,
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(5)  the duration of research study;
(6) methodological quality of study.

There are 63 relevant findings listed in their review and clear evidence showed that
cooperation promoted greater success with nonlinguistic problems than did competition.
One area 1s to look at the internal dynamics of groups working on nonlinguistic problems.
According to the results of their investigation, Qin and Johnson pointed out that only
Lovelace and McKnight’s (1980) study found that cooperative groups generated more
strategies for solving the problems than did competitors working alone. Nevertheless, the
nonlinguistic problems were mostly mathematical in nature and it is not certain if their

findings can be generalised to other types of problems.

[t the nonlinguistic problems are not mathematics and close to conceptual tasks, are the
cooperative etforts still effective? Basili and Sanford (1991) investigated the conceptual
change of college chemistry students in small cooperative groups. The results provided
evidence that cooperative group work on a concept-focused task can provide a viable
environment for learners to overcome misconceptions in chemistry. It also revealed that
group discussion could help students clarify their views of science and help them to
develop explicit distinctions between everyday and scientific words. Overall, the

cooperative approach is effective in both mathematical and conceptual problems.

Reterring to the ill-defined problem, Qin and Johnson (1995) said that solving in an ill-
defined problem requires generating a creative or novel representation and procedure
primarily through imagery. The evidence indicated that cooperative efforts resulted in
better performance in these 1ll-defined problems. This may be due to individuals

exchanging i1deas and building a shared representation of the problem through group

discussion.

In general, the past work has so far yielded positive results that cooperative group work
produces higher quality problem solving on a wide variety of problems that require
different cognitive processes to solve. The possible reasons why cooperation may
increase problem-solving success include sharing expertise and 1nsights among
cooperators, the generation of a variety of strategies to solve the problem, increased
ability to translate the problem statement into questions, the development of a shared
cognitive representation of the problem. Additionally, Tingle and Good’s (1990) study
of 178 high school students in chemistry provided further evidence that, in most cases,
pupils were able to teach their members by modelling, asking questions, and using

analogies during group discussion. This may increase problem-solving success.

Finally, it is important to ask whether age is a factor in enabling cooperative group work
to be successful. Qin and Johnson (1995) concluded that the difference between

cooperative efforts and competitive efforts on problem solving would be greater for older
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participants than for younger participants. It is may because the problem solving is
complex and often requires the higher-level reasoning: age and experience play a vital role

that could affect the ability of reasoning and group interactions.

There 1s general agreement from many studies that cooperative groups indeed increase
problem-solving success. Nevertheless, it is still unclear how the internal dynamics
determining cooperative group approach problems. In addition, other factors may also
intluence the effectiveness of cooperation, such as the leadership of group, the pupils
learning style and developmental level. For instance, Basili and Sanford (1991) found out
that poor leaders prevented effective discussion by rushing through questions and
imposing their narrow view of the purpose of the task. In this project, the researcher

have tried to encourage pupils to discuss frequently to avoid the poor leader effect.

3.5 Algorithms and Conceptual Understanding

[t 15 clear that students do not always use algorithms to solve problem and, more often,
they need the other skills to reach a solution. As regards the role of algorithms in
problem solving, Bodner (1987) pointed out that algorithms are useful for solving routine
questions or exercises but not sufficient for answering exam questions that are more likely
to be problems for students. He insisted that there 1s more to working problems than just
applying algorithms in the correct order. On the other hand, Frank, Baker, and Herron
(1987) argued that algorithms are not necessarily bad and some of them are usetul
shortcuts for exercises. However, algorithms may actually prevent understanding when
students encounter a real problem. Much depends on how the algorithms are used by
students. They suggested that, if a student 1s able to modify an algorithm or create a new
algorithm, then he or she is making use of algorithms as an efficient tool for unlocking

problems. Therefore, it is necessary to help students to use algorithms. How to do this

1s much less clear.

Numerous studies have shown that strict adherence to instruction that emphasises
algorithmic problem solving in chemistry does not produce conceptual understanding in
students (Nurrenbern and Pickering, 1987; Sawrey, 1990; Pickering, 1990; Nakhleh, 1993;

Nakhleh and Mitchell, 1993).

Nurrenbern and Pickering (1987) examined how the students do both a traditional
problem on gases and a multiple-choice question that had no mathematical content but
asked for a purely conceptual understanding of gases. The results revealed that students
can solve problems about gases without knowing anything much about the nature of a
gas, and they can solve limiting-reagent problems without understanding the nature of

chemical change. They found little connection between solving an algorithmically-based
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problem and understanding the chemical concept behind that problem. Sawrey (1990)

repeated the Nurrenbern and Pickering’s experiment with a larger, more uniform group of
students at a well-known university. A similar finding appeared with even the good
performers still having difficulty with the concept questions. It confirmed the
experimental results from Nurrenbern and Pickering with a very different student

population.

Another study by Pickering (1990) also replicated the work of Nurrenbern and Pickering.
He used a conceptual gas question and a traditional gas question to examine whether the
ability to do the conceptual questions was due to some special ability or due to specific
knowledge. The students who enrolled in the freshman chemistry course and followed
into organic chemistry course participated in the research. He concluded that the
difficulty with the conceptual question is the lack of some specific factual knowledge
about gases, not some special ability difference The results also showed that the students
who can successfully solve both gas questions performed slightly better on the organic

final exam.

Nakhleh (1993) constructed five pairs of questions in five specific areas of general
chemistry [(I) ideal gas laws; (2) equations,; (3) limiting reagents; (4) empirical
formulas; (5) density] to test the differential performance on conceptual and problem-
solving question. Approximately 1000 first-year students were involved in the study 1n
four courses: remedial, science/engineering major, chemistry major, and honours. The
questions on the ideal gas laws were adapted from studies by Nurrenbern and Pickering
(1987, 1990) and Sawrey (1990). The result showed that 85% of the students (N=1090)
could successfully answer the algorithmic gas law question, but only 49% could correctly
answer its conceptual counterpart. As with Nurrenbern and Pickering’s study, it was
concluded that, across all levels of student, conceptual problem-solving ability lagged far
behind algorithmic problem-solving ability. Many students can answer an algorithmic

question about a chemical idea but cannot answer a conceptual question dealing with the

same 1dea.

Nakhleh and Mitchell (1993) conducted a similar study that involved 60 freshman
chemistry students and was completed in two parts. The first part used paired exam
questions on gas laws, one a conceptual question and the other an algorithmic question,
to identify students as being either conceptual or algorithmic problem solvers. The second
part interviewed six students who were specifically selected, each student worked out the
same two questions and an additional pair of stoichiometry questions by verbalisation.
The results of first part showed that more than 50% of students fall in the low
conceptual category while 85% of students are good algorithmic problem solver. The
conclusion is that solving problems using algorithms does not seem to facilitate

understanding of the underlying concept. The interviews’ results indicated that all six
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students answered both gas law problems correctly, but most of them used algorithms to
solve conceptually based problems regardless of their conceptual problem-solving ability.
That 1s, most students rely on algorithms to solve problems, even problems specially
intended for conceptual solution. The authors finally reaffirmed that current algorithm-

based teaching does not necessarily lead to conceptual learning.

3.6 General Problem-Solving Strategies and Problem Solving Skills

Successtul problem solvers exhibited more effective problem solving skills such as
organisation, persistence, evaluation, heuristics and formal operations than unsuccessful
problem solver (Greenbowe, 1983). In spite of these skills, it has been noted that the

skill of representation 1s important for solving some difficult problems (Bodner and
Domin, 2000; Greenbowe, 1983).

When students work on a problem, the first step 1s to find and understand the problem.
[f they do not understand a problem at the beginning, 1t 1s impossible for them to solve
the problem successfully. Many activities such as imaging, inferencing, decision-making
and retrieving of knowledge from memory frequently have been used to help students
understanding the problem. As Haye (1981) explained, there are two types of
representations which can exist when people try to understand the problem. First, there
is the internal representation that reflects how people imagine the objects and relations mn
his or her mind. The term "internal representation" has also been defined as "information
that has been encoded, modified, and stored in the brain" (Simon, 1978). Another 1s
external representation: people will create it by drawing sketches or diagrams, or writing
down symbols or equations. To clearly distinguish between internal and external
representations, Bodner and Domin (2000) defined the internal representation as “the
way in which the problem solver stores the internal components of the problem in his or
her mind". As to external representation, they defined it as "physical manifestations of
this information". It may be a sequence of words used to describe an internal

representation, a drawing, or a list of information that captures particular elements of an

internal representation, or an equation such as PV=nRT.

For some difficult problems, an external representation is very helpful. Bodner and
Domin’s (2000) recent study at university chemistry student level provided significant

evidence. For instance, when students tried to balance the following equation:
I3"(aq) +  $203%(aq) —® I(aq) +  S406° (aq)

By using the Lewis structure, students were able to understand how Lewis structures can

be used to explain the products of this reaction. In addition, students are more successful
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balancing redox equation by using this approach. They concluded that one of the
characteristic differences between successful and unsuccessful problem solvers is the

number and kinds of representations brought to the problem. It is possible that student
performance on problem-solving tasks improves when adding a symbolic representation
or drawing a diagram, as Bodner and Domin’s claim, but will this be as effective and
significant for secondary school pupils as it is for university students? In fact, most

school pupils do not appear to know how to use drawing or other representations to help
themselves understand a difficult chemistry problem at all.

Greenbowe (1983) investigated the variables involved in chemistry problem solving.
Thirty college chemistry students and one college chemistry professor solved chemical
stoichiometry problems. He found that successful problem solvers were able to

construct and use an appropriate representation for the problems and their conceptual
understanding influenced the problem representation. It is obvious that conceptual
understanding and representation are reciprocal causation. The stoichiometry problems
have been identified as being very difficult for most school pupils. In the light of
difficulty, it seems to be practical to use an appropriate representation to solve some
kind of difficult problems. Therefore, if teachers want pupils to be able to solve these

difficult problems, they might find it is helpful to place emphasis on representation skills.

3.7 The Role of Long Term Memory in Problem Solving

Student may learn and understand many science concepts from science courses.
Therefore, it does not guarantee that they will solve problems successfully. Many factors
may influence the success in problem solving and are discussed at previous sections, such
as working memory overload which has been discussed previously. Here, it is essential
to examine the role of long term memory 1n problem solving. In their literature review,
Gabel and Bunce (1994) suggested that "how science concepts are networked in long-term
memory, and the ease of transterability to working memory are important conditions
leading to success or failure in problem solving". This 1s consistent with the arguments
put forward by Ausubel (1978) and is implied explicitly by the Information Processing
Model (see 2.8). It is also supported by the work of Kempa and Nichols (1983).

If school pupils are to be able to solve open ended problems in chemistry, they will
require the necessary chemical knowledge in long term memory. However, how that
knowledge is stored and linked will also be important. Chemical knowledge acquired 1n
one context may well not be easily accessible to be applied in a different context while

one concept may not be well linked to another, making their meaningful use in problem

solving difficuit.
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3.8 Cognitive Style and Problem Solving in Science Education

A series of studies of chemistry problem solving by Niaz (1987, 1988a, 1988b. 1988c,

1989) included that not only working-memory capacity as an important variable but also
students’ cognitive styles and formal-operational reasoning patterns.

In science education, the cognitive variable described as Field Independence (FI) / field
Dependence (FD) is regarded as the most important cognitive style. A person who is
field independent is able to distinguish the key message from the surrounding information
while the filed dependent person cannot do this so easily. Several studies have looked at
this variable in relation to problem solving. Four research investigations (Ronning,
McCurdy and Ballinger, 1984; Pirkle and Pallrand, 1988; Lawson and Wollman, 1977;
Squires, 1977) all focused on the field independence / field dependence within science.
These studies were examined by Helgeson (1994) collectively and the evidence from
those studies clearly indicated that high school students who are field-independent enjoy

a significant advantage over field-dependent students in solving science problems.

Since many researches in problem solving focused on problem-solving methods/strategies
and domain specific knowledge, Ronning, McCurdy and Ballinger (1984) proposed that a
viable theory of problem solving should consider a third component of problem solving:
“individual differences”. They adopted the cognitive style as being a ‘useful indicator’
and chose the well-known field-independence / field-dependence as the main factor. After
detailed analyses, they found those field-dependent students responded more brietly,
there being more pauses and false starts than did the field-independent students. On the
other hand, field-independent students were more likely to attack the problems by keying

on relevant information and they significantly out-performed field-dependent students on

the problems.

3.9 Problem Solving and Teaching

There are important questions to be posed: Why teach problem solving? Can problem
solving be taught? If so, how can problem solving be taught? It appears from a number
of studies that teachers do believe that problem solving skills can be taught. There 1s,

however, scant evidence that such skills can be transferred from one context to another.

It has been shown that there is a gap between conceptual understanding and algorithmic
problem solving in chemistry students from high school to graduate school (Nakhleh,
1993: Bunce and Gabel, 1991; Osborne and Cosgrove, 1983; Bodner, 1991). It might be
caused by the conventional teaching that always focusses on correct numerical answer.

There have been several studies providing some insights into the question (Phelps, 1996;
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Gaytord, 1989).

Phelps (1996) tried to bridge the gap by altering the instructional method in general

chemistry and implementing it in science major and non-science major university

students. The approach he used focussed on conceptual problem solving and the
problem rarely had a numerical answer. The many positive results obtained indicated
that the nonscience majors’ students showed more enthusiasm for the course and were
less resistant to chemistry and more involved in the course. The science majors’ students
were insecure because this approach was not consistent with theit expectation of the
nature of chemistry. According to their prior experience, they believed that chemistry
problems had to have a right answer and that they should know it. However, after

adjusting their expectations, many science majors students appreciated spending more
time developing the concepts.

It would appear that it is possible to change the instruction method and to adjust student
expectations, with outcomes that students are able to change their strategies. It seems
clear that if the goal of chemistry instruction is to have students think about and solve
conceptual problems as well as algorithmic problems then the approach to chemistry
instruction must change (Nakhleh and Mitchell, 1993). Two open-ended biology
problem tasks were used in Gayford’s study (1989), he suggested that a logical approach
to problem solving could form the basis of a model for teaching and assessment of group

performance in science.

In Tingle and Good’s (1990) study, they suggested that cooperative grouping is a viable
alternative strategy for chemistry problem solving. The cooperative group could provide
an active environment for students to practice solving problem rather than through
reception learning. If a teachers want to teach their pupils about problem solving skills, it
1s feasible by using cooperative groups to enhance students’ problem-solving ability.
Gabel and Sherwood (1983) used four strategies to teach solving the mole concept, the

gas laws, stoichiometry and molarity problems.

Overall, the evidence from the work discussed suggests that, in a given context, pupils
and students can be given assistance in developing strategies in solving problems.
However, much of this may well be a matter of practice as they gain contidence in the
application of appropriate methods and algorithms. It is much less clear 1t pupils and
students can be taught how to solve open ended problems. However, it may be that

practice in such problems raises levels of confidence and generates a willingness to take

risks in seeking solutions.
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Chapter Four

The Development of Problem Solving Exercises

While 1t has been established that the skill of problem solving has received a high profile
In Scottish education as well as in other systems, it has also been noted that the type of
problems that are usually under consideration are those which could be described as

algorithms. In lite, however, problems tend to be much more open-ended, less

quantitative and less well defined.

To explore how pupils approach problems in chemistry that are not algorithmic in
nature, 1t 1s necessary to develop a set of problems that could be used with school pupils

and which would allow exploration of the processes of problem solving.

4.1 The Criteria

In designing these problem solving exercises, many factors must be considered. First, the
topics of the problems had to reflect the themes and objectives which are involved in the
secondary school chemistry curriculum. There 1s no national curriculum in Scotland
(Clark and Munn, 1997). Post-fourteen-year-old pupils in Scotland take courses leading
to awards in the Scottish Certificate of Education (SCE) at Standard Grade and Higher
Grade. Therefore, the Standard Grade syllabus was employed to define the areas of
chemistry used in the problem solving exercises. The Standard Grade Arrangements 1n

Chemistry (1997) consists of fifteen topics listed as below.

Chemical Reactions

Speed of Reactions

Atoms and the Periodic Table
How Atoms Combine

Fuels

Structure and Reactions of Hydrocarbons
Properties of Substances
Acids and Alkalis

Reactions of Acids

Making Electricity

Metals

Corrosion

Plastics and Synthetic Fibres

O Co N O v A W N~

e e e L
w N ~ O

Fertilisers
15  Carbohydrates and Related Substances

M
R

Page 33



Chapter Four
In the Standard Grade examinations, there are two levels offered: General Chemistry and
Credit Chemistry. A survey of past papers at both levels from 1992 to 1997 showed
two kinds of question: knowledge and understanding; problem solving. The questions in
the latter group were largely opportunities for pupils to demonstrate applications of
knowledge and were not open-ended in any way. Thus, in developing a set of problems

to explore the process of problem solving, this type of question was rejected. Instead,

problems were developed that were more open-ended.

Open-ended problems tend to be those most frequently encountered in life. Several
studies concluded that 1t 1s important that students are enabled to apply scientific
knowledge to their real-life problems and issues. Hence, the research also considered
societal 1ssues and real-life problems as factors in deciding which subjects would be

chosen.

Problem solving very often involves experimental work but it is not always so. In fact,
problems can be tackled on paper, by discussion in a group, or even by an individual just
thinking 1n a disciplined way. The chemistry problems devised in this project were
simply paper-and-pencil activities and did not involve any practical activity. Part of the

reason lay in the enormous difficulty in controlling variables in laboratory problems.

A set of eighteen chemistry problems was devised. The set of eighteen units covered
many areas of the Standard Grade syllabus and reflected a variety of approaches and
styles. These were based on the Standard Grade Chemistry syllabus although some of
them, 1n terms of difficulty, were thought to be more appropriate for pupils studying for
the Higher Grade. The eighteen chemistry problems were categorised according to the
eight types of problems which are set out by Johnstone and introduced in chapter 1.3.
Types 1 and 2 problems are mostly related to algorithms and recall knowledge. Type 3
- 6 are more complex; among these types of problem, one of the variables (data, method,
goal) is not fully specified. Types 7 and 8 seem to be more like real life problems and

have been found to be very hard to design. Therefore, this project put much emphasis

on problems of types 3, 4, 5, and 6.

This project planned to use the problems with groups of three in the hope that these
interactions would provide evidence about how the problems were being solved. The
problems were deliberately designed to be difficult so that they could not be
satisfactorily solved by the pupils just recalling factual information learned by rote
without understanding. Pupils within the groups would be encouraged to work together.
The desired level of difficulty in the problems was that a pupil was unlikely to be able to
solve it on his or her own. They needed to work in small teams, helping each other.
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It 1s possible to think of an individual pupil interacting with a problem in the following
Previous
/ Knowledge
— ¢
\

Figure 4.1 Problem Solving by Individual

way (Figure 4.1):

The only way that a pupil can solve the problem is to use his or her own previous
knowledge and working memory space. If the pupil does not have sufficient previous
knowledge or his or her working memory space was overloaded, he or she might not be
able to solve the problem successfully.

Working in groups of three, one of the advantages is that they can combine their previous
knowledge and working memory space together to reduce the difficulties. In addition,
more 1mportantly, like one of Grant’s (1978) research conclusions that "group work can
improve the quality of pupils responses to problems that require the ability to think".
The following diagram (Figure 4.2) illustrates the way that the problem solving might

OCCULI.

Previous
Knowledge
< > /

Previous
Knowledge f—___

Working

S

Memory

Problem

Prevnous
Knowledge

Figure 4.2 Problem Solving by Group
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[t 1s important to set the numbers of each group for effective discussion. If the group
has just two members, a student could feel embarrassed with an uncooperative partner.
In contrast, if the size of the group 1s too big, some pupils might not participate at all.
According to the results of Heller and Hollabaugh’s study (1992), they found that
groups of two did not have the “critical mass" of conceptual and procedural knowledge
for the successtul problem solving in physics. In groups of four, one student was
invariably left out of the problem-solving process. They finally concluded that the
reasonable and optimal group size for prompting pupils’ interactions is three members.

This project adopted their suggestion and pupils were mostly placed in groups of three.

The problem solving exercises were called "UNITS", this being a neutral word that would
not cause pupils to have unnecessary concerns. When used with pupils, this word was
used and 1t was stressed to them that there was no assessment, the units were
unconnected with examination marks and that answers obtained were not neatly "right"
or "wrong". It was hoped that this would encourage genuinely open discussion which

would provide usetul insights into problem-solving.

The presentation of the problems was critical. The aim was, by the use of careful design
and layout, to minimise difficulties solely due to poor presentation. Brevity was a
feature and careful structuring of questions was employed and diagrams and tables were
used wherever appropriate. Great care was taken to use language that was appropriate
to pupils aged 14-17 in terms of the chemical ideas being used and in terms of normal

English language which was likely to pose few problems to such pupils.

Because of the need to use the units with pupils at the right stage of their course (so that
the unit theme fitted in with topics being studied), formal pre-testing of the units was
not easy. As an alternative, units written early were pre-tested with one small group of
pupils to check on style, presentation, language and difficulty level. Subsequent units
reflected the observations from this pre-test. However, all the units were tried out with a
team of research students (with variable background in chemistry). This proved very
useful in that ambiguities were detected and removed. However, this was not seen as a

full pre-test. Nevertheless, pupils seemed to encounter few difficulties that were related

to language and presentation.

For flexibility of use and to ensure the least confusion when pupils were solving the
problems, each unit was laid out in the same way: the title, the use of boxes and shading
to guide the instructions of task on one side of A4 paper. In addition, space was
specifically set aside to encourage pupils to write notes or calculations during problem
solving. This was mentioned several times on the working paper and answer sheet to
encourage pupils to talk and write in a group. Each unit had a separate "Answer sheet”

which was completed by each group, sharing their answers and their working.

Page 36



Chapter Four

There was also an evaluation sheet, called an "Endpiece” which each pupil had to
complete individually. In addition, a set of "Teacher’s Guides" was devised and the
original purpose was these would serve as guidance for teachers. However, the real
experiment was administered by the researcher and the "Teacher’s Guide" finally was
not provided to teachers but was still used by the researcher. When pupils were engaged

in doing problem solving, tape recording was conducted in some groups that began from

the second data collection stage.

4.2 A Typical Unit

Here, one unit (unit 8 Moving Gases) 1s presented to illustrate the units’ format. It has
to be noted that pupils had no previous knowledge of the idea of diffusion in any
quantitative sense and certainly know nothing ot Graham’s Law of Diftusion on which

the problem was based. The unit is shown in full overleat.
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Moving Gases

Your Name:

IIIIII
lllllllllllllllllllllllllllllllllll
@ B §F @

Rave you ever smelled the perfume from someone immediately after they entered the
room ? This is because the particles of perfume are travelling through the air and have

reached your nose. All gases travel but they do not all travel at the same speed. It has
been found that different gases travel different distances in the same time.

The following data were collected from an experiment. The distances travelled by various

gases In a set amount of time through a horizontal glass tube were observed. This was
done at room temperature and the same pressure for all the gases.

Distance (cm)

o0

66

44
94

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

You will be working in a small group.
Discuss the possible answers to the questions below and one member of
the group can write in your agreed answers on to the "Answer Sheet".

lllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

Working as a group,

P fffffffffffffffffffffff!ﬂ
(1) Look at the results as a group and see if you can spot 'é H = 1 g
any pattern in these results ? 7z C = 12 55
’ = ”
7 N = 14 'j
2 O - 16 %
(2) How would you test to see if your pattern is correct ? g S N 25 g
.-" 3 ’
g Cl . 35.5 ?
/

NS

AT AT AT IS E SIS

At this point, check with your teacher

(3) Predict how far you would expect chlorine gas (Clg) to
travel under the same conditions. Show how you
obtained your result.

Use this space for any notes, calculations, working etc
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4.3  The Eighteen Units

A briet description of each of the eighteen units is given below. The units are given in
full with teacher’s guides in Appendix A.

Unit 1. Argon and Electric Welding (Type 6 )

The 1dea for the development of this unit came from a study by Toby (1997). A
newspaper report, which mentioned a tragic industrial accident when electrical-welding

was taking place, 1s the starting point. The pupils are then asked to spot the chemical

errors from a detective’s statement and look for a reasonable explanation for the accident.

Unit 2: Which is the Best Fuel (Type 3)

Pupils are given some information about three fuels: coal, oil (C11H74) and gas (CHa).
The problem given to pupils 1s to find out which fuel will release most energy. They are

given 1 Kg of each. They are taken through four steps to reach the answer.

The first part 1s to write the complete combustion equation of each fuel. The second
part 1s to calculate the formula masses of each fuel. Told to assume that the energy
released is related to the number of molecules formed, the pupils have to work out which
fuel would give the most energy. Finally, they also have to judge whether this

assumption 1s fair.

Unit 3: The Chewing Gum Problem (Type 4)

Does gum-chewing really help to fight tooth decay? The unit provides the basic
ingredients of chewing gum for pupils but not enough information to reach an answer.
Therefore, they have to search and make a list of useful information that they would

need to know to solve the problem.

Unit 4. Fluoride Improves Tooth Decay? (Type 6)

The idea for the development of this unit was adapted from a study by Toby (1997). A
statement about the influence of fluoride on tooth decay is quoted from a magazine. The

pupils’ task is to find out as many errors as possible in the statement.
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Unit 5: The Glowing Splint Problem  (Type 6)

The umit provides several results of experiments, which have shown that a glowing splint
could be re-kindled by pure oxygen but not by NO2 or air. On the other hand, in another

experiment, copper (II) nitrate breaks up when heated and the products consisted of a

mixture of NO2 and O2 (in the ratio of 4:1, the proportion of oxygen being similar to

that 1n air). This mixture re-kindles a glowing splint. Pupils have to try to explain the
unexpected result.

Unit 6: Heat Packs for Mountaineers (Type 4)

The heat pack produces its heat by means of a chemical reaction. The ingredients of a
heat pack (fine iron powder, fine carbon powder, salt and moist cellulose) is given to
pupils. The instruction for using the heat packs is also provided along with a picture.
Pupils are asked to work out how the heat pack works and where the energy comes

from. They also have to suggest other metals that might substitute for iron in the packs.

Unit 7. Iron: How can we Obtain it? (Type 2)

The unit is related to iron, which i1s produced from iron ore in the blast furnace. The
names and formula for three ores of iron are given. Pupils are also provided with a series
of chemical equations for the process of producing iron from the iron ores. The main task

1s pupils have to select and rearrange the reasonable equations.

Unit &: Moving Gases (Type 6)

The idea for the development of this unit came from a study by Kogut (1996). Pupils
are introduced to the idea of gases moving (diffusion). Experimental data about five gases
and the distance travelled are given in a table. By looking at the table, pupils are asked to
spot any pattern in these results and test whether their pattern 1s correct or not. In

addition, they also have to make prediction about the distance a sixth gas would travel

under the same experimental conditions.
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Unit 9: The Formula for Ozone (Type 4)

Pupils know the formula of oxygen. They have learned of ozone but do not know its
formula. From a series of balanced equation, pupils are asked to try to establish a rule
relating gas volumes to balanced equations. Afterwards, an equation for the break up of

ozone to form oxygen 1s given. Pupils have to use the rule to work out the likely formula

for ozone.

Unit 10: The Phosphorus Problems  (Type 6)

To obtain pure phosphorus from rock phosphate is the main task. Pupils are given
tabulated information about the various products from the industrial process: melting
points, boiling points, reaction with water, reaction with air, and density. Although the
problem seems simple using an understanding of methods of separation, it turns out to
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