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Abstract

Regional Selective Assistance (RSA) is the largest oldest business support scheme
currently operating in Scotland. It provides gratatgirms undertaking capital investment
projects in economically deprived EU designatedsisi®d Areas’. As a component of
regional policy, the scheme is principally desighedafeguard and generate employment
in the Assisted Areas. Many of the grants are gitceinelp foreign firms to set up in
Scotland. The aim of this thesis is to estimaterhgact of receipt of these grants on plant

performance as measured by productivity and sukviva

The main econometric problem to be confronted wésimating the impact of grants is
self-selection bias. Because plants self-seleottim treated group, the treated group will
have different characteristics from the untreatexlig which would lead to differences in
performance had neither group received treatmems Greates difficulties in estimating
the impact of treatment as a simple comparison \wrable across treated and untreated
groups will not measure the causal impact of treatmThis problem was dealt with using

propensity score matching and instrumental vargble

The dataset was created by linking a register aftglthat received an RSA grant into the
longitudinal ARD which contains the necessary raafjénancial variables for empirical

analysis. This part of the thesis was crucial dariato identify a high percentage of plants
that received a grant in the ARD would seriouslgenmine the empirical analyses. In the
end, a higher proportion of plants that receiveptaat were linked with the ARD than has

been previously achieved using these databases.

In the first empirical chapter, the growth of labguoductivity and TFP between 1994 and
2004 in Scottish manufacturing plants was decongptseeveal the contribution of plants
that receive an RSA grant. This showed that RSAs@sEplants made a small but positive

contribution to both measures of productivity growt

The latter two empirical chapters showed that posi an RSA grant had no statistically
significant impact on either the TFP or the surlypabability of Scottish manufacturing
plants between 1984 and 2004 in any of the indesstronsidered. This is a major concern

as it casts doubt on whether the jobs created afledjsarded by an RSA grant will endure.
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1. Introduction

1.1. Introduction

Regional Selective Assistance (RSA) is the largest oldest business support scheme
currently operating in Scotland. It provides gratatgirms undertaking capital investment
projects in economically deprived European UniobHesignated ‘Assisted Areas’. As a
component of regional policy, the scheme is prialtypdesigned to safeguard and generate
employment in the Assisted Areas. As such, manthefgrants are given to help foreign
firms to set up in Scotland. The amount that canffered is determined by a number of
factors including the location and size of the pobjand the number of jobs it will create or
safeguard. In order to receive an RSA grant, antiaddlity criterion must be satisfied
which requires that awards will only be made if pineject could not have proceeded in the
same form without the grant. A displacement critermust also be met which demands
that the jobs created by the project must not fgebby job losses in other parts of the
Assisted Areas. The aim of this thesis is to edentize impact of receipt of these grants on

plant performance.

This chapter is an introduction to the thesis. mégt section provides a motivation for the
thesis. The third section justifies the choice afiables upon which the impact of RSA
will be analyzed in the chapters 7 and 8. The fogdction will describe the contents of

each chapter. The final section concludes.

1.2. Motivation

Figure 1.1 shows the number and value of granteredf and accepted by plants in
Scotland over the last six years. These figuredaten from the Scottish Government’s

annual reports on RSA.

13



Figure 1.1: Number and Value of Grants Accepte8datland (2003 prices), 2002/3-
2008/9
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Source: Scottish Government (2003-2007a, 2008-2009a

The number of grants accepted fell between 2002d432806/7 from over 180 to less than
140 before rising to over 170 in 2007/8. However2008/9, only 90 grants were accepted.
The value of grants accepted does not generallpomihe number of grants accepted as
the value of grants accepted rose between 2002132806/7 from slightly over £60
million to around £85 million. This implies that ehaverage value of grant rose
significantly during this period. However, in 2087the value of grants fell to under £80
million before falling precipitously to just oveds million in 2008/9. It remains to be seen
whether these recent falls in both the number aldevof grants are the start of serious
cut-backs in funding for the RSA scheme or merelshart-term fluctuation caused by
difficult budgetary circumstances. Regardless ofctvhis the case, it is clear that large
amounts of public money are currently spent onRB& scheme. The size of the amount
spent is emphasised by comparison with the otheinbss support schemes that currently
operate in Scotland. In 2008/9, less than £5 milkeas awarded under the Small Firm
Merit Awards for Research and Technology (SMART)otkand scheme (Scottish
Government, 2009b) while less than £13.5 milliorsveavarded under the R&D grants
scheme (Scottish Enterprise, 2009). Data from thkecBve Assistance Managements
Information System (SAMIS) showing the extent toiahhexpenditure on RSA dwarfed
14



that of other schemes between 1972 and 2003 isqiegsin chapter 5.1. Research into the
impact of receipt of an RSA grant on plant perfanoeis therefore essential to allow

policy-makers to understand whether this moneyisdpwell-spent.

However, the results obtained in this thesis camogrthe effectiveness of the RSA
scheme will be of interest throughout Europe. Feglir2 provides a breakdown of the

various types of state aid that are provided ieaeintry of the EU-15.

Figure 1.2: State Aid by Type as a Percentage os§&Domestic Product (GDP) in the
EU-15, Annual Average 2006-2008

1.20%

1.00% -

0.80%

0.60%

0.40% -
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0.00% -~

W Grants Tax exemptions  ® Other

Source: EU (2010)
Crisis measures and coal sector are excluded.

‘Other’ consists of equity participations, soft hgatax deferrals and guarantees.

As is shown in figure 1.2, in most countries of tg-15, the largest component of state
aid takes the form of grants. Unfortunately, disaggted data is not available which
shows how much is spent on different types of gralttis therefore not possible to state
how much of the money that is spent on grants peatson investment grant schemes of
the type embodied by the RSA scheme. Neverthebbss,website of the European

! The EU defined state aid as ‘a form of state irgrtion used to promote a certain economic actiyiy,
2009).
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Commission shows that most European countries tgpsmne form of investment grant
scheme, some of which are discussed due to thieig lfee subject of empirical analysis in
chapter 4, so the analysis contained in this thesig be of interest not only to Scottish

policy-makers but to policy-makers throughout Ewerdp

1.3. Choice of Dependent Variables for Econometric Chapters

The dataset that will be used in the empirical gsialallows the impact of receipt of an
RSA grant on numerous measures of plant performembe analysed. Perhaps the most
obvious measure to choose is employment or labeovadd given that the main objective
of the RSA scheme is to promote and safeguard em@aot and the important role of
employment in determining living standards. Thisswet done here for two reasons.
Firstly, the impact of receipt of an RSA grant ompboyment has been examined
extensively in the past and a statistically sigifit and positive impact has invariably
been found (see, for example, Criscuolo, Martineihan and Van Reenen, 2007; Hart,
Driffield, Roper and Mole, 2008a). It can therefdxe regarded as an established fact that
RSA has a positive impact on employment. Secora#lya ‘clawback’ clause requires that
RSA grants are repaid if a specific job target @ achieved, a positive impact on
employment is hardly surprising as firms are urljike apply for RSA grants unless they
fully intend to meet the jobs target (see chaptér far a description of the eligibility
criteria for the RSA scheme). For these reasomsinipact of receipt of an RSA grant on

employment was not analysed in this thesis.

Another obvious measure of plant performance tlatldc have used for analysis is
investment. This was recently done by Criscuolo,rtMa Overman and Van Reenen
(2007) who found that receipt of an RSA grant hambsitive and statistically significant

impact on investment. However, given the existelméethe additionality criterion

mentioned above and the fact that payment of thatgs only made after the plant has
actually purchased the capital, a positive imp&ctoeipt of an RSA grant on investment
ought to be ensured. Analysis of the impact of ipgoaf an RSA grant on investment or

the capital stock is therefore not particularlyenaisting.

2 The European Commission website provides a degmripf the various types of financial support thae

available in each of the member states (Europeann@ssion, 2009).
16



The impact of receipt of an RSA grant on outputldalso be analysed. However, given
what has been said concerning the likely impaakeogipt of a grant on employment and
the capital stock, it is very unlikely that recefta grant will not also have a positive
impact on output. For no impact to be found wowduire either that the larger stocks of
employment and capital that result from receipaarant do not increase the productive
capacity of the plant or, if there is an increaseproductive capacity, there to be no
demand for the greater output that can be prodbgethe plant. The former is unlikely
because more labour and capital will generally @aase the productive capacity of the
plant. The latter will only occur if the demand wairis sufficiently inelastic that the firm
does not profit maximise by lowering its price grdducing more output. However, this is
also unlikely as a firm would not choose to undeta project which enhanced its
productive capacity if it did not intend to increass output. Output is therefore not a
particularly interesting aspect of firm performangson which to estimate the impact of
receipt of an RSA grant.

Instead, the impact of receipt of an RSA grant oodpctivity will be analysed. The

importance of productivity in determining livingastdards is well documented. According
to Krugman (1997), in the determination of livingrsdards, ‘productivity isn’t everything

but in the long run, it is almost everything’. Sianly, Baumol (1984) states that ‘it can be
said without exaggeration that in the long run pigip nothing is as important for

economic welfare as the rate of productivity growmpirical evidence showing the truth
of these statements is provided by the OECD (2003).

The size of the contribution to the growth of GDEr gapita made by a firm which
experiences an increase in productivity as a regukeceiving an RSA grant will depend
upon the shape of the demand curve it faces. Wabffciently elastic demand curve, a
grant-induced increase in productivity will allovhet firm to increase revenues and
therefore make greater profits or pay higher wapests employees. An increase in
productivity may also boost GDP per capita by indgahe firm to employ additional
workers over and above the levels that the firmbisged to employ under the terms of the
grant. On the other hand, a sufficiently ineladgmand curve raises the possibility that the
firm responds to the higher productivity by incliegsprofits and reducing employment.
However, this should not happen because the rdléseoRSA scheme stipulate that the
grant must be used to safeguard or promote employrRegardless of the shape of the

17



demand curve, an increase in productivity will hBfms to survive that may otherwise
close. This is of particular relevance here becdlseaules of the RSA scheme stipulate
that grants cannot be provided in cases where eébessary finance for the project could
have been obtained from the private sector and tbatthose projects which seek to
safeguard rather than create employment, the applitrm would have had to make
redundancies without a grant. It is therefore reabte to suggest that RSA grant
recipients are a poor subset of firms which mayabdigher risk of closure than the

average.

In light of the potential impact on GDP per camfgproductivity improvements caused by
receipt of an RSA grant and also the inclusion ofagget to improve productivity
performance in the Government Economic Strategyot{S8b Government, 2007b),
productivity is an obvious measure that can be tsathalyse the impact of receipt of an
RSA grant. A positive impact would arise if graate used to acquire capital which allows
the plant to produce existing products more effitieor to produce new products that can
be produced more efficiently than older products. will be discussed in the literature
review in chapter 4.4, there is no clear consersutd what impact receipt of an RSA
grant has on productivity. Furthermore, those ssidihat have analysed the existence of a
causal relationship between receipt of an RSA gaaadk productivity have used inferior
datasets to that which will be employed here ang: lemployed different methodologies.
For these reasons, further research into thiseetip is required.

The impact of receipt of an RSA grant on survivahability will also be analysed. Only
Harris and Robinson (2005) have performed suchnatysis. They found that receipt of
an RSA grant increased the probability of survivde lack of studies into this subject is
surprising given the close relationship betweemtptaurvival and the security of the jobs
created and safeguarded by RSA. In addition toguaminferior dataset to that employed
in chapter 8, their study made no allowance forcinesequences of self-selection into the
group of plants that receive a grant. For this aradurther analysis of the causal
relationship between receipt of an RSA grant amdigal is needed.

18



1.4. Chapter Summaries

This thesis consists of eight chapters in additorthis introduction. The next chapter
begins by providing an explanation for why governtseattempt to reduce disparities in
unemployment rates across regions. It then proceedscuss various theories to explain
regional variations in unemployment rates which lyrgtifferent forms of intervention to
support firms in poorly performing regions. These the neoclassical theory, the dynamic
capabilities theory and the evolutionary theorythAugh not supported by all of the
theories considered, the most frequently used ofpgupport has been labour and, more
often, capital subsidies. Given that the main aifmraegional policy is to promote
employment, it might appear strange that capitbbslies have been used more frequently
than labour subsidies. An explanation for this appgparadox is provided. A description
of the evolution of regional policy since its ongiduring the depression is then given.
This section will focus in particular on the 19601 1970s as this was the time when the
largest amounts of money were spent on regionaicyolt will also describe the
development of the RSA scheme in detail. The fisattion will describe the grant
schemes that currently operate in Scotland witeraphasis on the RSA scheme.

Chapter 3 will describe the econometric problens #irise when trying to analyse the
impact of assistance because plants that recegrard are a self-selected sample of the
population of plants with different characteristics those plants that did not receive a
grant. It will then proceed to discuss four estionatthat purport to allow the researcher to
obtain consistent estimates of the impact of rdcep an RSA grant under these
circumstances: the fixed effects, matching, insental variables and control functions
estimators. Having described these estimators, tavation for the choice of the matching
and instrumental variables estimators rather tlnenfixed effects and control function

estimators in chapter 7 and 8 is given.

Chapter 4 will review the theoretical and empirittdrature that offers predictions as to
what results may be expected from the empiricalyaea of chapters 6, 7 and 8. This
chapter is heavily weighted towards the empiric@rature because the theory which
explains why RSA should have an impact on totatioiagroductivity (TFP) and survival is
straightforward and relatively few papers have bedtten on the macroeconomic impact
of business support programmes such as RSA. Tharieahditerature, by contrast, is
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voluminous and the review will be organized acaogdio the nature of the data and the
method employed to overcome the problems causeseliyselection into the group of
plants that receive assistance. Although the resalie diverse, receipt of a business
support grant is generally found not to lead totatisically significant increase in
productivity. Of those papers that analyse the rhd receipt of an RSA grant, Harris
and Robinson (2004) find a positive and statidijcaignificant effect while Criscuolo,
Martin, Overman and Van Reenen (2007) and Harffield, Roper and Mole (2008a) do
not. Only two papers (Girma, Gorg and Strobl, 200¥4&rris and Trainor, 2007) have been
written on the impact of receipt of business suppoants on the probability of survival
and both find that receipt of a grant has a pasitmpact. However, these papers do not

satisfactorily deal with the consequences of saiétion into the treatment group.

Chapter 5 begins by providing descriptive statssba the schemes that currently operate
in Scotland using data from the SAMIS database lwhécthe register of plants that
received support under the various grant schenssotperate in Scotland. This showed
that the RSA scheme offers the largest number dfth@ most generous grants of all the
business support schemes operating in Scotlartteit proceeds to describe how plants
that received an RSA grant were identified in tlaadet to be used for the empirical
analysis. This involved linking the SAMIS databasdehe Annual Respondents Database
(ARD) which contains the necessary information opuis and outputs for econometric
analysis. This process managed to link a highepgtmn of plants that received a grant
than has been managed before in analyses of RS#y ukese datasets (Harris and
Robinson, 2004; Criscuolo, Martin, Overman and Raenen, 2007) which allows greater
confidence in the empirical results. A descriptminthe variables in the created dataset
which will be used in the empirical analyses istiggven. Finally, the chapter provides a
comparison of the characteristics of plants theeikeed an RSA grant with those that did
not. This shows that RSA recipients possess diiferbaracteristics to those plants that do
not receive a grant and therefore that self-se@lrdiias will be an issue in the econometric

analysis.

Chapter 6 decomposes the growth of aggregate lgiroductivity and aggregate TFP in
Scottish manufacturing plants between 1994 and 200zder to reveal whether plants
that received an RSA grant during this period abuated positively or negatively to
aggregate productivity growth and the channelsudpnowhich this contribution was made.
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This is accomplished using the Haltiwanger deconmtipos This shows that RSA-assisted
plants made a small positive contribution to botkasures of aggregate productivity
growth, primarily because RSA-assisted plants ¢éxated in both 1994 and 2004 tended
to increase both their productivity and their matgare. However, the decomposition also
suggested a far greater contribution could be madmtrants were more and better

targeted.

Chapter 7 will examine whether receipt of an RSAngihas a causal impact on plant TFP.
In order to do so, two sources of bias must be coree: the first arises due to the
aforementioned self-selection into the group ohfdahat receive an RSA grant and the
second arises due to the endogeneity of the fagputs in the production function. The

consequences of self-selection are tackled byiogeat matched sample using propensity
score matching and by using the instrumental veagabstimator. The endogeneity of the
factor inputs is dealt with using the system geimsd methods of moments (GMM)

estimator. The results using both the matched saamd instrumental variables shows that

receipt of an RSA grant had no statistically siigaifit impact on TFP.

Chapter 8 will investigate whether a causal retetiop exists between receipt of an RSA
grant and the probability of survival. This is damng a Cox proportional hazard model.
The problems that arise due to self-selection thi® treatment group are tackled by
estimating the model on a matched sample createdriyyensity score matching. The
results obtained using the matched sample showadrélseipt of an RSA grant had no
statistically significant impact on the probabiliy survival. It is worth noting that when
no control for the consequences of self-selectiwo the treatment group was employed,
the results implied that receipt of an RSA gradttle a statistically significant reduction in
the probability of closure for some industries.sTiemonstrates that self-selection into the

treatment group, when ignored, can generate biestatiates of the treatment effect.

The final chapter is a conclusion. This will bedpn setting out the contribution to the

literature made by this thesis. It will then sumisarthe results from the empirical

chapters. Some policy recommendations will thenmiagle on the basis of these results.
These are essentially ways of changing the schentbad it becomes more focused on
improving the productivity of plants that receiveagts. Finally, some suggestions for
future work will be provided.
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1.5. Conclusion

This chapter has provided a motivation for thistt@n the grounds of the levels of public
resources put into the RSA scheme. Evidence was @isvided to show that many
European countries also spend large sums of monegrant schemes so the results
obtained in this thesis should be of wider interdwin merely to policy-makers in
Scotland. The next section justified the choic@raductivity and survival as the variables
upon which the impact of receipt of an RSA grarit lae estimated in the chapter 7 and 8.
This was on the basis that gaining an understanaliirthe impact of receipt of an RSA
grant on these variables is interesting and imporaad the literature has yet to reach a
consensus on these questions. The last sectionagawetline of each of the chapters of

the thesis.
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2. Reqgional Industrial Assistance and its Rationale

2.1. Introduction

Regional industrial assistance is primarily aimédeaucing disparities in unemployment

across regions. However, different theories prodifierent explanations for the existence
of such disparities. For instance, the neoclassimadel suggests that externalities lead to
differences in economic performance across regiBgiscontrast, the evolutionary model

would emphasise a lack of innovation as the cadgelative underperformance. These
differences are important because different undedshgs of the cause of the problem
imply different solutions. This chapter will theoe¢ discuss three theories which offer
different explanations of the existence of dispesiin unemployment across regions and

support different types of government intervention.

Although not necessarily supported by the theocmssidered, the most popular form of
intervention has historically been capital subsidie the United Kingdom (UK). Given
that the main aim of regional policy is to redudspdrities in unemployment across
regions, it may seem strange that capital subsitie® been used more frequently than
labour subsidies given that the standard analy&ws that, because capital subsidies lead
to a substitution of capital for labour, employmenbsidies should be more effective in
boosting employment. As will be discussed in gredétail below, the standard analysis is
static and consequently does not take account growements in the technology
embedded in capital over time and the fact thattalaprovides a stream of productive
services over many periods. A proper consideratibthe nature of capital explains the

favouring of capital over labour subsidies.

Regional industrial assistance has been providedome form in the UK since the
depression. However, the 1960s and 1970s wereeyaly of regional policy. This was
also the time at which the RSA scheme was borrthéncourse of giving a history of
regional industrial assistance, and in particute grant schemes on which the largest
amounts of money have been spent, this chapteralgtl provide a description of the
evolution of the RSA scheme. Industrial assistaimc&cotland now takes the form of

investment or innovation grants. Investment grames provided under the RSA scheme
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while innovation grants are provided under the SMARBcotland and the Research and
Development (R&D) Grants schemes. A detailed dpsoni of the current operation of

these schemes will be given below.

The chapter is structured as follows: the nextiseawill describe why reducing regional
disparities in employment is important; the thietton will look at different explanations
of why unemployment rates differ across regions #émel policies implied by these
different explanations; the fourth section will pide a comparison of capital and labour
subsidies in order to determine which is best duibeincreasing employment; the fifth will
look at the history of regional policy in the UKdthe sixth section will give a detailed
description of the RSA scheme and the innovati@migrschemes that currently operate in

Scotland; the final section concludes.

2.2. Justification for Intervention

The main objective of regional industrial policy ts create employment in areas with
persistently high unemployment. As such there aceprding to Taylor and Wren (1997),
four main arguments which support the use of regiandustrial policy. The first

argument contends that the reduction of unemploymeareas of high unemployment has
direct social and economic benefits. The latteludes higher income for the unemployed,
higher income for others through multiplier effeclewer expenditure on transfer
payments, higher tax revenues and better prosfmcéseas with high unemployment due
to the association between unemployment and paaratidnal attainment, a poorly skilled
workforce and competitiveness. The social beneditcsrue to those that would be
unemployed from the avoidance of the demoralisainod poor health associated with
unemployment. Others would also benefit from th&eo crime rates and the improved

physical and social environment that are associaittdlower rates of unemployment.

The second advantage of reducing disparities irmph@yment across regions is that it
should ease inflationary pressures in the econorhis is based upon the notion that
national inflation can be generated when only agon is experiencing excess demand
for labour. The resultant wage inflation is tranged to other labour markets even if they
have high unemployment rates through national imghygide wage agreements, inter-
plant wage-setting in multi-plant firms and wagéiag on the principle that workers in

24



similar occupations ought to be paid a similar amioifhis wage inflation then leads to

price inflation.

Creating employment in areas of higher unemployneraiso desirable on the grounds
that unbalanced economic growth leads to the gengis and intensification of economic
problems. This occurs because disparities in ecangarformance will lead to the

migration of workers from areas with high unempl@eym to areas with low

unemployment. As the workers that migrate tendetanore skilled than those that remain,
this will improve the skills of low unemployment giens at the expense of high
unemployment regions and thereby exacerbate diffee in regional economic

performance.
Finally, reducing unemployment in areas of highrmapeyment is politically necessary.
This is the result of the feeling of unfairnessateel by persistent differences in economic

performance across regions.

2.3. Sources of Regional Variations in Unemployment

The previous section has explained why the reductad regional variations in
unemployment is thought to be desirable. This saawill discuss different explanations
of why differences in unemployment rates arise seroegions. This is necessary as
different understandings of the source of dispasitn regional unemployment rates imply
different types of government intervention to cauatt it. The explanation provided by
the government for the RSA scheme is based on dhiemof market failure that arises
from the neoclassical model. This section will #fere begin by discussing the notion of
market failure. The next sections will discuss tiymamic capabilities and evolutionary
theories of the firm which provide more nuancedlaxations of why some firms succeed
and therefore how firms in areas of high unemplaynsfould be supported. The policies
that could be employed to remove the source oftiaris in regional unemployment will
be discussed and the extent to which capital grseitemes such as RSA could perform
this role will be discussed. The other main typewbport offered in Scotland is grants to
support innovation and the extent to which thessiiles support this type of grants will

also be considered.
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Neoclassical Theory

In accordance with standard textbook theory (seegkample, Myles, 1995), the Green
Book of HM Treasury (2003) states that governmeam¢rivention is normally justified
either by market failure or equity consideratioMarket failure refers to a situation in
which the unregulated market fails to deliver aficeint outcome. An efficient outcome
exists when nobody can be made better off withouteone else being made worse off.
Intervention on the grounds of equity arises froovegnment and (and to the extent that
government represents society) societal preferefareequity. It is noted in the Green
Book that intervention can incur costs and econadistortions which have to be taken

into account when determining whether interventgodesirable.

As our interest here is primarily in a grant schenfech seeks to reduce disparities in
unemployment across regions, it is clear that ggeoinsiderations play a role in
motivating the use of these grants. However, bexdisparities in economic performance
can also be argued to represent an inefficientoouéccaused by market failures that are
present to different extents across regions, satdrvention can also be justified on the
grounds of efficiency. The following discussion Wiherefore be framed in terms of
market failure. The advantage of this approacimnas specific types of market failure call
for specific types of policy whereas equity consadiens can be used to justify any form

of intervention which aims to secure a more eqletalntcome.

Annex 1 of the Green Book gives four situationsmvimich the market fails: when goods
have the characteristics of public goods; whenragtiéies arise from some activity; when
agents have imperfect information and when firmgehmarket power. The first of these
calls for the provision of public goods; the thdemands laws to alleviate the information
asymmetry while the last requires stronger comipetipolicy. They therefore do not offer
a justification for the existence of grant schenless also not clear why any of these
sources of market failure would explain differenaaseconomic performance across
regions and, as a result, they do not offer afjaation for regional industrial assistance in
general. The existence of externalities can howbeeregarded as a justification for the

existence of such support.
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An externality exists ‘whenever some economic dgemelfare (utility or profit) includes
real variables whose values are chosen by other®uti particular attention to the effect
upon the welfare of the other agents they affddlylés, 1995: 313). In other words, the
agent’s welfare is partly determined by the actiohsther agents who do not consider the
impact of their own behaviour on the welfare ofasthgents. In this case, either the costs
incurred by the agent of taking a particular actiornot equal the social costs of the action
or the private benefits from taking the action @b @qual the social benefits. This leads to
a socially inefficient outcome as private agentdartake a socially inefficient level of the
action. When externalities are positive, too littlethe activity is undertaken and when

externalities are negative, too much of the agtigtundertaken.

There are many types of externalities but the melvant when seeking to explain
disparities in economic performance is agglomenagixternalities. These exist when there
are cost reductions that accrue to firms that @weted in the vicinity of other firms. Such
externalities may arise in many forms. AccordingHart, Driffield, Roper and Mole
(2008a), they include ‘collaboration and networkirgpportunities, technological
externalities (e.g. spillovers, linkages), informoat transfer, the freeing up of internal
human and financial capital (which can then bes&til in other innovative actions within
the firm), the leverage of additional private sectimancial support, or the range of
perceived or actual benefits associated with landgan labour markets (e.g. skill sets)'.
Agglomeration externalities will arise to differemixtents across regions because of
differences in the concentration and behaviourrofid. Regional subsidies to capital and
labour will remove the cost advantage to the ri@dreas which benefit from agglomeration
externalities and thereby attract more firms todlsadvantaged areas. This should in turn
generate the externalities, the lack of which cduke cost disadvantage in the first place.
However, this is not automatic as firms must behaveertain ways to create and benefit
from externalities. For instance, they must be iwed in technological development if
there are to be technological externalities. Thweefthis source of market failure implies
support for schemes that specifically aim to suppaxtivities which give rise to
externalities rather than merely trying to attmadire firms to a given area. This provides
support for innovation grant schemes that encourdg§® rather than capital grants
schemes as this is an activity commonly thoughtréate externalities (see, for example,
Gertler, 2003).
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Another type of externality which would seem toeoffa strong justification for the
existence of capital grant schemes is that gercelateapital investment. According to De
Long and Summers (1991), equipment investment ‘fataral place to expect external
economies and linkages to be important’. They glevempirical evidence supporting the
existence of such an externality but do not speumifcisely how it may arise. The idea is
formalised by Keuschnigg (1998). The features efrhodel are monopolistic competition,
product differentiation and free entry. These aeat equilibrium in which the level of
capital accumulation is lower than the sociallyimpim level. This occurs because each
agent takes the investment level of other agemid, therefore the number and price of
capital goods, as given when making decisions conug whether to make an investment.
However, each investment creates new firms whichegses product diversity and leads
to greater specialisation in production. This losvéire price of capital goods and, by doing
SO, increases the profitability of investment petgefor all agents. Although it is not
profitable for one agent to make the marginal itwest, a coordinated increase in
investment from all agents increases social welfaueh an externality appears to provide
a strong basis for capital grants schemes as, ducieg the price of capital, these should
improve upon the socially inefficient level of irstenent that occurs in the absence of
intervention. However, it should be noted that, tlois externality to arise requires that
capital investment creates new firms and produthe extent to which capital grant
schemes create new firms and products depends thpotype of capital that is bought
using the grant. If capital grants are used sinplfund replacement investment, this will
not enhance product diversity. Furthermore, bec#usenarket for capital goods is likely
to be quite integrated across the country, it isalwious why this externality would arise
differentially across regions. This externality wbutherefore appear to support a
nationwide capital grant scheme rather than a nagigrant scheme such as RSA.

A market failure not considered in the Green Bookduggested by Hart, Driffield, Roper
and Mole (2008a) is that of incomplete markets. Whearkets are complete, firms are
able to borrow the money they require at an intawge reflecting the lenders’ perceptions
of the riskiness of the loan. However, financialrkess may not be complete. As a result,
the private sector may not provide loans to stprfhums or firms seeking to expand their
operations because they regard them as too rigkg.prevents such firms from obtaining
private sector finance and prevents the achievemfean efficient outcome. Because the
private sector will perceive that loans to firmsimorly performing regions carry a greater
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risk, firms in these areas will find it more diffit to obtain loans than firms in richer
areas. Overcoming this externality requires thevigion of finance to such firms. As
regional capital grant schemes can be viewed asgdoiecisely this, the RSA scheme
would appear to be well justified by this marketuige. Innovation grant schemes can also
be viewed in this way although the inherent riskgef R&D projects, the lengthy period
of time that it may take for returns to materialesed frequently large amount of finance
required suggests that the difficulties involvedointained private sector finance for this
sort of project will be greater than those encowttevhen obtaining finance for other
projects (Scottish Government, 2009b). Therefdris, market failure provides a stronger

rationale for innovation grant schemes than capiaiht schemes.

The rationale provided by the government for ind@tion is based on the notion of market
failure which arises from the neoclassical modelhef economy. Of the various different
types of market failure, regional capital grant ambvation grant schemes can be justified
by the existence of externalities and incompleteketa. These rationales for intervention
are however stronger for innovation grant scherhas tapital grant schemes. However,
the neoclassical model from which the notion ofkeafailure arises is a static model that
depends on assumptions such as perfect informatidncomplete mobility of factors of
production which do not hold in reality (Harris aRdbinson, 2001a). More importantly,
the theory of the firm contained in this model absis from many aspects of the firm
which are important when considering why dispasiiie economic performance may exist
between regions and how the government could astdoce them. What follows in the
next two sections is a discussion of two theorieghe firm which provide further insight
into how the government may act to reduce disgarith economic performance across
regions. The following draws heavily from HarrisdaRobinson (2001b).

Dynamic Capabilities Theory

The notion of dynamic capabilities, which has béeneloped in a series of papers by
Teece (see, for example, Teece and Pisano, 19@¢eT&996) is a means of explaining
how firms acquire and sustain a competitive adwgta a rapidly changing business
environment. According to this view, the stratediimensions of a firm are its managerial
and organisational processes, its present posdmh the paths available to it. These
dimensions cover the firm’s capabilities or competes. When it is difficult to replicate
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or imitate these capabilities or competencies, thay be thought of as distinctive
competencies. Another characteristic of such coemwéts is that they cannot be bought
on the market. If they could be bought on the miatkey would only provide a transitory
competitive advantage as competitors could simply them, thereby removing the
competitive advantage from the firm that was thstfito develop that competence.
Dynamic capabilities are the ‘subset of the compete/capabilities which allow the firm
to create new products and processes, and respoodanging market circumstances’
(Teece and Pisano, 1994: 541). In other words, Mima&apabilities are the driver of
innovation which is, in turn, the driver of techagical change. As such, it is reasonable to
suppose that firms in poorly performing areas laakh dynamic capabilities and their
development should therefore be the focus of poli¢ye following section will provide a
description of different types of dynamic capalabt It will be structured by the strategic

dimensions mentioned above.

Managerial and organisational processes (hencefefétrred to simply as processes)
simply refer to the manner in which things are domthe firm. They encompass the state
of three aspects of the firm which, depending @irtbondition, may constitute a dynamic
capability. Firstly, processes determine the edficly with which activity is coordinated by
managers both internally and externally. Examplésexternal coordination include
strategic alliances, buyer-supplier relations athmological collaboration. Another part
of the firm’s processes which may constitute a dyigecapability is the way in which the
employees of the firm learn. This is an importamirse of competitive advantage as fast
learning will allow a firm to be flexible and empgimew processes quickly. In addition to
improving individual skills, learning improves orgaational skills which lead to
improved processes so the relationship betweemiteprand processes is bidirectional.
Finally, the firm’s ability to recognise the ne@dreconfigure its asset structure and then to
accomplish the requisite reorganisation is anotkey part of its processes and an
important dynamic capability. This requires an amass of the market and the
technological environment and a willingness anditglio change.

The second dimension of the firm and potential sewf dynamic capabilities is the firm’s
position. This refers to its current stock of besis assets. One type of asset that cannot be
regarded as a dynamic capability is generic pladteguipment which can be bought on
the market. By contrast, technological assets caralsource of dynamic capabilities.
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Although some technological assets can be tradddeomarket, much technology cannot
be bought because the owner is unwilling to sebberause of difficulties in transactions
involving technology. Another source of dynamic @hitities is the firm’s stock of
complimentary assets. These assist in the produetal delivery of new products. In the
presence of liquidity constraints, a firm’s finascassets are another potential source of
dynamic capabilities. However, the importance aqjuidity constraints should not be
overstated as they are unlikely to be a long-teimdrance. Locational assets can also be a
dynamic capability because, although property ntarkee well established, building and
environmental restrictions can prevent trade inhsassets. Such restrictions provide

durable advantages in the form of lower transpostsand market access.

The final part of the firm’s dimensions, its pathefers to the strategic options available to
the firm and are therefore an obvious determin&its @bility to react to changing market
conditions. The inclusion of this dimension indestin acceptance of the notion of path
dependency whereby the options available to a irenfunction of its past decisions (key
papers in the development of this theory are Dal@85; Arthur, 1989). Path dependency
Is particularly important in determining the teclogcal opportunities available to the
firm. These are a lagged function of scientificiatt external to the firm and also of
innovative activity commissioned, either internadly externally, by the firm itself. The
implication of the latter is that technological apjunities are unique to a firm that has

undertaken innovative activities in the past.

In terms of policy, this theory implies that goverent policy should be aimed at
improving the dynamic capabilities of firms in aseaf high unemployment. Assistance
should be provided directly to the firm instead tofing to build up the technology
infrastructure of the region since the latter wilkerely facilitate the sharing of generic
knowledge. Since this type of knowledge is easyttiain, the latter type of policy will not
provide firms with a source of competitive advamtagiowever, due to their nature,
helping firms to develop dynamic capabilities ig rasy. Capital or labour subsidies will
help only to the extent that they help to overcdiopaidity constraints, as generic plant and
equipment are not a source of dynamic capability tutheir being purchasable on the
market. Policies aimed at encouraging innovatiaschsas innovation grant schemes, could

lead to the development of dynamic capabilitiegheese will create new technological
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assets and opportunities. They should thereforerdgarded more favourably by

proponents of this theory.

Evolutionary Theory

The evolutionary theory, which offers rather diffiet policy conclusions to the dynamic
capabilities theory, takes much from the work oh@uopeter and thereby represents a
radical break from standard approaches based omdhen of equilibrium. Standard
theory shows that, with a fixed set of products #xhnologies, a competitive market
structure will result in the lowest price to cons®rs whereas a monopolistic market
structure will lead to higher prices and lower auitpt is competition based on price which
produces this superior outcome under a competitiaeket structure. Schumpeter regarded
this analysis as missing the point because, dutstholding of products and processes
constant, it places too much emphasis on price etitign (Diamond, 2004). Schumpeter
argued that, in reality, competition occurs printyatinrough the innovation process, rather
than through prices, as entrepreneurs seek to@ewelw products or technologies which
provide them with a cost or quality advantage dkeir rivals. This allows them to survive
and make large profits but reduces the profitsrofl@stroys their rivals. The innovation
process can therefore be summarised as a procésseative destruction’ (Schumpeter,
1943). As this innovation process occurs continlyputhe notion of equilibrium is
incompatible with the capitalist economy because #tonomy never reaches an

equilibrium state but remains in a constant stafeux.

Although debate surrounds whether Schumpeter capedy be classified as an
evolutionary economist, it is undeniable that hmnking has deeply influenced the
development of evolutionary economics (MetcalfeQ@0 The following summary of the
evolutionary theory of technical change borrowsvilgarom Metcalfe and Georghiou

(1997). The model involves three distinct stagasheof which will be described in turn.

The first is the innovation stage which generate®rdity. As with the resource-based
theory, innovations are understood to be a funcbbrthe characteristics of the firm.
However, it is also emphasised that innovations'gu&led and constrained by cognitive
frameworks and the embedding of those frameworkisistitutional rules and practices’

(Metcalfe and Georghiou, 1997: 78). In other woresternal factors are important as
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innovations are developed using information gleafesn outside sources. Radical
innovations are rare because the direction of iatiom is driven and constrained by
existing intellectual and institutional capital lbdor research in a particular area. Ex post,
the innovation process appears to be wasteful rasvations are usually the consequence
of trial and error experimentation. ‘Errors’ howeyeovide valuable information on where
not to direct research effort in the future and araunavoidable element of the innovation

process.

From the diversity created by innovation, the d@dacof which technologies will be
diffused throughout the economy occurs. This is sbeond stage in the evolutionary
model and is accomplished primarily by the mark&here suppliers and users of
innovations meet. The market fulfils this role bg-ardinating ‘the development of
demand, investment and the growth of productiveaciap together with the processes of
learning which take place jointly between users amppliers’ (Metcalfe and Georghiou,
1997: 79). Diffusion may also occur outside the kaarthrough imitation of existing
practice. The extent of imitation will depend, amarther factors, upon the stringency and

coverage of intellectual property laws.

The final stage is feedback of knowledge from #lection to the innovation process. This
stage generates path dependencies in the innovaioness as the selection of
technologies in one period influences the naturmmdvations in the next. This raises the
possibility that firms and markets could go dowrchi®logy trajectories that are not

optimal in the long-run (see Altman, 2000 for a mloghowing how this can happen).

The importance of innovation is made clear by adersng what would happen in its
absence. Without the first stage in the model, daamn would adopt the existing best
technology, the market would be homogenised and eb@nomy would not grow.
Innovation is therefore crucial as it replenishes $ystem with the new innovations which
lead to technological progress and growth.

Due to its importance in this theory, the model ldaappear to regard a lack of innovation
as the source of differences in economic performamwcoss regions and therefore provides
support for government intervention that bolstersovation in the poorer regions. Policy
is advocated that encourages innovative activitis all firms. This is preferable to the
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more targeted approach supported by the dynami@abdams theory because the
outcomes from the innovation process are too umgigdae for policymakers to identify
which firms to support. The evolutionary theory sloeot support capital or labour
subsidies because they do not directly aim to éolie innovation stage of technological
development. Indeed by supporting plants that wootlderwise be forced to make
redundancies, these subsidies may impede the Selter@m process of ‘creative
destruction’ that creates growth in the economyscBitionary schemes, in general, are
regarded unfavourably as, by providing supportihaividual plants, such schemes try to
‘pick winners’ and this is seen as difficult duetke uncertainty of innovation outcomes.
Innovation grant schemes are better founded wihrds to the evolutionary theory of the
firm as these do aim to bolster the innovation etagowever, as they are also
discretionary grant programmes, they can also iteised on the grounds that they try to

‘pick winners'.

2.4. Capital or Labour Subsidies?

The previous section has offered a number of d@ffeexplanations for the existence of
disparities in regional unemployment. Each explamaimplies a particular policy to
remove the source of the disparities in unemployméithough the existence of market
failure caused by incomplete markets or the excstensf externalities can be regarded as
providing support for subsidies to the factors abduction, neither the dynamic
capabilities or the evolutionary theories imply gopi for such subsidies as a first-best
policy. Nevertheless, although they may not disedtickle the suggested causes of
disparities in unemployment across regions, capitdl labour subsidies may still perform
a function in reducing them. Indeed, they have lieemmost frequently used instrument of
regional industrial assistance, as will be showrthi@ next section. Capital grants have
been used more frequently than labour subsidieshwiniay seem surprising given that the
main aim of regional policy is to reduce dispasgtia unemployment rates across regions.
The following analysis will discuss the impact @il types of subsidy and thereby explain
whether labour or capital subsidies are superi¢erims of creating employment.

According to a standard static analysis, the immdc capital or labour subsidy on the
employment level of the recipient firm depends uplo®m induced substitution and output
effects. As a capital (labour) subsidy lowers thiegof capital (labour), the substitution
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effect on employment will be negative (positive)orFa fixed level of subsidy, its

magnitude will depend upon two factors. The fissthe supply elasticities of labour and
capital which determine the extent to which chanigedemand for factors of production
translate into changes in inputs. The second issttage of the firm’'s isoquant as this
governs the size of the induced change in demanekich factor of production.

Both capital and labour subsidies will lead to duation in the cost of producing a unit of
output. Assuming the recipient firm responds ta thduced reduction in costs by cutting
prices, there will be an increase in demand footutgput. In order to satisfy this increased
demand, firms will employ more inputs of both capi&nd labour. The output effect on
labour of both capital and labour subsidies isdfage positive. For labour subsidies, the
impact on employment is unambiguously positive foutcapital subsidies, only when the
induced output effect of the subsidy is larger thaan substitution effect will the subsidy
have a positive impact on employment. The magnitafiehe output effect will be

determined by a number of factors: the size of thduction in production costs

precipitated by the subsidy; the extent to whichn$é lower their prices in response to the
subsidy; the elasticity of demand for output wigspect to price; and the technical

conditions of production.

The analysis above implies that the firm is capaifleontinuing in operation with or
without the subsidy. However, some firms may hay&scthat are so high that they cannot
operate without some form of subsidy. For suchdirboth capital and labour subsidies of
sufficient size will allow it to continue trading hich will save jobs. However, in
accordance with the analysis above, the capitasidubwill lead to a substitution from
labour to capital while a labour subsidy will ledala substitution of capital for labour.
There will, of course, also be an output effectahhwill increase the levels of both capital
and labour. However, it is clear that the analysiplies that the number of jobs saved

would be larger with labour subsidies.

A serious problem with the simple analysis presgataove is that it does not take account
of the general equilibrium effects of subsidiesttBeapital and labour subsidies will create
multiplier effects which will increase employmentather sectors in the surrounding area
and beyond. As workers will tend to spend a higbpprtion of their wages in the region,
this would imply that the multiplier from labour Issidies will be large. By contrast, the
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capital that is bought using the subsidy is likidybe purchased from outside the region
which implies that the capital subsidy multipliemynbe lower than the labour subsidy

multiplier.

The analysis has so far presented a strong cadabiour rather than capital subsidies as
the best form of grants for reducing unemploymetawever, taking account of dynamics
calls this conclusion into question. The analysis thus far been static and therefore has
had nothing to say on the fact that the technokgbpodied in capital improves over time.
This means that, when new capital is purchasedjllitbe more productive than older
capital. Furthermore, the standard analysis doepmperly capture the nature of capital.
Capital, once bought, provides productive servimesr many years unlike labour which
must be paid in each period in order to procuredpctve services. When making the
decision as to the quantity of inputs to buy, firmd therefore have a stock of existing

capital to take into consideration.

Holding the level of output constant, a capitalsdyp leads a firm to buy more capital than
it would otherwise have bought. As the new capitidl be more modern than the existing
capital, this will increase the productivity of tifiem. The costs of producing a unit of
output will therefore fall for two reasons: becauke cost of capital is subsidised and
because the more modern capital is more produdteéding output constant, a labour
subsidy would lead to the employment of more laland less of the more technologically
advanced capital. The impact of a labour subsidthercosts of producing a unit of output
is therefore ambiguous: by reducing the cost of leyipg labour, the labour subsidy
generates a reduction in the cost of producing & oh output but this effect is
counterbalanced to some extent by the lower levietee more technologically advanced
capital that is bought. Therefore, the capital gramore effective in reducing the costs of
producing a unit of output and is consequently nhi&edy to assist in securing the viability
of the firm in the long-run. It will therefore algenerate a larger output effect. This is the
main reason why capital subsidies are preferredlabeur subsidies.

The advantage of discretionary capital subsidiess automatic capital subsidies in terms
of generating employment is clear. As the analgkisve has shown, it is not obvious
whether the provision of a capital grant will leta an increase in employment in the
recipient firm. To avoid the danger that grants@aevided to firms which use them to cut
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employment, scheme administrators can ensure ib@aetlonary capital subsidies are only
provided to firms that promise to increase theirpEryment. This allows scheme
administrators to ensure that maximum cost-pereoiditions are satisfied (see Swales,
1997 for a discussion of the UK government’s castjpb ceilings that are applied to the
RSA scheme).

2.5. History of Regional Policy in the UK

This section will provide a description of the evodn of regional policy in the UK. The
focus will be on regional policy conducted by thational government which has
traditionally been the main actor in this sphereisTs because the RSA scheme began and
remained until recently part of national regionaligy. It should be noted though that, in
recent years, local government and the EU has takem greater role in the provision of
regional industrial assistance. The section wiljibeby giving a general description of
regional policy before focusing on three specificnponents of regional policy on which
expenditure has been greatest: automatic capisitasce, employment premiums and
discretionary assistance. The following generalcdpgon of the early evolution of

regional policy is based upon Armstrong and Tag2&00).

Regional industrial policy began in the late 192@&n, in response to high unemployment
in areas dependent on staple export industrieseynaras provided to workers to allow

them to migrate from high to low unemployment regioBy 1938, more than 200,000

workers had received financial assistance to moveuthis scheme. However, given that
unemployment reached three million in 1933, thedotpof this scheme on aggregate
unemployment was small. Further aid was providedeumhe Special Areas Acts of 1934
and 1937. Unlike the earlier policy, this aid atpeed to create employment in areas of
high unemployment rather than encouraging workerggh unemployment areas to move
to areas of low unemployment. The impact of the @idvided under these acts was,
however, also small due to the low level of expandi

The 1944 White Paper on Employment Policy signaleedshift towards a greater
commitment to regional policy. This committed thespwar government to reducing
unemployment in the depressed regions of the cpuhtr achieve this, the Distribution of
Industry Act of 1945 introduced many measures midg loans and grants to firms, the
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power to build factories and the power to provigeviees to industries in the deprived
areas. The most powerful instrument, however, Wwasrposition of a system of controls
on the location of industry. But this enthusiasm riegional policy did not last and these

measures were little used during the 1950s.

However, by the 1960s, serious concern was beingresged about the relative
performance of Britain compared to other indussed nations. It was recognised that the
underperforming regions contained large suppliesladfour which, if productively
employed, could contribute significantly to the moyement of national economic
performance. Secondly, there were worries abouintdgative externalities generated by
the relative growth of the Greater London area.r@loge the amount spent on regional
policy increased sharply as a number of measures iwgoduced to encourage firms to
locate in poorly performing areas. Figure 2.1 shaxpenditure on different types of
regional assistance between 1960 and 2003. Itdeslassistance provided in the form of
grants, loans and investment tax allowances. Tdweds are ‘grant equivalents’ which is
the grant amount that has equal net present valubet subsidy. If a similar national
scheme exists, the extra value provided to thepiet firm by virtue of its being located

in the Assisted Areas is given.

Figure 2.1: Expenditure on Regional Industrial Atsnce in the UK, 1960-2003
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As shown in figure 2.1, the total amount spent egianal assistance rose dramatically
from the middle of the 1960s. The increase in esiare was achieved through the
introduction of employment premiums and automatiestment support, which will be
discussed below. Partly in response to recessikpergiture on regional industrial policy
rose again in 1972. However, this increased levekpenditure did not last as the amount
of investment eligible for automatic assistancé dsla result of the recession of the late
1970s. Expenditure continued to decline in theyeH®BO0s as the government attempted to
increase the cost-effectiveness of regional pol&y.part of this, the proportion of the
country with assisted area status was severelipatk. Location controls, which had been
used frequently during the 1960s, were also abadisin 1982. The reduction in
expenditure on regional industrial assistance wastne extent counteracted by increased

expenditure on regional policy by the EU which ¢ mcluded in figure 2.1.

The role of regional policy was radically changedlB88. The government now regarded
the poor performance of the regions as the effe@omnomic inefficiency due to supply-
side rigidities and a deficiency of entrepreneuaietivities’ (Armstrong and Taylor, 2000:
219). Regional policy therefore became focused upenremoval of these supply-side
rigidities and the stimulation of indigenous entespeurship in a bid to promote
indigenous growth. This differed from previous gl industrial policy which aimed to
attract inward investment to the assisted aredserdahan promoting development from
within the regions. Automatic capital grants praddo all firms in the assisted areas were
ended with the abolition of the Regional Developtm@rants scheme. These changes in
the focus of regional policy dovetailed with thevgmment's increasing focus on

improving the competitiveness of British industry.

So far, a very general history of regional poli@ashbeen provided. The following will
discuss the evolution of employment premiums, aat@minvestment support and
discretionary support on which the largest amowhtsioney have been spent. The latter
includes the RSA scheme, the evolution of whicH tbé described in detail. Information
on the older schemes and the evolution of the RS$®rse is primarily taken from Wren
(1996) and Wren (2005).

The largest component of regional industrial agsist in this period was automatic or
nondiscretionary capital support on which £18.&dmnl (1995 prices) was spent between

39



1963 and 1997. This was introduced through regiprfferentiated tax allowances and
the grant equivalent reached almost £500 millionl®g5. Due to the erosion of the real
value of these allowances caused by the introduaifacorporation tax, these allowances
were replaced by Investment Grants in 1966. Howelrerestment Grants were then
replaced in 1970 by regionally differentiated fiystar writing down allowances before
being reintroduced again in 1972 under the guiseReflional Development Grants.
Expenditure on Regional Development Grants rosevey £1.2 billion by 1976 so, in an
effort to reduce the cost of the scheme, consttacind mining were made ineligible for
Regional Development Grants in 1977. Expenditur&kegional Development Grants fell
during the recession because of a drop in investimginrose again afterwards until 1982.
The entire scheme was revised in 1984 so that itheuat received was linked to the
number of jobs created by the capital investmewnjept. The amount spent then fall
steadily until the scheme was replaced by the Regjignterprise Grants scheme in 1988.

Regional Enterprise Grants took the form of eitimestment or innovation grants. The
former was a simple capital subsidy while the fatieere provided to assist firms to
introduce a new product or production process uteglatest technology. However, the
Regional Enterprise Grants scheme only providedpaupto small firms and the
expenditure was consequently comparatively smatipared to what had gone before. The

scheme was abolished in 1997, ending automatisimant support in the UK.

The second largest component of regional industgaistance was employment premiums
on which £7.8 billion was spent between 1960 and320 hese were introduced by the
Selective Employment Tax in 1966. This was a sugdaon the National Insurance
contributions which was refunded to firms outsideh® construction and services sector
in a bid to shift the structure of the economy mtowards exporting industries. A
Selective Employment Premium was also created it tilme for firms outside of
construction and services. In 1967, this was maddadle only to firms in the Assisted
Areas. The Regional Employment Premium was als@duoiced in 1967 which paid a
given amount for each employee eligible for the eS@le Employment Premium.
Spending on employment premiums had reached ovdaillidn by 1968. However, the
real value of the premiums declined in real termmnf 1967 to 1974 when they were
doubled to restore their value. However, in 19#6pyment premiums were abolished
altogether as part of expenditure cuts.
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Prior to the introduction of the RSA scheme, diBoreary loans and grants were provided
under various Local Employment Acts. In 1972, thegre replaced by the RSA scheme
which was introduced alongside the Regional Devakt Grants scheme under the 1972
Industry Act. At first, RSA projects were divideotd two categories. Category A projects
included new projects and expansions that genem@déddional employment. Assistance

was provided to such projects in the form of chieaps, interest-relief grants and grants
that helped to pay the costs of moving to an Asdigtrea. Firms in the service sector that
did not primarily serve local markets were eligilite apply for assistance under this
category. Category B contained projects that maath or safeguarded existing

employment. For these projects, assistance wasedffas a loan at commercial rates
although funding was only provided in cases wheoaild not be obtained on reasonable
terms from the private sector. For both types afjqmt, the level of assistance provided
was related to the number of jobs created or safelga. Furthermore, applicants for
either category of assistance had to demonstratehb firm was viable and that the bulk
of funding would come from the private sector. Atsnce could also be given in any
form, including the provision of guarantees or thging of share capital, to firms that

were about to shed large numbers of jobs. Howehés,was only done in exceptional

circumstances and the amount of finance provides ngkated to the number of jobs at
risk. As is clear from figure 2.1, expenditure o&8ARwas small throughout the 1970s
compared with the expenditure on employment prermmiamd automatic capital grants.

From 1972 to 1976, most of the money spent undeRBA scheme took the form of loans
and equity rather than grants. However, from 19f&,amount spent on loans and grant

decreased and grants became the predominant siutseling.

In an effort to reduce its cost and improve iteefiveness, the newly elected Conservative
Government undertook a review of industrial aidlity 1979 which led to the tightening
of the eligibility requirements for the RSA schenfe.'Proof of Need’ condition was
introduced which stated that assistance could belygiven where funding could not be
obtained elsewhere on the required terms. The gimviof RSA must therefore lead to a
major alteration in the nature or scale of a prpjan advance in timing or a change in
location to an Assisted Area. This condition haelvpusly existed for Category B projects
but was now extended to Category A projects, ofctwithere were far more. Another
significant change was the imposition of a ‘Regloaad National Benefit' condition
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which required that assisted projects strengthenrgéigional and national economy. As a
result of this condition, possible job displacemeatised by the provision of assistance
was now taken into account when determining whegipgtications were successful. This
gave RSA a bias towards firms operating in inteomal markets whose competitors are
located outside of the UK. Projects were also neled to provide more ‘productive and
secure jobs’ (Wren, 2005: 253) indicating that pd/ity enhancement had joined
employment promotion as an aim of the scheme. Eurtare, in an effort to reduce the
administration costs of the scheme, loans were matlein exceptional circumstances so
assistance was, from 1980, provided almost exalysin the form of capital grants. From
1983 onwards, no loans were provided and RSA begamaly a grant scheme with the
amount provided determined by the fixed and worldagital involved in the project and

the number of jobs created or maintained.

Further changes to the scheme were made in 19&tlyFrelocation projects that did not

lead to a net increase in employment were maddgihkd for the scheme. Secondly, a
limit on the size of grants that could be offereer ob created or safeguarded was
introduced. Lastly, a ‘clawback’ clause was introgldh which dictated that the grant was
repayable if the capital assets bought using th& &&nt were not retained for three years

or if the jobs created or safeguarded by the giahnot last for 18 months.

Responsibility for administration of the RSA schemigfted to the newly devolved
Scottish Parliament and the Welsh assembly in 198&. heralded the end of the uniform
provision of regional grants across the assistedsaof Great Britain (GB)In 2000, RSA

in Scotland was made unavailable to projects wimeolved capital expenditure of less
than £500,000. For such projects, the Invest foowdn (IFG) scheme was created
although this only provided support to small anddme enterprises (SMES). The
Enterprise Grants and the Assembly Investment Gvang¢ the equivalent schemes created
at this time in England and Wales respectively. éflithese schemes have since been
abolished. In Scotland, the IFG scheme was dislthiadel RSA grants are once more
available to businesses of all sizes. In Englamdh the RSA scheme and the Enterprise
Grants scheme were replaced by the Selective Fenfamdnvestment in England scheme

in 2004. This scheme included in its eligibilityteria an explicit requirement that projects

% Northern Ireland has always had its own versiothefRSA scheme called Selective Financial Assigtan
(SFA).
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should create high productivity jobs which does exist for the equivalent schemes in
Scotland and Wales. According to the latest evalnathe ‘new scheme was designed to
be more in line with BERR’s (the Department for Bess, Enterprise and Regulatory
Reform’s) overall objectives on regional policy wihisought to develop the competitive
strengths of the region through more sustainabiegoof industrial development’ (Hart,

Driffield, Roper and Mole, 2008b: 11). The Seleetivinance for Investment in England
scheme was in turn replaced in 2008 by the GranBisiness Investment scheme which
retained the productivity requirement. In Walesthbihe RSA scheme and the Assembly
Investment Grants were replaced in 2008 by thel&imyestment Fund. Although there
are slight differences across Scotland, England \&iatks in the schemes that currently
exist, the essence of the schemes remain the sathatithey aim to promote employment

in the assisted areas through the provision otabgiants.

2.6. Current Grant Schemes in Scotland

Having provided a history of regional policy sirtbe 1960s, this section will describe the
grant schemes currently operating in Scotland. fireepart will discuss the RSA scheme.

The second section will describe the innovatiomgszhemes which currently operate in
Scotland. It should be noted that the innovaticentg schemes are not a part of regional
policy as firms throughout Scotland can receives¢hgrants. Descriptive statistics on the
RSA scheme and other discretionary grant schenegsravided in chapter 5.2.

RSA

According to the latest annual report, 88 RSA gramrth a total of £52.1 million (current

prices) were offered and accepted in Scotland P8ZI® (Scottish Government, 2009a).
As noted in the introduction, this represents gddall on the value of grants accepted in
recent previous years. These offers were providesupport capital investment of £518.4
million and to safeguard or create more than 5j6B8. 11 of these offers were larger than
£1 million and the largest was £10 million. Theemttto which RSA is used as an
instrument to attract foreign direct investment [HB also clear from the annual report. 20
of the offers of RSA accepted in Scotland in 2008&e made to foreign owned firms but
the total value of these offers was over £20 millidhis implies that the average size of
offer accepted by foreign owned firms was consiolgrdarger than the average size of
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offer accepted by UK-owned firms. This is unsurpgssince the size of the planned
capital expenditure associated with offers accefgdoreign owned firms was almost
£260 million - over half of the planned capital erditure associated with all the offers of
RSA accepted in the year. The average number ahpthjobs associated with accepted
offers of RSA is also far larger for foreign-ownién UK-owned firms (see Harris, 2010:

section 2 for some descriptive statistics on theeafRSA to attract FDI).

There are currently seven criteria that must besfead for a project to be eligible to
receive an RSA grant (Scottish Government, 200Mgst of these have already been

discussed above but greater detail on them will hevyprovided.

The first is that the project must take place inaasisted area. The assisted areas are
divided into three tiers which have different E@gfied limits concerning the maximum
proportion of the project costs that can be covdrgdgrants (the current map of the
Assisted Areas in Scotland is shown in the Apperki2xl). Tier 1 is the area where the
highest proportion of the costs of the project bancovered by an RSA grant. The area
covered by this tier is currently the Highlands dsldnds of Scotland and, as such, the
scheme is administered by Highlands and Islandergnse. Their website does not
provide specific details on the limits of fundingadable to businesses of different sizes
(Highlands and Islands Enterprise, 2009). Tier:x@ 3 are administered by the Scottish
government. Large businesses in tier 2 may recgimgaximum of 15% of their project
costs from an RSA grant; medium sized businessgsataive up to 25% of project costs
while small businesses can receive a maximum of 86%heir project cost$.In tier 3,
only small or medium sized businesses can recefv& gants. Medium sized businesses
may receive a maximum of 10% of their project casisered by an RSA grant while

small businesses can receive up to 20% of the ocb#te project.

The second criterion is that the project must diyecreate or safeguard jobs within the
recipient firm. The jobs can be either full or pmme but must be permanent posts.
Furthermore, the jobs created or safeguarded matsben offset by jobs losses in some

4 Small businesses are defined as businesses thidyefawer than 50 people and have turnover of fleas
£6.7 million or a balance sheet total of less tB&rv million. Medium sized businesses are busirsetsst
employ fewer than 250 people and have turnovers$ than £34 million or net assets of less than £29

million.
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other part of the assisted areas. This is the aitsphent criterion. This desire for gains in
net employment in Scotland leads to a preferencbusinesses that sell to markets outside

of Scotland and whose competitors are mainly sulautside the assisted areas.

The fourth requirement is that projects must ineadwn element of capital investment. This
includes expenditure on land, buildings, plant, nmaery, software and the acquisition of

intellectual property.

The next criterion is that the project and applidarsiness has to be financially viable and
that projects must also receive most of their fagdrom the private sector. Finally, the
project must require a grant for it to proceed.sTikithe so-called additionality criterion.
Grants can be awarded in cases where the graetses the size of the project, improves
the project in some way or accelerates the projbetly cannot be awarded if the project
would go ahead in the same form regardless of vehetlgrant is provided. Grants should

also not be provided if the business has alreadytitted to carrying out the project.

Although the rules of the scheme stipulate thapdjects must be additional, studies have
shown that this criterion is not always satisfi€tis is an important issue when estimating
the impact of receiving an RSA grant because pt®jsapported by an RSA grant may
have an impact on aspects of plant performanceifailie project would have gone ahead
in exactly the same form without the RSA grantrilagting the change in plant

performance to receiving an RSA grant is problemati

For Scotland, Hart, Driffield, Roper and Mole (2@)8eport that only 1.9% of firms say
that their project would have gone ahead in exabiysame form without an RSA grant
over the period from 2000 to 2004. This suggesds d@ldditionality may not be much of a
problem. However, 19.7% of firms report that regcgjvan RSA grant had no effects
beyond speeding up the project. 21% of firms repaat, without the grant, they would
have achieved only some of the business outcom#&7% report that they probably
would not have achieved the business outcomes%®28port that they would definitely

not have achieved the same business outcomes éyaddhreceived an RSA grant.

Given that it is not possible to identify in SAM¥ghich projects were non-additional, little

can be done to tackle the problems posed by noti@ality. It must therefore be
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recognised that if there is a differential impattadditional and non-additional projects,
the existence of non-additional projects will lefadbiased estimates of the impact of
receiving an RSA grant. Fortunately, the magnitati¢ghe problem is not as great as in
other parts of the UK. In Northern Ireland betwd®&98 and 2004, almost 10% of firms
report that their projects were entirely non-addhéil while around 38% report that
receiving an SFA grant had no effect apart fromedp®y up the project (Hart, Driffield,
Roper and Mole, 2008c). In England for the pericetween 2000 and 2004, the
corresponding figures for the RSA scheme are 5%2&n8% while, for the SFIE scheme,
the corresponding figures are 4.9% and 22.8% (Haiffield, Roper and Mole, 2008b).
This shows that the RSA scheme in Scotland has amatipely high levels of
additionality.

There are two eligibility criteria for the GrantrfBusiness Investment scheme in England
not used by the RSA scheme in Scotland (House afrt@ns, 2009). The first of these is
that supported projects have to generate an impremein productivity. Whether a project
satisfies this criterion is determined by a congaari of gross value added (GVA) per
employee for the jobs associated with the projatt e industry and national averages.
Secondly, the majority of jobs associated with ayawit projects for the Grant for Business
Investment (GBI) scheme must be at National Voaoati®@ualification (NVQ) 2 level or
above. There is therefore a clearer focus on ptodiycenhancement for the GBI scheme
than for the RSA scheme.

The size of grant that the Scottish Governmentaféar depends upon the location of the
project and the size of the applicant businesseCfdctors taken into consideration when
determining the size of grant awarded is the sfzbeproject, the number of jobs created
or safeguarded, their quality, type and how muah Stottish government believes is
required for the project to go ahead. Paymentsrade once previously agreed levels of

capital expenditure and employment have been met.

Innovation Grants

There are two types of innovation grant offeredtsy Scottish Government. The first that
will be discussed is the SMART: Scotland scheme $MART scheme began throughout
the UK as a pilot in 1986 and two years later thie Scheme was launched. Unlike RSA
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which is available only in the assisted areas, SNMIARcotland is available throughout
Scotland. It is a programme which provides disoredry grants to individuals planning to
start a business or SMEs for projects which ‘regmésa significant technological advance
for the UK sector or industry concerned’ (ScottiSlbvernment, 2009b). In particular,
grants can be provided for technological and comrakfeasibility studies which involve
early stage R&D or R&D projects that are attemptiogdevelop a ‘pre-production
prototype of a new product or process’ (Scottishvé&oment, 2009b). Successful
applicants for support for feasibility studies widiceive 75% of the costs of the project,
which must last between 6 and 18 months, as lorthissioes not exceed the maximum
grant of £70,000. Successful candidates for griont®k&D projects receive 35% of the
costs of the project up to a maximum of £600,0@@&hSprojects must last between 6 and
36 months and involve costs of at least £75,00antrfor R&D Projects were previously
provided by the Support for Products under Resed®PBRUR) scheme which has
effectively been subsumed into the SMART: Scotlaciteme.

A separate scheme is the R&D Grants scheme. Thisnbie 2008 and replaced the R&D
Plus, the Small Company Innovation Scheme and thi Sollaborative Research
schemes. R&D grants are given to support ‘busirsedseeloping new products, processes
and services to improve company competitivenesstarenefit the Scottish economy’
(Scottish Government, 2009b). Unlike the SMART: tBowd scheme, R&D grants are
available to firms of all sizes. There are two tyé project which are eligible for R&D
grants: industrial research and experimental dgveémt. The former type of project is
defined as ‘the planned research or critical ingesibn aimed at the acquisition of new
knowledge and skills for developing new product®icpsses or services or for bringing
about a significant improvement in existing produgbrocesses or services' (Scottish
Government, 2009b). The latter type of project Imge ‘the acquiring, combining,
shaping and using existing scientific, technololjibasiness and other relevant knowledge
and skills for the purpose of producing plans amdragements or designs for new, altered
or significantly improved products, processes avises’ (Scottish Government, 2009b).
R&D grants can be provided to SMEs at a maximum 0&t35% of project costs for grants
up to £40,000 and at a maximum rate of 25% of ptajests for grants above £40,000. For
larger firms, 25% is the maximum rate at which ¢garan be provided. To be eligible for
grants larger than £40,000, applicants must prbaethe project will raise the number of
R&D jobs in Scotland. Projects are expected tobasiveen 6 and 36 months.
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2.7. Conclusion

This chapter began by providing an explanation loy the government attempts to reduce
disparities in unemployment across regions usiggnal policy. It then sought to assess
the extent to which capital grants schemes suédS#s and innovation grants schemes are
supported by different theories of the firm. It wiasnd that while capital and innovation
grant schemes can be justified on the basis of ehdakure, the latter type of support is
better justified as liquidity constraints will beone severe for firms seeking to undertake
R&D due to the riskiness of this activity and besminnovation grants specifically attempt
to encourage an externality generating behavidinerahan merely encouraging firms to
locate together in the hope that these firms vahayate externalities. It has been difficult
to reconcile capital grants schemes with the dynacaipabilities or the evolutionary
theories of the firm. The former supports polictbat create dynamic capabilities but
capital grant schemes merely provide financial suppo buy capital which does not
constitute a dynamic capability. The evolutiondmgdry of the firm supports policies to
strengthen innovation but capital grants schemesnat designed to do this. Innovation
grants schemes are better justified in relatioth&ése theories of the firm as these should
help to create dynamic capabilities by creatingptetogical assets and are direct attempts

to support the innovation stage.

The following section offered a comparison of calpénd labour subsidies in an effort to
explain the apparent paradox that, although the @fimegional policy is to promote
employment in areas of high unemployment, capitdisglies have been more popular
than labour subsidies.

The next section provided a description of the @twoh of regional policy since its
introduction during the depression. The focus washe grant support schemes introduced
during the 1960s and 1970s as this was the timéhah the largest sums of money were
spent on regional policy and this was also the tambewhich the RSA scheme was
introduced. The development of the RSA scheme wes described in detail. The chapter
finished with a description of the grants schented turrently operate in Scotland. This
set out the present eligibility criteria for redegs an RSA grant. An interesting detail that
emerged was that the equivalent scheme to RSAghaBd now has an eligibility criterion
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that projects must enhance productivity but no saritkrion exists for the RSA scheme in

Scotland.
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A2.1. Assisted Areas Map

Figure A2.1 shows the current map of assisted ane&sotland.

Figure A2.1: Assisted Areas in Scotland, 2007-2013
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3. Methodological Literature Review

3.1. Introduction

This chapter will set out the econometric problefnself-selection which arises when

estimating the impact of receiving an RSA grantaonoutcome variable such as TFP or
survival probability. It will then proceed to dissufour different estimation methods that
can be employed to overcome this problem. The sir@@nd notation are the same as in
the review of the methods available to analyseitigact of education on earnings by
Blundell, Dearden and Sianesi (2005).

The parameter of interest is the average effedtaatment on the treated (ATT). Other
measures that are discussed in the literatureh@reverage treatment effect (ATE), the
average effect of treatment on the non-treated (RATNhe marginal treatment effect
(MTE) and the local average treatment effect (LAT&e Blundell and Costa Dias, 2008:
10-11 for a more detailed discussion of differestireands). The ATE is the effect of
treatment on a randomly assigned group of plarite. ATNT measures what the impact of
treatment would be on plants that did not recereatinent. The MTE is the effect of
treatment on plants at the margin of receivingtineat (key papers in the development of
the MTE are Bjorklund and Moffitt, 1987; Heckmardaviytlacil, 1999). The LATE is the

ATE for a specific subpopulation of the treatmerdguyp and will be discussed in greater
detail later. The ATT is the most relevant whereasmg the effectiveness of a voluntary
programme which is what will be done in chapterand 8. The other treatment effects
become of interest when considering whether oranptogramme ought to be extended.
Clearly, when returns to treatment are homogenallsour parameters of interest are

identical but, in the presence of heterogeneousret the distinction is no longer trivial.

The next section of this chapter will describe pineblem of self-selection. The third will

discuss the four main estimators that purport terceme this problem: fixed effects,
matching, instrumental variables and control fumtdi The final section concludes by
stating which estimators will be employed in thepaimal analyses of chapters 7 and 8

and explaining why these were chosen.
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3.2. The Self-Selection Problem

The group of observations that received treatarg said to be self-selected when the
decision of whether or not to receive treatmemaken by the plant. In such a situation, the
treatment group is not a random sample of the @ajonl and will have characteristics that
would lead to better or worse performance (in temfsthe outcome variable) than
observations in the untreated group, in the evattrieither group received treatment. This
IS because the decision to seek treatment wilakert on the basis of an assessment of the
benefit that will accrue to the plant from treatrhand this benefit will itself be a function
of the characteristics of the plant. A comparisbthe mean of an outcome variable across
the treated and untreated groups will then not idepan unbiased estimate of the ATT
because the estimate will be contaminated by tlfierence in performance between
treated and untreated groups that arises due tdiffieeences in characteristics across the

two groups that are unrelated to treatment sfatus.

The self-selection problem will now be shown mocenfally using two approaches:
Rubin’s potential outcomes approach (developedserees of papers such as Rubin, 1973;
Rubin, 1974; Rubin, 1977) and the standard econaagiproach.

Using potential outcomes, the ATT is given by:
Barr = El_y; = Yi | Dy =1]- (3.1)
wherey; is the outcome variable for planat timet in the event that it received treatment;

y; is the outcome variable for planat timet in the event that it did not receive treatment

® In what follows, observations that received trestrare referred to as comprising the treatmeiteated
group while observations that did not receive treatt comprise the untreated group. The controlgiswa
sub-set of the untreated group that is createdhiordifference-in-difference and matching estimmatdre
conditions it must satisfy will be discussed later.

® Note that the decision of whether or not a gramliaation is successful is taken by a governmelnoaly.
However, this does not alter the fact that thetéand untreated group will have different chanastics.
Indeed, if the government tries to choose ‘winneitswill increase the likelihood of treated andtneated

groups having different characteristics.
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andDj is a dummy variable taking the value of one if plareceives treatment at tinte

and zero otherwise.

Equation (3.1) says that the ATT is the differemetween the mean of the outcome
variable for those observations in the treatmemugrand the mean of the outcome
variable for the same group of observations, hag tiot received treatment. As the value
of the outcome variable for observations that nemitreatment, in the event that they did

not receive treatmeny;, is unobserved, the problem is one of missingrmégion. y? is

often referred to as the missing counterfactuad, (@ example, Blundell and Costa Dias,
2008: 31).

To solve this problem, consider trying to estimtdte ATT by using the mean of the
outcome variable for observations that did notikec&reatment in place of the unobserved
mean of the outcome variable for observations énttéatment group, in the event that they

did not receive treatment, as follows:
IéATT = E[yit | Dy :1]_ E[yi? | D, = O]' (3.2)
This approach would give an unbiased estimate ®fAT if the following assumption
holds:
Ely; 1D, =1|=E[y; 1D, =0 (3:3)
This assumption simply states that the mean obtiteome variable for those observations

that received treatment, in the event that theyrditi receive treatment, is equal to the

mean of the outcome variable in the untreated group

Equation (3.2) can be rewritten as:

IéATT = E[yit -y; | D, :1]+ (E[yi? | Dy :1]_ E[yi? | Dy = O]) (3.4)
The first term is the ATT. The second term (aftee ddition sign) is a bias term that
arises when the expected value of the outcomehlarfar observations in the treatment
group, had they not received treatment, differsnfriie expected value of the outcome
variable for observations in the untreated groge (deckman, Ichimura, Smith and Todd,

1998 for a decomposition of this bias).

" In the empirical analysis of later chapters, plare regarded as receiving treatment from the ginvehich

they receive an RSA grant.
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If the treatment group are a random sample frompibyulation of observations, as in
properly designed social experiments, this bias tell equal zero as assumption (3.3)
will hold (see, for example, Angrist, Imbens andu&ger, 1999). Unfortunately, social
experiments are rare in economics primarily duéhtoexpense of conducting them (see,
for example, Lalonde, 1986 or Card and Robins, 19&8 evaluations of social
experiments). In non-experimental settings suchthasanalysis of a business support
scheme, the bias term will not equal zero becatigbfferences in the characteristics of
observations in the treatment and untreated graAgpsiscussed above, this is the result of
treatment status being determined by non-randonsidas on behalf of the plant, which
are based upon an assessment of the benefit whiiclrise from treatment. This estimate
of the benefit will itself be influenced by the cheteristics of the plant and, as a result, the
characteristics of the observations in the treatedi untreated groups, which determine the

outcome variable, will differ.

It is possible to speculate on the direction of bi@s from estimating equation (3.2).
According to the rules governing the distributioh RSA grants, they should only be
provided to plants that cannot receive funding tfaeir project from other sources. It is
therefore reasonable to suggest that these plaayspomssess characteristics that would
lead to relatively poor performance, in terms oé tbutcome variable, had they not
received treatment so it would be expected that:

E[y° |D, =1|<E|y? |D, =0} (3.5)
When this holds, the estimate of the ATT will bad#d downwards.

The problem of self-selection will now be set ontthe usual econometric way. This
exposition follows Angrist and Pischke (2009). Ades employing the following simple
model, directly analogous to equation (3.2), toneste the ATT:

Yi =0+ BpDy & (3.6)
In this modely; represents the value of the outcome variable lamtp at timet; « is an
intercept term that equals the mean of the outceani@ble for plants that did not receive

treatmentE[yi? |D, = O]; Patris intended to measure the ATT as set out in @nt)e;; is

an error term.

If the following assumption holds, estimation ofiatjon (3.6) using ordinary least squares

(OLS) will give an unbiased estimate of the ATT:
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CoVD,,&,)=0. (3.7)
This assumption is the analogue of assumption ¢ghd)states that there is no correlation

between the treatment variable and the error term.

The problem with estimating equation (3.6) is eSaliy one of omitted variables (see, for
example, Heckman (1979); Angrist and Krueger, 200HBriables that determine both
treatment status and the outcome variadke omitted and this generates a correlation
between the treatment variable and the error tdris. therefore desirable to include all
variables of this type that are observed so tmastead of estimating equation (3.6), the

following is estimated:
Yi = m(xit)+ BarrDy + &, (3.8)
wherem(X, )is assumed to be the correct specification forotheerved variables;, that

determine both treatment status and the outcomiablef Assuming all variables with
these properties are observed, assumption (3.7 hald and equation (3.8) will yield an
unbiased estimate of the ATT.

However, finding the correct specification for tbbeserved variablesg:, is not easy as
there is no way of knowing beforehand what thid . Generally, a linear specification
for the X variables is assumed. But if this is not the adrrgpecification forthe X;
variables, this will lead to biased estimates ef ATT as a result of the differences in the
distribution ofthe X;; variables across treated and untreated groupsatisa due to self-
selection into the treatment group. This sensititit the specification ofhe X;; variables
arises because, for those observations in theettepgbup for which there is no observation
in the untreated group with the same valuéheiX;; variables, the OLS regression depends
entirely on the specification ahe X; variables for its estimate of what the outcome
variable would have been in the event that theyndidreceive treatment (see Imbens and
Wooldridge, 2009). Misspecification will therefdesad to a biased estimate of the ATT.

Another problem arises with the estimation of eguma(3.8) if unobservable variables that

determine both treatment status and the outcommblarexist. This will mean that

® TheX; can, of course, also be correlated with the @mom and this also generates a bias in the estiafate
the ATT. See Frdlich (2008) for a discussion of itin@lications of such a correlation. Assume for ribnat
Xi; are exogenous.
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assumption (3.7) does not hold and equation (3iB)tlen fail to provide an unbiased
estimate of the ATT.

Implicit in equation (3.8) is the assumption thia¢ impact of treatment on the outcome
variable is the same across observations; in otfeds, that returns to treatment are
homogenous. When the impact of treatment on theoowt variable differs across
observations, returns to treatment are said to éierdgeneous (Heckman, Smith and
Clements, 1997 present evidence showing that hgagaty in returns to treatment can be
empirically important), and equation (3.8) becomes:

Yo =m(X, )+ E[bit | X, 'Dit:]']Dit +b(X, )D, +¢&;,

g =a,+(b, - E[bit | X Dit:]'])D ©9)

it ? it ?

whereby is the observation specific returns to treatrrigx, ), consists of interactions
betweenX;; and the treatment variable to capture observabtertigeneous returns to
treatment and;; is the observation specific error. The ATT is givsy:

Barr = E[b(xit)+bit | Dy = 1] (3.10)
Equation (3.10) shows that returns to treatmentaterogeneous as they depend uen

which vary across plants and time and ugmn the observation specific returns to

treatment.

OLS estimation of equation (3.9) will give unbiasesdimates of the ATT when:
CoVD,,a,)=0. (3.11)

This simply states that there is no correlatiormieen the treatment variable and the

observation specific error. No assumption needpeeied concerning the unobservable

returns to treatment ét% - E[bit | X Dnzl])Dit cannot be correlated with the treatment

it
variable. This is only the case when parameteniafrést is the ATT. When the parameter
of interest is the ATE, MTE or the ATNT, heterogeuns returns to treatment present
greater difficulties and further assumptions mwesspecified for OLS to provide unbiased
estimates (Blundell and Costa Dias, 2008 give tnihér assumptions that are required for
estimation of the alternative treatment effects)r Ehe remainder of the chapter, the
heterogeneous returns model will only be set outsilmations where the estimated

parameters have different interpretations underdgemeous and heterogeneous returns.
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The next section discusses estimation methodspthrabrt to allow unbiased estimation of

the ATT when the treatment group is self-selected.

3.3. Estimation Methods

A number of approaches have been used to estilmatATT. Here, discussion is limited
to the following estimators: fixed effects; matdaiginnstrumental variables and control

functions. A review of applications of these meth@lprovided in chapter 4.4.

The other method that is frequently used in thexdiiure but is not discussed below is the
discontinuity design estimator (see Imbens and eeari2008; Van Der Klaauw, 2008 for
a detailed discussion of this estimator). Thisnestor requires a discontinuous change in
treatment probability at a threshold of a contimi@ariable. As the eligibility rules for
receipt of an RSA grant do not create such a disuaty, this estimator could not be

implemented in the empirical analyses and thisarplwhy it is not discussed here.

Difference-in-Difference/Fixed Effects Estimator

The simplest method that is used to estimate th& sl the difference-in-difference

estimator which can be used when a natural expatimadentified. It has a long history

having been first used in 1855 by the physiciamJshow (1855) to show that cholera was
a water-borne rather than an air-borne diseasavilAbe shown below, it is a special case
of the fixed effects estimator. It is estimateddmptracting the difference in the mean of
the outcome variable between a start year and dnyear for a control group from the

difference in the mean of the outcome variable betwthe start and end year for the
treatment group. The validity of the differencedifference estimator depends upon the
assumption that those plants that received tredtmeuld have performed in exactly the
same way as the control group, had they not reddreatment. If this does not hold, the
estimated treatment effect will be contaminatedhwgydifference in performance which is

unrelated to treatment status.

In terms of conditional outcomes, the following weption must be satisfied (Harris,
2005b):

ely? 10, =1-€ly2 1D, =1 =€y 1D, =0]-€ly2 1D, =0, (312
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wheret is a period of time later than Assumption (3.12) says that the difference betwee
the mean of the outcome variable between periadd'for the treatment group, in the
event that they did not receive treatment, is edqoahe difference in the mean of the
outcome variable betwedrandt' for the control group. In other words, the treatirend
control groups would have had the same increasiearease in the outcome variable, had
the treatment group not been treated.

Having found a control group that satisfies assionp{3.12), the proxy for the outcome
variable for those observations in the treatmeatigy in the event that they did not receive
treatment, is obtained by rearranging assumptidi2j3as follows:

Ely® |D, =1]= E|y% | D, =1]+E|y? | D, =0]-E|y? | D, =0} (3.13)
The proxy is the mean of the outcome variable liertteatment group in the initial period
plus the difference between the mean of the outogamable for the control group at time
tand'.

The ATT can then be estimated using the formula:
B ={ElY; 1D, =1~Ely? 1D, =1} ~{Ely? 1D, =0]-E]y0 1D, =0} (3.19)
It is the difference between the growth of the oate variable for plants in the treatment

group between periodsand t'and the growth of the outcome variable for plantshe

control group between periotdand'.

The difference-in-difference estimate of the ATha@dso be obtained from the following
econometric model (see, for example, Blundell araCMrdy, 1998):

Yii = BareDy +77 +1 + 0y, (3.15)
wherey; is a time-invariant fixed effect; is a time effect common to each plant in tithe

ande; IS an error term.

The econometric analogue to assumption (3.12)is:th
CoMD, .y, |7,.t,)=0. (3.16)
Assumption (3.16) says that there is no correlatietween the treatment variable and the

error term, having controlled for the time-invatigffects and the time effects.
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The difficulty with this estimator is finding a ctval group that satisfies assumption (3.12).
To guarantee that equation (3.14) gives an unbiastihate of the ATT, the treatment and
control group must perform in exactly the same waterms of the outcome variable, had
neither group received treatment, so that the esfich parameter does not capture
influences on the outcome variable that are uredléd treatment. However, observations
in the treatment group apply for treatment becahsg calculate that they will benefit

from it sufficiently for it to be worthwhile applgg while observations in the control group
calculate that the benefit is not sufficiently lartpr it to be worthwhile applying. It is

reasonable to expect that the estimate of the Wenain treatment is a function of the

characteristics of the observation. As these cleniatics also determine the performance
of the observation, the performance of plants ie tlreatment and control group are

expected to differ and this violates assumptiohZB(see Harris, 2005b).

The general fixed effects estimator does not relyrusuch demanding assumptions as the
difference-in-difference estimator. When returndremtment are homogeneous, it can be
written as follows:

Yo =M(X; )+ BurrDy +17, + 0y (3.17)
The difference between equations (3.15) and (34 Tat the former must contain time
effects while the latter does not necessarily, caith these could easily and often are
contained inXi;. More importantly, equation (3.17) includes obsdéae variablesX, that
determine both treatment status and the outcomablar According to assumption (3.12),
having controlled for time-invariant or ‘fixed’ ef€ts and time effects, no correlation exists
between the error term and the treatment variaideXg does not exist. As this assumption
will generally not hold for the reasons set outhe previous paragraph, the fixed effects

estimator is more broadly applicable than the diffiee-in-difference estimator.

It is necessary to give a brief description of hmavameters of the fixed effects model are
estimated. In both equations (3.15) and (3.17),tteatment variable may be correlated
with the time-invariant effects but uncorrelatedhathe error term as follows:
CoVD, .7, | X, ) %0, (3.18)
CoVD,,u, | X, )=0. (3.19)
Intuitively, the most obvious way to estimate equat(3.17) is by including a dummy
variable for each plant to control for these timeariant effects. However, this creates a

large number of parameters and dramatically reddeggsees of freedom. Furthermore,
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when the number of plants is large and the numbedime periods small, there is the
problem of incidental parameters (Neyman and S&8#g8). This is that when the number
of time periods for which plants are observed xedi and the number of plants goes to
infinity, the coefficients on the dummy variable® anconsistent because the number of
parameters rises as the number of plants risesf(seexample, Baltagi, 2005).

Instead, the time-invariant effects are removedhgy within-transformation. Demeaning
the variables in equation (3.17) eliminates thestinvariant effects (along with any time-
invariant variables) so that estimation of thedwaling model by OLS provides unbiased
estimates of the ATT:

Vi = m(iit )+ Barr 5it + 0,

Yo = Vi ~ Vi
X, =X, =X, (3.20)
6it = Dit _Si'
U, =u, U,

where a bar is used to denote the mean calculaerdime (see, for example, Wooldridge,
2007; Baltagi, 2005 for more detail on the fixeteefs estimator). In addition to removing
the time-invariant effects, this transformationoatemoves any variables that are constant
over time. In some applications, this may be a iclamable disadvantage.

When the treatment variable is a dummy variablentakhe value of one when the
observation receives treatment and zero otherwtise, same benefit of eliminating
correlation between the error term and time-invdreffects can be gained in a simpler
way. This is the approach taken by Harris and Rsun(2004) and Harris and Trainor
(2005). Rather than eliminating the time-invariaeffects through the within-
transformation, this approach involves adding a mhymvariable that equals one
throughout time for plants that receive treatmenaray time to equation (3.8) or (3.9).
When the treatment variable is a dummy, correlabetween the time-invariant effects
and the error term is removed because the largematler time-invariant effects for those
treatment group observations are controlled foth®ydummy variable, and having done
this, the treatment dummy, cannot be correlatetl wie time-invariant effects. But when
the treatment variable is continuous, this appraadhadequate to guarantee the removal

of correlation between the treatment variable dadtime-invariant effects as these effects
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may be correlated with the ‘amount’ of treatmertteTnain advantage of this strategy is

that it does not necessitate the within-transforomat

The major problem with this approach and the figdcts estimator is that, while dealing
with the problem of correlation between the treatimeariable and the time-invariant
effects, it requires the error term to be uncoteelawith the treatment variable, as shown
by assumption (3.19). If plants tend to receivatireent when they are performing either
better or worse than normal due to unobserved ctarstics, there will be a correlation
between the treatment variable and the error tar(8.20). This is likely if, as with RSA,
grants are given to promote or safeguard employmErns is because plants may seek
grants when they are performing relatively well doeunobserved factors in order to
expand or seek grants to safeguard employment tilegrare performing relatively poorly
due to unobserved factors (Criscuolo, Martin, Ovaarrand Van Reenen, 2007).

Matching Estimator

The early development of the matching estimatorsomech to Rubin (see, for example,
Rubin, 1973; Rubin, 1979). Essentially, it involvi® construction of a control group
which is as similar as possible, in terms of obsdreharacteristics, to the treatment group.
Differences in the mean of the outcome variablevbeh the treatment and control groups
are then attributed to treatment. It can therelweegarded as an attempt to recreate the
conditions of a social experiment. Its main weakrisghat it simply assumes that there are
no differences in unobserved characteristics theterchine treatment status and the
outcome variable. If this assumption is not safithe estimates of the ATT obtained
using this method will be biased.

The first part of this section will look at the asgptions that must be satisfied for the
matching estimator to provide unbiased estimatdheATT. The second will discuss the
various ways of implementing the matching estimaiidne final part will discuss its

limitations.

The first step involves constructing a control groaf observations from amongst the
untreated observations such that the selected godupbservations is as similar as
possible, in terms of observed characteristicglb®ervations in the treatment group. The
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conditional independence or unconfoundedness asgrmphich underpins the matching
estimator is given by (Rosenbaum and Rubin, 1983):

y* OD| X. (3.21)
Assumption (3.21) states that having creafedonditional uporX, the distribution of the
outcome variable across treatment and control group the absence of treatment, is
independent of treatment status. One way of camditg uponX is to create a matched
sample usingX. Therefore, assumption (3.21) states that, withexmatched sample, the
distribution of the outcome variable, in the evtrdt neither group received treatment, is
the same for those observations in the treatmemipgas for those observations in the
constructed control group. When this assumptiod$ydhe difference in the mean value of
the outcome variable across treatment and controlpg is entirely attributable to
treatment and so is an unbiased estimate of the ’Aluflgement on whether assumption
(3.21) will hold should be made with referencehe availability in the dataset of variables

that determine both treatment status and the owc@mable.

It is worth noting that another way of conditioningon X is to estimate equation (3.8)
because if the conditional independence assumgimds, then OLS estimation of
equation (3.8) will provide unbiased estimateshsef ATT. This is because it has been
assumed that equation (3.8) contains the correetifsgation for those variables that
determine both treatment and outcome variable. Weweas discussed earlier, it is
difficult to find the correct specification for the variables and the wrong specification
will lead to biased estimates of the ATT becauseetimate of the ATT is sensitive to the
choice of specification when th¥; variables are not balanced across treatment and

untreated groups.

The matching estimator avoids this problem aslarzes thex;; variables across treatment
and control groups by removing from the sample géholsservations that cannot be well
matched to an observation with similar charactegsbut a different treatment status.
When theX;; are balanced satisfactorily, it is no longer nsaggto includeX;; variables in

an outcome regression so the problem of specificas sidestepped. As will be discussed
later, when the matched sample is not perfectlgriadd, it is advisable to include tkg

variables in the outcome regression to controlréonaining differences in these variables

° This is true regardless of whether returns totineat are homogeneous or heterogeneous.
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across treated and untreated groups. The problemisspecification will then not be as
severe as when an unmatched sample is employeddsetize distribution oX;; will be

better balanced across treatment and control groups

It is important to consider whether assumption IB.&ill hold when variables that are
determined by treatment status are used to crleat@atched sample such that:

X% # X (3.22)
whereX? is theX variables in the absence of treatment Xhis theX variables when the
observation is treated.

Observationt would be matched to observatipnif:

F(x!|p, =1)=F(x¢ |D, =0) (3.23)
whereF denotes any function. However, becadXsis a function of treatmenk;; and X,
would differ, had neither group received treatment:

F(x°|D, =1)# F(x} |D, =1) (3.24)
The implication of equation (3.24) is that a mattsample created usingwill consist of
a treatment group that is different from the codntgroup in terms of observed
characteristics, if both groups were in the saratesif not receiving treatment. As shown
by Lechner (2008), because the determinants ofotiteome variable are distributed
differently, the outcome variable will also be distited differently across treatment and
control groups, if neither group received treatmevhich is a violation of assumption
(3.21). In practice, this means lagging variablest tetermine treatment status and the
outcome variable and that are influenced by treatnbefore using them to create the
matched sample. In what follows, it is assumed ¥anly consists of variables that are

not determined by treatment status.

A second assumption needed to ensure that the imgiestimator is feasible 1S:
P(D, =1 X)<1. (3.25)
Assumption (3.25) says th&tcannot be a perfect predictor of treatment. Bylicagion,

this means that for all values ¥f there are both treated and untreated observafitmsis

19 Matching assumptions (3.21) and (3.25) are sefficfor estimation of the ATT but not for estimatiof
the ATNT or MTE. Stronger assumptions that achiéhie are given by Heckman and Navarro-Lozano
(2004): 32.
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necessary because if for some valueXofhere were only treated units, it would not be
possible to find matches for such plants in theaated group. When this is the case,
matching can only be performed for observations fadisfy assumption (3.25) and the
estimated treatment effect must be defined as TE fAr those observations only. Clearly,
this is only an issue when the impact of treatnieheterogeneous.

Having created the matched sample, the ATT can dtena&ted using the following

equation:
~ 1 N
Barr = N_z Yi = Yiu (3.26)

whereN"is the number of treated observations in the matcksmple. Equation (3.26)

states that the ATT is estimated simply as the agesdifference between the outcome

variable for observations in the treatment and robmfroup.

The value of the outcome variable for the controlug is given by:
9ju = Zvvitju yju ! (327)

whereWy, is the weight attached to observatignin the control group.

There are many ways of generatiMg;, and henc§, . The simplest way is nearest

neighbour matching whereby each observation inttbatment group is matched to the
single observation in the untreated group with thest similar value oiX. The only
difference with caliper matching is that the ‘calip excludes treated observations for
which there are no close matches in order to ertbatethe treated and control groups are
not too dissimilar (see Cochran and Rubin, 1978esE two approaches are examples of

one-to-one matching wheve, =1." One-to-many matching can also be performed

whereby each treated observation is matched to matrgated group observations with a
higher weight assigned to those untreated groupreagons with more similar values Xf
(see, for example, kernel based matching as prdpbgeHeckman, Ichimura and Todd,
1997). A description and comparison of differentchang estimators is provided by Zhao
(2004).

1 Note that, when one-to-one matching is employgdation (3.6) provides the same estimate of the A3 T
equation (3.26).
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When many variables are being used to create thiehedh sample, it becomes difficult to
find well matched observations. This is the ‘cusédimensionality’ (Zhao, 2004: 91). The
most popular means of avoiding the problem of dismamality is to use a balancing
score'? A balancing score is defined as a function of abservables that guarantees the
following condition is satisfied:
X 0D |g(X). (3.28)

This states that having created a sample that tshed upon the balancing scm{@(),
the distribution of the observables that deternboéh treatment status and the outcome
variable is independent of treatment status. Thepemsity score is a frequently used
balancing score. It measures the probability oh¢pen the treatment group given the
values ofX;; and is usually estimated using either a logit prabit model regression:

p(X, )= P(D, =11 X,) (3.29)
Equation (3.29) shows that propensity score is letjudghe probability of being in the

treatment group given observed characteristics.

Rosenbaum and Rubin have shown that condition Y3&B&ws the conditional
independence assumption, (3.21), to be rewrittdikasenbaum and Rubin, 1983):

y° OD| p(X) (3.30)
This states that the distribution of the outcomealde in the absence of treatment is
independent of treatment status, having matchedn uihee propensity score. The
significance of assumption (3.30) is that the cbodal independence assumption holds
even when the matching procedure is performed usiagcalar variablp(x)instead of

using X. The propensity score can then be used in placé tf construct the matched
sample (Dehejia and Wahba, 2002 demonstrate thexte#ness of propensity score
matching by comparing their results with those wiad in an experimental setting).

The most obvious criticism of matching is the félcat the conditional independence
assumption (3.21), which underpins its ability toypde unbiased estimates of the ATT, is
very demanding. It requires that every variabld ttetermines both treatment status and
the outcome variable is observed. As a resultplasisibility depends crucially upon the
richness of the available dataset in relation thseariables (Harris, 2005b). If relatively

few of these variables are contained in the datases unlikely that the conditional

12 Another means is by employing a metric such aspr@posed by Mahalanobis (1936).
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independence assumption will hold and the matchstgnator will therefore be unable to

provide unbiased estimates of the ATT.

One approach often taken in the literature is &at a matched sample and then employ
the difference-in-difference estimator discussedvab(see Pellegrini and Centra, 2006;
Ankarhem, Daunfeldt, Quoreshi and Rudholm, 2008 idea behind such an approach is
that the matching process creates the conditiokeruwhich assumption (3.12) will be
satisfied. While this approach is preferable togimeple difference-in-difference estimator,
a matched treatment and control group may stilleeepce differences in performance
(had neither group received treatment) for two @aas Firstly, the treatment and control
group may differ in terms of unobserved charadiessthat cause them to perform
differently. Secondly, matching on observed chamastics in the period before the
treatment group receives treatment does not meaintlibse observed characteristics are
also matched across treatment and control groughernperiod in which the treatment

group receives treatment. This is therefore angib&ntial source of bias.

A better approach is instead to construct a matslaegple and use it to estimate equation
(3.8). Unlike the approach just described, suclagproach will control for differences in
observed characteristics at the time at which rmmeat occurs. The advantage over
estimating equation (3.26) is that estimating eiguaf3.8) will control for differences in
the distribution of variables that determine theatment and outcome variable across
treatment and control groups in the matched sanvglele these differences will be much
reduced in the matched sample compared to thes&uiple, depending on the type of
matching used and the number of the variables, such differences may still be

significant®®

Instrumental Variables Estimator

While the matching method assumes that all varsatilat determine both treatment status
and the outcome variable are observed in the dataseinstrumental variables provides a
means of obtaining consistent estimates of thenresat effect when variables of this type

are unobserved. In other words, treatment statugllmved to be determined by

13 This approach is recommended by Imbens & Wooldri09)
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unobserved determinants of the outcome variablein&trumental variable is correlated
with the treatment variable but uncorrelated with error term. When such a variable can
be identified, it can be used to purge the treatmanable of its correlation with the error

term and hence provide consistent estimates df¢lagment effect.

The first application of instrumental variables wag Wright (1928) in an attempt to
overcome the endogeneity that arises when estigmatmultaneous equations. The two-
stage-least squares method, which allows moreigftie@stimation when more than one
instrument is available, was developed by Theil5@)9 Angrist and Krueger (2001)

provide a good overview of the origins and the udaastrumental variables.

Because the nature of the instrumental variablémator differs for homogeneous and
heterogeneous returns to treatment, the discusslbaddress each in turn.

Suppose that the following model is estimated:
Yi = m(xit)+18ATT Dy + &, (3.31)
wherem(X, )is the correct specification for the observed \@ea that determine both

treatment status and the outcome variable so tiser® bias from differences in the

distribution of observed characteristics acrosaté@ and untreated groups.

Assume that differences exist in the distributioh umobservable characteristics that
determine the outcome variable such that thereorselation between the treatment
variable and the error term:
CoVD,,&, | X, )#O. (3.32)
Under these circumstances, instrumental variabledhe standard method of recovering
consistent estimates of the ATTFor a variable to qualify as a valid instrumenaliable
it must be a non-trivial determinant of treatmemtiss and must not determine the outcome
variable directly. Formally, an instrumedt;,, must satisfy the following assumptions:
CoMZ,.& | X,)=0, (3.33)
CoVz,,D, | X, )#0. (3.34)

1 Instrumental variables estimates are consistenhbuunbiased because they involve a ratio of sand

quantities. It is therefore advisable to use lag®ples when using this method.
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When such an instrument is available, consistetiinates of the ATT can be obtained

using two-stage-least-squares estimation. This edopmed by substituting the fitted

values from a regression of treatment status orabmas that satisfy assumptions (3.33)
and (3.34) in place of the treatment variable inaggpn (3.9) (see Angrist and Pischke,
2009: 121-127 for a more detailed discussion of tlwevtwo stage least squares estimator
is implemented). Intuitively, the instrument rems¥som the treatment status variable that
part which is correlated with the error term. Ire tbase of heterogeneous returns, the

situation is more complex.

It should be noted that the error term may takeftmen of the error term in equation
(3.17). An obvious solution is therefore to emplbg fixed effects estimator to remove the
time-invariant effectsy;. However, it is assumed here that assumption J2l@8s not hold
so that there is also correlation between thertreat dummy and;. In this case, the fixed
effects estimator is insufficient to provide unl@dsestimates of the ATT. Nevertheless, it
can be useful in removing the time-invariant eesb that prospective instrumental
variables need only be uncorrelated with rather than with bothy; and vi. This
combination of fixed effects estimation and instamtal variables is often used (see

Criscuolo, Martin, Overman and Van Reenen, 200Afoexample).

Suppose now that there are heterogeneous retumeseo/ing treatment so that equation
(3.31) becomes:
Yi = m(xit)+ E[bit | X 'Ditzl]Dit + b(xit )Dit T &,

3.35
& =y +(bn - E[bit | X Dit:]'])D ( )

it 7 it ?

whereb(X, ) captures observable heterogeneous returns to &estim is the unobserved

observation specific return to treatment andrepresents the unobserved no-treatment
component. The ATT is given by equation (3.10).

In addition to satisfying assumption (3.34), wheturns to treatment are heterogeneous,
an instrument must satisfy the following assumptainnot being correlated with the
observation specific error which is the equivaleinhssumption (3.33):

Co\z,.a, | X,)=0, (3.36)
Equation (3.36) is, however, insufficient to recoeensistent estimates of the ATT when
returns to treatment are  heterogeneous due to thristeece  of
the(b, - E[b, | X,,D,=1])D, term.
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One solution to this problem is to assume the fathg:
CoMZ,.b, | X,,D, =1)=0. (3.37)

This states that, having conditioned upXg Z: is uncorrelated with the unobserved
observation specific return to treatment for thobservations in the treatment group. If
this holds, consistent estimates of the ATT carob&ined. However, since assumption
(3.34) demands that the treatment variable is deted by the instrument, assumption
(3.37) does not allow plants to be influenced bsirtmeturns to treatment when making
their choice of treatment status because this wmeédn that the instrument is correlated
with the error term which violates assumption (3.3this implies either that plants are
irrational or that they are ignorant about theioliserved return to treatment. It is therefore

an unattractive assumption to make.

Without invoking this assumption, it is not possild estimate the ATT using instrumental
variables estimation. However, Imbens and Angri€9d) show that it is possible to
estimate a LATE (see Angrist and Imbens, 1995 foajaplication). The LATE is the ATE
for those observations that would change theirtineat status in response to a change in

the value of the instrumental variable.

In the following exposition, assume that the instemt is a dummy variable. The dummy
takes the value of 1 for observations for whichgaase of government policy, it is more
attractive to receive a treatment than for otheseokations, and zero for all other
observations. Observations can react in four difiemways to the instrument changing in
value from zero to one and can be disaggregatedgir@ups accordingly. The first group
of observations will be in the treatment group rdtgss of the value of the instrument and
can be called the always-takers. For this group,ctimnge in the value of the instrument
makes no difference to their treatment status. @yrast, the second group of observations
will be in the untreated group regardless of theeaf the instrument. This group cannot
be induced to receive treatment by a change invéhge of the instrument and are the
never-takers. The third group of observations adeiced to enter the treatment group by
the dummy variable taking the value of one but wonbt receive treatment otherwise.
This group is the compliers. The final group actiperverse way and leave the treatment
group when the dummy is equal to one but are gartwhen the dummy equals zero. This

final group are the defiers. Define the events:
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Ey E{Dit | Z; :1}

(3.38)
Eoi E{Dit | Z, :0}'
and, in addition to assumptions (3.34) and (3.883ume that:
eithelE,, = E,, |or[E, <E,,] for allit. (3.39)

This is known as the ‘monotonicity’ assumption. S hequires that the change in treatment
status in response to a change in the value ofinkgument from zero to one is
unidirectional throughout the sample. In other vgondl there are some observations that
belong in the group of compliers, there are noatsfiThis assumption is important as it
precludes the possibility that the treatment effeatild be positive for all observations but
that the size of the groups of compliers and defisrsuch that the estimated treatment
effect is zero or even negative. Note also thauragsion (3.39) guarantees that the
instrument actually alters the treatment statuatdéast some observations and thus strict

inequality holds for somig.

If (3.39) holds, Imbens and Angrist (1994) showt ttinee following parameter is obtained
using two stage least squares:
b(X, )+ E[b, | X, Ey > Egi]= E[y! = ¥ | Xy, Ey > Eqgy | (3.40)

Equation (3.40) shows that the LATE is the aversgarns to treatment amongst those
observations that are induced to receive the treattrny the change in the value of the
instrument. Intuitively, the only group of obseneais identified above that is observed in
both the treated and untreated group is the comspliéhe always-takers are never in the
untreated group while the never-takers are nevethéntreated group. The defiers are
assumed not to exist. As a result, the data is mrfitymative about the compliers so it is
only possible to estimate a treatment effect fas droup (see Imbens and Wooldridge,

2009 for a more formal exposition).

So far, it has been assumed that there is onlyimgteument and that it is continuous.
When more than one variable is included in therumsent set, the estimated coefficient is
simply a weighted average of the individual LATEeficients with the weights

determined by the size of the effect that eachruns¢nt has upon the treatment dummy.
When the instrument is a continuous variable, tWe'lE measures the impact on the
outcome variable for those observations that adeidad to change their participation

status as a result of variation in the instrumeitiiiw a specified range.
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The main difficulty with the instrumental variablepproach in general is finding an
instrument that satisfies the criterion of beingreated with the treatment variable but
which can be legitimately excluded from the outcaygeation. Almost all of the variables

that have been used as instrumental variablespa® t criticism because it is difficult to

justify fully the restriction that the instrumenbek not directly determine the outcome
variable. If a variable is used that is correlateth the error term in the outcome equation,
the estimated treatment effect can be more bidsatdthe OLS coefficient so it is essential
that any instrument truly satisfies the orthogdgyatissumptions (Angrist and Krueger,
2001).

Furthermore if an instrument is used that is onlyaldy correlated with the treatment
variable, the two stage least squares estimates ttebe centred on the corresponding
biased OLS estimate (Bound, Jaeger & Baker, 19B%8. instrument must therefore be a
strong determinant of whether or not an observaigoin the treatment group whilst still

being legitimately excluded from the outcome edurati

The fact that observations are likely to experieheterogeneous returns to treatment
introduces another layer of complexity. As discdssender these circumstances, the
instrumental variables model estimates the ATE agtbose observations that are induced
to change their participation status by a changheénvalue of the instrument - the LATE.
The LATE estimate will vary depending on which nshent (or instruments) is used. As
a result, great care must be taken when intergrethre estimates obtained using

instrumental variable®,

Control Functions

The control functions approach is a generalisatidnthe Heckman selection model
(Heckman, 1979). It is the most sophisticated medmdbtaining unbiased estimates of the
ATT when the treatment group is self-selected asabrporates information from a
treatment status model into the outcome varialeession. When there are differences in
the distributions of the unobservable variableg tteermine the outcome variable across

treated and untreated groups, there is correldiegimeen the treatment variable and the

!> The instrument employed in chapter 7 is such #liareated observations are compliers. Thereftbis,

issue is not as problematic as it is in most apfbos.
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error term. Self-selection bias can therefore lnses a form of omitted variables bias.
The control function approach removes this biasnojuding additional terms, estimated
from a treatment status model, in the outcome ssgwa which removes from the error
term that part that is correlated with treatedustaind so permits consistent estimates of
the ATT (see Maddala, 1993: 257-290 for a broadscussion of the control function
approach).

Consider the homogeneous returns to treatment model

Yi = m(xit)+18ATT Dy + &, (3.41)
Once more, assume thai(X, )is the correct specification for the observed \alea that
determine both treatment status and the outcomablar However, there are unobserved

variables that determine both treatment status taedoutcome variable so there is a
correlation between the treatment status dummytlaaeérror term.

Treatment status is assumed to be determined Hpltbeiing binary response model:

E, =¥m,(Z,.X,)+v, 20}, (3.42)
whereZ;; is a vector of variables that determine treatnséatius but are not included in the
outcome equation ang is an error term that is assumed to be uncorieklaith bothZz;

and Xi. Equation (3.42) shows that where _rnD(Zithit)l the observation receives

treatment.

The idea that underpins the control function mettsothatv; is correlated with the error
term in the outcome equatien. The intuition for this is that the unobserved pament
that determines treatment may also have explangtower for the outcome variable if
these unobservable factors that determine treatrstis also determine the outcome

variable.

Taking expectations of equation (3.41), the follogvequation is obtained:
E[yn | Dy, Xit’Zit] =m(X, )+ BuD; +(1-D, )E[‘git |V, <=My (Zi., X, )] (3.43)

+D,Elg, v, 2 -mp(Z,, %, )]

The termEle, |v, <-m,(Z,. X, )]andE[e, |v, = -m,(Z,, X, )]are the expected values of

the error term when the observation is in the aé® and treatment group respectively.

This illustrates well the problem of self-selectia®when the treated and untreated groups
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have different characteristics that determine theeame variable, these terms differ and,
as a result, equation (3.41) will not produce cstesit estimates of the ATT. When the
form of Elg, |v, <-m,(Z,, X, )]andEe, |v, = -m,(Z,,X,)] are known, equation (3.43)

can be estimated using OLS.

The key assumption in the control function approadhe following:

& 0(D,,Z,)|V,. (3.44)
This states that the error term in equation (3id1)ncorrelated with the treatment status
dummy, having conditioned upon the error term frequation (3.42). It also states that,
having conditioned upomn;, the Z; variables included in the treatment status eqoatie
uncorrelated withe;. The implication of this is that the impact of tBe variables on the
outcome variables is channelled entirely through theatment status dummy or is
controlled for byv. It is therefore similar to assumption (3.32) fiestrumental variables
which states that the entire impact of the instnutalevariable is through its impact on the
treatment status dummy (Blundell and Costa Dia€)820Such an assumption is not
necessary for th&;; variables included in the treatment status eqnadi® these are also
included in the outcome regression and are thexefontrolled for.

The conditional means of the error term in equaf®43) can be written as:
E[‘git |V 2 -m, (Zit » Xig )] = 1Ay (Xit Ly )’

E[Eit | Vi, <—mMgy (Zit , Xit )] = r/10it (Xit 'Zit )' (345)

wherelg: and/y are control functions, the form of which are detered bymy (Zit,Xit)
and the distribution of the error terms in the omte and treatment equation. Both of these

are unknown.

Assuming joint normality of the error terms in etjoas (3.41) and (3.42) as in the
Heckman selection model, the control functionsiaverse Mills ratios:
_ ¢{mD (Zit’Xit )}

1- CD{mD (Zit ) Xit )}

_ Amo(Z,, X, )}

"ofmy (Z X

Ao

(3.46)

whereg denotes the standard normal density function dnds the standard normal
cumulative distribution function. ThBD(Zn,Xit)terms can be calculated from the fitted

values from a logit or probit model of the treatrnequation.
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These control functions therefovgy andAii, allow consistent estimation of the ATT using
the following equation:

Vi =00 +M(X, )+ BurDy +1(L- D, )y +1D Ay + ey, (3.47)
wherewj; is an error term. The inclusion of the contrahdtions removes from the error
term, ¢, that part that is correlated with the treatmeminchy so thatw; is uncorrelated
with the treatment variable. Under these assumgtidhe coefficient on the control

functions in equation (3.47), can be written as= o, p,,, which states that is equal to

the standard deviation afi multiplied by the correlation between the erromtg in
equations (3.41) and (3.42).

An attractive feature of the control function apgeb is that a test of the statistical
significance of the coefficient on the control ftioos, r, is a test of whether there is
potentially any self-selection bias. A positive astdtistically significant coefficient ok
indicates that observations that receive treatmentld perform better due to unobserved
characteristics than observations in the untregredip, in the event that they did not
receive treatment. A positive and statisticallynsigant coefficient onlg; indicates that
observations in the untreated group would haveopadd better than treated observations

in terms of unobserved characteristics, had tratdoeobservations not been treated.

There are a number of drawbacks to the controltion@pproach (see Puhani, 2000 for a
detailed critique of the control function approack)nlike the instrumental variables
estimator, it is not straightforward to control fome-invariant effects in the control
function model. While the outcome equation can siemeated as a fixed effects model, the
probit model that is estimated to give the inveéviiis ratios cannot be estimated as a fixed
effects model due to the incidental parameters Iprob As estimating the outcome
equation as a fixed effects model but the treatnségius equation as a random effects
model is inappropriate (Zabel, 1992), other appneachave been developed but these
sacrifice some of the simplicity of the control @fion approach (see, for example,
Wooldridge, 1995).

Another problem is that the Heckman selection modhbich is the most common version
of the control function method, generally requieesariable in the equation determining
treatment status that can be legitimately excludfiesn the outcome equation (an
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instrument) because the inverse Mills ratio is agpnately linear over wide ranges of its
argument. Without these variables, there will biireearity between the regressors and the
control function in the outcome equation so thenestied parameters will tend not to be
efficiently estimated (Little and Rubin, 1987). Ascussed in section 3.2, this instrument

will typically be difficult to find.

Also problematic is that the estimated coefficierdse sensitive to the assumed
distributions of the error terms in both the outeoand treatment equations (Little and
Rubin, 1987). Conventionally, normality is assunfad above) but if this does not hold,

the estimated parameters may not be consistent.

Finally, the control function method demands a $plécification of the treatment equation
while the instrumental variables approach only nexguthe identification of one variable

that determines treatment status but that doebelohg in the outcome equation (Blundell
and Costa Dias, 2008). In view of this requiremdmt approach compares unfavourably

to the instrumental variables estimator outlinedvah

3.4. Conclusion

This chapter has described the four main methaatsaite used to estimate the ATT in non-
experimental settings. The two that will be empbbyiea the empirical analysis are
propensity score matching combined with multivaiaégression and the instrumental
variables estimator. The fixed effects estimatdl mot be used because assumption (3.19),
which requires that having controlled for the fixesffects and the observable
characteristics that determine treatment status thedoutcome variable, there is no
correlation between the treatment variable ancethar term, will not hold if plants tend to
apply for grant when they are doing relatively lyaall relatively well as this is likely to be
the case with RSA. The control function approacti a&iso not be used because it
possesses the greatest problem of the instrumewnatdhbles estimator - finding an
instrument — in addition to the need for a fullgfieation of the treatment equation.
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4. Literature Review

4.1. Introduction

This chapter will review the theoretical and enwgatiliterature on the effects of capital

subsidies in order to build expectations of whdt e found in the empirical analyses of

chapters 6, 7 and 8. The part of the chapter whisbusses the theoretical papers is far
shorter than the part that describes the empinEgers simply because far fewer

theoretical papers on the impacts of capital subsidave been written.

This next section will set out what the theoretidarature suggests may be expected from
the empirical analyses of chapters 6, 7 and 8. &hap decomposes the growth of
aggregate productivity to calculate the contribmitiof RSA-assisted plants and the
channels through which this contribution is madehadful of theoretical models have
been developed which provide predictions as to wiaimpact of schemes such as RSA
may be at the macroeconomic level and these wilebewed. The empirical analyses of
chapters 7 and 8 test microeconomic predictionc@wmng whether receipt of an RSA
grant has an impact on TFP and survival respegtiviglis section will review what impact

the literature predicts will be found.

Unlike the theoretical literature, the empiricaletature on the impact of government
grants upon firm performance is voluminous. Manffedent methodologies and datasets
have been employed and the conclusions regardieig d¢ffectiveness are diverse. The
third and fourth sections of this chapter will rewi empirical papers that have analysed

business support programmes using macroeconomimamdeconomic data respectively.

4.2. Theoretical Literature Review

This section will begin by reviewing theoreticalpgas which suggest what the impact of
RSA at a macroeconomic level will be. This will pide guidance as to what may be
expected from the productivity decomposition ofjulea 6. It will then discuss the impacts

of receipt of capital subsidies at the microecormlavel. This will be useful in giving a
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priori expectations for those chapters that ingedé the impact of RSA on TFP and on

survival probability.

Macroeconomic Impact of RSA

Fuest and Huber (2000) seek to explain why goventsntend to use investment rather
than employment subsidies in regions with high upleyment. They do so using a model
in which firms are heterogeneous in the sense tihey have different exogenously
determined, random output or productivity shotkBargaining between trade unions and
firms raises the wage rate which leads to the c®i low productivity firms and a

consequent inefficiently low level of employméhiThere is also an inefficient low level

of capital as plants realise that trade unions wappart of the benefit from capital

investment through the bargaining process. The @npaan unfunded capital subsidy is
that firms demand more capital and profits riseisTise in profits attracts more firms to
enter and this increases aggregate employment. mba¢ firms operate in the market
means however that the average level of the pradiycshock is lower. However, when a

tax is imposed on labour to fund the subsidy, tas reduces capital investment and
employment. However, the benefits of the capitdissldy outweigh the costs of the labour
tax so the overall impact is an increase in thetabgtock. The number of firms operating
is higher than when there is no funded subsidy Wwhmeans that the average level of

productivity is lower.

Restuccia and Rogerson (2008) investigate the impacaggregate output and TFP of
policy induced heterogeneity in the price of inpiaised by heterogeneous plants. This is
relevant as the RSA scheme can be regarded agmeahhich reduces the price of capital
(chapter 2.6 gives a detailed description of thé&R&heme). They do so using a version of
the neoclassical growth model in which half of gh@nts are subsidised and half are taxed.
Again, plants are heterogeneous only in their l@feTFP which is constant throughout
time. The size of the subsidy is set so that the efeect on steady state capital
accumulation of the distortion in prices is zerbeTmodel is calibrated using US data and

'® The output of firmi is given by:Y(K;, L) + zi whereK; andL; are capital and labour respectivetyis a
positive constardindi; is the random output or productivity shodK;, ;) is a production function common
to all firms.

" Note that no explanation is given for why thisskichappen in only some regions.
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the implications of various policy-induced changeshe price of inputs are then studied.
In the case where the probability of being subsidlisr taxed is unrelated to productivity, a
50% tax on capital requires a 10% subsidy to keepdy state capital accumulation
unchanged and this leads to a fall in aggregatpubwind TFP of 3% from the state in
which there are no price distortions. When lowesduictivity plants are more likely to

receive the subsidy than be taxed, a 50% tax imatamquires a 44% subsidy to keep

steady state capital accumulation unchanged anid keaa fall in output and TFP of 11%.

A major problem with these models is that they doallow firm technology to vary over
time. A model that does is by Samaniego (2006)sekks to understand the quantitative
impact of industrial subsidies to failing firms ngi a general equilibrium model of
establishment dynamics. As plants that apply foR&#A grant may do so in order to avoid
redundancies, the notion of a failing plant is val& here.

In his model, the firm’s production function takkbe Cobb-Douglas form, consisting of an
exogenous productivity growth factor, an idiosynicrgproductivity shock, capital and
labour. The idiosyncratic productivity shock is @a®&d to follow a random walk. The
vintage of technology is embodied in capital rattiean directly entering the production
function. Entry is costly with the cost an incremsfunction of the vintage of technology
acquired. Entrants draw their initial idiosyncragiooductivity shock from a distribution
that is distributed entirely to the left of the tdisution of productivity shocks for existing
firms.!® As firms age, they fall behind the technologicaintier. In each period existing
firms have the option of upgrading their vintagetethnology at a cost (with the cost an
increasing function of the vintage of technologyghased), falling further behind the
technological frontier or closing. Firms close whieir continuation value is less than
their random draw from a cumulatively distributezhtnuation shock. The provision of a
subsidy will cause a firm to stay open that woutdeowise close if the value of the
subsidy is greater than the gap between the cattonu value of the firm and the
continuation shock. Subsidies are funded by a tafiron profits and a balanced budget
condition is assumed to apply. Timing in the madeds follows: at the start of the period,
plants draw a continuation shock and choose whetheot to stay in operation; assuming

they choose to remain in operation, they decidethdreor not to update their vintage of

18 The significance of this specification of the puotivity shocks is that it ensures that entranessaaller

than existing plants.
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technology; finally, they observe the value of thidiosyncratic productivity shock and

produce output.

Simulations calibrated using US data show that, dowpirically reasonable levels of
subsidy, the introduction of a subsidy leads todoemployment and lower consumption.
This is the result of a fall in aggregate labouodurctivity. However, firm productivity
actually rises because of two factors. Firstly,ssdiles allow firms to reach a point where
upgrading their vintage of technology becomes tbgnwal choice. Secondly, the average
idiosyncratic shock is higher when subsidies arvipled because the proportion of new
plants in the economy falls and these have lowazldeof the idiosyncratic shock. The fall
in aggregate labour productivity is the result ofise in the average plant size. This, in
turn, is the consequence of fewer plants enterewabse of the tax on profits used to fund
the subsidy because entrants are typically small.

Microeconomic Impact of RSA

The impact of receipt of a capital grant on the lympent and capital stock of the firm
has been discussed in chapter 2.4. This showedhhamnpact of receipt of a capital grant
on the capital stock will be positive while the iagb on employment depends upon
whether the induced substitution effect is outwewlby the output effect. If the latter
predominates, there will be a positive impact aneémployment of the recipient firm. This
is more likely to happen when the capital that aaudht with the subsidy is relatively
modern compared to the existing stock of capit@labsee of the larger reduction in costs
generated by the larger amount of new capital bbbgtthe firm. Given that the primary
purpose of the RSA scheme is to create and saf@gumaployment and that the scheme is
discretionary, grants should only be provided isesawhere the output effect is larger than
the substitution effect. Furthermore, the RSA sobhdas a ‘clawback’ clause that requires
that the grant is repaid if agreed employment tsrgee not met. It is therefore expected
that receipt of an RSA grant will have a positingact on employment.

The relationship between receipt of an RSA gramt &8RP is less clear. Although many
papers test the prediction that business suppogrammes have an impact on TFP, they
tend not to provide a clear explanation of the dedsthrough which such an impact may

be expected to occur (see, for example, Girma, Girg Strobl, 2007a; Harris and

79



Robinson, 2004). The clearest explanation of hoehsan impact may arise comes from
Harris (1991a). He argues that capital subsidiet s1s the RSA scheme are expected to
have a positive impact on TFP through two main ole#n The first is through replacing
older capital with more modern capital which reqsithe plant to reorganise production
along more efficient lines. This implies that thepiact will be greater when the capital that
is being replaced is older. The second is througthnvestment which allows the plant to

create new products that can be produced with greéficiency than older product3.

The prediction from the literature concerning thpact of government grants on survival
is relatively straightforward. It is perhaps forsthreason that, once again, papers that
investigate this issue tend not to spell out pedgiswhy it may be expected that
government grants are expected to have an impasunoiival (see, for example, Girma,
Gorg and Strobl, 2007b; Harris and Trainor, 200he decision of a firm to close depends
fundamentally on expectations of future profits éimel liquidation value of the firm. When
the discounted expected profits over future perarésless than the liquidation value of the
firm, the firm will optimally choose to cease pration (see, for example, Jovanovic,
1982; Hopenhayn, 1992). As shown by Samaniego (2@08ubsidy increases discounted

expected profits so that plants, that would otheevalose, choose to remain in operation.

4.3. Empirical Papers Using Macroeconomic Data

This section will discuss some of the empirical leadons of business support
programmes that have been conducted using macroecordata. The first part will
describe the only previous productivity growth deaposition that has analysed the
contribution of plants that have been supportedallyusiness support programme. The
second part will discuss two papers that have sédftishare analysis; the third section
will review one paper that employed simulation ahé final section will discuss an

application of multivariate regression.

91t should be noted that the paper by Samaniego6(R2foes not suggest a causal relationship between
receipt of a grant and productivity. In his modalgrant allows a plant to avoid closure and them a

specified time, it becomes optimal for the plantpalate its technology.
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Productivity Decomposition

The only paper that has examined the contributigolants that received business support
grants to aggregate productivity growth is by Haraind Robinson (2005J.Using a
dataset created by merging SAMIS into the ARD, temploy the Haltiwanger method to
decompose the growth of labour productivity and Tégdween 1990 and 1998 in UK
manufacturing plants. This allows them to identifie share of the growth of aggregate
productivity attributable to plants that received RSA grant and the channels through
which this contribution is made. Their results shitvat plants that received an RSA grant
made a large positive contribution to the growthladfour productivity but a negative
contribution to the growth of TFP. The contributidm aggregate labour productivity
comes primarily from RSA grant recipients that oy their productivity between 1990
and 1998 also increasing their market share whieniegative contribution to the growth
of aggregate TFP is mostly due to RSA grant renigievith low TFP in 1990 increasing
their market share. While the contribution fromrgrdnd exit is large for plants that did
not receive a grant, it is far smaller from entgrand exiting plants that received an RSA

grant®

This paper reveals the proportion of aggregate ywtidty growth accounted for by plants
that received support. It does not attempt to ed@nthe causal impact of a business
support programme at the macroeconomic level.eiettore does not sit very comfortably
alongside the rest of the papers in this sectiorchvattempt to estimate a causal impact of

a business support programme.

% |t is arguable that this paper belongs more pigpender the heading of ‘Empirical Papers using
Microeconomic Data’ as the aggregates used in toeygtivity decomposition are calculated from the
microeconomic data of the ARD. However, as the dgmusition is performed using aggregate data, it is
placed in this section.

% This is the paper, referred to in chapter 1.3 chligjives results from an analysis of the impaaeogipt of

an RSA grant on survival. However, only a paragriaphevoted to this so it is impossible to critigabview

this aspect of the paper in any depth. Instead ishione briefly in chapter 8.1.
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Shift-Share Analysis

In a seminal paper, Moore and Rhodes (1973) emgiidy-share analysis to estimate the
impact on manufacturing employment and investmérthe moves made between 1960
and 1963 towards a more active regional policyhen WK (see chapter 2.5 for a history of
regional policy in the UK). They address the prablef the missing counterfactual by
constructing a series which purports to show whgtleyment and investment would have
been after 1963 in the Development Areas had thesm no change in policy. This is
achieved by applying the UK industry growth ratestlie employment and investment
levels of each industry in the Development Aredee Talculated figures are then summed
to yield aggregate ‘expected’ estimates for empleymand investment in the
Development Areas for each year. These are thempaad to the actual figures to give an
estimate of the impact of policy. This approackupposed to isolate the effects of policy
on the outcome variable by controlling for the impa&f industrial structure. Their
estimates are that in 1971, employment was 12%ehighthe Development Areas than it
would have been had there been no move towardsra awiive regional policy. For
Scotland, Wales and Northern Ireland, actual imaest was found to be 30% higher in

1970 than expected investment.

In essence, this approach relies upon the samengsisa that underpins the difference-in-
difference estimator. What is being assumed isttieigrowth rate of each industry in the
development areas would have been the same asrdlghgrate of the same industry
outside the development areas, had those industribe development areas not benefited
from a more active regional policy. However, it mag hypothesised that those industries
in the development areas would have performed réiftty without the more active
regional policy than those industries outside tbeetbopment area. This would be the case
if the decision to introduce a more active regigoalicy is taken due to the characteristics
of the industries in the development areas andetlcharacteristics make them prone to
relatively poor performance. In this case, theeatghce-in-difference assumption would
not hold and the estimates obtained would be abiastimate of the impact of the more

active regional policy.

A more advanced version of the shift-share estimatemployed by Canning, Moore and
Rhodes (1987). This version attempts to control the fact that those industries that

82



benefited from the change in policy may perfornfedéntly to those that did not benefit,
had there been no change in policy, by making @iskai that is available from before the
change in policy to calculate the difference imtregrowth rates across industries inside
and outside the development areas. More specifictide difference between actual and
expected values of the variable of interest, caleal as above, is regressed on time using
data from before the change in policy. The coedfition time is then used to extrapolate
this difference forward from the time of the chanigepolicy. The gap between the
difference between the actual and expected valudstlae extrapolated values of this
difference is the estimate of the policy effectingsthis methodology, Canning, Moore
and Rhodes find that between 1959 and 1971, regpwi@y in Northern Ireland created

an extra 33,000 manufacturing jobs.

However, the estimates rely upon the assumptidrthieadifference between the actual and
expected values of the series would have contitiggow at the same rate over time, had
there been no change in policy. This may not bec#ise if, for instance, the industries that
were to benefit from the change in policy would égerformed relatively worse than in
previous periods if there was no change in polidyis would be likely if the government
had changed policy because they had anticipated latively poor performance in the

development areas and wanted to prevent it.

Furthermore, estimates obtained using this methedansitive to the time period used to
estimate the coefficient on the time trend whiclhisn used to extrapolate the difference
between actual and expected values of the var@hlgerest. This is a serious problem as
it is impossible to know which time period will pide the most similar trend in the

difference between the actual and expected sesigbad which would be observed after
the change in policy, had there been no changelinyp Therefore, while this version of

the shift-share estimator is superior to the basrsion used in Moore and Rhodes (1973),

it remains open to criticism.

Multivariate Regression

Beason and Weinstein (1996) use a panel of Japaeesaral data that starts in 1955 and
ends in 1990 to consider which industries beneditnf government assistance in the form
of tax relief, low interest rate loans, subsidiasiffs and import quotas. They find that the
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targeted industries tended to be low-growth anceltacreasing returns to scale. They then
look at the impact of this assistance. Using fixediiects estimation, they find that these
measures increased investment and growth in tigeted industries but they cannot find

strong evidence of a major impact on TFP groffith.

The econometrics of this paper can be criticisedhengrounds that, even though fixed
effects are included in the model, there may bereetation between the treatment variable
and the error term that will bias the estimatehs treatment effect. This would arise if
industries tended to receive more assistance irsywehen they are performing better or

worse than average because of unobserved variables.

A similar paper by Lee (1996) uses a panel of satuata to investigate the impact of
industrial and trade policy on GVA, capital grovehd TFP in South Korea between 1963
and 1983. His empirical model for output is deriyeaim the neoclassical growth model,
allows for fixed and time effects and is estimateing both weighted least squares to
correct for cross-equation heteroskedasticity anelet-stage-least-squares to control for the
possible endogeneity of the treatment variables.rel$ults show that tax incentives had a
positive and statistically significant impact on &\And capital growth but no effect on
TFP while low interest bank loans had no impactamy of the dependent variables
considered. Trade protection was found to reduee dglowth rates of both labour

productivity and TFP.

Although each equation is estimated by three-slagst-squares, and the possibility of
correlation between the error term and the poliagiables is thereby acknowledged, the
way in which it was implemented does not guaraateenbiased estimate of the impact of
policy. This is because the instruments employedtiae once-lagged policy variables. If
the error term is autoregressive, these instrumargsinvalid as they will be correlated
with the error term (Bond, 2002). It is thereforettbr to adopt a dynamic version of the
equation so that the error term is serially undateel and lags may be used as instruments.

Another criticism that can be levelled at this agmh is that no effort is made to

understand the interrelationships between the pateamestimates obtained using different

22 Some estimates suggest that sectors that recaivégh proportion of low interest loans enjoyedheig

TFP growth rates, ceteris paribus, but this efieat found to be robust.
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dependent variables. For instance, the estimateeampact of policy on GVA growth will
clearly be a function of the estimate of the impafcpolicy on the growth of both capital
and TFP. On the other hand, the impact on the grofvtapital will be partly determined
by the impact on GVA as the demand for capital isleaived demand. Failure to
acknowledge these interrelationships creates dlffes in understanding the channels

through which policy has an impact.

Simulation

A more sophisticated means of policy evaluatiort gheids this criticism is to estimate a
structural model and use this to estimate the imp&policy. This is the method employed
by Harris (1991b) to investigate the impact of awdtic capital subsidies on employment
in the Northern Irish manufacturing sector. His mlodicorporates an industry production
equation, an industry demand equation and factorate equations. The parameters of
these equations are estimated by full-informaticaximum likelihood using data for the
period from 1950 to 1983. The parameterised mal#hen used to generate estimates of
what output, labour and capital would have beemw, datomatic capital grants not been
provided. The results show that had the automatpstal grants been unavailable, output
would have been around 3.9% lower, the capitalkstaould have been smaller by almost
23.8% and employment would have been higher by%6.This shows that automatic
capital grants created a large substitution of lakfor capital and that this substitution
effect outweighed the output effect so that theraVémpact of the grants on employment

was negative.

The use of industry level data in this paper was problematic because the support
provided was automatic. However, many papers udasiny level data to analyse the
impact of discretionary business support programigres this is not the best unit of

observation to use in the analysis of the impacsuth programmes. This is because
industry level data precludes the comparison @tinent and control groups as there is no
such thing as a treated industry because somespdarirms within each industry will not

have received treatment and there is also unlikelipe an untreated industry, as some
plants or firms within each industry will generalhave received treatment. To find

genuine treatment and control groups when the progre is discretionary, it is necessary
to use plant or firm level data. Such data perrtiits direct comparison of an outcome
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variable across treated and control groups andeblyerffacilitates the estimation of

treatment effects.

4.4. Empirical Papers Using Microeconomic Data

Most of the recent papers on the impact of gramisfion performance have used
microeconomic data which allows the constructiotredtment and control groups in line
with the approach advocated in the evaluationditee (see, for example, Blundell and
Costa Dias, 2008). Such papers will be reviewedhis section. They are grouped
according to the method employed to deal with seléction and this section therefore
links into chapter 3.3 where the methods availaiolecontrol for self-selection are

discussed.

Difference-in-Difference

One of the most popular approaches to evaluatirginbas support programmes is by
employing the difference-in-difference estimatohisTis the approach taken by Hart and
Scott (1994) who, as part of a broad analysis eféfiectiveness of small firm policy in
Northern Ireland, investigate the impact of reaegvia SFA grant between 1984-5 and
1988-9 on employment growth in small manufactufings between 1986 and 1990. SFA
is Northern Ireland’s equivalent of the RSA scheffieey offer four alternative control
groups: small manufacturing firms that did not reeesupport in Northern Ireland, small
manufacturing firms in Leicestershire, small maetdang firms in Wearside, and small
manufacturing firms in the Republic of Ireland. Riés are reported for all four although,
as acknowledged by the authors, the last two ateappropriate control groups because
government assistance was also available in Wesaesid in the Republic of Ireland and
those plants that received such assistance coutdbeoidentified. They find that
employment growth in SFA assisted firms was 19.1@hdr than in non-assisted Northern
Irish firms and 22.3% higher than in small firmsLigicestershire.

The most obvious problem with these estimatesdastiture of the assumption required to
obtain unbiased estimates of the treatment effidat is that grant recipients in Northern
Ireland would have experienced exactly the samel@ment growth as non-assisted
Northern Irish firms or firms in Leicestershire,chthey not received a grant. With respect

86



to the former, as Northern Irish grant recipients @ self-selected group of the population,
they are likely to differ from Northern Irish firmthat did not receive treatment in ways
that effect their employment growth. With respeatthe latter, not only are firms in

Northern Ireland likely to have different characgcs from plants in Leicestershire that
determine employment growth, macroeconomic conustimay also differ between the
two areas and this will also lead to differenceshiair rates of employment growth. As a

result, this application of the difference-in-diface estimator is not convincing.

The difference-in-difference estimator is also ubgdBronzini and de Blasio (2006) who
provide an evaluation of the impact on investmdntapital grants provided under ltaly’s
Law 488/1992. These grants, intended to reduceomegiinequalities in income, are
awarded to manufacturing and extractive firms tgfowauctions where applicant firms
score points in relation to criteria such as thenber of jobs that will be created by the
project. As a control group they use those firmat thpplied for assistance but were
rejected. Results show that in the year after wogithe first instalment (of three)
recipients increase their investment levels retatiy the control group. However, in the
years after the last instalment is received, inmest levels are lower for the treatment
group which suggests that firms may have interteadposubstituted their investment in
response to the grant. To test the robustnessofdahult to the control group they firstly
use as an alternative control group firms whiclenezd scores in the auction process close
to successful firms and secondly firms with investinprofiles similar to treated firms

prior to the provision of grants. Neither approaanificantly changes the results.

In their paper, the assumption that has to holdHermain estimates to be unbiased is that
firms that received a grant would have experiereatttly the same growth in investment
as those plants that applied for assistance but vegected, had they not received a grant.
As the firms that did not receive treatment did dot so because they did not score
sufficiently well in the auction, it is reasonalite expect that they are different to those
plants in terms of characteristics. If these charastics affect their investment growth,
this violates the assumption outlined above. Alttout is commendable that this paper

experiments with other control groups, these casitodarly criticised.
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Multivariate OLS

The difference-in-difference estimator can be penfed with a regression of the first-
differenced outcome variable on a treatment dumaniable using OLS. However, if there
are observed variables that are likely to be cateel with the treatment variable and the
error term, these should be included in the regrasdhis is what is done by Bergstrom
(2000) in his analysis of the impact on TFP of Swledselective capital subsidies. His
dataset comprises firms that received a grant 89Xhd a control group randomly drawn
from the population of Swedish firms. He beginsulsing a logit model to show that firms
that received a subsidy in 1989 tended to have biéeated in a support area, to have been
younger and to have had lower labour productivitgnt those that did not receive a
subsidy. In the main regression, he uses the graivthutput between 1989 and dates
ranging from 1990 to 1993 as the dependent varidlble treatment variable is the level of
subsidy received by the firm in 1989. The equat®restimated by OLS and a bounded
influence estimation technique which minimises thiduence of outliers (see Maddala,
2001: 476-479 for an introduction to bounded infice estimation). Results obtained by
selecting 1990 as the terminal date showed thaidigs raised TFP growth in the year
after the subsidies were provided (although thdfiooent is not statistically significant
using the bounded influence estimator). Howevenggi991 to 1993 as terminal dates
gave a negative, and often statistically significazoefficient on the subsidy variable
suggesting that subsidies may actually reduce TB®th in the longer term.

This approach is an improvement on the simple diffee-in-difference estimator as it
controls for differences in observed charactesstcross treatment and control groups.
Omitting these variables would create a correlabietween the treatment variable and the
error term. However, the econometrics may stilubsatisfactory as no attempt is made to
control for possible correlation between the vdsameasuring the size of the grant
awarded and the error term arising from differeniceanobserved characteristics across
treatment and control groups (see Chapter 3.3 fmerdiscussion of the shortcomings of
the fixed effects estimator). As firms that receassistance are a self-selected group, they
may have unobserved characteristics that allow theergrow faster or slower than the

control group and this will generate a bias inésBmated coefficient.
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A further problem with this paper is that corredatibetween the error term and the growth
of factor inputs is ignored. As discussed in chaft8, this arises when firms have some
knowledge about the realisation of the error temd ase this information to make their
choice of the growth of inputs. As discussed byliElnd(2008), failing to account for the
endogeneity of control variables can bias the egrof the treatment effect.

Fixed effects

A paper of particular relevance to this thesis ysHarris and Robinson (2004). As in
chapter 7, they use a plant-level panel datasested by linking SAMIS with the ARD, to
estimate the impact of receiving an RSA grant o TFheir model is also an augmented
log-linear Cobb-Douglas production function in whithey deal with the endogeneity of
capital, employment and intermediate inputs usihg system GMM estimator (see
appendix A7.1 for a discussion of the system GMHMingstor). Unlike in this thesis, they
also look at the impact of the SMART and SPUR satemhich are discussed in chapter
2.6. In addition to a number of control variablig® model contains four dummy variables.
The first is a dummy that takes the value of onevary period if a plant was assisted at
any time by RSA and the second is the equivalentfe SMART and SPUR schemes.
These dummies allow the intercepts to vary acrosatrhent and control groups and
therefore show whether RSA or SMART/SPUR recipigmsl high or low TFP levels
prior to receiving support. The other two dummies equal to one from the time that a
plant receives an RSA or SMART/SPUR grant and tleeefficients are intended to
estimates the treatment effect. When the contmlgis drawn from plants throughout the
whole of Britain, the results indicate that RSAipgents had initially lower levels but that
SMART/SPUR recipients had higher levels of TFPthea case of RSA, receiving support
was found to increase TFP by 2.5% but receivingMART/SPUR grant led to no

statistically significant change in TFP.

One criticism of this paper is that a larger prajor of the plants that received treatment
were not linked to the ARD than in the datasetdaibed in the empirical chapters here. As
discussed in chapter 5.3, failure to identify R®A&ipients can potentially generate biased

estimates of the treatment effect.
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A similar model is employed by Harris and Train@0Q5) to investigate the impact of
SFA in Northern Ireland on TFP. Their dataset isated by linking the ARD with a
dataset constructed from the records of the Induddevelopment Board. Again, a GMM
estimator is used to control for the endogeneityfaafor inputs. Their model is more
sophisticated than that estimated in Harris andifdoim (2004). It allows for the
possibility that SFA grant recipients may diffeorin plants that do not receive a grant in
their technologies by using interaction variablEsrthermore, they separate SFA into
capital grants and other forms of grant assistatiese,if a 1990 change in industrial policy
changed the impact of either on TFP and investigdiether their impact differs according
to the location of the plant owners. The modells® @&stimated by industry because of ‘a
strong a priori assumption that industries arelyike differ in terms of their underlying
production functions, product life cycles, and tiius potential impact of SFA’ (Harris and
Trainor, 2005: 65). This approach is also takenhapter 7. The results show that capital
grants were more likely than other types of grampip®rt to increase TFP and that the 1990
change in industrial policy towards improving conifpeeness rather than promoting

employment did lead to a greater impact of SFA 6R.T

This approach of both these papers is a specifee e the fixed effects estimator
discussed in chapter 3.3. Instead of including mmy variable for each plant, only a
single dummy variable is included which equals ttmeughout time for plants that receive
assistance. The problem with this approach is éneesas that of the fixed effects in that it
fails to deal with the potential existence of ctaten between the error term and the
treatment variable. This dummy variable will onlgntrol for self-selection bias if the

mean of the error term is the same for plants tbegive treatment before and after they
receive treatment. If, for instance, plants teneégerforming better or worse than normal
due to some unobserved characteristic and thislemdhem applying for assistance, a
correlation will exist between the treatment valealand the error term that is not
controlled for using this method. In this way, thmethod is not an adequate control for
self-selection bias.

A standard application of the fixed effects estionais provided by Kangasharju and
Venetoklis (2002). Their paper aims to calculate #ffect of various types of subsidy
provided by the Finnish government on firm emplopineetween 1995 and 1998. They
estimate a fixed effects panel model with contenriables and time dummies in an attempt
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to mitigate the problem of self-selection bias. kg dependent variable, ‘own payroll’, is
calculated by subtracting the value of the subsidy the firm’s payroll in order to avoid

a trivial relationship between the value of thessdp received and the dependent variable.
Allowing subsidies to have an impact on employmenthe year in which they are
provided and in the following year, results showttreceiving employment subsidies led
to an average increase of 11% in ‘own payroll’.tRer analysis shows that an extra Euro
of subsidies generates only an extra 34 centswm ‘payroll’. This suggests that subsidies
are displacing employment as on average firms c6@86 of the costs of a subsidised
job.2® At the 95% level, Investment and Operation sulesidgind R&D subsidies are not

found to have a statistically significant impacttbis measure.

The fixed effects estimator in its standard formsgesses no advantage in terms of
overcoming self-selection bias over the approactinea in the Harris and Robinson

(2004) and Harris and Trainor (2005). It is therefeubject to the same criticisms that it
does not control for bias that arises when firntenree grants in years in which they are

performing unusually well or badly due to some w®hed factor.

A criticism that is more specific to this papethat only allowing the subsidies to have an
impact in the year in which they are provided amel following year is restrictive and will
lead to underestimates of the treatment effeainies of the impact occurs after this period.
Another concern is that, unlike in Harris and Raloim (2004) and Harris and Trainor
(2005), no attempt is made to tackle the endoggoéibther covariates in the model. Sales
is included in the model and, as owners choose theel of output and factor inputs
simultaneously, this will be correlated with theogrterm and this may lead to biased
estimates of the impact of treatment (Gorter, Hdsd\Nijkamp and Pels, 1997).

Matching and Multivariate Regression

Perhaps the most intuitive way of evaluating a mess support programme with non-
experimental data is with the matching estimatorm@, Goérg and Strobl (2007b) use this
approach to investigate the impact of grants omtpsarvival using a Cox proportional

hazard model. Their dataset is constructed byrdmkinree datasets collected by Forfas, the

% For there to be no displacement, one Euro musttiean increase in payroll of at least 1.5 Eufdists
cover 60% of the subsidised job.
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agency responsible for industrial development,rsm@eand technology in the Republic of
Ireland. The control group is constructed usingppresity score matching. Their results
indicate that receiving a government grant lowetesl probability of closing. It is noted
that the closure of a domestic plant is more likedlymean the closure of the entire
enterprise than the exit of a foreign-owned planirathe latter case the enterprise may
only be shifting production to another country. kthis difference in mind, tests for a
differential effect on closure probability of gramteceived by foreign-owned plants were
run but no significant difference in closure proitigbwas found. The authors therefore
conclude that the evidence that grants are suadessiaintaining foreign investment is

not as strong as that showing their effectiven@sgamestic firms.

A strange feature of this paper is that the probitdel which generates the propensity
scores, which are then used to create the matdmagls, contains variables that do not
feature in the hazard model while the hazard madetains variables that are omitted
from the probit model. If the strategy of estimgta multivariate outcome equation rather
than one that only includes the treatment variabtaken, all variables that determine both
treatment status and the outcome variable shoulddbeded in both the probit model and
the hazard model. This is because, on the one andbles included in the probit but not
the hazard model will lead to a relatively poorlyatched sample in terms of those
variables that are included in the hazard modebhbse the sample will be matched on
these variables in addition to those included ehihzard model. On the other hand, those
variables included in the hazard model but notudet the probit model will not be as
well balanced as they would have been if they reehbncluded in the probit model. This
strategy will therefore create an unnecessarily pp@ance of the observed characteristics
across the treatment and control groups in theoowtcregression. As creating a well

balanced sample is the reason for creating a matdm@ple, this approach is problematic.

A more general point is the perennial issue with atching estimator: whether there are
any unobserved determinants of both the treatmehbatcome variable that will generate
a correlation between the treatment variable aadthicome variable. If such determinants

exist, the estimated treatment effect will be bihase

92



Matching and Difference-in-Difference

Ankarhem, Daunfeldt, Quoreshi and Rudholm (2009estigate whether Regional
Investment Grants given to Swedish firms betwee®018nd 1999 had a positive impact
on firm performance, as measured by employmentranans to equity growth. Using a
large panel dataset containing all limited firmstive two support areas of Sweden, they
use the difference-in-difference estimator on adanof firms created using propensity
score matching. As it is difficult to say, a priohow long it will take for the grant to
impact upon the dependent variable, estimates wal@ilated over one, three and five
year intervals following receipt of the grant. Thathors also allow for a differential
impact of the grants on firms of different sizesdajculating estimates using firms which
have turnover of less than Swedish Krona (SEK) Q@®, firms with turnover greater than
SEK 100,000 but less than 1 million and firms witinnover that is greater than SEK 1
million. Estimation is performed by year. No statally significant impact of Regional
Investment Grants on returns to equity was foundafoy of estimations performed. A
positive and statistically significant impact isufal for a few of the employment estimates
but the vast majority show no significant effect.

As in Bronzini and de Blasio (2006), the effectdtafy’s Law 488/1992 are the subject of
a paper by Pellegrini and Centra (2006). They ereamatched sample, using both kernel
and nearest neighbour matching, to create a cogtmip drawn from those firms that
applied but were rejected for a grant and thenyath@ difference-in-difference estimator
to control for time invariant differences in perfoance across treatment and control
groups. Using either matching procedure they fihdt tgrant recipients experienced
significantly higher rates of growth in turnovemgloyment and fixed assets than firms in
the control group which is unsurprising given thatune of the grants provided.
Importantly though, labour productivity grew slowan the treatment group by a
statistically significant amount which casts doupon the sustainability of the jobs created
by the scheme.

While the combination of matching and differencedifference represents an
improvement on the simple difference-in-differengeethod, its validity can still be
questioned. The fact that treatment and controuggohave been matched on observed
characteristics does not guarantee that they allewaé¢ched on unobserved characteristics
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that determine treatment status and the growthhen dutcome variable. When such
characteristics exist, the difference-in-differerassumption will not hold. Furthermore,
even if the observed covariates are perfectly neatch the start period, differences may
appear by the end period that are unrelated tomeza and which determine the value of
the outcome variable. These differences ought toctwetrolled for and this is the

motivation for using the matched sample to estin@ateultivariate regression rather than

using the difference-in-difference estimator.

Instrumental Variables

The standard econometric means of dealing with-s&éction is instrumental variables
estimation. Girma, Gorg and Strobl (2007a) chodgg method in their analysis of the
effect of government grants on TFP. Their dataseteated by linking data from the Irish
Economy Expenditure survey, an annual survey ofufeeuring plants in the Republic of
Ireland, with data collected by the Industrial Dieypenent Authority on grant paymertts.
TFP is regressed on grant levels and a numbermdfatosariables using the system GMM
estimator. When the grant levels variable is carc$éd using all grants available from the
IDA, there is found to be no statistically signdit impact on TFP. However when the
grant level variable is disaggregated into a vadeidbat includes grants that are likely to
enhance productivity and another containing alleotgrants, a positive and statistically
significant effect is found for the former. To téisé hypothesis that financially constrained
plants benefit most from grants, they augment thedel with interactions between the
disaggregated grant level variables and debt tayecptios and find that, for productivity
enhancing grants, the hypothesis holds.

The major problem with this paper is the lack obdanstrumental variables. The system
GMM estimator tackles the endogeneity of factoruitspwell but is not a good way of
controlling for self-selection bias. Essentiallpetinstruments in this paper are lagged
levels and first differences of the grant levels fiee endogenous first differences and
levels of the grant levels respectively. Such unsients will be very weak predictors of
current grant levels and the estimates will theeefze centred on the biased OLS estimates

(see chapter 3.2). Furthermore, they may not bgena@us as, in the levels equation of the

4 These are the Irish equivalents of the ARD and $2\Mspectively.
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system GMM estimator, there is no transformationiclwvhremoves time-invariant

heterogeneity and lagged differences of the grargl$ could well be correlated with this
time-invariant heterogeneity. Another issue is fhBP is calculated in a first stage using
the Levinsohn and Petrin approach which, as dischss appendix A7.1, is based on

untenable assumptions.

Using the same dataset as in their paper on thexteffon TFP of grants in Northern
Ireland, Harris and Trainor (2007) find that SFA swanostly aimed at preventing
redundancies in existing plants rather than crgagimployment through the provision of
assistance to new plants. Using a Cox proportitrdalards model, they find, using no
method to control for self-selection bias, thatisiesl plants had on average a 24.1% lower
probability of closure than plants receiving noistssice. Noting the potential existence of
self-selection bias, they then re-estimate the rhosiag the predicted values from a Tobit
regression of value of SFA received upon relevamiables instead of the actual values of

SFA received. This yields a corresponding figuré sfo.

A major problem with this application of IV estimat is the absence of a good IV. The
only variable that appears as a determinant oftgarel but does not appear in the
proportional hazards model is the natural logaritbirfirm age. However, firm age, in
levels, does appear in the outcome equation. Satiidation depends only upon this
transformation and the nonlinear relationship betwehe treatment variable and the
explanatory variables used in the treatment regresaduced by the Tobit model. As a
result, there is likely to be substantial collingaimvolving the treatment variable in the
outcome equation which may lead to inefficient rasties. Another problem is that
instrumental variables cannot be used in the Cmpational hazards model in this
manner (Bijwaard, 2008). The method of replacing theatment variable with the
predicted values from a regression of the treatranaible on exogenous determinants of
treatment is only valid if the model is linear. TR®x proportional hazards model is

nonlinear.

A more conventional application of IV estimationfaaind in Criscuolo, Martin, Overman
and Van Reenen (2007). Their paper investigatesmpact of grants provided under the
UK’'s RSA scheme between 1988 and 2003 on employmaemestment and labour

productivity using a dataset derived from the satatasets as are used here; namely,
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SAMIS and the ARD. As an instrument for treatmeatiss they use dummies representing
the different levels of support to which plants angitled. It is argued that these are subject
to exogenous variation because lags in the prodessmining the Assisted Areas Map
lead to the entitlement map being determined bysunes of economic deprivation that are
between three and five years out-of-date by the tine new map comes into force. The
Assisted Areas map is also affected by changedJiwitle average GDP per capita and
unemployment which are heavily influenced by exagenfactors such as the accession of
new countries to the EU. During the period undersideration there were changes to the
Assisted Areas map in 1993 and 2000. Using th&eggly they find a large and statistically
significant effect of RSA on employment and investin The authors do not find a

significant impact on labour productivity or TFP.

In the analysis of business support programmes, ithithe best application of the
instrumental variables estimator of which the autisoaware. As such, a version of this
instrumental variables strategy will be used in ¢nepirical analysis later. The possibility
that the instrument is not valid will therefore tiscussed in chapter 7.3. Other criticisms
may also be levelled at this paper. Firstly, thalgsis is carried out at the reporting unit
level. As discussed in chapter 5.3, RSA grants gaven to individual plants so the
reporting unit is not the most appropriate levelaich to conduct analysis. Furthermore,
many firms that received RSA have not been linkethfSAMIS to the ARD. These firms
therefore remain erroneously in the control grodpsuming a positive impact of RSA,
this will lead to downwards biased estimates ofithpact of RSA grants. While it is not
possible to match all firms to the ARD, it is pddsito link a higher percentage than is
achieved here. Lastly, there is no attempt madmdrol for correlation between the error
term and the control variables. As will be disculsse chapter 7.3, this may also lead to

biased estimates of the treatment effect.

Control Functions

In all the papers discussed below, the dependemabla is a growth rate so that the
analyses are cross-sectional. This may reflectdiffeculties in extending the control

function method to the panel data case (see ch3j@dor a discussion of this issue).
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Faulk (2002) analyses the impact of the Georgia Tab Credit on employment growth.

Using firm level data, a switching regression madetmployed to allow the impact of the
explanatory variables to vary across treatment @amdeated groups. The inverse Mills
ratio is estimated and included in the outcome gguador treatment and untreated groups
to control for self-selection into the treatmenbgp. The coefficients on the inverse Mills
ratio are found to be insignificant in both equasiondicating that firms did not self-select
into the scheme. The results show that 23.5% 692 af the employment created by firms
that participated in the programme was attributablthe employment boosting effects of
the Job Tax Credit. Attention is however drawn e issue of additionality as these
estimates imply that 72.4% to 76.5% of the job$ Whare created by the participant firms

would have been created without the assistandeeodab Tax Credit.

A very similar study is by Gabe and Kraybill (200Zheir paper examines the impact of
five development programmes on the growth of 3@éldishments in Ohio that undertook
major expansions between 1993 and 1995. The laglest of assisted firms received
assistance under the Ohio Job Tax Credit which h&'® version of the programme
examined by Faulk (2002). Their focus is not ontytbe effect of these programmes on
actual employment growth but also on the impacth® employment growth that firms
announce they will achieve. The latter questionofsinterest because firms may
overestimate the number of jobs they intend toter@a order to secure more generous
awards from the government. A switching model ispkyed with self-selection
controlled for by the inclusion of inverse Millsti@s. They find that overall these
programmes had little effect on actual employmeotMgh but a large and positive impact

on the amount of jobs that firms announce they evéhate.

An obvious problem with switching models is thahaligh an estimate can be calculated
of the impact of the scheme on the outcome varjabdezause separate equations are
estimated for the treatment and untreated grohpsstatistical significance of this estimate
is not automatically provided as it is when a singhuation approach is used. It should
also be noted that the justification used for shitg regressions — that they allow the
impact of the explanatory variables to vary acitosatment and control groups — does not
necessitate separate equations as this could bevadhwith one equation using interaction

variables (such interaction variables are usedarrisland Trainor, 2005).
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Control functions are used in a single equationRmper and Hewitt-Dundas (2001) to
investigate the impact of business support granttumover growth, employment growth
and profit to asset ratios between 1991 and 199d4mall businesses operating in the
Republic of Ireland and Northern Ireland. For thepRblic of Ireland, the selection term
was found to be not statistically significant usengy of the variables mentioned above as
dependent variables. For Northern Ireland, it watssignificant when turnover growth and
the profit to assets ratio were used. However wdraployment growth was the dependent
variable, the selection term was negative and ssizdily significant at the 5% level
suggesting that grants were being targeted at filvats in the absence of assistance, would
have experienced below average levels of employngeowth. For the Republic of
Ireland, the coefficient on the assistance dummyoaisstatistically significant at the 5%
level using any of the dependent variables althoiigls positive and statistically
significant at the 10% level in the employment gtlowquation. Results are the same for
Northern Ireland with the exception that the assisé variable is now positive and
significant at the 5% level when employment grovwgtthe dependent variable. Another
regression is run using the Northern Irish dataetst the impact of grants on labour
productivity. This yields a negative and statidticaignificant coefficient on the assistance
indicator which shows that grants, while boostingpoyment growth, have a detrimental
impact on labour productivity. This suggests thedt tthe jobs created by the grants may

not be sustainable in the long-run.

Roper and Hart (2005), using the same approacHuateathe impact of participation

between 1996 and 1998 in the Business Links progmmn the growth of employment,

turnover and labour productivity between 1996 af@@in small firms in England. The

Business Links programme consisted primarily ofssdised consultancy and specialist
advice and is thus an example of ‘soft’ supporabRrmodels provide little evidence that
Business Links was being targeted at firms that pedormed well in the past. In the
main regression, selection terms are found to hestatistically significant when any of

the dependent variables are used. The coefficammthe Business Links dummy are also
never significant which suggests that the Busihgisks programme had no impact on the
chosen indicators of performance. However, the@sthlso find that when the selection
term is not included in the employment growth etumta positive and statistically

significant effect of Business Links participatios obtained. This highlights the

importance of controlling for self-selection bias.
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Control functions are also used by Hart, DriffieRper and Mole (2008a) in their wide-
ranging report into the impact of RSA grants preddn Scotland between 2000 and 2004
on plant performance. Their dataset is gathereth feotelephone survey of 157 RSA
recipients and 157 non-recipients and includesoadiset of variables thought likely to
influence performance and growth. It also includésit the authors argue to be good IVs:
the existence of a published business plan, firey agporting behaviour and the degree of
local R&D. Using the growth of employment betweed02 and 2006 as the dependent
variable, they find that RSA grants had a positind statistically significant impat.The
estimated coefficient on the inverse Mills rationegative indicating that RSA grants went
to plants that would have experienced below avemgployment growth had they not
received an RSA grant. Using sales and labour mtodty growth as dependent variables,
the treatment dummy was not significant and itiiggested that two years may have been

an insufficient period of time to capture the emtffects of assistance on these variables.

As with most applications of the control functiostimator, it is hard to argue that a
complete specification of the treatment equatios haen provided in these papers. As
discussed in chapter 3.3, the requirement for laspécification of the treatment equation
is one of the drawbacks of this approach. Furtheentbe instruments used in these papers
may be invalid. For example, in Hart, Driffield, pegr, and Mole (2008) the following
instruments are used: the existence of a publigheiness plan, firm age, exporting
behaviour and the degree of local R&D. Howeveraagument can be made that all of
these instruments are not valid: the existence plilalished business plan may reflect
managerial skills; firm age may capture the vintajeechnology (Samaniego, 2006);
exporting may force a firm to become more effici@darris and Li, 2007) and the degree
of local R&D may capture technology spillovers (Heaif, 2000). If these variables are not
valid instrumental variables, their usage as sudh lead to biased estimates of the
treatment effect. Finally, the criticism that thedegeneity of other covariates is ignored
can also be levelled at all these studfes.

% Results from a two-stage-least-squares modellsoer@ported. These are the same in terms of gmeasid
statistical significance of the treatment variable.
% These criticisms can also be made against therpatigscussed in the control functions and switching

regressions section.
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4.5. Conclusion

This first part of this chapter reviewed what potidins are available from the theoretical
literature concerning the empirical analyses ofptés 6, 7 and 8. In relation to the
productivity decomposition, the theoretical litena appears to suggest that a scheme such
as RSA will have a negative impact on the growtlaggregate productivity. In relation to
chapters 7 and 8, receipt of an RSA grant is exgoeict have a positive impact on TFP and
a negative impact on the probability of closure.

The review of empirical papers offered ambiguousl@we concerning what results may
be expected from the chapter that examines the amplaRSA on TFP. Limiting the
discussion to studies that look specifically at R#®A scheme, Harris and Robinson (2004)
find a positive and significant impact of RSA onPF.FCriscuolo, Martin, Overman and
Van Reenen (2007) find no significant impact orheitTFP or labour productivity and
Hart, Driffield, Roper and Mole (2008a) find no iagi on the growth of labour
productivity. The evidence on the impact of othersibess support programmes on
productivity is also inconclusive although moredsés find no statistically significant
effect than studies that do. Fewer studies analy®e impact of business support
programmes on survival. Of the two discussed h@nema, Gorg and Strobl (2007b) and
Harris and Trainor (2007) find a significant redant in closure probability. As the
programmes analysed in these papers are simithet®SA scheme, this provides further
evidence in support of an a priori expectation tR&A will be found to reduce closure

probability.

The approach taken to analyse the impact of RSAKR in chapter 7 differs from all the
studies in that it not only takes account of biasimg from self-selection but also deals
with the endogeneity the factor inputs. In the ssadhat examine the effectiveness of RSA
using the same dataset as is used here, Crischadin, Overman and Van Reenen
(2007) deal with the former but not the latter whtarris and Robinson (2004) tackle the
latter but not the former. Furthermore, the datased here is superior to that used in both

of these studies as more of the plants that reddR®A have been identified in the ARD.

The method adopted to examine the effectivened8S# in reducing the closure rate is
very similar to that taken in Girma, Gorg and Str(#007b) in that a Cox proportional
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hazard model is estimated on a matched sampleeAsin the obvious point that they
were looking at the effectiveness of Irish granédher than RSA, there are other
differences. Most importantly, their specificatiafi the probit model that determines
treatment is not consistent with the hazard mo@elabse variables are included in the
former that are excluded in the latter and excluidetthe former but included in the latter.

The approach adopted in chapter 8 is not openetgdime criticism.
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5. Data

5.1. Introduction

The dataset that will be used in the empirical ys&d of chapters 6, 7 and 8 is created by
merging the SAMIS into the ARD. The former is aistgr containing information on
plants that received support under the followingngrschemes: RSA, IFG, SMART and
SPUR? The ARD is a longitudinal database that contaimarge of variables including
factor inputs and outputs. Successfully linking the® databases is crucial as failure to
identify a high proportion of plants which receivamh RSA grant in the ARD will
undermine the results in the empirical analyses Work undertaken to merge the two
datasets builds on that of Harris (2005a) and Gakxg Martin, Overman and Van Reenen
(2007). This resulted in over 91% of the plantg tkeaeived RSA grants in Scotland being
located in the ARD. This is a higher link than heen achieved in previous studies and

therefore provides a firmer basis for analysishefimpact of RSA.

The chapter is structured as follows: the nextisecwill provide descriptive statistics
from SAMIS on the distribution of grants acrossry@adustry and region; the third section
describes the method used and the extent to whAMIS was linked into the ARD,; the
fourth section gives a description of the variableshe merged dataset; the fifth gives a
comparison of the characteristics of RSA plants and-assisted plants and the final

section concludes.

5.2. SAMIS Descriptive Statistics

The Department for Business, Enterprise and Regpyldefornf® maintains the SAMIS
database which contains information on the plantsfams that receive assistance under
various business support schemes in GB. Althoughsthtistical analysis conducted later

will focus exclusively on the largest of these soks, RSA, this section will provide

2" Information on firms that received support undee LINK and Benchmark schemes is also given in
SAMIS but, as these are not grant schemes, théyatibe discussed.

% Formerly the Department for Trade and Industry DT
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descriptive statistics on all the grant schemestainad in SAMIS for comparative
purposes and to place the RSA scheme in the cootéie different types of grant support

available in Scotland.

Table 5.1 shows some basic descriptive statisttgshe number and value of grants

awarded under different schemes. Detailed inforomatin the RSA and SMART schemes
is given in chapter 2.6. As discussed in that arapghe IFG and SPUR schemes have
recently been subsumed into the RSA and SMART sekawspectively. The former was

an investment grant scheme which provided grantsraller projects than those assisted
by RSA. The SPUR scheme was an innovation gramnselthat supported R&D projects.

Further details on the IFG and SPUR schemes aendiy Harris (2005a).

Table 5.1: Number and value of grants awarded bgrse in Scotland, 1972-2003

Number of Grants Mean Number of Mean Grant Value

Grants Per Year (2003 prices)
RSA 2,023 65 747,467
IFG 146 37 58,209
SMART 151 10 56,395
SPUR 55 4 191,265

Source: SAMIS

The first column shows that 2,023 grants have lmearded under the RSA scheme in
Scotland since its initiation in 1972. The corrasgiag figures for IFG, SMART and
SPUR are far smaller but these numbers are, irelpagt, a reflection of the different
lengths of time for which the schemes have operdtedavoid this spurious comparison,
the next column shows the average number of geamésded each year during the period
in which the schemes were in operation. This shibnag at 65 grants per year, many more
RSA grants were awarded on average per year thaothar type of grant. 37 IFG grants
were provided on average each year while, for tim@vation grants, the average number
of SMART and SPUR grants was only 10 and 4 respelgti The final column gives the
average value of grants awarded under each sch&éhe.RSA scheme is far more
generous than the other schemes with an averagel avalmost £750,000. The average
award made under the IFG scheme was under 8% ofalbe of the average award made
under the RSA scheme which is the result of IFGhigrdoeing only awarded to smaller
projects. The average award made under the SMAR@&nse was of a similar magnitude
to that provided to IFG grant recipients while theerage SPUR grant was almost

£200,000. The difference between the average amade under the SMART and SPUR
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scheme is a consequence of the SPUR scheme hanowglgd support for large R&D
projects while the SMART scheme, prior to subsumntimg SPUR scheme, gave support

for less costly feasibility studies.

Figure 5.1 shows the number of grants received gaahunder each scheme in Scotland.
The numbers for recent years should be treated agitition as, due to delays in updating
SAMIS, the database may not include all of the nmrexent awards. Figure 5.2 gives the

total value of grants provided each year under eackcheme.
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Figure 5.1: Number of grants received in Scotlapgdmar, 1972-2003
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Figure 5.2: Value of grants received in Scotland/égr, 1972-2003 (2003 prices)
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As is clear from figure 5.1, RSA is the scheme tidt been in operation for the longest
period of time, having begun throughout GB in 19@khough the first grants were
awarded in Scotland in 1973. The number of awardgarmunder the RSA scheme has
fluctuated considerably over time but an upwaradres discernible until 1999. Dramatic
falls were witnessed in 2000 and 2001 due to th®duoction of the IFG scheme which
provided investment grants to smaller projects thed previously been given under the
RSA scheme. Turning to the innovation grants sclserttee first SMART grants were
provided in 1988 in Scotland and the number of dwdras displayed no obvious trend.
The largest number of SMART grants awarded wa1I®B5. The first award in Scotland
under the SPUR scheme was made in 1991. Compaxtido schemes, relatively few of

these grants have been provided with a peak in b8927 awards.

The most obvious lesson from figure 5.2 is that Wiadue of RSA grants has always
dwarfed that of grants provided under differentesubs. This is a reflection of both the
larger number of RSA grants as well as their langdue. The value of RSA awards has
fluctuated even more than their number but haslalsp no discernible upward or
downward trend. In 1975, 1990, 1993 and 1994 o\#r illion of RSA support was

awarded but in 1973, 1976, 1982, 1986, 1991, 20012903, less than £25 million was
awarded under the scheme. As the number of RSAigtanded to rise until 2000, this

implies that RSA grant levels have fallen over time

Because of the relatively high value of the grawsrded under the RSA scheme, figure
5.2 is not particularly helpful in showing the valaf grants awarded under other schemes.
To better illustrate this, figure A5.1 in appendi®s shows the value of grants awarded by
year under the IFG, SMART and SPUR schemes onlis 3hows that the IFG scheme
never awarded more than £6 million in spite of jlowg a larger number of grants than
RSA in 2001 and 2002. As discussed earlier, thiss ¢g@nsequence of the smaller projects
that it assisted. In terms of the innovation gracitemes, the value of SMART awards
peaked at £1 million in 1995 and has since declifiéé largest amount awarded under the
SPUR scheme was £2.8 million in 2001. As discussetier, because SPUR awards were
provided to assist more costly projects than SMA&Wards, this is consistent with

expectations.
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Figure 5.3 shows the number of grants awarded uedeh scheme for each 2-digit
standard industrial classification (SIC) 80 code.odrder to avoid making misleading
comparisons due to differences in the length ofetifor which schemes have been
operating, the total number of grants for each stiguis divided by the number of years
that each scheme has been in operation so thégthres represent the average number of
grants received under each scheme for each yelaththacheme operated. The industries
represented by each code are listed in AppendixFigure 5.4 shows the value of grants
received by 2-digit SIC 80 industry on the sameasas the number of grants is shown in

figure 5.3.
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Figure 5.3: Average number of grants received par yn Scotland by 2-digit industry,
1972-2003
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Figure 5.4: Average value of grants received par ye Scotland by 2-digit industry (2003
prices), 1972-2003
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The following industries received an average ofraeee RSA grants per year between
1973 and 2003: the manufacture of metal goods @I mechanical engineering (SIC
32), electrical and electronic engineering (SIC, 3d9d, drink and tobacco manufacturing
industries (SIC 41), textile industry (SIC 43), taear and clothing industries (SIC 45)
and manufacture of paper & paper products; prinéinqmublishing (SIC 47). That these are
all manufacturing industries is a consequence of R8ing initially only available to
manufacturing plants (Harris and Robinson, 200Tag following industries received an
average of at least three IFG grants per year guhe years of that scheme’s operation:
the manufacture of metal goods (SIC 31), mechamingineering (SIC 32), electrical and
electronic engineering (SIC 34) and the businesdacss (SIC 83) industries. That these
industries, with the exception of business serviaéso receive a large share of RSA grants

IS unsurprising given that the latter is a spinfafin the RSA scheme.

Turning to the innovation grant schemes, the follgarndustries have received an average
of over 0.7 SMART grants per year. mechanical eagimg (SIC 32), electrical and
electronic engineering (SIC 34), instrument engimge(SIC 37), business services (SIC
83) and R&D (SIC 94). The SPUR scheme has provatedverage of over 0.65 grants to
the electrical and electronic engineering (SIC 3d$frument engineering (SIC 37) and
business services (SIC 83) industries. As SMART 8RR are similar in that they both
represent attempts to boost innovative activitirat industries receiving a high share of
SMART grants generally also receive a large shareSBUR is consistent with

expectations.

The instrument engineering (SIC 37), business sesv(SIC 83) and the R&D (SIC 94)
industries all receive a large share of eithera@hISMART and SPUR grants and smaller
shares of RSA grants. On the other hand, the fdodk and tobacco manufacturing (SIC
41), textile industry (SIC 43), footwear and clothiindustries (SIC 45) and manufacture
of paper and paper products; printing & publishi8¢C 47) industries receive large shares
of RSA grants but smaller shares of SMART and SRigé&hts. This is a result of the
differing nature of these schemes: RSA, as a dagitat scheme, has tended to go to
capital intensive industries whereas SMART and SPhH® tended to go to more

innovative industries.
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Turning to figure 5.4, the industries which receitbe largest value of RSA grants are the
mechanical engineering (SIC 32), manufacture oicefimachinery & data processing
equipment (SIC 33) and electrical and electrongireering (SIC 34) and the manufacture
of other transport equipment (SIC 37) industrieke Tatter received by far the largest
amount of RSA grants at almost £12 million a y&de industries that received an average
of over £160,000 of IFG grants are also those thetived the largest number of IFG
grants. Electrical and electronic engineering (S4¢, instrument engineering (SIC 37) and
business services (SIC 83) are the industriesrdwive the largest amount of SMART
grants while manufacture of office machinery & dat@cessing equipment (SIC 33),
electrical and electronic engineering (SIC 34),truneent engineering (SIC 37) and

business services (SIC 83) received the largestata@f SPUR grants.

Figure 5.5 shows the average number of grantsvedsgier year during the years in which
the scheme operated by region for the RSA and Fi@& dchemes. Figure 5.6 gives the
average value of grants awarded each year on tine $@sis by region for the same
schemes. Information on the location of the recifgeof SMART and SPUR grants is not
given because it is not readily available in SAMIS.
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Figure 5.5: Average number of RSA and IFG granteiked per year by region, 1972-
2003
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Figure 5.6: Average value of RSA and IFG grantgiresd per year by region (2003
prices), 1972-2003
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As Scotland’s population represents 8.69% of thal tpopulation of GB (Office for
National Statistics, 2009a), Scotland, by receiviilig85% and 9.81% of RSA grants and
IFG grants, is receiving a disproportionately lagi@are of RSA and IFG grants. This is
explained by the relatively large proportion of 8aond that has assisted areas status. More
remarkable is the fact that plants located in Secatlreceived a higher value of RSA grants
than plants in any other region. This amounts t&2% of the total value of RSA awarded
and points to the fact that the average value dR8A grant in the rest of GB was only
£311,772 — less than half the average amount of 8At awarded in Scotland. This is a
consequence of the assisted areas of Scotlandaligriaeing in higher tiers than those of
other regions which allows higher proportions objpct costs to be covered by RSA
grants. In terms of IFG grants, Scotland receiv@®89% of the total value of grants which
is a result of the average value of IFG grantherest of GB being only 60% of the value
of IFG grants awarded in Scotlafitl.

In summary, this section has shown that RSA hagnast years, offered the largest
number of grants per year and that the total vafibese grants has always been far larger
than the total value of grants provided under oafremes. Ignoring the years after 2000
when the IFG scheme was introduced, the numberS# Brants provided has risen since
its introduction in 1972 although this has not beeatched by an increase in the total
amount awarded, implying that the value of RSA tgamas fallen slightly. The largest
number of RSA grants has gone to engineering amiifaeturing plants. Finally, Scotland
has received a disproportionately large number 8ARjrants due to its having a larger
proportion of its territory designated as assistezhs. The value of RSA grants provided in
Scotland is, on average, more than twice as lasgh@ average value of an RSA grant
provided in the rest of GB which is a consequentc&anttish assisted areas generally

being in higher tiers than those of other regions.

5.3. Data Linking

In order to estimate the impact of RSA on planfqrenance it is, of course, necessary to

be able to identify which plants received such supm the dataset to be used for the

29 Note that the equivalent of the IFG scheme in &ngland Wales was the Enterprise Grants scheme.
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analysis. This section will describe how, for thigpose, the SAMIS database was linked
to the ARD. The process also involved a third dasab the inter-departmental business
register (IDBR). Although the empirical analysedlvwixamine the impact of RSA on
Scottish plants, use will also be made of non-gssiglants in the rest of GB. Therefore, to
avoid incorrectly classifying RSA recipients outsificotland as plants that did not receive
a grant, the linking process must be undertakerR®A recipients throughout GB. The
first part of this section provides a descriptidneach of the three databases; the next
section describes the method employed to link SAkIShe ARD and the final section
gives statistics showing the extent of the linkiaeld across time and industry.

Databases

SAMIS, from which statistics were provided in theeyious section, has data on over
50,000 firms in GB that applied for an RSA grantween 1972 and 2003. This includes
the postcode, SIC code, employment level of thdiegp firm and the date in which the
application was made. For successful applicatitmes,date when the payment was made
and the value of the grant are also recorded.

The IDBR provides the name, address, ownershitstre, industrial classification and
employment level of all plants in the UK (the déston of the IDBR and the ARD is
based on that provided by Oulton, 1997; Robjohf962. Plants are organised into local
units, reporting units and enterprise groups. Lagdts are plants or offices at a single
geographical location. A reporting unit, or estahihent, is the smallest unit which can
provide the full range of data required for the AahBusiness Inquiry (ABI), which is
discussed in the next paragraph. When a local cait provide the full range of
information necessary for the ABI, it will repod the ABI. When it reports on behalf of
itself only, it is a ‘single’ as the reporting ubnsists of only one local unit. However, not
all local units are able to provide the requirefdimation for the ABI and, for these plants,
another local unit will report on their behalf. this case, the local unit that reports is a
‘parent’ while those local units on whose behalfeports are its ‘children’. The reporting
unit then consists of both the parent and childieral units. Enterprises consist of
reporting units that share a common owner. Figueshows a hypothetical enterprise
consisting of two reporting units, one of whichaiparent with one child while the other is
a single.
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Figure 5.7: Structure of Hypothetical Enterprise

Enterprise
Repotting Unit Fepotting Uit
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Local units, reporting units and enterprises aredahtified by unique reference numbers
in the IDBR which allow them to be tracked throughe. As the ARD also contains these
reference numbers, an RSA recipient that has baemdfin the IDBR is also found in the
ARD.

The ARD is a longitudinal dataset dating from 19@&ee Griffith, 1999 for more
information on the ARDY It is created by combining information from theBR, termed
‘indicative data’, with more detailed informationltected at the reporting unit level by the
ABI, referred to as ‘returned data’. The more dethinformation collected in the ABI
includes data on investment, intermediate inputh gness output. In each year there is a
‘selected’ and a ‘non-selected’ file. The ‘selectidd contains a combination of indicative
and returned data on reporting units — the leveltath the ABI is collected - which were
selected for surveying in the ABI. The ‘non-selektide contains indicative data from the
IDBR and covers establishments that were not sdefctr sampling in the ABI, the local
associated with such reporting units and the lagats associated with reporting units

selected for inclusion in the ABI.

Reporting units are selected for surveying in tiisd Based on employment data contained
in the IDBR with the sampling frame skewed towalager reporting units. At present,

25% of reporting units with fewer than 10 employees surveyed in the ABI; 50% of

reporting units with between 10 and 99 employeessarveyed; the proportion surveyed
of reporting units with between 100 and 249 empdsyearies by industry from 100% to

less than 50% while 100% of reporting units wittD2&% more employees are surveyed
(Robjohns, 2006).

% However, the data from 1970 to 1972 is incomplete.
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As the more detailed ‘returned’ data in the ARD generally required econometric
analyses, many studies (see, for example, Criscidotin, Overman and Van Reenen,
2007) have used the reporting unit as their uniwradlysis. However, when analysing the
impact of RSA grants, this is not appropriate asARS awarded to support capital
investment in specific plants rather than throughthe enterprise. Furthermore, the
reporting unit is an accounting rather than an eodn unit. As such, the number of plants
covered by a reporting unit may change as ent@piapen and close plants, buy and sell
plants or simply because of changes in the waydhagnterprise chooses to report to the
ABI (Harris, 2005b). The consequences of usingrdporting unit rather than the local
unit to calculate measures of the capital stockrarestigated by Harris (2005c). To permit
econometric analysis at the more appropriate laoél level, it is therefore necessary to
‘spread back’ to the local unit those variablest thue only collected in the ABI at the
reporting unit. These include important variablastsas gross output, intermediate inputs
and investment. This is done using the plant leweployment data collected in the IDBR
using the assumption of constant labour-investmatids and labour productivity levels
within reporting units. This should be born in mimchen interpreting the results as

standard errors will be artificially reduced bystimnethod.

Linking Process

The dataset used in the analysis here is built dperdataset used in Harris (2005a). The
following will describe the steps taken by Harwesconstruct his dataset. His starting point
was a version of SAMIS provided by BERR containg®328 RSA applicants (successful
and unsuccessful) which had been linked at either lbcal unit, reporting unit or
enterprise level to the IDBR. This represented &f%ll RSA applicants listed in SAMIS.
Using IDBR reference numbers common to both SAMi8 the ARD, he was able to link
14,649 RSA applicants at the local unit le¥eSome could not be linked because the ARD
only covers the manufacturing sector before 199¥, ahthe time, was only available until
2001. Due to the limited length of time for whiclamts outside manufacturing had been

observed, these were removed from his datasetu3@ef Central Statistical Office (CSO)

31 As discussed later, this is the most appropriatellat which to conduct analysis of RSA.
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reference numbets that go back to 1970 gave a sufficiently long timeries for
manufacturing plants. The removal of plants outsidaufacturing reduced the number of
RSA applicants linked to the ARD at the local deitel to 11,194.

Further work has been done in linking between SAEHS the ARD by Criscuolo, Martin,

Overman and Van Reenen (2007). In total, they wadble to link 68% of the RSA

applicants in SAMIS to the ARD. Of the additioniailkis, some were made at the local unit
level and these have been added to those made foys.Hather links were made at the
reporting unit and enterprise level. The main wiitobservation in their paper was the
reporting unit rather than the plant so they did attiempt to use these links to find
additional links at the plant level. This was ddrexe by listing the plants that fall under
the linked reporting units or enterprises in the DARNnd choosing the plant that best
matches the description of the plant in SAMIS oe biasis of postcode, SIC code, plant
employment and year in which the application waslenaften there is no choice to be

made as reporting units and enterprise groups émtjuencompass only one plant.

The final stage in the linking process was the ntasorious. It involved manually trying

to locate all the other plants in SAMIS that had ypet been linked to the ARD. At this

point, plants in SAMIS outside manufacturing andsd whose applications were
unsuccessful were removed from the list of plahtd had to be linked. The former were
excluded as the empirical analyses will be condlagng a sample consisting exclusively
of manufacturing plants. The latter were excludedause all plants in the ARD not linked
to an RSA recipient in SAMIS are assumed to beeatéd and will therefore have the
correct treatment status regardless of whetherdaheydentified in the ARD. The approach
taken was twofold. Firstly, a search was conduateitie ARD by postcode for the RSA
receiving plant. If on the basis of SIC code, planmtployment and the year in which the
application was made it was judged that one ofthats displayed was the RSA recipient
in SAMIS, the link was made. If this approach fdil® provide a link, a second attempt

was made. This involved searching by SIC code,tgamloyment and year in which the

%2 |DBR and CSO reference numbers are both local reférence numbers. IDBR reference numbers were
introduced in 1994 to replace CSO reference numlhtwsever, work carried out by Harris extended the
CSO reference number series past 1993 so thatna giisting in both 1993 and 1994 (or any yearrafte
1993) is identifiable as the same plant. This adldle researcher to use every year of data codtainthe
ARD rather than just 1973-93 or 1994-2004.
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application was made. If this search gave a piaatyl to be the RSA recipient in SAMIS,

a link was made.

This latter stage in particular depends upon tladggment of the researcher and it is
unavoidable that in some cases an incorrect lirlk lvave been made. It is important to
consider the implications both of failure to link &l from SAMIS to the ARD and of

making an incorrect link. When a plant is not lidkeom SAMIS to the ARD this means

that a plant that belongs in the treatment groapaias in the untreated group. Assuming a
positive impact of treatment on a given outcomdaldes, this will lead to downwards

biased estimates of treatment. If the wrong plarinked, this not only leaves a plant that
should be in the treatment group in the untreatexig but also allocates a plant that
belongs in the untreated group to the treatmenamrdhis will generate estimates that are
more biased than if the plant was not linked at/&d a result, considerable caution was

taken to try to minimise the number of erroneonokdi

Comparison of linked and non-linked plants

In the end, this process achieved a link from SAMtSthe ARD of 91.43% of

manufacturing plants that received RSA in Scotland 92.44% of manufacturing plants
that received RSA in GB. This is higher than theeleachieved in previous studies of the
impact of receipt of an RSA grant (Harris and Rebim 2004; Harris, 2005a; Criscuolo,
Martin, Overman and Van Reenen, 2007) and therefooxides a firmer basis for

empirical analysis. Nevertheless, it is importanptobe whether the linking process may
create any bias in the empirical results of lateapters. This would be the case if, for
instance, the percentage of plants linked to theDAMRse over time and RSA grants
became more successful in improving plant perfoiceavver time. The empirical results
may then indicate that RSA had a large and positngact on plant performance but these

results would not be representative of the enteméogl.

To probe whether the linking process may have eteahy bias in the empirical results, a
number of t-tests were performed. The mean of eynpdmt for the linked plants across all

years is 206.66 while the corresponding figureuiolinked plants is 111.48. A t-test shows
that the difference is significantly different frorero at the 99% level and therefore that

the process has been more successful in linkingetaplants. This is consistent with
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expectations as it was more difficult to find smplénts that received assistance in the
ARD when manually looking for a link. This is besauthe size distribution of plants in
the economy, and hence the ARD, is skewed towamtsdler plants and it is therefore
difficult to identify the small plants that recet/grants as there can be many candidate
plants in the ARD with the correct employment lev@IC code and year in which the
application was made. This will create a bias ia #stimation results if larger plants

respond differently to receipt of an RSA grant tisamaller plants.

Further t-tests were performed using the value 8ARyrants and the number of jobs
created or safeguarded within the recipient plahe mean value of RSA grants across all
years was £306,750 (2000 prices) for linked plamd £282,843 for plants that have not
been linked. A t-test indicates that there is ratistically significant difference between
these figures. On average, RSA created or safegdat@0 jobs in the linked recipient
plants and 81 in those that were not linked. Thiteidnce was also not statistically

significant at the 90% level.

Figure 5.8 shows the extent of the link for plalitsated in Scotland achieved by year
using several of the variables included within SAMIthe first column shows the
percentage of the number of RSA recipients linkedhe ARD; the second gives the
percentage of the value of grants awarded linkied;third shows the percentage of the
jobs created or safeguarded in RSA recipients tirdkeed the fourth shows the percentage
linked of the employment of RSA recipients. Figbt8 gives the same information by 2-

digit industry.
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Figure 5.8: Percentage of SAMIS variables linketheARD by year in Scotland, 1972-
2003
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Figure 5.9: Percentage of SAMIS variables linke¢th® ARD by 2-digit industry in
Scotland, 1972-2003
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There are only two years which give cause for comc#975 and 1998. For these years,
over 80% of the RSA recipients in SAMIS have beekdd to the ARD. However, the
proportion of the employment of RSA assisted plantd975 linked to the ARD is only
57% which indicates that the linked plants are ten#than those that have not been linked.
In 1998, only 66% of the value of RSA grants preddave been linked which shows that
plants that have not been linked in 1998 tendeaddeive larger grants than those that have
been linked. With the exceptions of these yeas,pigrcentage linked of all the variables
considered never falls below 80%. For the link eegld in 1975 or 1998 to create a greater
bias in the empirical estimation than the link aodeid in other years would require large
plants that received a grant in 1975 or plants tbegived large grants in 1998 to respond
differently to receipt of an RSA grant than oth&nss. As there is no obvious reason why
this should be true, it is reasonable to conclinde differences in the percentage of plants
linked across time are unlikely to create any braghe empirical estimation of later

chapters.

The percentage of RSA plants linked to the ARDhisv&@ 80% for all of the industries
considered. For manufacture of leather and leaibeds (SIC 44), the percentage of the
value of RSA grants linked and the percentage efjths created and safeguarded linked
is 47% and 49% respectively. As these figures aseth on a sample size of only 13 grants
and the plants in the industry are not used orr thein for estimation in the empirical
analyses, the poor quality of the link is unlikedygenerate a large bias. With the exception
of this industry, the percentage of the amount 8ARyrants, jobs created and safeguarded
by RSA and recipient plants’ employment is abovee80r all the industries considered.
This suggests that difference in the percentag#anits linked across industry will not bias

the results of the empirical estimation.

In summary, the linking process undertaken heren@saged to find a higher proportion
of grant recipients in the ARD than any previousdgt This allows greater confidence in
the results as fewer plants mistakenly omitted fiitvn treatment group will lead to less
bias in estimates of the impact of assistance. & ptents that have not been linked tend to
be smaller and this should be borne in mind whéerpneting the results. The relatively
constant extent of the link across time and ingustrelation to number of grants, value of
grants linked, jobs created or safeguarded and glaployment permits confidence that
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the results obtained will be representative of ithpact of RSA across the entire period

during which the scheme has been in operation.

5.4. Variables

In this section, a description of the variabled thdl be used in the empirical analyses is
given. Explanations of the usefulness of thesealdes are given in the empirical chapters
where they are used. The first variables descrédyedntrinsic to the plant while the latter

variables refer to the environment in which thenpla operating.

Gross Output

Gross output is the total value of sales made byplant. It is available from the ABI at
reporting unit level so was spread back using plevel employment data from the IDBR

to give estimates of gross output at the plantlleve

GVA

GVA measures the value added by the plant to teynmediate inputs. It is calculated by

subtracting intermediate inputs from gross output.

Employment

The employment variable measures the number oflpempployed at the plant and is
taken at the plant level from the IDBR. In chaptewhere the impact of receipt of an RSA
grant on TFP is estimated, it was decided not t&aren adjustment to employment to
better reflect productive services from labour e tost of retaining an unproductive
worker encourages the plant to retain only thosedyctive employees. The same
argument cannot be made in relation to the cagitatk variable and this explains the
apparent asymmetry in the treatment of these Vi@sglkee below).

121



Intermediate Inputs

Intermediate inputs are materials and serviceswued in the production process. This
variable is available from the ABI at reporting ulgvel so was spread back using plant-
level employment data to give estimates of intenatedinput consumption at the plant

level.

Capital

Investment data is available from the ABI at theoréing unit level. To give estimates of
investment at the plant-level, it was spread baxkihte plant-level using plant-level

employment data.

The major problem associated with transformingrarestment series into a capital stock
series is finding an appropriate rate of deterioratvhich reflects the loss of efficiency

through time due to decay caused by use in praslu@nd obsolescence as a result to
ageing. Following Harris and Drinkwater (2000), et napital stock measure is calculated
assuming straight-line deterioration. The ‘boug(@s opposed to hired) capital stock
variable is then calculated by summing a grosstahptock measure and the net capital

stock measure using a weight of three to one &snsl
3 1
BK; = (ZJGK“ + (ZJNKn J (5.1)

whereBKj; is the bought capital stock in planat timet, GKj; is gross capital anNKj is

net capital. The attraction of this approach ig tha pattern of deterioration is slow at first
and then accelerates, reflecting the idea thatsfimil invest more in maintenance and
repair to maintain the initial level of service ifinca piece of capital when it is relatively

new. Denison (1972) provides a fuller discussiothefmerits of this deterioration pattern.

Assuming that this method provides an accurateesgmtation of deterioration, this
measure will provide a good measure of the prodecservices available from bought
capital. However, a plant may choose not to fultijiae the capital that it has at its
disposal because of, for instance, a lack of denfandts outputs. For the TFP analysis
that will be conducted in chapters 6 and 7, it &cessary to have a measure of the
productive services from bought capital that wesialy used rather than a measure of
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the productive services from capital that could endeen used. Therefore, a further

adjustment is required.

The first step in this adjustment required calgotatfor each plant and time period a
measure of bought capital usaygBKi;, whereY; is gross output. The highest level of this
measureY;*/BK;*, is then identified, which is, for now, assumed&the maximum that
the plant can produce from one unit of bought epif a plant has a lower level of

Yit/BKj, it is regarded as not fully utilising its bougtapital stock. The measure of bought

Y, /Y?
KU, =| -t /1| (5.2)
BK; / BK;

One problem with this process is that the averagel lof bought capital utilisation across

capital utilisation is therefore:

the entire sample calculated using (2) is rather & around 60%. Ornaghi (2006), using
data on Spanish manufacturing firms, finds 80%edHe average capital utilisation figure.
To replicate this average within the sam&l;; is scaled. This creates a bought capital
utilisation figure which exceeds one for certaiams which requires a value of one to be
redefined to be merely a high level of bought cpitilisation rather than the maximum

level.

The adjusted estimate of the productive servica® foought capital is then:

ABK, =KU, xBK,, (5.3)
where ABK; is the adjusted capital stock. There is also datdhe hire of capital in the
ABI at the reporting unit level. Once again, thencbe spread back using employment
shares. Under the assumption that hired capitalways fully utilised this can be simply
added to the adjusted measure of bought capitaéld total capital as follows:

K, =ABK, +H,, (5.4)
whereKj; represents the total capacity utilisation adjusimgpital stock anél; is the hire of

capital.

Capital-to-Labour Ratio

The capital-to-labour ratio is calculated by diniglithe unadjusted capital stock by the

number of employees at the plant.
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Labour Productivity

Labour productivity is a measure of plant produtyicalculated by dividing gross output

by employment.

Real Wage

A total labour costs variable is available in thRat the reporting unit level. To obtain a
measure of the real wage, this variable is spresck lio the plant using plant-level
employment data. It is then divided by the numidezroployees and deflated by an output

price index to obtain the real wage.

Age

The IDBR contains codes that allow the identificatdf a plant through time. As a result,
for plants that began operation during or after@.97 is straightforward to identify the
year in which a plant first operated and calcukateage variable. However, because the
IDBR was first collected in 1970, it is not possilib identify when a plant that began

operation before 1970 started to produce. The agahle is therefore truncated.

EDI

The FDI variable is a dummy that takes the valuerdd if a plant is owned by a foreign

firm. Information on the nationality of the plantsvner is available from the IDBR.

Single
The single variable takes the value of one if afptioes not belong to a wider enterprise

group. This variable is created by identifying wiest the plant possesses a unique
enterprise group code. If this is the case, thetptadefined as a single plant.
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Industry Dummies

Industry dummies take the value of one when thatpbelongs to a particular industry.
These dummies are derived from the SIC 80 codesicmd in the IDBR.

Region Dummies

The regional dummies equal one when a plant istéocaithin a particular region. These
dummies are calculated from the government offegian variable contained within the
IDBR.

RSA dummy

The variable shows whether the plant has receivedR&A grant. The standard
specification of the dummy is one which takes thkig of one in the period in which an
RSA grant was received and from that period onwafde way in which plants were

identified as having received a grant was descrdidength in section 2.

Local Authority Industry Share

To capture specialisation or localisation extetresj the share of industry output within
the local authority of the plant is calculated. Slariable is calculated using gross output
data from the ABI, SIC codes from the IDBR and loathority codes derived from the
IDBR.

Diversity

To measure externalities that arise from beingas#idl near a diverse range of plants, the

number of SIC codes within a local authority isccddted.

Industry Growth Rate

The industry growth rate is the growth of aggregatess output in the industry in which
the plant is operating. The aggregate industrygogput data is calculated by weighting
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plant output, to avoid inaccurate estimates dubecsampling frame of the ARD, and then

aggregating weighted plant gross output acrosssinglu

Displacement
The displacement variable is the proportion of ltataustry gross output produced by
plants in their first year of operation. The datsed to calculate this variable is also

weighted in order to avoid inaccuracy due to the@ang frame of the ARD.

Herfindahl Index

The Herfindahl Index is a measure of concentratwthin an industry (Herfindahl, 1950).

It is calculated by summing the squared share dfistry output of each establishment
within an industry. Under the assumption that tteestecity of demand does not vary too
greatly across industry, the Herfindahl Index canused as a measure of market power
(see, for example, Cabral, 2000). It can theretdse serve as a measure of the level of
competition in an industry with larger values iratiog greater market power and less
competition within the industry. The share of inblyoutput is calculated from the gross
output data discussed above while the establishsnamdustry is identified from SIC
codes in the IDBR.

Time

The time trend is calculated from the year variablihe ARD.

Weights

Because the probability of being surveyed in thel ABdetermined by the size of the
reporting unit to which the plant belongs, the skngd plants is not representative of the
population of plants. To avoid obtaining resultatthre not representative of all plants, the
data must be weighted. The weights are the invefsie probability of being in the
sample, given the size of the plant. This can beutated because the IDBR contains the

population of plants in GB and their employmenilev
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5.5. Comparison of Treated and Untreated Plants

This section will describe the differences in cloéeastics between RSA recipients and
non-assisted plants. Descriptive statistics willgresented first and then results from a
probit model will be given.

Descriptive Statistics

Table 5.2 presents means and standard deviatiotie &fey variables for Scottish plants.
Counts vary slightly due to the unavailability afrain variables for some observations.
Plants classified as RSA-assisted are plants that heceived an RSA grant in that period
or at some period in the past. The data is weiglstechs to be representative of the
population of plants.
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Table 5.2: Mean and standard deviation of variableRSA status

Non-Assisted Plants

RSA-Assisted Plants

Difference in
Mean Standgrd Count Mean Standard Count Means
Deviation Deviation

Gross output 5591.10 31262.48 47,590 20155.82 72293.57 5,105 -14564.72%**
GVA 2186.22 13932.03 47,590 4781.97 27560.56 5,105 -2595.75%**
Employment 55.50 128.62 47,716 175.54 226.56 5,107 -120.04***
Intermediate Inputs 3404.89 22191.55 47,590 15373.85 70286.22 5,105 -11968.96***
Unadjusted Capital Stock (1980 prices) 1101.49 7728.11 47,026 4909.69 14575.13 5,086 -3808.20***
Adjusted Capital Stock (1980 prices) 873(70 6833.99 44,580 3570.86 11811.29 4,995 -2697.16***
Labour Productivity 189.65 20723.07 47,447 70.36 102.77 5,105 119.29
Capital Per Worker (1980 prices) 0.02 0.24 47,233 0.02 0.25 5,090 -0.00
Real Wage 18.59 355.46 47,444 14.66 13.09 5,106 3.93
Age 13.61 10.66 47,507 16.98 9.13 5,107 -3.37%x*
Foreign Direct Investment (Dummy) 0.13 0.36 47,716 0.21 0.35 5,107 -0.08***
Single (Dummy) 0.23 0.44 47,716 0.32 0.44 5,107 -0.09%**
Local Authority Industry Share 0.60 0.86 47,715 0.61 0.86 5,107 -0.01
Diversity 15.91 13.16 47,645 11.91 9.22 5,102 4.00%**
Industry Employment Growth 0.04 0.76 45,118 -0.01 0.33 4,932 0.05***
Displacement 0.12 0.41 47,650 0.07 0.11 5,102 0.05%**
Herfindahl! Index 0.1¢ 0.11 47,716 0.07 0.07 5,107 0.03***

* denotes statistical significance at the 90% |e¥etlenotes statistical significance at the 95%ele*** denotes statistical significance at the28%evel

Unless stated otherwise, financial variables arasmesd in £1,000 and 2000 prices

Source: SAMIS/ARD
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Firstly, RSA-assisted plants are far larger on agerthan non-assisted plants: they tend to
produce almost four times as much output, have twiee as much GVA and have over
three times as many employees. Unsurprisingly, #ilep use a lot more intermediate
inputs (over four times as many) and have far laagpital stocks (also four times as
large). These differences are all statisticallyngigant at the 99% level. Given that the
main objective of RSA is to promote and safeguanghleyment, it is not surprising that

RSA recipients tend to be relatively large.

RSA-assisted plants are less productive on avenatijelabour productivity levels only
37% as large as non-assisted plants although tiféseshce is not statistically significant
due to the large variance of labour productivityoagn non-assisted plants. Non-assisted
plants also give higher real wages on average ®&A-assisted plants although the
difference is far smaller than the difference ibdar productivity and not statistically
significant at the 90% level. These statisticstjgirmply that the unit labour costs of RSA
recipients are higher than those of plants thah@loreceive assistance and are suggestive

of why they may need assistance to safeguard ermaoty

There is no statistically significant difference the mean of the capital per worker
variable. This may be a consequence of RSA beingcleeme that aims to boost
employment through supporting investment rathen thacheme that attempts to increase
one or the other.

As would be expected given that one of the useR3A is to attract FDI, a significantly
larger proportion of RSA plants are owned by foneig. RSA-assisted plants are also less
likely to be part of a larger enterprise than neaisted plants. As would be expected given

their greater size, RSA recipients are also olgea btatistically significant amount.

Turning to variables that relate to the environmanwhich the plant operates, there is no
statistically significant difference between themortion of industry output located in the
areas in which RSA-assisted and non-assisted pdaatsituated. These areas are however
less diverse, by a statistically significant amountterms of the number of plants from
different industries operating in that area. Therage growth rate for the industry in
which RSA-assisted plants operate is minus 1% wihiéecorresponding figure for non-
assisted plants is 4%. This difference is staafiiicsignificant and suggests that RSA
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recipients tend to operate in struggling industriedarge and significant difference also
exists with regard to displacement with RSA-asdigtiants tending to operate in industries
with less displacement than non-assisted plantglllyi RSA-assisted plants tend to be
found in more competitive industries as indicatgdttoe lower value of the Herfindahl

index.

Probit Model of Determinants of Receipt of an RSraa

Table 5.3 presents results from estimating a proioitiel of the determinants of receiving
an RSA grant in Scotland. The advantage of theipmbdel over the simple comparison

of means provided in table 5.2 is that it permhg investigation of the relationship

between the explanatory variables and the RSA dunmwmigiing other variables constant.
The explanatory variables are employment, the abfotlabour ratio, plant age, a single
plant dummy, an FDI dummy, the Herfindahl Index thcal authority’s share of industry

output, a measure of the diversity of the locahatity’s industrial base and a time trend
(these variables are similar to those that are usddarris and Robinson, 2004). The
dependent variable is a dummy that takes the vaillene in the year in which the plant
receives treatment but reverts to zero in the ¥alg years. Continuous variables are
logged and the data is weighted so that the reavdtsepresentative of the population of

plants.
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Table 5.3: Probit Model of Determinants of Reca&pan RSA Grant

Coefficient Robust Standard
Error

Ln(Empment) 0.22%** 0.03
Ln(Capital per worker) 0.01 0.01
Ln(Herf) -0.11%** 0.04
Ln(Industry share) 0.09**} 0.03
Ln(Diversity) -0.08* 0.04
Ln(Age) 0.06 0.05
Ln(Time) 0.04 0.03
Single 0.29*** 0.05
FDI 0.08 0.07
SIC 22 0.44 0.28
SIC 24 0.00 0.14
SIC 25 0.44*** 0.16
SIC 31 0.34*** 0.12
SIC 33 0.37*** 0.14
SIC 34 0.34*** 0.11
SIC 35 0.02 0.18
SIC 36 -0.01 0.17
SIC 37 0.21 0.18
SIC 41 -0.01 0.14
SIC 43 0.13 0.12
SIC 44 0.37* 0.21
SIC 45 0.52%** 0.15
SIC 46 0.10 0.14
SIC 47 0.02 0.11
SIC 48 0.32%** 0.12
SIC 49 -0.04 0.19
Constant -3.78*** 0.33
Pseudo R-Squared 0.158P

Observations 50,914

Source: SAMIS/ARD

The results mostly confirm what would be expectednftable 5.2 larger plants are more
likely to receive an RSA grant; plants operatingniore competitive industries (which
therefore have a lower Herfindahl index) have ahaigprobability of receiving an RSA
grant; plants operating in areas with a higher eshadrtheir industry’s output are more
likely to receive assistance and single plantsraoge likely to receive an RSA grant,
ceteris paribus. The coefficients of the capital werker, age, time and FDI variables are
not statistically significant at the 90% level. Tlaek of significance of the FDI dummy is

the only major surprise as RSA is frequently usedttract FDI.

% Note that the dependent variable used for the ipmabdel differs from the variable used to denote

treatment status in table 5.2.
131



Plants operating in the following industries havegieater probability, at the 90%
significance level, of receiving an RSA grant relatto the mechanical engineering
industry (SIC 32) which serves as the baselinemite industry (SIC 25), metal goods
not elsewhere specified (SIC 31), office machin®rglata processing equipment (SIC33),
electrical & electronic engineering (SIC 34), leatl& leather goods (SIC 44), footwear &
clothing industries (SIC 45) and processing of er® plastics (SIC 48).

5.6. Conclusion

This chapter has described the data that will beleyed in the empirical analyses of
chapters 6, 7 and 8. It began by providing deseepitatistics from the SAMIS database.
These showed that RSA offers the largest numberttandnost generous grants of all the
grant schemes in Scotland. The next section destriltbpw the SAMIS database was
linked into the ARD. This process managed to linkigher proportion of RSA recipients

into the ARD than previous researchers have manatpch allows greater confidence in

the results from the empirical analyses. A desionipof the variables that will be used in
the empirical analysis was then given. The fiftlctis provided a comparison of the
characteristics of RSA recipients with untreateanpd. This showed that RSA recipients
tended to be larger, older and were more likelybéoforeign owned. They tended to
operate in areas with a less diverse industriaé b@ke industries to which they belong
tended to have lower employment growth, lower Isvef displacement and greater
competition. The probit model showed that, cetgaibus, plant employment, the

competitiveness of the industry in which the plaperates, the proportion of industry
output produced in the plant’s local authority amdether the plant is a single plant were
all positive and statistically significant deterrairts of the probability of receiving an RSA

grant.
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A5.1. Figures Showing the Value of Grants Awarded by Scheme excluding RSA

by Year and Industry

Figure A5.1: Value of grants excluding RSA receiwe&cotland by year, 1988-2003
(2003 prices)
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Source: SAMIS

Figure A5.2: Average value of grants excluding R&éeived per year in Scotland by 2-
digit industry, 1988-2003 (2003 prices)
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No figures are provided for SIC26 (production ofmmaade fibres) to avoid disclosure.
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Ab.2. SIC 80 codes

The following are the 1-digit SIC 80 codes usedvabim disaggregate by industry (Office
for National Statistics, 1998):

0
1

© 00 N O O &~ W

Agriculture, forestry & fishing

Energy & water supplies

Extraction of minerals & ores other than fuefgnufacture of metals, mineral
products & chemicals

Metal goods, engineering & vehicles industries

Other manufacturing industries

Construction

Distribution, hotels & catering (repairs)

Transport & communication

Banking, finance, insurance, business servicé&=sa&ing

Other services

The following are the 2-digit SIC 80 codes used:

01
02
03
11
12
13
14
15
16
17
21
22
23
24
25
26
31

Agriculture & horticulture

Forestry

Fishing

Coal extraction & manufacture of solid fuels
Coke ovens

Extraction of mineral oil & natural gas

Mineral oil processing

Nuclear fuel production

Production & distribution of electricity, gasdher forms of energy
Water supply industry

Extraction & preparation of metalliferous ores
Metal manufacturing

Extraction of minerals not elsewhere specified
Manufacture of non-metallic mineral products
Chemical industry

Production of man-made fibres

Manufacture of metal goods not elsewhere sieelcif
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32 Mechanical engineering

33 Manufacture of office machinery & data procegsequipment
34 Electrical & electronic engineering

35 Manufacture of motor vehicles & parts thereof

36 Manufacture of other transport equipment

37 Instrument engineering

41/42 Food, drink & tobacco manufacturing indwestri

43 Textile industry

44 Manufacture of leather & leather goods

45 Footwear & clothing industries

46 Timber & wooden furniture industries

47 Manufacture of paper & paper products; pring8ngublishing

48 Processing of rubber & plastics

49 Other manufacturing industries

50 Construction

61 Wholesale distribution (except dealing in scapaste materials)
62 Dealing in scrap & waste materials

63 Commission agents

64/65 Retail distribution

66 Hotels & catering

67 Repair of consumer goods & vehicles

71 Railways

72 Other inland transport

74 Sea transport

75 Air transport

76 Supporting services to transport

77 Miscellaneous transport services & storageefsswhere specified
79 Postal services & telecommunications

81 Banking & finance

82 Insurance, except for compulsory social segurit

83 Business services

84 Renting of movables

85 Owning & dealing in real estate

91 Public administration, national defence & comspty social security
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92
93
94
95
96
97
98
99
00

Sanitary services

Education

Research & development

Medical & other health services; veterinarywgsmss
Other services provided to the general public
Recreational services & other cultural services
Personal services

Domestic services

Diplomatic representation, international orgaties, allied armed forces
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6. Productivity Growth Decomposition

6.1. Introduction

This chapter will decompose the growth of aggredalb®ur productivity and aggregate
TFP of Scottish manufacturing between 1994 and 206 will reveal the contribution to
productivity growth of five sources: productivityrayvth within continuing plants;
redistributions of market share between continglants; productivity growth coinciding
with increasing market share within continuing péarentering plants and exiting plants.
The share attributable to each source of produgtgtiowth will also be split into shares
accounted for by RSA grant recipients and plaras did not receive an RSA grant to give
an indication of whether and how RSA grant recigemave contributed to or hindered
aggregate productivity growth.

The relationship between the decomposition of aggjeeproductivity growth that will be
performed in this chapter and the analysis that el undertaken in chapter 7 requires
clarification. The decomposition will show the cobtition made by plants that received
an RSA grant to aggregate productivity growth. Tésults will not be informative as to
whether receipt of an RSA grant has a causal impacplant productivity because the
productivity performance of RSA-assisted planta igflection of numerous factors, many
of which are unrelated to whether the plant recki@e RSA grant. The establishment of a
causal relationship between receipt of an RSA geandt productivity is the subject of

chapter 7.

The only paper that has examined the contributibonR8A recipients to aggregate
productivity growth is by Harris and Robinson (2DOAlso using a dataset created by
merging SAMIS into the ARDB? they decompose the growth of labour productivitg a
TFP in UK manufacturing plants between 1990 and819%eir results show that RSA
assisted plants made a proportionately large pesdontribution to the growth of labour
productivity but a negative contribution to the gtb of TFP. The former effect is

3 As discussed in chapter 5.3, their dataset i$ bpidn to create the dataset used here and theredotains

more plants erroneously classed as not receivirigSh grant.
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primarily due to RSA grant recipients that impraweir productivity between 1990 and
1998 also improving their market share while tht#elais mostly due to RSA grant
recipients with low TFP in 1990 increasing theirrke share. These results will be

discussed in more detail below when they are coetpaith the results obtained here.
The next section sets out the method used to demsenphe growth of aggregate
productivity and how the measures of productivitg aalculated; the third section will

present the results from the decomposition andinia¢ section concludes.

6.2. Decomposition Methodology

The index of aggregate productivity is calculatedalows:
Nk =6, InPk, (6.1)

where 6; is the share of aggregate output belonging totplaat timet and P;; is the

productivity of plant at timet.

The geometric growth rate of aggregate productivéiween 1994 and 2004 is:
AN Pyyos = 1IN Pyggs = 1IN Piggy. (6.2)

Following Haltiwanger (1997), this can be decomplose follows*
Aln P2004 = zei1994A|n Pi2004 +

> 18, 5004(IN Piggy = IN Prgg, ) +

D" D800 IN P, + (6.3)
z 9i2004(|n Pa00s ~ In I:)1994) -

> 0.1604(IN Piggs = 1N Prgg,)

The first term of the decomposition is the sumle growth in plant-level productivity
between 1994 and 2004 of plants that existed ih pears, weighted by the plant’s market
share in 1994. It measures what aggregate prodyogrowth would have been, allowing
for plant-level productivity growth within plantsibholding market shares constant, and is
termed the within component. The second term, wisi¢he between component, captures

what aggregate productivity growth would have bedthout plant-level productivity

% A justification for the choice of the Haltiwangeecomposition above other decompositions is pravide
the appendix.
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growth, entry or exit but allowing for reallocat®m market share between continuing
plants. It is the sum of the growth of continuinignis’ market shares between 1994 and
2004, weighted by the deviation of the plant’s 1@®dductivity level from the average.

The third term is the covariance component andhéssum of the change in continuing
plants’ productivity between 1994 and 2004 mulé&gliby the plant’s change in market
share between 1994 and 2004. It is a covarianeeteffieasuring the contribution to the
growth in aggregate productivity of the coinciderafeincreases in market share with

improvements in productivity.

The fourth term gives the contribution to aggregataductivity growth of entrants. It is

calculated as the sum of the deviation of eachaati productivity from average

productivity in 1994, weighted by its output share2004. A priori expectations are that
this term will be positive as new plants will emyplthe latest technologies (see, for
example, Samaniego, 2006). The final term entegathesly and is the sum of the
deviation of exiting plants’ productivity from awage productivity in 1994, weighted by
the plant’'s market share in 1994. Assuming thateloproductivity plants are more likely

to close, this term will be negative which impleepositive contribution of plants that exit
to aggregate productivity growth.

In the decomposition presented below, each ofitleedomponents is decomposed further
into two parts: one representing the componentptants that received an RSA grant
between 1994 and 2004 and the other for plantsdithihot receive an RSA grant. It
should be noted that this does not mean that theplsawas first split into plants that
received an RSA grant and plants that did not legf@rforming the decomposition as this
would not allow for reallocations in market shaceoss plants that received a grant and
those that did not and would therefore not giveaeturate representation of the between
and covariance components. Instead, the decompositas performed using the full
sample and then the components for plants thaivest@a grant and those that did not were
calculated.

Two measures of productivity will be considered ehelabour productivity and TFP.
Performing the analysis using these two measuregrofiuctivity allows a better
understanding of the behaviour of RSA recipientbe Thatural logarithm of labour
productivity is calculated as follows:
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lpit =VYii ~&> (6.4)
where y; is GVA in planti at timet and e; is employment. Both variables are in

logarithmic form.

TFP is calculated using the following log-lineard®eDouglas production function which
is almost identical to that set out in chapter 7.2:

Yi =B + Bk + Byx + (7 o +my), (6.5)
wherek;; represents the capacity utilisation adjusted aagitiock (henceforth referred to
simply as the capital stock) ang is a vector of variables thought likely to influen
TFP3® All continuous variables are in logarithmic forfihe only difference between
equation (6.5) above and equation (7.5) is thalRB& dummy is excluded. This is done
because this variable was not statistically sigaift in any of the models estimated in

chapter 7.

The error termgi;, can be written as:

E =1 T U T My, (6.6)
wherey; is an unobservable, plant-specific, time-invarieffiéct, v is a TFP shock which
may be autoregressive, angl is a measurement error which is assumed to ballgeri

uncorrelated.

Once the coefficients have been estimated, theritbga of TFP can be calculated as

follows:

tfp = Vi _,éEen _ﬁKkit = Iéx Xit +‘§it- (6.7)

Equation (6.5) is estimated in the same way ahapter 7.3 where a detailed description
of the estimation process is provided. Here onbyiaf summary is given. Because of the
endogeneity of certain explanatory variables inatign (6.5), the model was estimated
using the system GMM estimator. To allow for ancaegressive productivity shock which
would otherwise invalidate the instruments usedtha system GMM estimator, the

following dynamic version of equation (6.5) wasimesited:

—_ O
Vi =TLYi o 06 + 706, H LK, +TTK o+ TT X 1t E, (6.8)

% Information on these variables is provided in ¢bap.4.
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wherey” = (1-a)n, ande, =u, +m, —am _,. The long-run coefficients used to calculate

TFP are calculated from the short-run coefficignt®quation (6.8) as shown in chapter
7.3.

As discussed in chapter 7.4, it is undesirablentpose a common technology across
disparate industries. As a result, equation (&%stimated by 2-digit industry so that the

coefficients are allowed to vary by industry.

6.3. Decomposition Results

In order to place the results in context, it ispell to state that between 1994 and 2004, the
GVA of Scottish manufacturing grew by an averageooly 0.9% (Office for National
Statistics, 2008). However, during this period, &ngment in Scottish manufacturing fell
by a little over a quarter from almost 320,000 ®94 (Office for National Statistics,
2009b). This implies a large increase in laboudpaivity to be decomposed below.

Table 6.1 gives the output sharég, attributable to each group. These are calculasath
weighted data so that the output shares are repetse of the population of plants rather
than the stratified sample of plants selected fovesying in the ABI (see chapter 5.3 for
more detail on the sampling frame of the ABI). Caaes also taken to ensure that plants
that were genuinely continuers but were only obsgmn either 1994 or 2004 were not
incorrectly classified as exiters or enterers. Howdd be noted that the output shares
attributable to each group are a function of theetthat elapses between the chosen base
and end years because the number of enterers @edsdas cumulative over time. This
means that it is not possible to make direct compas between the output shares
presented below and those presented in Harris abthBon (2005) because their analysis
decomposes the growth of productivity over eighérgewhereas the analysis below is
concerned with productivity growth over ten yeafbie total number of plants in the
sample was 2,703 in 1994 and 2,191 in 2004.
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Table 6.1: Output Shares of Continuers, ExitersiEamerers in Scottish Manufacturing,
1994 and 2004 (%)

Continuers (1994 Exiters (1994) Continuers (20p4Enterers (2004)

Non-assisted 24.85 58.73 30.38 50.80
(20.94) (75.58) (25.83) (70.10)

RSA-assisted 10.73 5.69 15.01 3.81
(2.18) (1.29) (2.69) (1.37)

All 35.58 64.42 45.39 54.61
(23.12) (76.88) (28.53) (71.47)

Figures in parentheses are the proportion of ttad tmmber of plants in that year in each group.
Source: SAMIS/ARD

Table 6.1 shows that, in 1994, almost two-thirdsoofput was produced by plants that
would close before 2004, while in 2004, over hdlbatput was produced by plants that
had opened since 1994. This demonstrates the iammartof entry and exit. The share of
output attributable to continuers rose from sliglttver a third to over 45% between 1994
and 2004. Comparing the output shares with theesbfplants in each group shows that
continuers tended to be larger than both exitedsearterers. Distinguishing now by RSA
status, continuing plants that received an RSAtgoanduced a significant proportion of
output (10.7% and 15.0% in 1994 and 2004 respdgJivExiters that received an RSA
grant produced 5.7% of output in 1994 while thepprtion of output produced by enterers
that received a grant is small by comparison &tlpss than 4%. RSA-assisted plants are
larger, on average, than non-assisted plants wéiclords with what was shown in the
descriptive statistics of chapter 5.5.

Table 6.2 gives an indication of the differencedahour productivity and TFP across
groups. The productivity indices are calculatedragquation (6.1) and are therefore in
logarithmic form. Rather than present them in foign, the antilog is taken to provide a

more easily interpretable measure of productivity.

Table 6.2: Productivity Indices of Continuers, Eate and Exiters in Scottish
Manufacturing Plants, 1994 and 2004 (£ thousands)

Continuers (1994)] Exiters (1994) |  Continuers (2004) Enterers (2004)
Labour Productivity
Non-assisted 42.5P 51.42 49.40 85|63
RSA-assisted 40.04 66.02 60.34 42/10
TFP
Non-assisted 22.42 27.11 26.84 3481
RSA-assisted 17.46 46.99 24.29 45,60

Source: SAMIS/ARD
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The table shows that for continuers in 1994, thgputsweighted labour productivity of
RSA-assisted plants was 6% lower than the correpgmmeasure for non-assisted plants.
However, for the exiters, the index for RSA-assistxiters is over 25% larger than the
index for non-assisted plants. In fact, the proditgtindex for RSA-assisted exiters is
only surpassed by the index for enterers in 2004ctwis surprising as it would be
expected that exiters have the lowest productivitgll the groups. This is a consequence
of weighting by output shares as the unweightedmneédabour productivity for the exiters
is only £15,640 per worker - the lowest unweighteelan of all the groups. This implies
that a particularly strong positive relationshipiseéx between output shares and labour
productivity in this group. It is worth noting thetarris and Robinson (2005) also find that
RSA-assisted exiters have the highest labour ptodiycindex of all the groups in the

base year.

By 2004, the labour productivity indices of noniated and RSA-assisted continuers have
grown from their 1994 levels by 16% and 51% redpelst so that the index for RSA-
assisted continuers is now over 20% larger thannithex for non-assisted continuers. The
largest difference between non-assisted and RSi&tedsplants is found in the enterers.
The index for non-assisted enterers is over twigéaege as the corresponding index for
RSA-assisted enterers. Very similar results are fland by Harris and Robinson (2005)

for the continuers and enterers.

The situation is rather different from that founsing labour productivity when TFP is
used to measure productivity. In 1994, the indexctmtinuers that received an RSA grant
is less than 80% as large as the index for contntleat did not receive a grant. By
contrast, exiters that received an RSA grant haveuwtput-weighted productivity index
which is almost 75% greater than non-assisted msxited this is the largest index of all the
groups considered. Again, this is found to be thedpct of weighting productivity by
output shares as the unweighted mean of TFP wowdtihis group the lowest TFP index.
Harris and Robinson (2005) also find that RSA-asdigxiters have a higher index of TFP
than non-assisted exiters but, unlike in table &2, index is lower than that for both
assisted and non-assisted continuers in the baseagd for entering plants in the end year

which accords better with a priori expectations.
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By 2004, the index of TFP for RSA-assisted contiauemains lower than the index for
non-assisted continuers although it is now only 1€%aller. This is the result of non-
assisted continuers improving their TFP by 20% &RISA-assisted continuers increased
their TFP by 39%. Harris and Robinson (2005) dorapticate this finding as their index
of TFP is lower for continuers in 1990 than in 128 ough, as in table 6.2, they do find a
slight TFP advantage towards non-assisted plant®oih years. This is the first instance
where the ranking of non-assisted and RSA-asspteds differs between the two indices
of productivity and this is explained by the ladj#erence between the two groups in the
amount of capital employed (see Appendix A6.2 fmpyment and capital indices that

explain the differences in ranking across the tveasures of productivity).

Finally, the output-weighted TFP index is 31% larder RSA-assisted enterers than
exiters. Again, this is the reverse of what is seging labour productivity and is explained
by the fact that enterers that receive an RSA ghave far larger capital stocks than
enterers that do not receive a grant. This cordtadhe finding of Harris and Robinson

(2005) that non-assisted enterers had a highex iod€FP than RSA-assisted enterers.

Table 6.3 gives the results from the decomposivblabour productivity growth between
1994 and 2004. As shown in equation (6.3), the sifzthe within, entering and exiting
components and therefore the continuers and totabdth plants that received an RSA
grant and plants that did not are partly determibgdheir output shares. These output
shares, given in table 6.1, should therefore bendoan mind when assessing what

represents a strong performance from RSA-assisaedisp

Table 6.3: Decomposition of Labour Productivity Gtb between 1994 and 2004 (%)

Total Within Between Covariance| Continuers Entrants Exiters
(A+B+C+D-E) (A) (B) © (A+B+C) (D) (E)
Non-assisted 28.8b 0.01 -2.47 6.26 380 28.58 3.53
RSA-assisted 3.02 2.65 -6.44 9.07 5[28 -0.53 1.74
All 31.87 2.66 -8.91 15.33 9.08 28.05 5.p7

Source: SAMIS/ARD

Overall, plants that received an RSA grant madesitige contribution towards aggregate
labour productivity growth. Without these plantggeegate labour productivity would

have grown by 28.9% instead of 31.9%. However, dbetribution to aggregate labour
productivity from RSA-assisted plants is smallarttwhat would be expected, given their

share of output in 1994.
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The within-plant contribution to aggregate produtyi growth is 0.01% from non-assisted
plants and 2.7% from RSA-assisted plants. Thiscatds that continuers that received an
RSA grant substantially improved their labour prctduty between 1994 and 2004 while
non-assisted plants barely improved their laboodpctivity at all. Taking account of the
relative shares of output in 1994, this representgery strong performance by RSA-
assisted continuers relative to non-assisted cositin The between plant component is
negative for both non-assisted and RSA-assistedglandicating that in both groups, the
market shares of plants with high productivity 894 tended to fall compared to the
market share of plants with low productivity. Byntxast, the covariance effect is large and
positive for both non-assisted and RSA-assistedirugers at 6.3% and 9.1% respectively,
which shows that continuers that improved theidpuativity between 1994 and 2004 also
tended to increase their output shares. The pedoce of plants that received an RSA
grant is particularly strong in this regard. In suimerefore, the relative performance of
RSA-assisted continuers in terms of their contrdoutto aggregate labour productivity

growth is impressive.

The largest contributor to aggregate labour pradifigtgrowth by far is entrants that did
not receive assistance who provide 28.6% to thevtiran labour productivity. In contrast,
the contribution from entrants that received an Rjgant is negative, albeit very small.
This is a major concern as it suggests that RSAtgrare being provided to a poorly

performing subset of entrants.

Finally, the exiters’ component for both non-agsisand RSA-assisted plants is, contrary
to expectations, positive and therefore, in acamdawith equation (6.4), these plants
make a negative contribution to aggregate prodifgtiyrowth. Given their relatively small
share of output, the proportion of the exiters’ poment accounted for by RSA-assisted
plants is particularly large. This is consistentthwthe objective of supporting high
productivity plants although the fact that theyseld also suggests that their subsequent
performance was poor. However, this finding is tlesult of the strong positive
relationship between output shares and labour ptodty within this group mentioned

earlier and may therefore be considered to be stresi an anomaly.
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Table 6.4 provides the results from the decompmsiaf TFP growth. It should be noted

that some plants are lost when TFP is used as aumeeaf productivity instead of labour

productivity due to the greater number of variableseded to produce estimates of TFP.
Therefore, these results are produced using 2,E8Qspin 1994 and 2,037 in 2004 which
is slightly fewer than were used to produce theltesn table 6.3.

Table 6.4: Decomposition of TFP Growth between 1&9d 2004 (%)

Total Within Between | Covariance| Continuers Entrants Exiters
(A+B+C+D-E) (A) (B) © (A+B+C) (D) (E)
Non-assisted 14.36 -2.88 1.86 6.82 5.8 12.58 4.03
RSA-assisted 2.27 1.31 -3.11 5.86 3|56 2.25 3.54
All 16.63 -1.57 -1.25 12.18 9.3b 14.83 7.67

Source: SAMIS/ARD

The overall contribution of plants that receivedRBA grant to the growth of TFP is 2.3%
compared to a contribution of 14.4% from plantd thd not receive a grant. It is therefore

slightly smaller than what would be expected gitlezir share of output in 1994.

The within component is negative for continuerd tiid not receive a grant and positive
for continuers that did receive a grant. This iaths that RSA-assisted continuers
increased their TFP while non-assisted continueqgeenced a fall in TFP. This
represents a strong performance from RSA-assidtmutspand is similar to the labour
productivity case in which the within component viaslarger for RSA-assisted than non-
assisted plants. The situation is reversed whesidering the between component with a
contribution to aggregate TFP growth of 1.9% froom+assisted continuers and a negative
contribution of 3.1% from RSA-assisted continuérhis shows that those non-assisted
continuers with initially high TFP in 1994 incredstheir output share while RSA-assisted
continuers with high TFP in 1994 experienced a falltheir share of output. The
covariance component is positive for both non-éasdind RSA-assisted continuers at
6.8% and 5.4% respectively, showing that, for bgtloups, improvements in TFP
coincided with increases in output share. Ovethl, contribution from continuers that
received an RSA grant is 3.6% which, considerintpaiushares in 1994, is a relatively

large part of the total contribution from contingiplants to the growth of aggregate TFP.

The largest contribution to aggregate TFP growtme® from entering plants that did not
receive an RSA grant which contributed 12.6% togtmvth of aggregate TFP. However,

unlike with labour productivity, the contributiomoin RSA-assisted entering plants is

146



positive at 2.3% which is a larger part of the ta@aterers’ component than would be
expected given their share of output in 2004. Athvabour productivity, the contribution

to aggregate TFP growth of both non-assisted andl&Sisted exiting plants is negative
at 4.0% and 3.5% respectively because the weightethge of TFP of both these groups
of plants is higher than the average in 1994. Tgkiccount of the relative output shares of
these groups, this represents a very large pdinteatiotal negative contribution of exiters to
aggregate TFP growth from plants that received 8A Rrant but this is once more the

consequence of the relatively strong relationskeigveen TFP and output in this group.

Overall, these results show that plants that recean RSA grant did not make as large a
contribution to either labour productivity or TFRPogth as their output shares in 1994
suggest they ought to have made although the $ileew contribution is slightly more
impressive when the measure of productivity is T&Rer than labour productivity.

The proportion of the total contribution that confiesn RSA-assisted plants that were in
operation in both 1994 and 2004 is larger than wdaild be expected, given their share
of output, and most of this contribution is madetigh the process by which plants that
improve their productivity also improve their outmhares. This implies that continuers
that receive an RSA grant tend to be more dynahnaio plants that do not receive support.
However, entrants that received an RSA grant madegative contribution of 0.5% to the
growth in aggregate labour productivity but a pesitcontribution of 2.3% to the growth
in aggregate TFP. This is the result of RSA-asdigstrants having higher TFP than
average but lower labour productivity than averagpch, unsurprisingly given the main
objective of the RSA scheme, suggests that RSAviesdi are more labour intensive than
the average. Given the very large contribution frion-assisted entrants, this suggests that
the entrants need to be better targeted for reo€iRSA grants if the scheme is to make a
larger contribution to the growth of productivifjurning to the exiters, there is a large and
negative contribution to aggregate productivityvgito from exiters that received a grant
due to their high productivity indices. Howeveristls slightly misleading as RSA-assisted
entrants are, on the basis of an unweighted avethgeleast productive using either
measure of productivity. It is only that there ipaticularly strong positive relationship

between the share of output and productivity withis group.
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The results are in many ways similar to those okthiby Harris and Robinson (2005)
despite differences in the area, length and pesiotiime analyzed and the quality of the
dataset as well as slight differences in the meilugy. Overall, they also found that RSA-
assisted plants made a positive contribution todgpcbvity growth although the
contribution is over twice as large as that idesdifhere. In terms of the sources of this
contribution, in accordance with the results présegnn table 6.3, they found that RSA-
assisted plants made a small contribution to aggeel@bour productivity growth through
the within component, a large positive contributibtmough the covariance component
(although less than half the size of that iderdifiere), a negative contribution through the
entering plants’ component and a negative coniobuthrough the exiting plants’
components. The results differ in that they fin@ttflRSA-assisted continuers made a
positive contribution through the between effecicihindicates that RSA-assisted plants
with high levels of labour productivity tended tacrease their market share between 1990
and 1998.

Turning to the decomposition of TFP growth, Haarmsl Robinson (2005) find that RSA-
assisted plants contributed negatively whereasetél shows that RSA-assisted plants
contributed positively to aggregate TFP growth. Ththin and between components are
similar in both sign and magnitude but, unlike tlesults in table 6.4, they find that
enterers made a small negative contribution toeggge TFP growth which is the result of
RSA-assisted enterers being less productive thamage while exiters made a small
positive contribution because they were less priddeidchan the average. The largest
difference is in the covariance effect as Harrid Robinson find that RSA-assisted plants
make a contribution of only 0.8% to aggregate potigiity growth whereas table 6.4
shows a contribution of 5.4%. This means that UKnafiacturing plants that improved
their TFP between 1990 and 1998 were less suctestsinproving their market share

than Scottish manufacturing plants that improvesirthFP between 1994 and 2004.

6.4. Conclusion

This chapter has decomposed the growth of aggréglaterr productivity and aggregate
TFP in Scotland between 1994 and 2004 in ordeddatify the extent to and the channels
through which plants assisted by RSA contributed piductivity growth. The
decomposition showed that RSA-assisted plants maagesitive but small contribution,
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relative to the output share of these plants in4196 the growth in aggregate labour
productivity and TFP. For both labour productivatyd TFP, the bulk of this contribution
came from plants that operated in both 1994 and 20@, more specifically, through the
process by which plants that improve their prodiistialso improve their market share.
This suggests that continuers that receive an R8At@re more dynamic than continuers

that do not receive support.

The contribution of entrants that received an R$&ngis negative to aggregate labour
productivity growth and positive and small, relatito output shares in 2004, to aggregate
TFP growth which implies, in accordance with thgecbves of the scheme, that RSA-
assisted entrants are relatively labour intensilee small contribution to productivity
growth from RSA-assisted entrants is a major coneer the largest contribution to the
growth of both measures of productivity comes freom-assisted entrants. This suggests
that RSA grants should be better targeted at engigiants.

A6.1. Decomposition Methods

There are three competing methods that can be gegplto decompose the growth of
productivity (Disney, Haskel & Heden, 2003a). A dgstion of the Haltiwanger (1997)
approach has been provided above. This appendixdestribe the other two approaches
and explain why the Haltiwanger approach was chossrad of them.

Bailey, Hulten and Campbell (1992) suggest a de@sitipn of the form:
AlInP, => 6,AlnP, +
D> A6, InP, +
> 6,InP, -
D> 6,,InP,.

The first term is identical to the within componentthe Haltiwanger decomposition. It

(A6.1)

shows what the contribution to productivity grovathcontinuing plants would have been,
had output shares been held constant. Howevere W Haltiwvanger decomposition has
two terms — the between and covariance componentghieh jointly capture the

contribution to aggregate productivity of changeshe share of continuing plants’ output
between the base and end years, there is onlyumteterm in equation (A6.1). This term

is calculated as the sum of the change in outpareshmultiplied by the productivity of the
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continuers. It therefore captures both the contigiouto productivity growth of plants with
initially higher productivity increasing their makshare and the contribution of plants
that improve their productivity between the basé end year and also increase their share
of output. The ability of the Haltiwanger decompiasi to provide more information on
the nature of the contribution from change in ouhares is a clear advantage.

The contribution to productivity growth from exisein equation (A6.1) is simply the sum
of the productivity of entrants in the end year gived by their output shares while the
contribution from exiters is the sum of the prodwitt of exiters in the base year weighted
by their output shares. As shown by Haltiwanger9{)9 even if entrants are more
productive than exiters, this does not guarantee ttie net contribution from entry and
exit, calculated using equation (A6.1) is posiiivine output share of entrants is smaller in
the end year than the output share of exiters enlthse year. This is an undesirable
property and one which the Haltiwanger decompasitiad the decomposition discussed

next does not share.

The following decomposition is proposed by Grilistend Regev (1992):
AINP, =) 6AINP, +
3 26,(nP -InP)+
3 6,(nP, -InP)-
36, (nP_ -InP)

where a bar denotes the average calculated oventhand base year. The main difference

(A6.2)

between this approach and the Haltiwanger appraathat the latter uses deviations of
productivity from the average in the base year wagrthis approach employs deviations
of productivity from the average over both base and year. This has the advantage of
making equation (A6.2) less sensitive to measurémear than the Haltiwanger approach
(Disney, Haskel & Heden, 2003a).

The first term is the sum of the growth in the proiivity of continuers, weighted by their
average market share over the base and end yeasetiond component is the change in
market shares of continuers multiplied by the dimmin average plant productivity over
base and end year from average aggregate prodyawer the base and end year. The
entrants’ term is the output share of plants inghd year multiplied by the deviation in

their productivity levels from aggregate produdiivbver base and end year and the
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exiters’ contribution is calculated as the outphare of exiters in the base year multiplied

by the deviation of their productivity from aggrég@roductivity over base and end year.

The major problem with equation (A6.2) is that tliet component does not represent a
recognisable component of productivity growth. &noot be regarded as the as the

contribution from continuers that improve their guotivity, holding output shares

constant becaugkis determined by the growth of market shares batviee base and the

end year. For this reason, the Haltiwanger decomposs judged to be a better way of
decomposing the growth of productivity and was usaolve.

A6.2. Employment and Capital Indices

To assist in the understanding of differences betwie two measures of productivity,
table A6.1 provides the weighted average of emptynand capital for each group.
Assuming the coefficients on employment and capitathe production function are
greater than zero but less than one, equationg &d (6.7) show that plants with a
relatively high index of employment would preferlie compared on the basis of TFP,
ceteris paribus. On the other hand, these equagieosshow that plants with a relatively
high index of capital would prefer to be comparedtbe basis of labour productivity,
ceteris paribus. When one group have both more egmmant and capital, it is not
immediately clear which measure of productivity\pdes a more favourable comparison.
This will depend upon the coefficients on employmmand capital in the production

function.

Table A6.1: Employment and Capital Indices, 1994 2004

Continuers (1994)] Exiters (1994) |  Continuers (2004) Enterers (2004)
Employment
Non-assisted 652.94 355.70 472161 399.20
RSA-assisted 996.04 1039.74 694/12 483.59
Capital
Non-assisted 12713.69 10184.54 9446.06 2031[.78
RSA-assisted 17534.60 8327.98 23994.05 5641.72

Capital is measured in measured in £1,000 (198@gYi

Source: SAMIS/ARD

The employment index for RSA-assisted continuerdd84 is over 50% larger than the

corresponding index for non-assisted continuerg. ddpital index for RSA-assisted plants

is almost 40% larger than the index for plants thdtnot receive an RSA grant. Table 6.2
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shows that RSA-assisted continuers are at lesspobductivity disadvantage in a labour
productivity comparison than a TFP comparison. dnoadance with equations (6.4) and
(6.7), this implies that the disadvantage to th@ug that arises in a TFP comparison from
having a larger capital stock is outweighed byltdveer weight that is placed on its larger

level of employment.

For exiters in 1994, the index of employment is@ithree times larger for RSA-assisted
than non-assisted plants but the capital indexves @0% larger for non-assisted plants.
This implies that RSA-assisted plants would préddoe compared on the basis of TFP and
this is indeed the case as table 6.2 shows a largductivity advantage for RSA-assisted

exiters than non-assisted plants using TFP as #zsune of productivity.

Continuers in 2004 are similar to continuers in 499 that RSA-assisted plants have a
higher weighted average for both employment andtalag he former is larger by almost
50% while the latter is larger by over 150%. ThePTiRdex is again more favourable to
RSA-assisted plants as it ranks them above nostadsplants while non-assisted plants
have a higher index of labour productivity. The lexgtion for this is identical to that set

out for continuers in 1994.

Finally, the employment index for RSA-assisted mtein 2004 is over 20% larger than
the corresponding index for non-assisted enterditewhe capital index for non-assisted
enterers is almost four times larger for non-asdisénterers. This suggests that a
comparison based on TFP would favour RSA-assis@utpand this is precisely what is
shown in table 6.2 where RSA-assisted entrants ftavar lower index of labour
productivity but a larger index of TFP.
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7. The Causal Impact of RSA on Productivity

7.1. Introduction

This chapter will examine whether receipt of an R@Ant has a causal impact on plant
TFP. To tackle the problem of self-selection irtte treatment group outlined in chapter
3.2, propensity score matching and instrumentakbbes will be employed. In order to
control for the endogeneity of other variables e tmodel, all estimations will be
performed using the system GMM estimator.

There are two measures of productivity upon whi@hitmpact of receipt of an RSA grant
could be measured: labour productivity and TFP.ouabproductivity is calculated by
dividing output or GVA by employees. TFP measures tontribution to output not
attributable to factor inputs and, as such, captteehnology and efficiency. TFP is chosen
instead of labour productivity as the measure ofipctivity because the latter, unlike the
former, is determined by factor input levels in iidd to levels of efficiency and
technology (Harris, 2005b). To be precise, moreitahpr higher TFP leads to higher
labour productivity while higher employment is asated with lower labour productivity
under the assumption of diminishing returns to labéds RSA is a capital grant scheme
which has the promotion and safeguarding of empénmas its main aim, any estimated
impact of RSA on labour productivity will be themswof the impact of an RSA grant on
employment, capital and TFP. It will therefore berendifficult to interpret than when TFP

is used as the measure of productivity.

As discussed in chapter 4.2, there are two mainrakla through which an RSA grant may
improve TFP. The first is by allowing the acquimitiof modern capital which demands the
reorganisation of the plant along more efficienet. The second is by allowing the plant
to create a new product that can be produced wehtegr efficiency than older product

lines.

As shown in chapter 4.4, previous studies have rgépefailed to find a statistically
significant impact of receipt of an RSA grant oodguctivity. One exception is Harris and

Robinson (2004) who, using a control group consistf all untreated plants in GB, find a
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positive and statistically significant impact on H.FHowever, this result is not replicated
when the control group consists of untreated plaots the assisted areas, which implies
that untreated plants in the assisted areas peztbbmatter, in terms of productivity, during
the period under investigation. Criscuolo, Martdverman and Van Reenen (2007), using
an instrumental variable approach which is paxtiadiplicated below, also do not find a
significant effect of RSA on either labour produd§ or TFP. Finally, Hart, Driffield,
Roper and Mole (2008a), using the control functiapproach on data taken from a
telephone survey of Scottish firms, do not findogipve impact of receipt of an RSA grant
on labour productivity. While the latter two paperse appropriate methods to tackle the
consequences of self-selection into the treatmenupy they fail to deal with the
endogeneity of other explanatory variables. Haarid Robinson (2004), by contrast, do
not employ a sufficiently sophisticated method ¢mtecol for self-selection but do control
for the endogeneity of control variables. The asigl{pelow tackles both sources of bias.

The next section will set out the econometric mathalt will be estimated. The third
section will describe how the propensity score mmag and instrumental variables
estimators, described in chapter 3.3, are impleetkaind discusses the system GMM
estimator which is used to handle the endogendityontrol variables in the model. The

fourth section presents the results and the fieetien concludes.

7.2. Econometric Model

Consider the following Cobb-Douglas production fiime (Cobb and Douglas, 1928):

Y, = AEFK, (7.1)
whereYj; is GVA in planti at timet, E;; represents employmen;; represents the capacity
utilisation adjusted capital stock aAgdis TFP. Taking natural logs of equation (7.1) give

Vi =B + Bk +ay, (7.2)

where the lower case is used to denote the ndagatithm of a variable.

It is now postulated that the natural logarithnT&P can be modelled as follows:

& = Py Xy t Barr Dy + (7 tU, +my), (7.3)
wherex; is a vector of variables thought to influence TH#Pwhich continuous variables
are logged) an®;; is a dummy taking the value of one if a plant ree® an RSA grant in

that period or has done so in the past. The eeron s composed of;, an unobservable,
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plant-specific, time-invariant effect;, a TFP shock, anah;, a measurement error which is
assumed to be serially uncorrelated. The RSA dunsntlye key variable in the model as
its coefficient,fart, Will provide the estimate of the impact of redegyan RSA grant on
TFPY’

The TFP shock takes the following form:

Uy =00, 6 |a < ]1 (7.4)
It is autoregressive & # O.
The model is therefore:
Yi = Be€ *+ Beky + BuX + BartDy + (7, + U, +my). (7.5)

The x;; variables are included in equation (7.5) to avaithiased estimate of the ATT
caused by observed variables that are correlatddbeith the treatment variable and the
error term (see chapter 5.4 for descriptions ofttedl variables used in the model). The
first of these variables is the Herfindahl Indexeffthdahl, 1950), calculated at the four-
digit industry level. The Herfindahl Index is a rsaee of the concentration of output and
hence competition within an industry. Intuitivelpne would expect that greater
competition (which implies a lower Herfindahl indedemands that plants operate more
efficiently. However, it is arguable that the lewlcompetition may be inversely related
to productivity if monopoly rents are required foanagement to invest in R&D which in

turn leads to improvements in TFP (Aghion, Hatdewitt and Vickers, 2001).

The next two variables included ix; represent attempts to measure two types of
agglomeration externalities. Agglomeration extdtigs are reductions in costs or
improvements in productivity which accrue to plafdsated in the vicinity of other
plants. The first type of such externalities isalligation externalities. These arise due to
the concentration of plants from a particular irndusn a given area and are termed
Marshallian externalities (Marshall, 1890). By aast, Jacobian externalities arise as a

%It is clear that receiving an RSA grant will harimpact upon employment and capital as well askmR.
Therefore, the coefficient on the RSA dummy carbinterpreted as the full impact of receiving &AR

grant on output. As interest here lies entirelitsrimpact on TFP, this presents no problems.
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result of diversity in the activities of plants @ particular area (Jacobs, 1969). The
different types of externality are a reflectiondifference views of information spillovers.
Marshall believed that information spillovers argsemarily within industries while
Jacobs believed that they arose primarily betwednstries (Van Der Panne, 2004). In
what follows, Marshallian externalities are capturby a variable measuring the
proportion of industry output located within thedb authority. Jacobian externalities are
measured by a variable calculated as the numbdiffefent SIC codes within the local

authority.

An age variable is also includedxp A priori, it is not immediately clear whether eld
plants will have higher TFP. On one hand, old @aare less likely to be employing the
most modern technologies. On the other hand, treeymave higher TFP as their survival
indicates that they are the best of their cohoplafts.

A time trend is also included to control for commiarprovements in TFP through time.
The model was also run using year dummies butrttide no substantive difference to
the estimate of the ATT.

A single plant dummy, equal to one if that planthe only plant owned by the firm, is
also included irx;. If technology is shared within multi-plant enteggs, this may confer
a TFP benefit to being part of a multi-plant entisg which would imply that the

coefficient on the single plant dummy should beatieg.

A foreign ownership dummy was also included in thedel. This is justified by the
observation that multinationals must possess adgastthat allow them to overcome the
costs of operating in a foreign country (Hymer, @97f one of these advantages is
superior technology, foreign owned plants wouldenhigher TFP (Harris and Li, 2007).
It may also be hypothesised that foreign ownedtplane a self-selected group of the
population of plants as multinationals tend to aayplants that have high levels of TFP.
On the other hand, domestic plants may experienffeeutties in adjusting to the
technologies of the multinational owner which ineglithat FDI plants may have low
levels of TFP (Kronborg and Thomsen, 2008). Itheréfore not obvious whether FDI
plants should have higher or lower TFP than otleentp in the population.
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7.3. Estimation Strateqy

As discussed at length in chapter 3.2, the majon@metric issue that must be tackled
when estimating the impact of an RSA grant is thfaself-selection into the treatment
group. If all variables that determine both treatingtatus and the outcome variables are
observed, the only problem with estimating equati@b) using OLS is that of
misspecification. To deal with this, propensity icanatching will be used. On the other
hand, if there are unobservable variables thatroh@te both treatment status and the
outcome variable, the matching estimator will noebvide unbiased estimates of the
treatment effect. To overcome the problems posedhbypotential existence of such
variables, an instrumental variables approach glladopted. Regardless of the approach
used to tackle the consequences of self-seleatiorthe treatment group, it is necessary to
control for correlation between the covariates #nederror term in equation (7.5). This will

be done using the system GMM estimator.

Propensity Score Matching

The major difficulty in creating a matched samplieew the dataset is a panel is to avoid
matching on variables that are themselves affettgdireatment status (chapter 3.3
provides a more detailed discussion of why thigriportant). If this is not done, treated
and untreated plants are matched on the basis aderistics that are similar only
because of differences in treatment status. Hayl ltlael the same treatment status, they
would have different characteristics and therefdifferent values of the outcome
variables. This is therefore a violation of the d@ibional independence assumption which
underpins the matching estimator. When the daiasabss-sectional, the researcher can
either ignore this issue or only match on varialhes are not affected by treatment status.
When the dataset is a panel, treated observateambe matched to untreated observations
using data from the period prior to treatment. Tisishe approach taken here for those

variables that are affected by treatment.
The first stage in performing propensity score riaitg is to estimate the propensity score.

The probit model that is used to estimate the prsiyescore is:

ID,, = yend,, +y,exq +¢&, (7.6)
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whereend.; is a once lagged vector of variables that may fiectad by treatment and
exq is a vector of variables that are not affectedti®atment. Included irend; are
employment, the capital stock, the Herfindahl Indexd the Marshallian specialisation
externalities variablesexq, consists of Jacobian diversification externalijtidse single
plant dummy, the foreign ownership dummy and gowemt office region dummie$D;

is a dummy taking the value of one in the year Imclv a plant receives an RSA grant for
the first time. This is different fror®;; which takes the value of one if a plant receives a

RSA grant in that period or has done so in the. past

The matching proceeds by year on the basis of tba@iqgied values from equation (7.6) so
that treated plants are only matched to untreakactgpfrom the same year. This is done
because matched plants are supposed to act asesdtmheach other throughout the
sample time period. The same treated plant canaomhtched to different plants in
different years because this would involve matchamg variables that are affected by
treatment after the treatment has occurred. ltowever impossible to avoid ‘broken’
matches with this approach as plants (treated weated) may become unobserved due to
closure or being removed from the selected groypanits in the ARD. This is one reason
why a multivariate regression approach is usechemtatched sample as this will control
for remaining differences in the distributions betobservables across the treatment and

control groups.

The precise form of matching was nearest neighbmatching where treated plants were
matched to 50 untreated plartsSuch a large number of treated plants were chosen
because of the relatively few plants in the sartipd¢ received RSA and the need for many
observations to facilitate the use of the systemMs®bstimator which requires a large
number of observations. The cost of so many neigith that the treated and control
group plants are not as well matched as they wbalavith fewer matches. Again, this
provides further justification for estimating a riwriate regression rather than simply a
comparison of means across treatment and contmlpgr because differences in the

distributions of the observed covariates are likelyemain in the matched sample.

% Propensity score matching is performed in STATA @sing the ‘psmatch2’ command developed by
Leuven and Sianesi (2003).
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As our focus is on the impact of RSA on Scottishnofacturing plants, the treatment
group always consists exclusively of Scottish dantowever, the ARD contains

information on plants from throughout GB and these allowed to form part of the

control group in the matched sample. The main adwggnof this approach is that, in the
matched sample, plants in the treatment group dhmeiimore closely matched to those in
the control group in terms of the observed covasiah equation (7.5) than would be the
case had only Scottish plants been available ta tbe control group. The disadvantage of
this approach is that if non-Scottish plants havebserved characteristics that differ from
those in the Scottish treatment group, this willgrate a bias in the estimate of the ATT. It
should however be noted that the inclusion of negitwummies in (7.6) reduces the
probability that non-Scottish untreated plants erethe matched sample so that this

problem, if it exists at all, should not be too eev

Instrumental Variables

Finding a genuine IV is the major obstacle to impating the IV estimator. Here, the
instrument that is used is the location of the plaA;, defined as a dummy variable which
takes the value of one if the plant is situate@nnassisted area and zero otherwise. This

approach is based on that taken by Criscuolo, Kattverman and Van Reenen (2007).

The difference between the approach taken by GriecuMartin, Overman and Van
Reenen (2007) and that taken here is that thep sseies of dummies that equal one when
the plant is located in different tiers of the at=il areas in which different proportions of
project costs can be covered by RSA grants. Thi®mislone here because some of these
instruments will not satisfy the monotonicity asqiion, discussed in chapter 3.3, which
must be satisfied to estimate the LATE. This asdiongequires that if some plants are
induced to apply and receive a grant because therguequals one, no plants can be
induced not to apply and receive a grant becawselummy equals one. But some plants
may be induced to apply for an RSA grant whengs@ample, 20% of project costs can be
covered by the grant while others may only applydio RSA grant if a higher proportion
of project costs can be covered by the grant ag thgard 20% of project costs as
insufficient for it to be worthwhile receiving aart. A dummy that equals one when a
plant is situated in an area where RSA can progrdats up to a level of 20% of project
costs would then not satisfy the monotonicity ctindias some plants could be induced to
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apply for an RSA grant when the dummy takes theievalf one but some would be
induced not to apply when the dummy equals onestth problem exists when a single

assisted areas dummy is used.

As discussed in chapter 3.3, an instrumental vigriatust be correlated with the RSA
dummy and uncorrelated with all components of thergerm, §; + vii + my), in equation
(7.5). With regard to the former criterion, the R8&mmy must be a function of the
assisted areas dummy as a plant has to be sitimtadassisted area if it is to receive an
RSA grant. With regard to the latter, there is eason to suppose that it would be
correlated with the measurement error componemhefrror termm;. The productivity
shock, Vi, is arguably not correlated with the assisted sakgaiable because the map of
assisted areas is drawn using data on economievdBpn which is at least three years
obsolete by the time the map comes into force.adsested areas dummy should therefore
not capture contemporaneous factors that wouldrmiéte the productivity shockyi.
However, if economic conditions are slow to chaimgan area and are not captured by the
time-invariant effects, there may still be correlatbetween the productivity shock and the

assisted areas dummy.

It is even more difficult to argue that there via# no correlation between the assisted areas
dummy and the time-invariant effects,;, if plants derive TFP advantages and
disadvantages from being situated in different ioces*° If no variables were included in

xi which captured the influence of locational factorsoutput, the assisted areas variable
will be correlated with the time-invariant effects, which would be a function of
unobserved locational factors from all periods. assisted areas are poorly performing
areas, it is expected that this correlation woutdnegative. Howevery; includes the
Marshallian and Jacobian externalities variablssudised earlier. If these are sufficient to
measure the influence of locational influences tamtpperformance, they will purge from

the time-invariant effectsy;, (and also from the productivity shock;) those locational

%9 Another difference between the approach of Crikgudartin, Overman and Van Reenen (2007) and that
taken here is their use of data at the reportiriglewel. As discussed in chapter 5.3, because BSAts are
awarded to individual plants, the local unit is #pgropriate unit at which to conduct analysis 82R

40 Criscuolo, Martin, Overman and Van Reenen (200@ley the fixed effects estimator, which eliminates
the time-invariant effects, so do not need to comdbemselves with correlation between the treatmen

dummy and the time-invariant effects.
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influences on output which, if ignored, would ceeat correlation between the assisted
areas dummy and the error term. They would theegfstify the exclusion of the assisted
areas dummy from the outcome equation and henagsésas an instrumental variable.
However, it is doubtful whether these variabled i sufficient to remove from the error

term all locational influences on plant performanié¢hese doubts are well founded, the
estimate of the ATT obtained using this strategy bn@ biased downwards because of the

negative correlation between the assisted areasguand the error term.

System GMM

In addition to correlation between the error temmd ghe RSA dummy resulting from self-
selection into the treatment group, there will d®ocorrelation between the factor inputs
and the productivity shock in the error term. Thesthe product of simultaneity and
attrition bias** Simultaneity bias arises because plants may hawve «nowledge about
the value of the productivity shock in equatiorbj7and use this knowledge to choose the
level of inputs in the production function (Marskrend Andrews, 1944). Attrition bias is
present if plants base their exit decisions orr theductivity level. As plants with a larger
capital stock will be able to withstand lower protivity levels, this will generate a
negative correlation between the productivity shaokl the capital stock variable. More
generally, capital and labour are endogenous itldreand curve for the output of the plant
iIs downward sloping and firms maximise profits.lslugh the main variable of interest is
the RSA dummy, it is essential to deal with theagmheity of other explanatory variables
if an unbiased estimate of the ATT is to be obtainEhis point is made forcefully by
Frolich (2008) who shows that the asymptotic bithe estimate of the treatment effect
can be large if the endogeneity of other varialidbe model is ignored.

Therefore, the coefficients in equation (7.5) Wik estimated using the system GMM
estimator developed initially by Arellano and Bo(i®991), augmented by Arellano and
Bover (1995) and further improved by Blundell andnB (1998) (see Bond, 2002 for an
introduction). This estimates the equation as #egysusing lagged levels and lagged first

differences of the endogenous variables as insmtsifer the equations in first differences

“l van Beveren (2007) lists other potential sourdesoorelation between factor inputs and the eresmt

Here, consideration is given only to the two that most frequently discussed in the literature.
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and levels respectivef{. The endogenous variables in our model that wiltlealt with in
this way are employment, capital, the Herfindalilex and the Marshallian externalities
variable. It is assumed that the other variablesiirare exogenous. A more detailed
description of the system GMM estimator is providadthe appendix along with an
explanation of why the system GMM estimator wasseimoahead of a two stage approach

in which the popular Levinsohn and Petrin (2003)rapch is used to estimate TFP.

However, if the productivity shocki, is autoregressive so tlmatt O in equation (7.4), it
IS not possible to estimate equation (7.5) usirgsystem GMM estimator (Blundell and
Bond, 2000). This is because the instruments fer éndogenous variables will be
correlated with the error term regardless of thenlner of times they are lagged. It is
therefore necessary to transform equation (7.8habthe following dynamic equation is
estimated:

Yiie =Y TIHE Y756, +

) 7.7)
ﬂk +7T5klt -1 +7T6Xit +7T7Dit +,7i +£it’

wherey” = - a)n, ande, =u, +m, —am _,. This error term is now serially uncorrelated

if there is no measurement error and it is a farsker moving average if there is
measurement error. In either case, the system GMimnator using suitably lagged
instruments will provide unbiased estimates of gheameters of the model. The long run
coefficients in equation (7.5) on employment, calp¥; and the RSA dummy are given by
the following:

+775 1T,

T, + T,
1- 3:8K_ _ ﬁx‘_ BATT: _ﬂl'

Pe = (7.8)

7.4. Results

Rather than performing the analysis using the ers@mple, it is done separately for four
industries. This is done to avoid the impositioncommmon coefficients across disparate
industries. In particular, it is undesirable to msp common coefficients for labour and
capital as different industries operate with défertechnologies. If the imposition was not

valid, it would not be possible to argue that theef@icients on the other variables

2 This estimator is can be implemented in STATA 8sing the ‘xtabond2’ command developed by
Roodman (2005).
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accurately measure their impact on TFP. The indhssthat will be used are the food (SIC
41), textiles (SIC 43), footwear and clothing ($46) and paper, printing and publishing
(SIC 47) industries. These are chosen becauserdoeye a relatively large number of

RSA grants and the estimated parameters were statiss instrument sets.

All the results presented below are obtained usiaghted data. Weighting is required to
make the results representative of the populatibrplants because of the stratified
sampling frame of the ABI. The sampling frame o thBl and the construction of the
weights are discussed in more detail in chapteH&rr(s, 2005b gives a more general

discussion of the need for weighting).

The long-run coefficients obtained from estimatairequation (7.7) using no mechanism
to control for self-selection into the treatmenbuyp are displayed in table 7.1. These
results are useful in establishing a baseline sestimates that allow comparison with the
estimates obtained using propensity score matchimpinstrumental variables. To allow
for measurement error, instruments are laggedhaat taree times for textiles, footwear and
clothing and paper, printing and publishing. Thisyed to be a sufficient number of lags
to avoid rejection of the null of valid instrumenmtsthe Hansen test. For the food industry,
however, the instruments had to be lagged at feastimes to avoid rejection of the null

of valid instruments at the 95% level in the Hanta=.
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Table 7.1: Estimates of Augmented Production Fonabibtained using no control for self-

selection
Food Textiles Footwear & | Paper, Printing
Clothing & Publishing
In(Employment) 0.612*** 0.732%** 0.647*** 0.665***
(0.132) (0.159) (0.166) (0.099)
In(Capital) 0.379*** 0.327* 0.376** 0.383***
(0.131) (0.143) (0.150) (0.082)
In(Herfindahl 0.269** -0.065 0.225* 0.017
Index) (0.108) (0.070) (0.094) (0.024)
In(Marshallian 0.314 -0.048 0.092 0.143
Externalities) (0.298) (0.120) (0.128) (0.131)
In(Jacobian -0.424 -0.345*** -0.146 -0.292
Externalities) (0.322) (0.093) (0.158) (0.196)
In(Age) -0.382 -0.832*** -0.437*** 0.464***
(0.255) (0.261) (0.166) (0.116)
In(Time) 0.151 -0.179*** -0.092 -0.038
(0.113) (0.044) (0.089) (0.035)
Single -0.120 0.032 0.021 -0.344***
(0.113) (0.101) (0.096) (0.070)
FDI 0.114 0.193 0.205 0.088
(0.083) (0.130) (0.174) (0.064)
RSA 0.124 0.214 -0.050 -0.155
(0.167) (0.130) (0.121) (0.092)
Lags 5 3 3 3
Hansen statistic 100.33* 92.48 80.33 92.22
Observations 4,095 1,897 1,198 3,262

* denotes significance at the 90% level, ** denatigmificance at the 95% level, *** denotes sigcéfnce at

the 99% level

Standard errors are in parentheses

The estimates of the coefficients on employmentcapital are all statistically significant
at the 95% level and of a reasonable order of nbag@i This is important as it gives
confidence that the coefficients on the other \#es are genuinely estimates of their
impact on TFP. With the exception of the textiledustry, which has a larger employment
coefficient and a smaller capital coefficient tithe other industries, the estimates of the
coefficients are similar across industry. The eates of the coefficient on capital are

particularly close across the other three industrie

The coefficient on the Herfindahl Index is positaed statistically significant at the 95%
level for the food and the footwear and clothindustry but not significant at the 90%
level for the textiles and the paper, printing gnblishing industry. Given the earlier
discussion, this suggests that monopoly rents reaguired to encourage plants to invest

in R&D in the food and the footwear and clothinglustries. The shortcomings of the
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Herfindahl Index as a measure of competition shaigd be noted as the Herfindahl Index
does not take account of either potential or irBomal competition and is dependent on
the definition of the industry (Okada, 2005).

The Marshallian specialisation externalities vagais not statistically significant at the
90% level for any of the industries considered Whsoggests that productivity benefits of
being situated near plants from the same induseynagligible in these industries. By
contrast, the Jacobian externalities variable gatee and statistically significant for the
textiles industry and negative but not significémt the other three industries. This may
suggest that the benefits from being in areas plahts from many different industries are

outweighed by disadvantages that arise from coiugest

For the textiles, footwear and clothing and thegoaprinting and publishing industries,

older plants are found to have lower TFP, ceteaigbps. This is unsurprising as older
plants are less likely to be employing the lateshhologies. The time variable is negative
and statistically significant for the textiles iredy but not significant for the other three
industries. This is difficult to explain as TFP vidbe expected to improve over time.

The coefficient on the single plant dummy is negatind statistically significant for the
paper, printing and publishing industry but notdory of the other industries considered. A
negative coefficient is precisely what would be eoted if plants derive benefits from
being part of a multi-plant enterprise. While alwagyositive, the coefficient on the FDI

dummy is not statistically significant for any ttindustries considered.

The most important coefficient is, of course, thasociated with the RSA dummy. It is
positive for food and textiles but negative for thwear and clothing and paper, printing
and publishing. It is not significant at the 90%dkfor any of the industries considered.
Whether this lack of statistical significance ise tproduct of misspecification of the
observed variables or RSA recipients possessindgpagmeed characteristics that make

them prone to poor performance is the issue thahaiv be investigated.

The results from estimating equation (7.7) usirgyrttatched sample are given in table 7.2.
It should be borne in mind that all the observedaciates have been used to calculate the

propensity score. As a result, they have less negian the matched sample and their
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coefficients will therefore be less reliable. Apden A2 shows the extent to which
differences in the distribution of these variabéesoss treated and untreated groups are

reduced by moving from the full to the matched si@mp

Table 7.2: Estimates of Augmented Production Fonabibtained using Propensity Score

Matching
Food Textiles Footwear & | Paper, Printing
Clothing & Publishing
In(Employment) 0.581*** 0.243 0.174 0.841***
(0.105) (0.162) (0.186) (0.127)
In(Capital) 0.405*** 0.796*** 0.668*** 0.176
(0.131) (0.141) (0.161) (0.138)
In(Herfindahl 0.116 0.053 0.019 0.063
Index) (0.079) (0.077) (0.089) (0.042)
In(Marshallian -0.124 0.126 0.887*** 0.149
Externalities) (0.162) (0.096) (0.237) (0.177)
In(Jacobian 0.038 -0.411%** -0.645%*** -0.120
Externalities) (0.152) (0.128) (0.233) (0.175)
In(Age) -0.517** -1.825%** -0.924** -0.334*
(0.250) (0.338) (0.422) (0.183)
In(Time) 0.076** -0.174%** -0.072 0.077
(0.067) (0.061) (0.062) (0.069)
Single -0.248*** 0.041 -0.023 -0.112
(0.065) (0.109) (0.115) (0.076)
FDI 0.076 -0.212 -0.015 0.123**
(0.104) (0.145) (0.220) (0.058)
RSA 0.032 0.151 -0.126 -0.099
(0.087) (0.155) (0.194) (0.114)
Lags 3 3 3 3
Hansen statistic 103.14 102.11 103.45 102.38
Observations 2,115 1,748 1,391 2,213

* denotes significance at the 90% level, ** denatigmificance at the 95% level, *** denotes sigcéfnce at
the 99% level
Standard errors are in parentheses

Generally, the coefficients on the control varigbéee of the same sign as those in table
7.1 although there are notable variations in sigaifce. The coefficient on the
employment variable is positive but not statisticasignificant for the textiles and
footwear and clothing industries while the coe#idi on the capital stock is also positive
for all industries but not significant for the papprinting and publishing industry. Unlike
in table 7.1, the Marshallian Externalities var@ald positive and statistically significant
for the footwear and clothing industry while thedlaian Externalities variable is negative
and statistically significant for this and the ike4 industry. The age variable is now

negative and statistically significant for all dfetindustries instead of only for some as in
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table 7.1. The coefficient on time is positive anghificant at the 95% level for the food
industry and negative and significant at the 999&lléor the textiles industry. The latter is
the same as in the results using no control fdrss&déction. The single plant enterprise

variable is negative and statistically significotthe food industry.

Most importantly, for all four industries, the RSAImmy is once more not statistically
significant. The point estimate is positive for fbed and the textiles industry but negative

for the footwear and clothing industry and the papenting and publishing industry.

Table 7.3 gives estimates of equation (7.7) usingtrumental variables. The only
difference between these estimates and those pees@nable 7.1 is that the RSA dummy
has been replaced in the instrument set by thetadsareas dummy. The Hansen test is of
particular relevance in this set of estimates ggavides some evidence as to whether or
not the instrument is valid. The null of valid ingnhents is not rejected at the 95% level for
any of the industries considered although it i®agd at the 90% level for the food
industry. This was also the case for the estimatesented in table 7.1 so this does not cast
additional doubt on the validity of the instrumedbwever, it is important to note that the
Hansen test is weak when there are many instrunfBatsdman, 2009). Given that there
were 96, 104, 101 and 106 instruments for the foextjles, footwear and clothing and
paper, printing and publishing industries respetyivthis suggests that the Hansen test
may not be very useful as a test of the validitytloé assisted areas dummy as an

instrument.
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Table 7.3: Estimates of Augmented Production okthusing Instrumental Variables

Food Textiles Footwear & | Paper, Printing
Clothing & Publishing
In(Employment) 0.551*** 0.755%** 0.684*** 0.682***
(0.151) (0.164) (0.194) (0.105)
In(Capital) 0.413*** 0.236* 0.327* 0.353***
(0.148) (0.142) (0.171) (0.087)
In(Herfindahl 0.290** -0.106 0.203** 0.017
Index) (0.117) (0.064) (0.090) (0.025)
In(Marshallian 0.363 0.055 0.058 0.191
Externalities) (0.231) (0.126) (0.097) (0.140)
In(Jacobian -0.487** -0.266*** -0.162 -0.309
Externalities) (0.239) (0.090) (0.169) (0.210)
In(Age) -0.429 -0.567** -0.329 -0.375%***
(0.266) (0.243) (0.205) (0.121)
In(Time) 0.127 -0.123%** -0.031 0.019
(0.122) (0.047) (0.086) (0.049)
Single -0.214 0.070 0.104 0.259**
(0.168) (0.108) (0.094) (0.113)
FDI 0.047 0.243* 0.366* 0.122*
(0.109) (0.137) (0.201) (0.066)
RSA 0.842 -0.354 -0.633 -0.572
(1.235) (0.482) (0.586) (0.510)
Lags 5 3 3 3
Hansen statistic 99.03* 90.02 87.63 96.30
Observations 4,095 1,897 1,198 3,262

* denotes significance at the 90% level, ** denatigificance at the 95% level, *** denotes sigcéfnce at
the 99% level
Standard errors are in parentheses

As with the results in table 7.1, the coefficients the factor inputs are all positive and
statistically significant at the 90% level. Withetlexception of the coefficient on the RSA
dummy, there are few differences with table 7.1emms of the size or significance of the
coefficients on the explanatory variables. This uissurprising given that the only
difference relates to the replacement of one vhriab the instrument set. In terms of
coefficients that are statistically significantetleoefficient on the Jacobian externalities
variable remains negative and is still statisticaignificant; the age coefficient is no
longer statistically significant for the footweanda clothing industry; strangely, the
coefficient on the single plant dummy in the pagemting and publishing industry has
changed signs but retained its significance wini@ccordance with expectations, the FDI

dummy is now significant at the 90% level for aldlustries apart from the food industry.

More importantly, comparing these results with thas table 7.1 that are obtained using

no control for self-selection, the coefficient dove tRSA dummy has fallen for all industries
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with the exception of the food industry. That inigt statistically significant for any of the
industries considered implies that RSA had no impacTFP. This is the same result as
that obtained by Criscuolo, Martin, Overman and \Reenen (2007) using a similar

instrumental variables approach.

Comparing the magnitudes of the coefficients ole@imusing different estimators can
reveal the direction of bias from using differerdtimators. For all of the industries
considered, the estimate of the ATT using the nettcdample is very close to the estimate
obtained using no control for self-selection biisis suggests that the latter estimates are
not greatly contaminated by misspecification. b be recalled that neither method will
provide unbiased estimates of the treatment efifetihere is correlation between the
treatment variable and the error term due to thete&xce of unobserved variables that
determine treatment status and the outcome varableoth sets of estimates depend on
the conditional independence assumption holdinglitain unbiased estimates of the

treatment effect.

The instrumental variables estimate of the ATTomwdr than the estimate obtained using
no control for self-selection and using the matcladple for all industries with the
exception of the food industry. Assuming that thstiumental variable used is valid, this
suggests that, for these three industries, ther@iaobserved covariates that are positively
correlated with treatment status that are gengramupwards biased estimate of the ATT
in tables 7.1 and 7.2. An alternative interpretati® that the instrumental variable is not
valid and that the negative coefficients can bdampd by the instrument being negatively
correlated with the error term. Although it is rpmissible to prove conclusively which is
the correct interpretation, it is the view of thetheor that the latter is more likely for two
reasons: firstly, the direction of the movementtled estimate of the ATT between the
matched sample and instrumental variable estimategorms with what would be
expected if the instrument was not valid; secondtlyile it is quite conceivable that receipt
of an RSA grant would have no impact on TFP, a tegampact of the magnitude
suggested for the textiles, footwear and clothimgl gaper, printing and publishing
industries is difficult to understand. Therefole preferred results are those obtained from

the matched sample.
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In order to probe the robustness of the resultabies 7.2 to 7.3, a number of variations on
equation (7.7) were estimated. Firstly, interactidretween the employment, capial,
variables and the RSA dummy were included to alfowdifferent technologies across
treated and untreated groups. These interactions generally not statistically significant
so this route was not pursued any further.

Secondly, as SAMIS provides information on the ealhf grants received, the RSA
dummy was substituted for a variable measuring siee of grant received. This
specification of the treatment variable was staadly significant for one of the industries
considered above for the matched sample at the 18B&b but was not significant at the
90% level either for any of the other industriesngseither the matched sample or

instrumental variables.

Thirdly, SAMIS also states whether an RSA grant was/ided to safeguard or promote
employment. In order to check whether the impactpooductivity differed for grants

provided for different purposes, equation (7.7) wesimated using two treatment
dummies: the first took the value of one when anfpleeceived a grant to increase
employment and the second equalled one if a planeived a grant to safeguard
employment. Neither dummy was statistically sigmafit at the 90% level using either the

matched sample or instrumental variables.

Fourthly, the results above are obtained by trggpilants that received multiple grants in

exactly the same way as plants that received desgrgnt. Therefore, equation (7.7) was

estimated using dummies that took the value offaora the time at which a plant received

a second grant, a third grant and so on. Althougksé dummies were occasionally

statistically significant, there was no obvioustgat indicating that receipt of more grants

led to greater improvements or deteriorations P TFaken together, these robustness
tests provide further evidence that the recei@oRSA grant tends to have no statistically
significant impact on TFP.

7.5. Conclusion

This chapter has sought to establish the existeheecausal impact of receipt of an RSA
grant on plant TFP. In confirmation of results frother analyses of the RSA scheme, no
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statistically significant effect was identified fany of the industries considered. This is a
worrying finding as an important objective of th&/& scheme is to improve productivity.

It also calls into question whether jobs safeguduatecreated by RSA grants will endure.

The use of different estimators to estimate the Aalldws the researcher to see if the
estimated treatment effect is robust to the chatesstimation strategy. When these
estimates differ, the differences can be explaingth reference to the assumptions
underpinning the different estimators. The smdfedence between the estimates obtained
using no control for self-selection and the estemabbtained using a matched sample
suggests that there is little problem of misspeatfon from using no control for self-
selection. However, for three of the four industrednsidered, the instrumental variables
estimate of the treatment effect was considerablet than the estimate obtained using
the matched sample. Under the assumption thangteument is valid, this suggests that
plants that receive a grant have unobserved clegistats that lead to higher TFP which, if
not controlled for, generate a misleadingly highineate of the impact of an RSA grant.
On the other hand, if the instrumental variablecasrelated with the error term and

therefore not a valid instrument, this is what Wi driving the difference in results.

Although it is impossible to state conclusively waliniconclusion ought to be drawn, the
latter is more likely because the very large negatoefficient on the estimate of the ATT
obtained using instrumental variables is consistsith the existence of a negative
correlation between the assisted areas dummy eatirtent variable in spite of attempts to
remove this. Therefore, the preferred results lansd obtained using the matched sample
although, as no statistically significant coeffiti®n the treatment variable is found using
any of the estimators employed, the conclusion tdeipt of an RSA grant has no causal

impact on TFP is not put in doubt by the issue bicl set of estimates are preferable.

A7.1. Production Function Estimation

This appendix will provide a description, baseduftwat provided by Bond (2002), of the
system GMM estimator that will be used to estinejaation (7.7). It will then set out the
Levinsohn and Petrin (2003) approach to estimdtiegparameters of production functions

and discuss why their approach will not be useé.her
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The first part will describe the difference GMM iasator of which the system GMM
estimator is an extension. To simplify the expositiassume that we wish to estimate a
simple AR(1) model:

Y = QY. t0, U, (A7.1)
wherey;; is an observation of some variable pertaining lentpi at timet, 7 is an
unobserved, plant-specific, time-invariant effest @;; is an error term which is assumed
to be independently distributed across plantss kissumed that the number of plants for
which data is available is large while the numbértime periods for which data is

available is small.

The presence ofi.; amongst the explanatory variables means that iequgi7.1) cannot
be estimated using OLS becauysg is correlated with the;. Similarly, the fixed effects
estimator cannot be used because, although thdanwidnsformation removeg;, a

correlation exists between the transformed lagged epeddent
variable,yit_l—Ti_l(yi1+...+ y, +..+Y;,), and the transformed error term,

1
Uy _—(Uiz tot Uiy +"'+UiT)

T-1 . This is because the transformed error term iregdud

every realisation of the error term.

Another means of removing the time-invariant efeds first-differencing. First-
differencing equation (A7.1) gives:

Ay, =aly,, +Av,. (A7.2)
This cannot be estimated by OLS because of thelation betweery;.; in theAy;.; term
andoi.1 in the Ao term. However, the crucial difference between thehin-transformed
error term and the first differenced error is ttiegt latter does not include every realisation
of the error term. lfy; is assumed to be predetermined — thatjisis assumed to be
uncorrelated with the error term in future pericdsando; is assumed to be serially
uncorrelated, the vectoy{, yi1, ..., Yir-2) can be used as instrumental variaBféEherefore,

consistent estimates of the parameters in equédior?) can be obtained by 2SLS.

Sf vy is MA(L), Avy is MA(2) andyir-, is no longer a valid instrumentn this case, the instrument set
becomesyy, Vi1,..., Yit-3)-
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However, 2SLS is not efficient because the compsete of moment conditions is not
exploited. The difference GMM estimator does fulploit all available moment

conditions. It uses the following instrument matrix

y. 0 0 .. 0 .. O
0 Vv, ¥V, .. 0 .. O

Z = Y Yo , (A7.3)
0 0 0 o Vi o Yoo,

where the first row contains the instrument sefpinod 3, the second row the instrument
set for period 4 and the final row the instrumegttfer period T. The moment conditions
are given by:

Co\Z' ,Au,) =0, (A7.4)

whereAu, = (Av,,Au,,,...AU; ).

The difference GMM estimator minimises the follogicriterion:
18 13
Iy =| =D AU Z Wy | =D Z Ay |, (A7.5)
N = N =
where the weighting matriX¥\y, is given by:
19 N
W, :hzz; AOAD zi | (A7.6)
i=1

whereAd. is a consistent estimate of the first differenceoretaken from a preliminary

consistent estimator.

When data is available for more than 3 time peritiaks validity of the moment conditions
can be tested using the Sargan test of overidergifyestrictions. Under the null that the

moment conditions are valitlidy has an asymptoti¢ distribution.

Suppose now that, instead of estimating the siMit€l) model in equation (A7.1), we
wish to estimate the following model:

Vi =Yy + B 11+ U, (A7.7)
wherex; is an additional vector of explanatory variablesttare assumed to be correlated

with i.

Once again, first-differencing removes th&o equation (A7.7) becomes:
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Ay, =aby, ., + fAX, +Au,, (A7.8)
If it is assumed that; is correlated withy, it is treated in the same way s, SOXi-2, Xit-3

and longer lags can be used as instruments.

So far, the difference GMM estimator has been desdr Consider now estimation of

equation (A7.7) if we are willing to assume tha; is uncorrelated with the:
CovAX, ,77,) =0, (A7.9)

but we continue to assume thxatis correlated with the error term. In this sitoas, Ax;.,,
Axit-3 and longer lags are available as instrumentsh®estimation of equation (A7.6).

Whether lags oAy can be used as instruments for estimation of equéfA7.6) depends

upon whether or not the following condition holds:

Co{(yu '(1,—77)}’7} =0, (A7.10)

Equation (A7.10) states that the initial value lud y;; does not differ systematically from

the value,(ij, towards which the series converges. Equationl@7ahen implies:

1-a
Co\ay,,.7,) = 0. (A7.11)

If it is also assumed that that the time-invariefiects,s;, are uncorrelated withy.1, the
following moment conditions are available:

coMay, ., (7 +uv,))=0. (A7.12)
The main benefit of the additional moment condgias that estimation of the parameters
in equation (A7.7) no longer depends entirely om tise of lagged levels of variables as
instruments for their first-differences as in th&edence GMM estimator. This can be
problematic because, asapproaches one or @77, )/var{u,) grows, lagged levels are
only weakly correlated with subsequent first diffieces and the difference GMM
estimator is hampered by the problem of weak instnis (Blundell, Bond and
Windmeijer, 2000). This problem is diminished whese is made of the additional

moment conditions which allow estimation of the &tipn in levels.

Another method that is often used in this typeradlgsis is a two-stage approach in which
estimates of TFP are obtained in the first stagethen used as the dependent variable in a

second stage regression in which the treatmentteeestimated. Usually, the method
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developed by Olley and Pakes (1996) and modifieddwnsohn and Petrin (2003) is used
in the first stage to calculate the measure of TH&wvever, the validity of this approach is
subject to question. Their method will now be sgtand an explanation provided of why

it will not be used here.

The Levinsohn and Petrin approach will be discussece as this is now the more
commonly used of the two. Consider the followingdslo
Yi = Bo+ Be€ + Buny + Bk + @ +0y, (A7.13)
where wi; represents productivity shocks observed by thatgdat not by the researcher
and n; is intermediate inputs. It is accepted that ingluwbices will be based, at least on
part, on the realisation of these productivity #socAssuming that demand for
intermediate inputs is a function of capital and gnoductivity shock, intermediate inputs
can be written as follows:
n.=n, (w, .k, ). (A7.14)
This can be inverted to obtain the following fuocti
,=a,(n, k). (A7.15)
Substituting equation (A7.15) into equation (A7.gB)es:
Vi = Bee, +¢, (N K, )+,
@ =By * Bl + Bk + @y (ne k),

which can be estimated using a high-order polynbmig; andk; to approximatevi. This

(A7.16)

Is said to provide an estimate of the coefficiamemployment although the coefficients on
capital and intermediate inputs are not identifedce these variables enter equation

(A7.16) more than once.

In the second stage, the dependent variable isubuagt of the contribution from labour,
y*, so that the following is estimated:

Yi = Vi ~Be& = Bo + By + Bk + @, 0y (A7.17)
Levinsohn and Petrin, following Olley and Pakessuase that the productivity shock
follows a first-order process and that capital donesrespond immediately to differences
between the expected value and the realised valutheo productivity shock. This
difference is given by:

Ey =W, — E[a)It |a)|’t_lJ.. (A7.18)

An estimate oE[a)It |w|]t_lj can be taken from the estimates from equation1(@)7.
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Equation (A7.17) can then be rewritten as:

Vi = By + Buny + Bk +Elay @]+ +o, (A7.19)
By assumption, capital is uncorrelated with th@eterm. This is not true of intermediate
inputs which may respond to the innovation in pdtity. To estimate the coefficient on
intermediate inputs, Levinsohn and Petrin use tleenant condition implied by the fact
that the lagged value of intermediate inputs wdl bncorrelated with the productivity

innovation. All the coefficients required to calaté TFP are therefore identified.

This approach, which has become popular in recearsy suffers from a number of
drawbacks. It has been pointed out by Ackerberge€and Frazer (2006) that, if the ideas
underpinning identification in the model are apglieonsistently, the coefficient on
employment is not, in fact, identified unless sam@ppealing assumptions are made. To
be specific, as employment and intermediate inpuéschosen at the same time and are
assumed to be perfectly-variable, non-dynamic béeg it is natural to assume that they

are both functions of the same variablgsandwj, so that employment can be written as:

&= (@ k) (A7.20)
Substituting equation (A7.15) into equation (A7.80)es:
€= & (wn (nit K )’ Ki ) = h(nit K ) (A7.21)

Employment is therefore also a function of intermagalinputs and the capital stock which

implies perfect collinearity between employment ap(lhit,kn)in the first-stage of the

model and, therefore, that the coefficient on emplent is not identified in the first-stage.

Another drawback of this approach is that, unlike system GMM estimator, it does not
allow for unobserved, time-invariant effects in #éneor term that are correlated with the
factor inputs. Instead, the productivity shockhis bnly component of the error term which
is allowed to be correlated with the factor inp#s.time-invariant effects are likely to be
important due to the existence of constant unolesemwariables (such as managerial
ability) that determine output, this is a major sboming of the Levinsohn and Petrin

approach.

Another problem noted by Ackerberg, Caves and Frg2@06) is that there must be strict
monotonicity between intermediate input demand thedproductivity shock. If the latter
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does not hold, then the intermediate input functiannot be inverted and used as a proxy
for the productivity shock® Because of these three problems, the system GMMate

outlined above is preferred.

A7.2. Covariate Balance in the Full and Matched Sample for Productivity Analysis

This appendix gives information on the distributioheach variable across treated and
untreated groups in the full and the matched sarfgpleach industry. The mean of each
variable is presented and t-tests are employedttablksh if this difference is statistically
significant. Kolmogorov-Smirnov tests are also perfed which test the null that the
variable in the treated and untreated groups amevrdifrom the same distribution. This
information is valuable as it provides an indicataf the extent to which the balance of the
observed covariates across the treated and urdrgeteps is improved by moving from
the full to the matched sample and therefore théenéxto which problems of

misspecification caused by self-selection are ated.

Table A7.1 shows the results for the food industry.

4 The major difference between the Levinsohn & Rammethod and the Olley & Pakes method is thathén t
latter, investment performs the function of intedia¢e inputs. Levinsohn and Petrin choose to use
intermediate inputs because they argue that theotonitity condition is more likely to be satisfieging

intermediate inputs because of the ‘lumpinesshaéstment.
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Table A7.1: Distribution of Observed Covariatesoasrthe Full and Matched Sample for

the Food Industry for Productivity Analysis

Full Sample Matched Sample

Non-RSA RSA Difference Cor}zbslned Non-RSA RSA Difference COE_bSmEd
In(Employment) 2.52 3.48| -0.96%* |  0.40%* 3.29 3.63  -0.34*|  0.16*
In(Capital) 3.29 4.62| 133 | 034w 4.43 491  -0.48%| 0.14*
In(Herfindahl 2,11 -1.77|  -0.350% | 0.24% -1.64 -1.58  -0.06 0.68
Index)
In(Marshqlllan -1.06 -0.73|  -0.33%* | 0,18 -0.68 -0.65  -0.03 0.06
Externalities)
ln(‘]aCOb.lan 2.26 1.86| 0.40%* | 0.21% 1.76 1.75  0.01 0.05
Externalities)
In(Age) 1.98 2.06| -0.07 0.11%* 2.17 218 -0.01 0.07*
Single 0.19 0.36| -0.17%* | 0.23"* 0.13 0.16|  -0.04** 0.06
FDI 0.03 0.07| -0.04* 0.06* 0.09 0.13  -0.04* 0.06

* denotes significance at the 90% level, ** denatigmificance at the 95% level, *** denotes sigcéfnce at
the 99% level
Source: SAMIS/ARD

With the exception of the age variable, the diffiees in the mean of the explanatory
variables across treated and untreated groupsllastatistically significant at the 99%
level in the full sample. In the matched sample, differences in the mean have fallen for
all variables. While the differences remains stiaeidly significant for the employment,
capital, age and single plant enterprise variable,differences in the mean for the other
variables are no longer statistically significait. the full sample, the Kolmogorov-
Smirnov test statistic indicates a rejection of miod that the treated and untreated groups
are drawn from the same distribution for each Véeiat the 90% level. In the matched
sample, the null is only rejected at this levelttoe employment, capital, Herfindahl Index

and the age variable.

Table A7.2 provides the same information for theiles industry.
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Table A7.2: Distribution of Observed Covariatesoasrthe Full and Matched Sample for

the Textiles Industry for Productivity Analysis

Full Sample Matched Sample

Non-RSA RSA Difference| Cor}zbslned Non-RSA RSA Difference| COE_bSmEd
In(Employment) 3.31 3.46| -0.15%* |  0.10%* 3.64 3.63 001 0.07*
In(Capital) 451 454 -0.03 0.08** 5.04 507 -0.02 0.07*
In(Herfindahl -2.55 -2.07| -0.48%* | 0.20% -1.99 -2.07  0.08* 0.09
Index)
In(Marshqlllan -0.43 -0.30| -0.19% 0.17%+ -0.15 -0.24  0.13% 0.18
Externalities)
ln(‘]aCOb.lan 1.92 161  0.31% | 0.14% 1.75 1.700  0.05 0.06
Externalities)
In(Age) 2.44 2.29|  0.15% 0.10%* 2.48 247 001 0.03
Single 0.24 0.23| 001 0.03 0.26 0.24 0.3 0.04
FDI 0.05 0.07| -0.02** 0.04 0.09 0.1 -0.02 0.03

* denotes significance at the 90% level, ** denatigmificance at the 95% level, *** denotes sigcéfnce at
the 99% level
Source: SAMIS/ARD

In the full sample, the difference in mean acrdss treated and untreated groups is
statistically significant at the 95% level for afhriables apart from the capital and the
single plant enterprise variable. In the matchedpa, the difference in mean has fallen
for all variables apart from the single plant vhleaand remains statistically significant at
the 90% level for the Herfindahl index and Marsiall Externalities variables. The
Kolmogorov-Smirnov test indicates a difference he distribution of all variables, with
the exception of the single plant and FDI variaklethe 95% level in the full sample. In
the matched sample, the difference is only sta&ilyi significant at the 90% level for the

employment, capital, Herfindahl Index and MarslaallExternalities variable.

The results for the footwear and clothing industry given below in table A7.3.

179



Table A7.3: Distribution of Observed Covariatesoasrthe Full and Matched Sample for

the Footwear and Clothing Industry for Productiviiyalysis

Full Sample Matched Sample
Non-RSA RSA Difference| Cor}zbslned Non-RSA RSA Difference| Cor}zbslned

In(Employment) 3.08 3.58| -0.49%* | 0.21%* 3.48 3.67  -0.19%*|  0.1*
In(Capital) 3.31 4.05| -0.74%* | 0.21% 3.99 424  -0.25%*|  0.14*
llnEjHe;fmdahl -2.56 2.01| -0.55% | Q.27 -1.95 -1.84  -0.11% ao*
naex
In(Marshqlllan -0.84 -0.44| -0.40%* | Q.17 -0.48 -0.50,  0.02 0.18*
Externalities)
E(‘t]aco?.lﬁn ) 2.57 1.80[ 0777 | 0.26 1.62 145 0.7+ |  0.19%

Xternallties
In(Age) 2.18 215 003 0.15%+ 2.24 215 0.08* 0.08*
Single 0.30 0.26|  0.05* 0.08* 0.27 021  0.06*  0.11%*
FDI 0.06 0.14| -0.08 0.16%* 0.01 0.09  -0.08*** 0.1+

* denotes significance at the 90% level, ** denatigmificance at the 95% level, *** denotes sigcéfnce at
the 99% level
Source: SAMIS/ARD

In the full sample, there is a statistically sigzaht difference in the mean of all the
variables, apart from the age and FDI variablessactreated and untreated groups. In the
matched sample, the magnitude of the differends faf all variables apart from the age
and the single plant enterprise variable. Howeube differences are statistically
significant at the 90% level for all variables eptéhe single plant variable. The null that
the treated and untreated groups are drawn fronsdhee distribution is rejected for all
variables at the 95% level in the full sample. Aligh the test statistic decreases for all but
the Marshallian Externalities and the age variathie,null is still rejected at the 90% level

for all variables in the matched sample.

Table A7.4 provides the equivalent statistics fbe tpaper, printing and publishing

industries.
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Table A7.4: Distribution of Observed Covariatesoasrthe Full and Matched Sample for

the Paper, Printing and Publishing Industry fordRiativity Analysis

Full Sample Matched Sample
Non-RSA RSA Difference Cor}zlgned Non-RSA RSA Difference Cor}zbslned
In(Employment 2.58 3.88| -1.30% 0.51% 3.46 3.65  -0.19%* 0.17*
ploy
In(CapitaI) 3.89 5.60| -1.71% 0.37%** 5.08 5.69 -0.61%* 0.22%
IInEjHe;flndahl -3.01 -2.88| -0.13 0.13% -2.40Q -2.84  0.44% 0.1
naex
In(Marshqlllan -1.03 -0.79| -0.24% 0.16% -0.78 -0.91  0.12% OF**
Externalities)
E(‘t]aco?.lﬁ n ) 2.49 2.22|  0.27%* 0.14%+ 1.94 217 -0.23%* 0.16%
xternalities
In(Age 2.33 2.36| -0.03 0.14%+* 2.3 2.68  -0.33%* 0.23%*+
g
Single 0.22 0.37| -0.16%* 0.19% 0.23 040  -0.17*** 0.19*
FDI 0.12 0.17| -0.05** 0.11%* 0.14 0.18  -0.04* 0.09*

* denotes significance at the 90% level, ** denatigmificance at the 95% level, *** denotes sigcéfnce at

the 99% level

Source: SAMIS/ARD

In the paper, printing and publishing industry, tlierence in mean across the treated and
untreated groups is statistically significant a #9% level for all but the Herfindahl Index
and the age variables. The difference in mean dsegefor all but the Herfindahl Index,
age and the single plant enterprise variablesemthtched sample but is still statistically
significant at the 95% level for all variables. Timgll of the treated and untreated groups
being drawn from the same distribution is rejecethe 99% level for each variable in the
full sample. While the distributions are better oh&id across treatment and control groups

in the matched sample, the null is still rejecteddil variables at the 90% level.

Taken together, these tables show that the matcpiogess has brought into closer
alignment the distribution of the observed covasain equation (7.7) across the treated
and untreated groups. This is unsurprising asishpsecisely what matching is designed to
do. The extent to which the difference in the dsition of variables across treatment and
untreated groups between the full and matched sammpeduced is a reflection of the size
of the coefficient on the variable in the probitaebused to generate the propensity scores.
For instance, employment is an important deterntinaintreatment so has a large
coefficient in a probit model of treatment stats. a result, for all industries, there is a
large reduction in the difference of the mean opkxyyment across treated and untreated
group when the matched sample is compared to thedmple. On the other hand, for
those variables which are not such important detemts of treatment status, the

difference across treated and untreated groupsreragin large or even increase in the
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matched sample. This suggests that the approagteatiof including these variables in
the outcome regression, rather than simply comgatie mean of the outcome variable
across treatment and control groups, is the comeet Failure to do so would not control
for remaining differences in the distribution ofetlebserved covariates across treatment

and control group and would therefore lead to lmastimates of the treatment effect.
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8. The Causal Impact of RSA on Survival

8.1. Introduction

This chapter will examine whether receipt of an R@Ant has a causal impact on plant
survival. It will do so by estimating a Cox progortal hazards model. In order to control
for the consequences of self-selection into thaetiment group, the model will be estimated

using a sample created by propensity score matching

As discussed in chapter 3.3, the instrumental lkbega estimator provides a way of
obtaining unbiased estimates of the treatment efiden the treatment group is a self-
selected group of the population of plants withhs®eyvable characteristics that differ from
those of the untreated group. However, implicithat earlier discussion is the assumption
that the relationship between the explanatory bésmand the dependent variable is linear.
When the relationship is non-linear, as in proporl hazards models, the instrumental
variable estimator as described in chapter 3.3 ataha applied. Instrumental variables
estimators for hazards models are now being deedl@gee, for example, Bijwaard, 2008)
but these are not yet available in statistical pgek. This is unfortunate as it means that it
is not possible to estimate a hazard model thatvallifor unobservable variables that are
correlated with both the treatment variable andhheard rate. Therefore, the conditional
independence assumption discussed in chapter 3Bbawassumed to hold if the estimates

below are to be unbiased estimates of the treataffat.

The only paper that has evaluated the impact @&ipeof an RSA grant on the probability
of survival is by Harris and Robinson (2005). Usagimilar dataset and methodology to
that which will be used below, but with no contfof the consequences of self-selection,
they find that receipt of an RSA grant lowered prebability of closure by 32.1% for
plants aged one or less and that this rises tdyn&@r1l% for plants aged over ten years.
Harris and Trainor (2007) also employ a Cox prapadl hazards model to examine the
impact of SFA - the Northern Irish equivalent of RSon the probability of closure and
find that SFA recipients had on average a 24.1%etoprobability of closure than non-
recipients. Noting the potential existence of selfiection bias in these estimates, they then

re-estimate the model using the predicted valua® fa Tobit regression of value of SFA
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received upon relevant variables instead of theahctalues. This method suggests that
receipt of SFA reduced the probability of closuyells%. However, it should be borne in
mind that this approach, which amounts to an imsémtal variables approach, is invalid
because of the non-linear relationship betweerepéanatory variables and the dependent
variable in the Cox proportional hazards modelafn as is done below, Girma, Goérg
and Strobl (2007b) combine propensity score matchiith the Cox proportional hazard
model to evaluate the impact of government gramisclosure probability in Irish
manufacturing plants. Their results also indicatd teceiving a government grant lowered
the probability of closure by a statistically siyicant amount (these papers are critically

reviewed in chapter 4.4).

The next section will describe the model that isdu® estimate the impact of receiving an
RSA grant on closure probability; the third sectii describe how the matched sample
was created and how the proportional hazards madsl estimated; the fourth section

gives results and the fifth section concludes.

8.2. Econometric Model

The hazard function is defined as the probabilitclosure in period, having survived
until periodt:
hit; X (t)) = P[T =t | T =t, X(t)], (8.1)

whereT is the year in which the plant closes a4{t) is a vector of time varying covariates.

A proportional hazards model takes the followingro

h(t) = hy (t)exdx(t)8), (8.2)
wherehy(t) is a non-parametric baseline hazard functione-hihzard rate for a plant with
all covariates set to zero — that is shared byplihts anexpx(t)8)is a parametric
function of plant characteristics. The proportiomezards model is therefore a semi-

parametric model. This specification of the hazafdsction implies that covariates

multiplicatively shift the baseline hazard as folk

h(t]x) _ exdx)s _ exdx)
hitlx ) exdx )8 exdx) (8.3)

where # |. This implies that for two plants with differenbvariate values, the ratio of

their hazard functions is not a function of time.
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The specification of the explanatory variablesqoaion (8.2) is:

X(t)B = Bx X, + BurrDy (8.4)
whereD;; is a dummy that takes the value of one from the tat which the plant received
a grantx; are a vector of variables included in the hazaodehto avoid a biased estimate
of the ATT due to correlation between observabladates and the treatment dummy. All
continuous variables are entered in logarithmianfoiThe following will describe the
variables included inx; and explain why they are thought likely to deterenithe
probability of survival. Chapter 5.4 provides matetail on how the variables were

constructed.

The decision of an enterprise to close a plant ni@pealtimately on the contribution of the
plant to the profits of the enterprise. When tHéedence in the discounted expected profits
over future periods of the enterprise with the pland without the plant exceeds the
liquidation value of the plant, then the enterpmsk choose not to close the plant. Given
its role as a key determinant of the contributibthe plant to the profits of the enterprise,
efficiency is of great importance in this decisi@tarris and Li, 2007). As discussed in
chapter 7.1, TFP is a better measure of efficighay labour productivity because it is not
determined by factor input levels. However, becalfsSe must be estimated in a first stage
regression, its inclusion ix; would introduce problems of inference with theireate of
the hazard rate on the treatment variable (see dkidge, 2007 for an introduction to the
issues that arise when generated regressors at® uBbis is because the standard errors
of all the estimated hazard rates are incorrectnwdree of the regressors is generated. To

avoid these problems, labour productivity is usedroxy for efficiency.

The theoretical model of learning and market sadadby Jovanovich (1982) motivates the
inclusion in the model of plant size and age ath&rrproxies for efficiency levels. In this
model, efficiency levels are random, unobservedjetinvariant and differ across
enterprises which begin with identical prior beliehbout their efficiency, believing
themselves to be a random draw from the distributibefficiency. On the basis of their
estimate of their own efficiency, enterprises cleot®ir output levels. Ceteris paribus, a
higher estimate of the efficiency leads to a higkeel of output. Actual production costs
are determined by both efficiency and a stochastior. Over time, each enterprise’s

estimate of its efficiency becomes more precisthag update their estimate on the basis
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of observed actual production costs. Enterprisesecivhen its estimate of its efficiency
falls below a threshold. As enterprises with suxpegtations will not have grown as fast
as plants with greater efficiency, plant size igatarely associated with closure (Colombo
and Delmastro, 2001). Moreover, as the probabiitya change in the estimate of
efficiency that leads to closure falls over timeedo the increasing precision with which
‘true efficiency’ is estimated, enterprise age isgatively associated with closure
probability. The employment and age variables aerefore included, alongside labour

productivity, inx; to proxy for efficiency levels.

Also included inx; is the capital to labour ratio. As plants withaage capital to labour
ratio will have a large fixed to variable costsaasuch plants are more likely to be able to
avoid closure when costs exceed revenues becaepailth better able to cover their fixed
costs (Doms, Dunne and Roberts, 1995). The inatusfathe capital to labour ratio can
also be justified on the grounds that it acts psoay for sunk costs. As such assets cannot
be profitably employed in other industries, theyedeexit (Siegfried and Evans, 1994).
From a different perspective, the model by Hopenhg$992) provides another
explanation for why the existence of sunk costs mealyce the probability of exit. Since
sunk costs deter entry, they insulate incumbents) do not have to pay the sunk cost,
from market selection based on productivity lev&lserefore, plants with low productivity
levels that would otherwise close do not in indestiwhere entrants have to incur sunk

costs.

Also included among the covariates is the Herfimdatiex (Herfindahl, 1950) calculated
at the four-digit industry level. The Herfindahldex is a measure of the degree of
concentration and hence competition within an itjud_ower values indicate greater
competition. A priori expectations are that larganps within a highly concentrated
industry with little competition will have a lowgrobability of closure while small plants
within the same industry will have a higher proliabpf closure because large plants can

behave in a retaliatory manner in a bid to pres#ree position (Audretsch, 1994).

The proportion of newly opened plants’ output itatondustry output is included i to
capture displacement. Displacement occurs whenmbeuat plants are driven out of the
market by more aggressive and efficient entrarge Siegfried and Evans, 1994; Caves
and Porter, 1976). Gabszewicz and Thisse (1980)igeoa theoretical model in which
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prices are chosen noncooperatively and find thatnhmber of firms in the market is
subject to an upper bound. Having reached this uppend, the entry of new firms

necessitates the exit of others.

Another variable included ir; is the growth of industry employment. This repreésean
attempt to capture perceptions of future profits. @émployment will generally rise as
perceptions of profits improve, it is expected ttiet growth of industry employment will
be negatively related to closure probability. Avaatage of using employment rather than
output is that, given the difficulties of dismisgiemployees, the growth of employment is
more likely to indicate an improvement in percepsi@f future profits than rises in output

which do not reflect such a commitment.

A foreign ownership dummy is also included amorg¢hbvariates. It is difficult to predict
a priori whether being owned by a multinationallWwi¢ positively or negatively related to
survival. If foreign-owned plants have access toesior foreign technologies by virtue of
its link to the home country of the multinationtdis would imply that FDI plants would
be less likely to close (Harris and Li, 2007). Rermore, if the multinational itself has
proprietary assets which it shares with its subsi€ls, this should also reduce the
probability of closure. It may also be hypothesiieat multinationals tend to acquire high
quality plants and that FDI plants are therefoeelacted group of the population of plants
with characteristics that make them less likelyctose. On the other hand, a lack of
knowledge of operating in the foreign market mapéae plants owned by multinationals.
The acquired plant may also experience difficultreadjusting to the technologies of the
multinational. Furthermore, multinationals may beoren inclined to close foreign
subsidiaries than plants at home because homergatakeholders have more influence
over company policy than host country stakeholdé&monborg and Thomsen, 2008).
These latter considerations suggest that FDI plamiy have a higher probability of

closure.

A change in ownership dummy taking the value of fsam the point at which ownership
changed is also included amoxg This is because the acquiring enterprise maynable

to purchase only those plants that it wishes tahmse but rather has to buy all the plants
belonging to the enterprise that is being boughsome of these plants are not actually
wanted by the enterprise they will be closed ifytleannot be resold (McGuckin and
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Nguyen, 1995). Another related motivation for theclusion of this dummy is that
restructuring within the acquiring enterprise fallog the acquisition of a new group of
plants may require the closure of some of the neadguired plants (McGuckin and
Nguyen, 2001).

Finally, a dummy that equals one when the planhds part of a larger enterprise is
included inx;. Owners of single plant enterprises are expectdthve a lower opportunity
cost of closure than owners of multi-plant estdishients and are therefore expected to be
willing to accept lower rates of return (Audrets@éB894). This is because closure of a plant
within a multi-plant enterprise does not mean tlesure of the entire enterprise or the
exiting of the enterprise from the market if protioig is then transferred to other plants
within the enterprise (Colombo and Delmastro, 20088 a result, if the multi-plant
enterprise decided to re-open the plant, it wowtdimcur the same re-entry costs as would

the single plant enterprise.

The inclusion of variables ix; that may be determined by treatment status begs th
question of whether their coefficients must be talecount of to generate an estimate of
the impact of the total impact of receipt of an R@Ant on closure probability. Two such
variables are labour productivity and employmentns€ideration of the rationale for
including these variables ¥ shows that it is not necessary to consider theaahpf these
variables on closure probability to come to anneste of the total impact of RSA on
survival probability. This is because both thesealdes are only included ix; as proxies
for efficiency and chapter 7 has shown that recefpin RSA grant has no statistically
significant impact on TFP, which is a better measuirefficiency. Another variable iy
that will be determined by treatment status iscdugital to labour ratio which is included to
proxy for sunk costs. The fact that RSA grant mayspent on sunk costs, which are
expected to be negatively associated with closumbability, is undeniable and the
coefficient on the capital to labour ratio shoukkrefore be taken into account when
estimating the total impact of receipt of an RSAmgr

The inclusion of variables to proxy for efficienyx; deserves further attention as it casts
doubt on whether a negative causal relationshipvdet RSA and closure probability is
desirable. A negative relationship would imply ti$A grants could allow plants with
low productivity to survive and therefore, in aadance with Schumpeterian notions of
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‘creative destruction’, hinder the process by whresources shift from low to high
productivity plants (Schumpeter, 1943). In thisuaiton, the causal impact of RSA on

aggregate productivity, and therefore income ppitaawould be negative.

8.3. Estimation Strateqy

This section will describe how equation (8.2) Vol estimated. The section is divided into
two parts: the first describes how the matched $amvps created and the second explains
how the proportional hazards model is estimated.

Propensity Score Matching

The way in which the matched sample was creatadirestly analogous to the way in
which the matched sample was created in chaptdrefenthe impact of receipt of an RSA
grant on TFP was examined. Therefore, to avoid cessary repetition, the following will

only set out the way in which the approaches diffbich is in the estimation of the probit
model which contains different variables due to diigerent variables contained in the

outcome equations.

The probit model used to estimate the propensiyesis:

ID, = yend,_, +y.exq +¢&,, (8.5)
whereend; is a vector of variables that may be affectedrbgattment anexq; is a vector
of variables that are not affected by treatmentlulthed inend.; are the lag of labour
productivity, employment, the capital to labourigadnd the Herfindahl Index. Included in
exq is plant age, displacement, the growth of industnployment, the foreign ownership

dummy, the ownership change dummy and the singlat plummy.

Maximum Likelihood Estimation

This section will describe how proportional hazanasdels of the form of equation (8.2)
can be estimated. It will then describe how theuaggion of proportional hazards can be
tested.

189



To estimate equation (8.2), the shape of the besdlazard can be assumed to take a
particular form. For instance, the Weibull disttilon could be assumed:

h, (t) = pt°™, (8.6)
wherep is a shape parameter. H§(t) was assumed to take that form, the proportional
hazards model becomes a parametric model. Howgvewifficult to say what fornhg(t)
will take and specifying an incorrect baseline mdzaill lead to biased estimates 6f
Fortunately, Cox (1972) showed that it is not neageg to specify a functional form for
ho(t) so this problem can be avoided. The cost of ssuming a functional form for the
baseline hazard is a loss in efficiency but, inaibns where the shape of the baseline

hazard is unknown, this is a cost that must beede

The parameter estimates in the Cox proportionalattsz model are obtained by
maximising the following partial likelihood functid*

= ﬁ P, (8.7)

whereP; is the conditional probability that plaptloses in the period in which it closes
andk is the number of periods in which plants are olesgrto close. Equation (8.7) is a
partial rather than a full likelihood assumptiorcéase only those periods in which plants
are observed to fail are used to calculgteGiven equation (8.2), the conditional
probability that plan closes in the period in which it closes is given b

o | _olt,Jexdx,8)
b 2l Jexdx B) |

i0R;

(8.8)

wheret; is the year in which plantcloses and, is the number of plants in the risk pool at
timet;. As can be seen from equation (8.8),h{) terms cancel which means that it is not

necessary to specify a baseline hazard function.

Substituting equation (8.8) into equation (8.7 )egiv

< | exdx,B)
H > expxB) |

iCR;

L(B)= (8.9)

%> The Cox proportional hazards model is performe8TATA 9.2 using the ‘stcox’ command (see Cleves,
Gould and Gutierrez, 2002 for an introduction tis tommand).
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When more than one plant is observed to fail duarngarticular time period, the issue of
how to handle tied failures arises. If differentats failed at different times but are
observed to have failed at the same time becaulmitdtions in the precision with which
failure times are measured, the marginal methoduldhbe used. To simplify the
exposition, define:

r. = expg(x B). (8.10)
To simplify further, assume that there are onleéhplants at risk of failure in period 1.
Suppose that plants 1 and 2 are observed toHailis the probability that plant 1 fails
before plant 2andP; is the probability that plant 2 fails before pldnPi; is given by:

r r
pP. = 1 2
12

= , (8.11)
r.ZI.+r2 +r3 r.2 +r3

- ) I
+r, +r, 0 +0,

(8.12)

12

To obtain the marginal estimate &f P, + P,,are substituted in equation (8.7) in place of

P1.

As the marginal method is computationally demandihg Breslow (1974) method for
handling tied failures is often used as an apprakion. For this reason, and the more
practical reason that Stata 9.2 does not allowrthginal method to be used when the data

is weighted, the Breslow approximation is used Wwelo

The difference between the Breslow approximatiod #ie marginal method is that the
Breslow approximation does not adjust the risk gopplants that fail after the first failure

when calculating the conditional probabilities. Teéfere, instead of representing the
probability that plant 1 fails before plant 2 anldm 2 fails before plant 1 as in equation
(8.11) and (8.12), these conditional probabiliaes given by:

N r M

P.= = ,

ontn g () (8.13)
— r.2 rl —_ r.2r1 .
I:)21 - - 5
r1+r2+r3 r1+r2+r3 (r1+r2+r3)
The contribution to the likelihood function for pedt 1 is then:
2rr

P,+P, = =2 (8.14)

(ot +r)*
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Comparison of the contributions to the likelihoaghdtion from tied failures when the
Breslow approximation is employed rather than thargmal method shows why the

former is less computationally demanding.

As discussed above, proportional hazards modelsmasshat all plants share the same
baseline hazard. In many cases, the assumptiorsiofje baseline hazard for all plants is
not satisfied. It is then necessary to use a Be@tproportional hazards model in which the
parameters of the model are constrained to beame $or all plants, but different groups

of plants are allowed to have different baselinean@s. Tests of the proportional hazards
assumption are based on residuals developed byeB8iEho (1982). These residuals are
regressed against time with a statistically sigaifit coefficient on time indicating that the

proportional hazards assumption does not ffold.

In a typical regression, one set of residuals tsiakd for the entire regression. From the
Cox proportional hazards model, a different selSohoenfeld residuals is obtained for
each covariate. In the absence of tied failuregginthe Schoenfeld residual for covariate
Xy Is calculated as follows:

D Xy exdxi ,@)

iOR;
E,;, =X

T Yedd)

iOR;

(8.15)

Equation (8.15) states thay; is the difference between the valuexgfor the plant that
failed and the weighted averagexgffor those plants at risk of failure in that periddhe
weights are determined from the estimated hazdes ia the Cox model with plants that
are more likely to fail having higher hazard rafés.perform the proportional hazards test,
we postulate that is a function of time as follows:

B.(t)= 8. +a;9(t) (8.16)
where S, is the coefficient associated witk, and g(t) is a function of time. If the

proportional hazards assumptions hotfishould equal zero. The Schoenfeld residuals can
be scaled so that the following holds (Grambsch&@retneau, 1994):

Ele; +4,)=5,() (8.17)

“® This is done in STATA 9.2 using the stphtest comdha
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Where‘EZj are the rescaled Schoenfeld residuals associatadkwiTlhe test of proportional

hazards is then performed by regress{hgn t or g(t). If the coefficient on the time

variableis statistically significantly different from zerthis indicates that the proportional

hazards assumption is not appropriate.
8.4. Results

The analysis is performed using the entire samptealso for the same industries as were
used in chapter 7 - the food, textiles, footwead afothing and paper, printing and
publishing industries. Unlike in chapter 7, the mlod also estimated using the entire
sample because there is not such an obvious casestgoing so as there is when the
model is a production function due to the undeditglof imposing a common technology
across different industries. Nevertheless, it isfgmable to avoid imposing restrictions
across disparate industries and this is why theeiigdalso estimated using data from the

four industries.

The survivor functionSt), is a useful means of examining differences engtobability of
closure across treatment and untreated groupsedsunes the probability of survival past
timet. The Kaplan-Meier estimate of the survivor funatie given by (Kaplan and Meier,
1958):

- n, —d,
s(t):jﬂt( s J (8.18)

wheren; is the number of plants in the risk pool at titnendd, is the number of plants that

close at timg.
Figure 8.1 gives Kaplan-Meier estimates of the isorvfunction for plants that received

an RSA grant and for those that did not receiveaatgfor the full sample containing all

industries.
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Figure 8.1: Kaplan-Meier estimate of the surviwandtion for all industries
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The estimate of the survivor function is higher RBA recipients than for plants that did
not receive assistance at all times which showsRI$A recipients always have a higher
probability of survival after receiving assistariCe.

Figure 8.2 provides Kaplan-Meier estimates of tievigor function for the industries that

will be used for estimating equation (8.2).

*" The estimates of both survivor functions are eqoaine in the first year because plants thatifatheir
first year are not observed.
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Figure 8.2: Kaplan-Meier estimate of the survivamdtion for individual industries
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For all four industries, plants that have receiaad RSA grant have a higher survivor
function than plants that have not received a gi@neach period of time. The gap in the
probability of survival is particularly large foné textiles industry but quite small for the
footwear and clothing industries. Neverthelesss @lear that the probability of survival is
larger for RSA recipients in all four industriehelpurpose of the remainder of the chapter
Is to establish whether this difference in survipadbabilities is caused by the difference in
treatment status or whether it is the consequerniceotber differences in plant

characteristics between plants that received an 8At and plants that did not.
The proportional hazards test revealed that empdoynsingle plant status and age did not

satisfy the proportional hazards assumption remgiidovariates to multiplicatively shift

the baseline hazard by the same amount through Tilmee model was therefore stratified
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by three employment size bands, age and the spiate dummy*® As the tables below
reveal, the null of proportional hazards cannot rm@mejected at the 10% level in any of

the models estimated.

As in chapter 7, the models had to be estimatetguseighted data to make the results
representative of the population of plants becaidhe stratified sampling frame of the
ABI. The sampling frame of the ABI and the constimt of the weights are discussed in

detail in chapter 5.

The estimated hazard rates of the Cox proportibazards model using the full sample are
displayed in table 8.1. These estimates are olstaisang no control for self-selection bias
and are presented to allow comparison with theltsesbtained using the matched sample.
Hazard rates are reported so a value greater (thas) one should be interpreted as
meaning that larger values of the variable areaats with a larger (smaller) probability

of closure.

“8 Many studies (see, for example, Disney, Haskel Heden, 2003b and Harris and Li, 2007) include
interactions between each variablexjnand the age variable to control for the influen€eage. This is not

necessary here because the influence of age imtiedtfor by the stratification of the model.
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Table 8.1: Estimates of Cox Proportional Hazardsi&@btained using no control for

self-selection

All Food Textiles Footwear Paper,
Industries and Printing and
Clothing Publishing
RSA 0.878** 0.753 0.565*** 0.713** 1.071
(0.054) (0.181) (0.110) (0.112) (0.223)
In(Labour 0.901*** 0.816*** 0.820*** 0.909 0.940**
Productivity) (0.011) (0.036) (0.058) (0.068) (0.025)
In(Employment) 0.923***  0.976 0.937 0.771%** 0.819***
(0.012) (0.038) (0.058) (0.049) (0.032)
In(Capital to 1.251%** 1.242%** 1.196%*** 1.303*** 1.290%**
Labour Ratio) (0.013) (0.038) (0.051) (0.072) (0.049)
In(Herfindahl 1.026* 0.967 1.027 0.874* 1.047
Index) (0.014) (0.044) (0.077) (0.063) (0.036)
In(Displacement) 0.984 0.998 1.007 1.075 1.091
(0.014) (0.039) (0.055) (0.112) (0.076)
In(Industry 0.835** 1.110 0.956 1.729 0.847
Employment (0.073) (0.403) (0.351) (0.681) (0.388)
Growth)
Ownership change  1.238*** 1.181*** 1.460*** 1.306 1.504***
(0.035) (0.070) (0.210) (0.233) (0.163)
FDI 0.939** 0.762*** 0.768* 0.731 0.989
(0.026) (0.079) (0.111) (0.140) (0.107)
Log -35220.57 -3380.24 -711.61 -724.32 -1603.46
Pseudolikelihood
Proportional 35.58 1.55 2.55 1.38 0.95
Hazards Test
Observations 45,617 6,501 2,526 1,771 4,762

* denotes significance at the 90% level, ** denatigificance at the 95% level, *** denotes sigcéfnce at
the 99% level

Robust standard errors are in parentheses

A full set of 2-digit industry dummies is includédt not reported for the ‘all industries’ model

The statistical significance and magnitude of tlaednd rates on the; variables do not
vary much across the industries considered. Thexefib is sufficient to discuss the
coefficients obtained using the full sample. Thekew that plants with higher labour
productivity and plants with more employees ars ldsly to exit. As these variables are
in the model to proxy for efficiency, this is whabuld be expected. However, as in Harris
and Trainor (2007), the hazard rate associated thi¢hcapital per worker variable is
greater than one. This is surprising as if thisalde is a good proxy for sunk costs, it
should be negatively related to closure probabilkg discussed above, because plants
may use an RSA grant to incur sunk costs, thisiesghat, through this channel, receipt of
an RSA grant has a positive impact on closure fntiba But, given that this result is

likely to be the consequence of the capital to lalyatio being an unsatisfactory proxy for
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sunk costs, this inference is of dubious value.r@foee, we may henceforth focus on the
hazard rate associated with the RSA dummy as miaegsilnre full impact of receipt of an

RSA grant on closure probability.

Another strange feature of the results is thatHbedindahl Index is positively associated
with closure, meaning that plants operating in asspetitive industries are more likely to
close. As discussed in chapter 7.4, the deficisnofethe Herfindahl Index may be the
cause of this result. Another surprise is thatdisplacement variable is negatively related
to closure probability, although the impact is vemall. A priori expectations are that
greater displacement should be positively assatiaiéh closure probability. The hazard
ratio associated with industry employment growthless than one which reflects this
variable’s inclusion to capture improving or debesiting market conditions. Also in line
with expectations, the ownership change variablepdsitively related to closure
probability. Finally, FDI plants are found to beddikely to close.

Of greatest interest here is the hazard ratio &gsocwith the RSA dummy. For the full
Scottish sample, this is less than one and statilti significant at the 95% level,
indicating that being an RSA grant recipient isoassed with a lower probability of
closure, ceteris paribus. This is also the cas¢h®textiles and the footwear and clothing
industries. The estimated hazard rate on the RSAnduis less than one for the food
industry but not statistically significant. For thaper, printing and publishing industry, the
estimated hazard rate actually suggests a poselationship between receipt of an RSA

grant and closure but is not significantly differénom one.

Table 8.2 presents results obtained from estimahagroportional hazards model using a
matched sample. As all the control variables weuded in the probit model, from
which the predicted values were taken and useth&iching, their variance in the matched
sample is reduced. As interest lies mainly in tlagand rate associated with the RSA
dummy rather than the other variables includedh@ model, this does not present a
problem.
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Table 8.2: Estimates of Cox Proportional Hazardsi®abtained using Propensity Score

Matching
All Food Textiles Footwear Paper,
Industries and Printing and
Clothing Publishing
RSA 0.945 0.609 1.042 0.903 0.907
(0.056) (0.195) (0.098) (0.164) (0.160)
In(Labour 0.871%** 0.911* 0.876** 0.699 0.844
Productivity) (0.017) (0.050) (0.055) (0.161) (0.134)
In(Employment) 0.969 1.009 0.745* 0.716* 1.128
(0.026) (0.103) (0.115) (0.130) (0.122)
In(Capital to 1.185*** 1.081 1.477%** 1.242 1.035
Labour Ratio) (0.021) (0.077) (0.135) (0.217) (0.111)
In(Herfindahl 1.018 1.076 1.112 0.451** 1.003
Index) (0.022) (0.087) (0.104) (0.146) (0.102)
In(Displacement) 0.958 1.079 0.980 0.355** 0.835
(0.026) (0.067) (0.064) (0.163) (0.158)
In(Industry 0.876 0.095** 1.663 2.892 0.410
Employment (0.097) (0.090) (0.605) (3.775) (0.508)
Growth)
Ownership 1.125%** 1.171 1.146 1.218 1.146
change (0.045) (0.190) (1.146) (0.234) (0.233)
FDI 0.883*** 0.867 0.653** 0.731 1.011
(0.035) (0.217) (0.111) (0.266) (0.182)
Log -5566.07 -195.60 -122.10 -59.35 -188.45
Pseudolikelihood
Proportional 8.86 1.26 0.54 1.03 1.93
Hazards Test
Observations 28,501 2,667 2,552 1,551 2,811

* denotes significance at the 90% level, ** denatigificance at the 95% level, *** denotes sigcéfnce at

the 99% level

Robust standard errors are in parentheses
A full set of 2-digit industry dummies is includédt not reported for the ‘all industries’ model

In the matched sample for all industries, the doiefits on labour productivity, the capital

to labour ratio, the ownership change dummy and-bedummy all retain their sign and

statistical significance from the full sample. Thigsplacement variable remains not
statistically significant at the 90% level. Emplogmt, the Herfindahl Index and the
industry employment growth variables all lose tregatistical significance. Generally, the
loss of statistical significance in the matched glentompared to the full sample is also
seen in the individual industries considered. Thithe effect of their reduced variance in

the matched sample.

For the matched sample that includes all industthes hazard rate on the RSA dummy is

no longer statistically significant. This suggesiat receipt of an RSA grant had no impact
199



on the probability of survival. Compared to theutessfrom using the full sample, the point
estimate of the hazard ratio is closer to one wiigblies that misspecification leads to an

overestimate of the impact of RSA on closure prdigb

The same loss of significance is seen when the medstimated by industry. When the
matched sample is used, there is no longer anigtstatly significant reduction in closure
probability associated with receipt of an RSA grémt the textiles and footwear and
clothing industries. For the paper, printing andolghing industry, the hazard rate
associated with the RSA dummy is not statisticaibnificant in the full sample and this
remains the case in the matched sample. The masiusuresult comes from the food
industry in which the hazard rate associated WithRSA dummy is lower in the matched
than the full sample, implying a larger reductionclosure probability from receiving an
RSA grant. However, it remains not statisticallygrsficant. This shows that
misspecification caused by self-selection can kealloth over and under estimates of the
ATT but, mostly, misspecification leads to an og#ireate of the reduction in closure

probability caused by receipt of an RSA grant.

In order to test the robustness of these resultsjnaber of variations on equation (8.2)
were estimated. Firstly, the treatment dummy wdnstiuted for a variable measuring the
total value of RSA grants that the plant had resgiup to that point in time. This would
show the impact on closure probability of receipao extra pound of RSA. However, in
neither the matched sample including all industaeshe matched samples for individual

industries was this variable statistically sigrafic.

The next approach was to replace the simple RSAnduosed in the specification above
with a dummy that equalled one from the time atolhia grant for safeguarding
employment was provided and a dummy that equalledfiom the time at which a grant
for creating new employment was provided. Neithemthy tended to be statistically
significant using the matched samples which inégdhat the motivation for seeking the
grant does not lead to differing impacts on surviva

Tests were also run to see if receiving differaminbers of RSA grants has a differential
impact on survival probability. This was done bylaging the RSA dummy employed
above with a series of dummies that took the vafuene if the plant had received a given

200



numbers of grants. Although some of these dummiexe statistically significant, there

was no clear pattern indicating that more grantisttea greater reduction or increase in
closure probability. The reliability of these rdsuis also dubious given that, particularly
for individual industries, there can be very fewank that received large numbers of

grants.
These robustness tests therefore cast little domtthe central finding of this chapter that
receipt of an RSA grant has no statistically sigarifit impact on plant survival when a

matched sample is used to combat self-selectiam bia

8.5. Conclusion

This chapter has sought to establish the existeheecausal impact of receipt of an RSA
grant on the probability of survival. In line withe results obtained by Harris and Trainor
(2007), receiving an RSA grant was found to redilnee probability of closure using an
unmatched sample containing all industries. This alao the case for the textiles and the
footwear and clothing industries. No statisticalgnificant effect was found for the food

and the paper, printing and publishing industries.

When the Cox model was estimated a matched sanigdamats from all industries, no
statistically significant impact of receipt of ai®R grant on closure probability was found.
This differs from the results obtained by Girma,rgénd Strobl (2007b) in their analysis
of the impact of government grants on survivalrgldnd who found that receipt of a grant
reduced the probability of closure. The impact &ARon closure probability was also not
statistically significant in any of the models asdted for the individual industries. This
implies that, in general, self-selection, if igndyréeads to an overestimate of the impact of

receipt of an RSA grant on closure probability.

A8.1 Covariate Balance in the Full and Matched Sample for Survival Analysis

This appendix gives information on the distributioheach variable across treated and
untreated groups in the full and the matched sarmpl¢he datasets used to produce the
results given in tables 8.1 and 8.2. The mean o @ariable is presented and t-tests are
employed to establish if this difference is stataty significant. Kolmogorov-Smirnov
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tests are also performed which test the null thatvariable in the treated and untreated
groups are drawn from the same distribution. Thigrmation is valuable as it provides an
indication of the extent to which the balance o tbserved covariates across the treated
and untreated groups is improved and therefore akient to which problems of
misspecification caused by self-selection are ated by using the matched instead of the

full sample.

Table A8.1 provides this information for the samgpdataining all industries.

Table A8.1: Distribution of Observed Covariatesoasrthe Full and Matched Sample for

All Industries for Survival Analysis

Full Sample Matched Sample

Non-RSA RSA Difference K-S Non-RSA RSA Difference -XK
Ln(Labo_u_r 3.18 2.58|  0.60% 0.24%+* 2.38 2.400 -0.02 0.05%*
Productivity)
Ln(Employment) 2.73 3.67| -0.94% 0.3g+** 3.58 3.68 -0.10%* 0.09*
Ln(Capital t'o -5.27 -3.70|  -1.57% 0.29%** -3.25 -3.18]  -0.07* @3
Labour Ratio)
Ln(Herfindahl -2.59 -2.20|  -0.40%** 0.16%** -2.04 -2.071  0.03* 0+
Index)
Ln(Age) 2.26 2.27| -0.01 0.14%* 2.30 231 -0.01 0.05**1
Ln(Displacement) -2.57 -2.12|  -0.45% 0.17%** -2.03 -1.99]  -0.03* 02
Industry
Employment 0.04 -0.01|  0.04% 0.06*** -0.02 -0.02 .00* 0.02%*
Growth
Ownership 0.32 0.44| -0.12% 0.25+** 0.45 0.50|  -0.06*** 0.10*
Change
FDI 0.13 0.21| -0.08*** 0.15%* 0.15 0.18]  -0.03** 0.05*
Single 0.24 0.33| -0.09** 0.14%+* 0.20 0.23]  -0.04** 0.05*

* denotes significance at the 90% level, ** denatigificance at the 95% level, *** denotes sigcéfnce at
the 99% level
Source: SAMIS/ARD

In the full sample, the difference in the mean athevariable, with the exception of the
age variable, across treated and untreated grauggaiistically significant at the 99%

level. Moving from the full to the matched sampmads to a reduction in the difference for
all variables. However, these differences remaatistically significant at the 90% level

for all variables apart from labour productivity damge in the matched sample. The
Kolmogorov-Smirnov statistics tell a similar stofihe null of the treated and untreated
groups being drawn from the same distribution jieated at the 99% level for all variables

in the full sample. In the matched sample, the sutkjected at this level for all variables
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apart from the displacement variable and the imgusmployment growth variable
although the size of the test statistic is oncearsnaller for every variable. This shows
that although propensity score matching improves lilance of the covariates across
treated and untreated groups, large differencesdistribution remain in the matched

sample.

Table A8.2 shows the results for the food industry.

Table A8.2: Distribution of Observed Covariatesoasrthe Full and Matched Sample for

the Food Industry for Survival Analysis

Full Sample Matched Sample

Non-RSA RSA Difference K-S Non-RSA RSA Difference -XK
Ln(Labo_u_r 2.67 2.38 0.29%+* 0.12%** 2.22 2.28 -0.07* 0.12%+*
Productivity)
Ln(Employment) 2.60 3.54| -0.94%* | 0.43%* 354 392 -0.38%*| 0.24*
Ln(CapltaI t_O -5.43 -3.74|  -1.70%* 0.34x** -2.83 -3.10 0.27%* @1rx*
Labour Ratio)
Ln(Herflndahl -2.15 -1.80| -0.36*** 0.25%** -1.53 -1.54 0.00 0.06
Index)
Ln(Age) 2.03 2.09| -0.06 0.13%+* 2.15 228 -0.08**% 0.14%+
Ln(Displacement) -2.47 2.17|  -0.31% 0.10%* -1.87 2.03  0.16% @5**
Industry
Employment 0.03 0.01| 0.02 0.05 -0.01 0.2  0.00 0.07*
Growth
Ownership 0.25 0.35| -0.10%** 0.19% 0.49 043  0.06%** 0.12%
FDI 0.03 0.07 -0.04*** 0.06* 0.07 0.16 -0.09%** 0.16***
Single 0.19 0.36| -0.17% 0.24# 0.12 0.17  -0.05*** 0.09*

* denotes significance at the 90% level, ** denatigmificance at the 95% level, *** denotes sigcéfnce at
the 99% level
Source: SAMIS/ARD

Only the difference in the mean of the age andnbastry employment growth variables
are not statistically significant at the 99% level.the matched sample, this is true of the
labour productivity, Herfindahl Index and induseasnployment growth variables. The size
of the difference in mean falls between the fuldl @dhe matched samples for all variables
apart from the age and FDI variables. The KolmogeBmirnov statistics are statistically
significant for all variables at the 95% level witle exception of the industry employment
growth and FDI variables in the full sample and tHerfindahl Index and industry
employment variables in the matched sample. Adeiardrom above, it is possible that
some variables are more poorly balanced in the hedt¢han in the full sample. This

occurs when well balanced variables in the full gienare correlated with poorly balanced
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variables. Because the former will have small doedffits in the probit as they have little
explanatory power for treatment status and therlatill have large coefficients because
they have large explanatory power for treatmertustamatching on the propensity score
leads to an improvement in the balance of thosibias that were poorly balanced in the
full sample at the expense of those that were badlinced.

Table A8.3 provides the same information for theikes industry.

Table A8.3: Distribution of Observed Covariatesoasrthe Full and Matched Sample for

the Textiles Industry for Survival Analysis

Full Sample Matched Sample

Non-RSA RSA Difference| K-S Non-RSA RSA Differenge -XK
Ln(Labo_u_r 2.66 2.23| 043+ 0.17% 2.30 2.38  -0.08*** 0.10*
Productivity)
Ln(Employment) 341 3.56| -0.15* 0.13% 3.70 3.58  0.12%* 0.14%
Ln(Capital t.o -4.99 -3.79|  -1.20% 0.29%+ -3.38 -3.40 0.02 0.05
Labour Ratio)
Ln(Herfindahl -2.60 2.11|  -0.49% 0.21 -2.04 -2.06  0.02 0.06
Index)
Ln(Age) 2.50 2.34| 015 0.19% 2.52 248  0.04 0.08**
Ln(Displacement) -2.95 -2.37|  -0.57% 0.20%* -2.41 -2.37  -0.04 0.02
Industry
Employment -0.01 0.04| -0.06 0.07* -0.0% -0.06 0.00 0.06
Growth
Ownership 0.30 0.31| -0.01 0.09%+* 0.37 047  -0.10%* 0.16%*
FDI 0.05 0.07| -0.03* 0.04 0.04 0.1p  -0.02 0.04
Single 0.24 0.24| 0.00 0.05 0.26 0.24  0.02 0.07*

* denotes significance at the 90% level, ** denatigmificance at the 95% level, *** denotes sigcéfnce at
the 99% level
Source: SAMIS/ARD

The difference in mean across treated and untrepitegs is statistically significant at the
95% level for all variables except the industry égment growth, ownership change and
single enterprise plant variables in the full saangh the matched sample, only the
difference in mean for the labour productivity, dayment and ownership change
variables is statistically significant. The difface in mean falls for all variables apart from
the ownership change and single plant variables. Rtimogorov-Smirnov statistics also
fall for most variables and are statistically sfg@int at the 95% level for all variables but
the Herfindahl Index, industry employment growtiDlIFand single plant enterprise

variables in the full sample and for the labour quativity, employment, age and

ownership change variables in the matched sample.cbvariates are therefore relatively
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well matched in the matched sample compared tonitehed sample for all industries and

the food industry.

Table A8.4 provides the same statistics for théviear and clothing industry.

Table A8.4: Distribution of Observed Covariatesoasrthe Full and Matched Sample for

the Footwear and Clothing Industry for Survival As&s

Full Sample Matched Sample

Non-RSA RSA Difference| K-S Non-RSA RSA Differenge -X
Ln(Labo_u_r 2.70 2.13 0.56*** 0.32%** 2.02 1.83 0.19%** 0.20%**
Productivity)
Ln(Emponmen) 3.18 3.64 -0.46*** 0.23%** 3.63 3.62 0.01 0.10**
Ln(CapltaI t.O -6.54 -4.36 -2.18%* 0.42%** -4.18 -3.66 -0.52%** (B2**+*
Labour Ratio)
Ln(Herflndahl -2.63 -2.01 -0.62%** 0.34*** -2.05 -1.79 -0.25%** (. 9***
Index)
Ln(Age) 2.24 217| 0.07 0.20%* 2.3 2.1 0.19%  0.28%*
Ln(DispIaceme@t -2.14 -1.68 -0.46%** 0.25%** -1.70 -1.56 -0.15%** Q4%+
Industry
Employment -0.03 -0.05|  0.02 0.05 -0.08 0.4 001 0.07
Growth
Ownership 0.23 0.36 -0.13%** 0.24%** 0.33 0.35] -0.02 0.16***
FDI 0.06 0.14 -0.09%** 0.16*** 0.02 0.17] -0.10%** 0.15*
Sing|e 0.31 0.26 0.05* 0.11*** 0.26) 0.19 0.08*** 0.12%**

* denotes significance at the 90% level, ** denatimificance at the 95% level, *** denotes sigcéfnce at
the 99% level
Source: SAMIS/ARD

The age, industry employment growth and single tpéanterprise variables are the only
variables for which the difference in the mean asrtseated and untreated groups is not
statistically significant in the full sample. Thdfdrence in the mean falls between the full
and the matched sample for every variable apam ttee age and the FDI variables. In the
matched sample, the difference in mean acrosstteatd untreated groups is statistically
significant for all variables with the exceptionstbe employment, industry employment
growth and ownership change variables. The Kolmmg&mirnov test statistics are
statistically significant for all variables but thedustry employment growth variable in
both the full and matched samples. The covariatesheerefore similarly balanced across
treated and untreated groups in the matched sdmptbe footwear and clothing industry
as in the matched sample for all industries andidbd industry but not as well balanced

as in the matched sample for the textiles industry.
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Table A8.5 provides the same information for thpguaprinting and publishing industry.

Table A8.5: Distribution of Observed Covariatesoasrthe Full and Matched Sample for

the Paper, Printing and Publishing Industry fon&a Analysis

Full Sample Matched Sample

Non-RSA RSA Difference K-S Non-RSA RSA Difference -XK
Ln(Labqur 3.14 2.75 0.39*** 0.20*** 241 2.71 -0.30%** 0.33*
Productivity)
Ln(Employmeny} 2.67 3.83| -1.16%** 0.52% 3.49 3.70  -0.21%** 0.19*
Ln(CapltaI t.O -4.90 -3.75 -1.15%** 0.27*** -2.92 -3.14) 0.22%** @2%**
Labour Ratio)
Ln(Herflndahl -3.08 -2.84 -0.25%** 0.17*** -2.32 -2.70 0.38*** @.9***
Index)
Ln(Age) 2.39 232 007 0.20%* 2.24 248 -0.22% 033
Ln(DispIacement) -2.36 -2.29 -0.07 0.13*** -1.9% -2.31 0.39%** 0.29*
Industry
Emp|0yment 0.00 -0.02 0.02** 0.20%** -0.01 -0.02 0.01* 0.23***
Growth
Ownership 0.35 0.45 -0.10%** 0.25*** 0.42 0.52] -0.10%** 0.28*
FDI 0.12 0.17 -0.05%** 0.11%x 0.13 0.12 0.01 0.07
Sing|e 0.22 0.37 -0.15%** 0.20%** 0.23 0.34 -0.10*** 0.18*

* denotes significance at the 90% level, ** denatigificance at the 95% level, *** denotes sigcéfnce at
the 99% level
Source: SAMIS/ARD

In the full sample, the difference in mean acrosated and untreated groups is statistically
significant for all variables apart from the disgganent and industry employment growth
variables at the 95% level. In the matched santbkedifference is statistically significant
at the 95% level for every variable but the owngrsthange and industry employment
growth variables. The difference is larger in thatched than the full sample for the
Herfindahl Index, age and displacement variablas samaller for all other variables. The
Kolmogorov-Smirnov statistics indicate rejectiontbé null that the treated and untreated
groups are drawn from the same distribution forvalliables in the full sample and all
variables apart from the FDI variables in the mattkample. This is therefore the worst

balanced matched sample of all those created.

Overall, the extent to which the distribution oetbbserved covariates across treatment
and untreated groups are balanced by propensitg scatching is similar to that achieved
in chapter 7 in which the dependent variable watpuiurather than the hazard rate.
Although the balance is substantially improvedha matched sample, there remain large

differences. This therefore implies that estima@ngultivariate hazard model rather than
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simply comparing hazard rates across treatmentantfol groups in the matched sample
is the correct approach because failure to coritoldifferences in the distribution of

covariates in the matched sample could generatedbiastimates of the treatment effect.
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9. Conclusion

9.1. Introduction

This thesis has investigated the impact of reagfigin RSA grant on plant performance. It
has done so using a database created by linkiegister of recipients of RSA grants into

the longitudinal ARD which contains the financiafarmation on factor inputs and outputs
necessary for empirical analysis. The first emplrichapter consisted of a decomposition
of the growth of labour productivity and TFP in 8®=h manufacturing plants between
1994 and 2004. The next two empirical chapters atoatl analyses of the impact of
receipt of an RSA grant on TFP and of the impactoéipt of an RSA grant on survival in

Scottish manufacturing plants between 1984 and 2004

The next section will describe the contributiorthte literature that has been made by this
thesis. The third section will set out the maindfilgs from the empirical analyses of
chapters 6, 7 and 8. The fourth section will maéme policy recommendations on the
basis of these findings. The fifth section will pide some suggestions for future work that

could be done in this area. The final section aathes.

9.2. Contribution to the Literature

The contribution to the literature has been pritgawofold. Firstly, the dataset that was
used for the empirical analyses is an improvemanprevious datasets created by linking
SAMIS with the ARD that have been used for estingathe impact of receipt of an RSA
grant on plant performance. This is because ovés 8fithe plants that received an RSA
grant in Scotland have been identified in the ddtass doing so. This is a higher
proportion than has been achieved in previous esudihis is of crucial importance when
estimating treatment effects because, assumingtliea¢ is some impact of receiving a
grant, incorrectly classifying a plant that receiveeatment as not having received

treatment will lead to downward biased estimatetheftreatment effect.

The second contribution to the literature was mawhagical. The chapter that investigated

the impact of receipt of an RSA grant on TFP ugmor@priate methods for dealing with
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both the endogeneity of factor inputs and the ocgpmseces of self-selection into the
treatment group. Previous papers that have anatheeidnpact of receipt of an RSA grant
on plant performance have only dealt with one ekéhsources of bias (see, for example,
Criscuolo, Martin, Overman and Van Reenen, 2007rislaand Robinson, 2004). The
chapter in this thesis that examined the impactremfeipt of an RSA grant on the
probability of survival dealt with self-selectioriab by using a sample created using
propensity score matching. This is the first tirhattthe impact of receipt of an RSA grant
on the probability of survival has been analysemshgiginy method that deals with the

consequences of self-selection.

9.3. Main Findings

The first empirical chapter decomposed the growthggregate labour productivity and
TFP between 1994 and 2004. This showed that pthatsreceived an RSA grant in this
period of time made a positive but small contribatio the growth of both measures of
productivity. The bulk of this contribution camein plants that existed in both 1994 and
2004 and, more specifically, through the coincigeatimprovements in productivity and
increases in market shares. More concerning is ntbgative contribution to labour
productivity growth and the small (but positive)ntdbution to TFP growth from RSA-
assisted entrants. The contribution from non-assishtrants to the growth of productivity
is the largest component in both decompositionswkuggests that RSA grants need to

be better targeted at entrants.

Chapter 7 revealed that receipt of an RSA grantrwadtatistically significant impact on
TFP for the food, textiles, footwear and clothingdapaper, printing and publishing
industries. Although there was considerable movémenthe point estimate of the
treatment effect across different estimators, fingling of no statistically significant
impact was found for all four industries when nonttol for self-selection bias was
employed, when an instrumental variables estimats used and when the sample used
for estimation was created using propensity scathing. It is therefore robust to choice

of estimators.

Chapter 8 showed that receipt of an RSA grant ditd have a statistically significant
impact on the probability of closure when the Caopwrtional hazards model was

209



estimated using a sample created by propensityesomtching. This was the case
regardless of whether a matched sample containargspfrom all industries was used or
whether individual industries were used. When thié Sample was used, a statistically
significant reduction in closure probability wasufw for the sample containing plants
from all industries and for the textiles and footawvand clothing industries. This implies
that the finding of a statistically significant it is driven by a misspecification of the

model.

In sum, the results from the empirical analysis r@oe generally supportive of the RSA
scheme in its current form. Although it must beatls that previous studies have shown
that receiving an RSA grant leads to increasesripl@yment, investment and therefore
output (see chapter 1.3) and therefore that thersehmakes a contribution to the growth
of GDP per capita, Productivity enhancing effedtsegeiving an RSA grant would clearly
lead to a larger contribution to the growth of higistandards. An increase in TFP caused
by receipt of an RSA grant would allow the ownefrshe firm to make larger profits or to
provide higher wages, both of which would contrétd the growth of GDP per capita. An
increase in TFP may also induce the firm to ina@eamployment beyond the levels they
are obliged to employ as a condition of receivihg fgrant if the demand curve is
sufficiently elastic. That receipt of an RSA gralses not lead to such an improvement in
TFP therefore implies that, assuming that theyade to stay open, RSA grant recipients
are not contributing as much to the growth of lgvstandards as they would if RSA grants

had productivity enhancing effects.

However, the assumption that RSA grant recipiergsahle to continue operating is not a
trivial one, especially if the grant was providedsafeguard employment. It is reasonable
to assume that plants that require a grant to safdgemployment and are unable to obtain
the necessary finance for capital investment frasevehere are at higher risk of closure
than the average. The finding that receipt of ar\ R&nt does not lead to a statistically
significant reduction in closure probability is thfore worrying. The problem is not so

great for plants that apply for a grant to increthser levels of employment as they are less
likely to be at risk of closure, even though theystnalso, according to the rules of the
scheme, be unable to obtain finance from the prigaictor. Given that the creation and
safeguarding of employment is the main aim of ttteeme, this finding is concerning as it

casts doubt upon whether the jobs that are cremtddsafeguarded by RSA grants will

210



endure and suggests that the contribution to livestgndards from increases in

employment, capital and output occasioned by raogian RSA grant may be transitory.

9.4. Policy Recommendations

Overall, these results suggest that the RSA schenoelld be geared more towards
improving the productivity of recipient plants raththan merely safeguarding and
promoting employment. This would allow plants theteive a grant to make a greater
contribution to the growth of living standards. Aiscussed in chapter 2.6, an eligibility
criterion to focus the English version of the RSAha&me more on improving productivity
was introduced in 2004. This stipulates that tHes joreated or safeguarded by projects
must be relatively productive as determined by mmarison of GVA per employee with
the sectoral and national averages. A similar oieshould also be applied to the RSA

scheme in Scotland.

In order to ensure that projects satisfy this aote grants should only be provided to
support investment in capital which will signifidgnimprove the productivity of the plant.
This will invariably mean capital which embodieg tlatest technologies. One example of
such capital could be information and communicatitechnology, the accumulation of
which has been shown by some studies to lead toowements in TFP (see, for example,
Van Ark, 2001; O’Mahony and Vecchi, 2003).

If the RSA scheme cannot be changed so that ghavis a strong productivity enhancing
impact, it is arguable from a Schumpeterian pemspethat grants should no longer be
provided for projects that seek to safeguard emmpbayt. As firms that apply for grants to
safeguard employment must be unable to maintaiim therent levels of employment
without a grant, they are likely to have lower protivity levels than those that apply for a
grant to increase employment. Successfully safegugrlow productivity jobs will
impede the process of creative destruction and tieadlower rate of productivity growth

and living standard®.

9 Note that the results from chapter 8 cast doubhuphether grants provided to safeguard employrment

successful in achieving this aim.
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9.5. Suqgestions for Future Research

The size of the theoretical literature review rigatto the empirical literature review
suggests that there is considerable scope foriadditwork on the impacts of schemes
such as RSA using general equilibrium models of@abenomy. Such studies would be
useful in providing a greater understanding of thgact of such schemes at the
macroeconomic level. In particular, dynamic modalgshe mould of Samaniego (2006)
that allow for the productivity levels of the firto vary over time assist in providing an
understanding of how such schemes enhance or imgeneth in the economy. Of
particular relevance to schemes that provide grangpecific areas of the country such as
RSA would be economic geography models that takdi@xaccount of the significance

of geography to firm performance.

Although it is clear that the failure to identifyezry plant that received an RSA grant in the
ARD will, assuming the treatment effect is positilead to underestimates of the impact of
receipt of a grant, it would be helpful to have goguidance on the extent to which the
estimated treatment effect will be biased. Sucli@uce could be provided by simulation.

The impact of failing to find difference percentagef plants that receive grants in the

dataset could be analysed using different sizéeafed and untreated groups and different
magnitudes of treatment effects. This informationld then be used to develop standard
errors for treatment effects that take accounthef fact that the sample contains some
plants that are erroneously classified as untre&@&cen the large number of studies that
depend on matched datasets, such a study woulddbel to many researchers (see Harris
and Trainor, 2005; Girma, Gorg and Strobl, 2007befcamples of papers that have used
linked data).

Simulation work would also be useful in order tdabtish the magnitude of bias in the
estimate of the treatment effect that arises duenisspecification of the observable
covariates when observations in the treatment gaoeself-selected. In chapter 8, moving
from the full to the matched sample removed thassizal significance of the estimate of
the treatment effect for some industries. This shakat the balance of the observed
covariates across treatment and untreated grougs important issue. Simulation work
that showed, for differences in the extent to whibk covariates are balanced across
treated and untreated groups, the size of thefbradifferent specifications of the ‘real’

212



outcome equation would be helpful in allowing theseaarcher to understand whether

creating a matched sample is necessary.

Further empirical work could be done to analyseitigact of receipt of an RSA grant on
other dimensions of plant performance. In particulawould be possible to analyse the
impact of receipt of an RSA grant on R&D expenditland innovativeness using a
database created by linking SAMIS into the Commuimihovation Survey (see Harris and
Robinson, 2001a for information on the Communitydwation Survey). Such work would
be of considerable interest in Scotland as the pmoovation performance of Scottish
firms is a source of major concern (see Scottishe@unent, 2009c for information on the
state of innovation in Scotland). The impact ofeipt of an RSA grant on exporting could
also be analysed by linking SAMIS into the GlobainGections Survey (see Harris and
Reid, 2009 for information on the Global Connectid®urvey). This would be of interest
because of the benefits to both individual firmgl ahe host country associated with
exporting (see Harris and Reid, 2009 for a sumnuiryhe benefits associated with

exporting).

9.6. Conclusion

This chapter is a conclusion to the thesis. It bdgasetting out the contribution made by
this thesis to the literature. This was in the aka superior dataset to those which have
been used previously to analyse the impact of pecef an RSA grant on plant
performance and in the use of a superior econoeneteithodology which deals with both

self-selection into the treatment group and otberces of endogeneity.

It then described the main findings from the enagirichapters. The decomposition
showed that plants that received a RSA grant maseadl but positive contribution to the
growth of both labour productivity and TFP. Chapfeand 8 showed that receipt of an
RSA grant had no statistically significant impantT™FP or the probability of survival.

On the basis of these findings, some policy recontagons were made. These were

mainly that the RSA scheme should become more &tos improving the productivity

of recipient plants by offering support for the asgtion of only the most technologically

213



advanced capital. This would help to ensure thajdbs created or safeguarded by receipt

of an RSA grant endure.

Finally, some suggestions for future work were mdélestly, more general equilibrium
models that look at the impact of grant schemeh s8cRSA at the macroeconomic level
are required as there are currently very few ohquapers. Secondly, simulation work that
quantifies the implications of incorrectly classify plants that received a grant as not
having received a grant would be beneficial to dpplied researcher as many empirical
studies that estimate treatment effects rely okirlop two datasets. Simulation work that
provides a guide to the magnitude of bias causedisgpecification of the observable
covariates when they are not perfectly balancedsacthe treated and untreated group
would also be useful to the applied researcherllyint was suggested that the impact of
receipt of an RSA grant on R&D spend, innovativenasd exporting could be analysed
by linking SAMIS with other available databases.
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