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ABSTRACT 

The RF circuitry in the physical layer of any wireless communication node is arguably its most 

important part. The front-end radio is the hardware that enables communication by transmitting 

and receiving information. Without a robust and high performance front-end, all other higher 

layers of signal processing and data handling in a wireless network are irrelevant. 

This thesis investigates the radio circuitry of wireless-networked nodes, and introduces several 

proposals for improvement. As an emerging market, analysis starts by examining available and 

ratified network standards suitable for low power applications. After identifying the IEEE 

802.15.4 standard (commercially known as ZigBee) as the one of choice, and analysing several 

front-end architectures on which its transceiver circuitry can be based, an application, the Tyre 

Pressure Monitoring System (TPMS) is selected to examine the capabilities of the standard and 

its most suitable architecture in satisfying the application’s requirements. From this 

compatibility analysis, the most significant shortcomings are identified as interference and 

power consumption. The work presented in this thesis focuses on the power consumption issues. 

A comparison of available high frequency transistor technologies concludes Silicon CMOS to 

be the most appropriate solution for the implementation of low cost and low power ZigBee 

transceivers. Since the output power requirement of ZigBee is relatively modest, it is possible to 

consider the design of a single amplifier block which can act as both a Low Noise Amplifier 

(LNA) in the receiver chain and a Power Amplifier (PA) on the transmitter side. This work 

shows that by employing a suitable design methodology, a single dual-function amplifier can be 

realised which meets the required performance specification. In this way, power consumption 

and chip area can both be reduced, leading to cost savings so vital to the widespread utilisation 

of the ZigBee standard. Given the importance of device nonlinearity in such a design, a new 

transistor model based on independent representation of each of the transistor’s nonlinear 

elements is developed with the aim of quantifying the individual contribution of each of the 

transistors nonlinear elements, to the total distortion. 

The methodology to the design of the dual functionality (LNA/PA) amplifier starts by 

considering various low noise amplifier architectures and comparing them in terms of the trade-

off between noise (required for LNA operation) and linearity (important for PA operation), and 

then examining the behaviour of the selected architecture (the common-source common-gate 

cascode) at higher than usual input powers.  Due to the need to meet the far apart performance 

requirements of both the LNA and PA, a unique amplifier design methodology is developed The 

design methodology is based on simultaneous graphical visualisation of the relationship 

between all relevant performance parameters and corresponding design parameters. A design 
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example is then presented to demonstrate the effectiveness of the methodology and the quality 

of trade-offs it allows the designer to make. The simulated performance of the final amplifier 

satisfies both the requirements of ZigBee’s low noise and power amplification. At 2.4GHz, the 

amplifier is predicted to have 1.6dB Noise Figure (NF), 6dBm Input-referred 3rd-order Intercept 

Point (IIP3), and 1dB compression point of -3.5dBm. In low power operation, it is predicted to 

have 10dB gain, consuming only 8mW. At the higher input power of 0dBm, it is predicted to 

achieve 24% Power-Added Efficiency (PAE) with 8dB gain and 22mW power consumption. 

Finally, this thesis presents a set of future research proposals based on problems identified 

throughout its development. 
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Chapter 1 INTRODUCTION 

1.1 Preamble 

The term wireless is normally used to refer to any type of electronic operation which is 

accomplished without the use of a hard wired connection. The recent expansion of wireless 

technology has improved peoples’ lives significantly. It is not difficult to find many examples of 

wireless communication in action in a normal day’s journey. Mobile phones are now being used 

by hundreds of millions of people throughout the world. More exciting than that, broadband 

Internet wireless networks can nowadays be found in many places, not just in offices or at 

working sites, but also in cafes and public areas in vibrant city centres. Users are now able to 

link multiple wireless-capable portable devices such as digital cameras, laptop computers, 

mobile phones and Personal Digital Assistants (PDAs) and transfer data between them 

wirelessly at the touch of a button. At home, households can wirelessly link and control 

numerous items such as room lights, window curtains, TVs, HiFi systems and PCs all using one 

remote console. Also at home and with the rise of intelligent networking, household appliances 

such as fridges, ovens, microwaves and cookers can send information about their contents, 

operation and any failures to a central server which then takes the appropriate action by either 

informing the user by displaying this information on a screen or sending a short mobile 

message, or directly contacting the dealer for any required repairs. Adding to all the above, the 

adoption and wide use of wireless sensor networks for medical and automotive applications and 

in industrial plants, it becomes very difficult to count all examples of wireless technology in use 

by humans today in all walks of life. In short, wireless technology has introduced an 

irreplaceable ease and convenience for the life of humans that they cannot imagine living 

without anymore.  

The following sections include a discussion of the major problems that come with the 

proliferation of wireless technology, the most important of which is interference. Next, some of 

the important specifications of wireless systems are introduced followed by some reflection on 

how meeting these requirements can improve the quality and broaden the usability of wireless 

technology. Attention is given to power consumption, linearity and choice of suitable 
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modulation schemes. Thereafter, the modelling of suitable transistors crucial to the realisation 

of RF integrated circuits in wireless systems is described. The importance of wireless network 

standards to classify the world of wireless technology is then touched upon. Following that, a 

specific application, a Tyre Pressure Monitoring System (TPMS) is introduced to place the 

work in context, in particular highlighting those aspects which will be covered in this thesis. 

This motivates the thesis aims and objectives which are set out before concluding the chapter 

with a description of the thesis structure.  

1.2 RF Interference 

The proliferation of wireless technology does not come without a price. It is an unavoidable fact 

that wireless communication systems must co-exist in extremely complicated and dense signal 

environments. As many of the examples mentioned above are usually operating in close 

proximity by either single or multiple users, these environments are comprised of multiple 

operating wireless networks. Taking for example a café in the centre of a busy city; some 

customers would be using their mobile phones, while some others are accessing the internet 

through the wireless network setup in the café. In the meantime two other customers would be 

sharing photos on their mobile phones by exchanging them through a wireless link. Another 

example is the networked home mentioned above; it is not difficult to imagine that all these 

devices may be communicating at the same time.  

The number one enemy of wireless systems designer and service provider is signal interference 

[Anritsu 2003]. Interference hampers coverage and capacity, and limits the effectiveness of 

mobile networks operating in a given environment. 

Interference occurs when unwanted frequency components (desired, harmonics or 

intermodulation) from neighbouring communication networks are picked up by a receiver node. 

One or more of these frequency components can be either at the same frequency as the desired 

signal in which case the desired signal is distorted even before it reaches the receiver; or else 

they can be in the pick-up band of the receiver in which case they can mix with the desired 

signal inside the receiver and distort it.  

In Chapter 3, interference will be discussed in more details when the implementation of a TPMS 

using ZigBee is examined. The amplifier design in Chapter 5 will also take interference into 

consideration by considering several interference-reduction techniques. 
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1.3 Low Power RF and Microwave Systems 

In order to be truly portable, wireless devices which are normally battery powered, need to be 

designed for high efficiency while maintaining their required performance characteristics. 

Demand for low power consumption network nodes becomes tougher when it is difficult to 

replace or recharge the nodes’ battery. Examples of these are sensors deployed in hard-to-reach 

industrial locations or in human bodies.  

The longer the battery life of a mobile device, the more the motivation for it being wireless in 

the first place. For instance, there is no much benefit of having a mobile phone if one has to be 

tied to a power source most of the time in order to use it. Also, a wireless in-body sensor is 

useless if the sensor has to be powered with a cable. Therefore, the development of wireless 

technologies must also focus on developing techniques to optimise power efficiency along with 

improving compact long-lasting power sources. Power consumption in wireless systems 

depends on many factors including; linearity, frequency used, data bandwidth and adopted 

modulation scheme. These issues are discussed in the following sections. 

In Chapter 5, power consumption is discussed in more detail for the design and implementation 

of a power-efficient amplifier which can be used as both the transceiver low noise amplifier and 

power amplifier. 

1.4 Non-Linearity in Wireless Systems 

Generally, nonlinearity describes the response of a system’s behaviour to its drive level. In fact, 

all electronic circuits display aspects of nonlinear behaviour at all levels of drive [Maas 1998]. 

In some circuits, for instance, amplifiers, the effect of this nonlinearity at very small signal 

levels is negligible and the amplifier can be assumed linear; but this is only an approximation. 

The effects of nonlinearity become more severe as drive level increases. As well as aspects of 

nonlinear behaviour being undesirable in some circuits such as amplifiers and filters, some other 

circuits depend on them for their operation, such as mixers, modulators and de-modulators. 

The nonlinearity of an amplifier generates harmonics of the desired signal; the more nonlinear 

the amplifier, the larger the harmonic content. If the low noise amplifier in a receiver picks up 

an interfering in-band frequency component and harmonics for that were also generated, 

intermodulation occurs. One component of this process, the 3rd-order Intermodulation Product 

(IMD3) falls very close to the desired signal and can severely distort it, leading to possible errors 

in the received data. The same outcome can occur in a power amplifier in a transmitter if 

communicating on more than one channel at the same time. Harmonics generated from every 
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channel can intermodulate leading to a higher probability of adjacent channel interference and 

also leading to a distorted transmitted signal. When this distorted signal is picked up and is 

affected by further interference at the receiver, a serious problem is caused where the data can 

be completely lost. There is a strong relationship between nonlinearity and interference. Greater 

nonlinearity in a transmitter system means larger harmonic and intermodulation components are 

generated and broadcast with the potential to be picked up by a neighbouring receiver distorting 

its desired signal.  

There is a strong relationship between linearity and power consumption. For instance, a 

common way to increase the linearity of an amplifier is to optimise its design in a way which 

will lead to it consuming more power, for reasons which will be discussed further in Chapter 5. 

Hence a less linear amplifier is a less power efficient amplifier, and a transceiver with a less 

linear amplifier is a less power efficient transceiver, wasting battery power. Therefore, having a 

more linear transceiver leads to a longer lasting battery, increasing the portability and usability 

of a wireless system as discussed above.  

In Chapter 5 the linearity of an RF transceiver will be discussed in more detail in terms of the 

linearity of low noise amplifiers and power amplifiers. Existing linearisation techniques will be 

assessed and applied in a design example to demonstrate the effectiveness of a design 

methodology designed to achieve high amplifier linearity. 

1.5 Modulation Schemes 

Modulation is the process whereby a message-bearing signal is superimposed upon a carrier 

signal for transmission. Carrier signals are usually high in frequency to enable the construction 

of small antennas. 

The choice of a digital modulation scheme for a wireless transmission system significantly 

affects the performance and physical realisation of that system. This is usually a closed loop 

discussion in which two extremes are involved. These are whether a modulation scheme is to be 

selected to satisfy pre-set specifications of the wireless system or whether the specifications of 

the wireless system are to be decided by the modulation scheme being used; designers often go 

back and forward between these two extremes. The chosen solution is often a trade-off between 

all issues that are affected by the modulation scheme being used, and considering the 

environment where the system is to operate. Issues involved in the decision include the physical 

characteristics of the channel, desired levels of performance in terms of Bit Error Rate (BER), 

required data rate, acceptable level of latency, available bandwidth, anticipated link budget, 

target hardware complexity, cost and  power consumption.  
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On the transmitter side, modulation schemes can be divided into two categories with respect to 

the amount of distortion that results when signals are passed through a power amplifier; those 

that produce a constant envelop signal, and those that produce a non constant envelop signal 

[Liang 1999]. If the carrier is amplitude modulated (i.e. an envelop change is introduced), 

nonlinearity in the power amplifier causes the carrier and the side bands to intermodulate 

producing undesired in-band and adjacent channel frequency components. This is why the 

development of modulation schemes has always focused on reducing envelop change as much 

as possible. Constant envelop modulation schemes do not suffer from this but they generally 

have larger bandwidth than non constant envelop modulation schemes for a given data rate and 

this can cause interference with adjacent channels if the frequency separation between channels 

is small. On the other side, receiver circuitry does not add any harmful effect to the received 

signal as a result of its modulation scheme.  

In Chapter 3 the Quadrature Phase Shift Keying (QPSK) modulation scheme will be discussed 

in more detail and a simple, new method of implementing this sophisticated modulation scheme 

will be presented. 

1.6 Transistor non-Linear Modelling 

The ever increasing public desire for new innovations in wireless technology has led to severe 

competition between providers to supply to the market the best performing products on the 

shortest possible lead times. This has consequently put pressure on circuit designers to try to 

always get it right the first time, and this would not be possible without developing accurate 

transistor models that can be used in Computer Aided Design (CAD) simulations to speed up 

and verify the design before it is passed for fabrication. 

Several ways of building models have been proposed over the years depending on the 

information the designer requires in order to correctly predict circuit performance. Examples of 

these are large signal models, small signal models, harmonic prediction models, power 

performance models and noise prediction models. 

Chapter 4 of this thesis will handle transistor nonlinear modelling in extensive detail. A new 

nonlinear model based on representing each of the model elements independently will be 

proposed and verified in both small- and large- signal simulations. 
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1.7 Wireless Network Standards  

With the increasing design and production activities that serve the desire and expansion of 

wireless technology, it is important to regulate the industry by setting standards. A network 

standard is a collection of technical and performance characteristics that any device claiming 

compatibility should adhere to. Wireless systems are classified into standards based on their 

application in terms of bandwidth, range and power consumption.  

Generally, network standards are developed by many experts from different backgrounds over a 

long period of time and after many discussion panels. This means the standard defines all 

aspects of the network required to achieve certain performance characteristics. For instance, the 

modulation scheme adopted in a high power, high bandwidth standard is different from that 

adopted in a low power, low data rate one, and for each of these standards, aspects like the 

number of channels, receiver sensitivity, maximum output power, cross channel interference 

and BER which are all co-dependant on that modulation scheme, are decided. These 

performance parameters, determined by standard developers, are used by systems developers to 

form a set of rules or performance targets for the system and circuit designer which must be met 

when designing a transceiver or part of a transceiver that is to be compatible with the particular 

standard.  

Having a network standard also serves another purpose; that is of enabling interoperability 

between different devices from various manufacturers. There should be no issues with these 

various devices working together if they adhere to the common standard. 

In Chapter 2, network standards will be considered in more detail where a comparison between 

all available standards will be conducted to identify that best suited for low power and low data 

rate applications. 

1.8 An Application: Tyre Pressure Monitoring System (TPMS) 

In order to make this investigation of low power and highly linear wireless systems more 

tangible, an application was picked to test the capabilities of the chosen network standard in 

terms of required performance parameters; notably, interference and power consumption. The 

application of choice is the Tyre Pressure Monitoring System (TPMS). There were several 

reasons behind this choice. First, this is an application where the wireless transmitters attached 

to the pressure sensors in the tyres have to be very power efficient as it is very difficult to 

replace their batteries after they have been installed. Also, the vehicle environment is a very 

crowded one and hence interference is inevitable. That is not just because passengers in cars are 
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often using many forms of wireless devices that might interfere with the TPMS in their cars, but 

also having every private TPMS network of every vehicle operating in close vicinity to other 

private networks, in say a traffic queue or a car park, makes the possibility of some sort of 

interference occurring more likely. 

Furthermore, a TPMS has never, so far, been built based on a network standard, so part of the 

experiment is to examine the tradeoffs of employing a network standard in its implementation 

and examine the capabilities of the most suitable network standard to satisfy the requirements of 

the system. 

In Chapter 2, the performance requirements of the tyre pressure monitoring system is discussed 

in more detail. In Chapter 3, a compatibility analysis is conducted for examining the capabilities 

of ZigBee, the chosen low power standard in satisfying the requirements of the TPMS 

application.  

1.9 Thesis Aims and Objectives 

It is the aim of this thesis to review the current status of front-end RF circuits used in wireless 

network adapters and hence develop new techniques to contribute to improving the performance 

of these circuits taking into consideration the performance issues mentioned in the sections 

above.  

The work explores the capabilities of Silicon CMOS technology as a strong competitor to 

traditional high frequency transistors. The design activity focuses on investigating low power 

techniques while maintaining other performance characteristics at high standards. Assessment 

of developed circuits is measured on how it would help improving the performance of the 

network standard-based TPMS application. 

The work starts by looking at available wireless network standards and selecting the one most 

suitable for ultra low power applications. Available front-end architectures are then studied to 

select the most suitable to satisfy the requirements of that standard. Some of the problems in 

that architecture are then discussed and considered in examining the capabilities of the standard 

in satisfying the requirements of the test application. Areas of shortcomings are identified 

forming the basis of the development work in the thesis.  
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1.10 Summary 

As the electronics industry continues to develop high performance wireless devices, the desire 

and expectations of consumers will continue to rise. Consumers will demand ever longer battery 

life in wireless devices, non jamming wireless communications, faster and easier wireless 

transfers and so on. This puts pressure on system and circuit designers to provide solutions to 

address the various areas outlined in this chapter which become more significant with the 

proliferation of wireless portable devices. 

This chapter began by discussing and linking three of the most vital technical issues behind the 

current barriers residing in the RF front-end, which are interference, linearity and power 

consumption. It then showed how the choice of the modulation scheme is interdependent on 

many other parameters of the front-end design and how the modelling of the transistor used in 

the circuit design is important. An application, the tyre pressure monitoring system, on which 

the performance improvements proposed in this thesis will be assessed, was introduced. 

Having discussed this motivation, the aims and objectives of this thesis were set. These were to 

contribute to overcoming the barriers mentioned in this chapter by studying the current state of 

the art in RF front-end design and proposing new techniques for improvements.  

1.11 Thesis Structure 

The rest of this thesis is structured as follows: 

• Chapter 2 presents the background to the field looking at some of the technical issues 

involved in the design of front-end RF circuits. This includes comparison of front-end 

architectures and analysis of front-end performance requirements and the factors that 

may cause degradation to performance levels. It also includes a review of high 

frequency transistors with focus on Silicon CMOS as the technology of choice. The 

chapter also discusses low noise and power amplifiers in some extended detail and 

reviews some of the techniques used in their design. Also presented in this chapter is a 

brief overview of the ZigBee standard and the TPMS application 

• Chapter 3 handles the compatibility analysis between the ZigBee and the TPMS test 

application by first reviewing previous methods of TPMS implementation and 

discussing the benefits of a ZigBee-based TPMS. Some areas where improvements are 

needed are then identified. The chapter also introduces a unique implementation for 

the QPSK modulation implemented in ZigBee based on a new method of 

understanding the way in which QPSK operates.   
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• Chapter 4 takes into account the nonlinearity of the Silicon CMOS transistor and 

presents a new method to implement a nonlinear model which represents each of the 

transistors nonlinear elements totally independently. It also proposes a superposition 

method by which different nonlinear elements of the model can be linearised and the 

distortion of the transistor re-analysed with the aim of quantifying the individual 

contribution to distortion from each non-linear element. 

• Chapter 5 handles the investigation of the design of an amplifier for the ZigBee 

standard which can satisfy the performance requirements of both its low noise and 

power amplifiers. The investigation involves the development of a new design 

methodology based on graphical visualisation of how the performance parameters 

very with respect to design parameters. To demonstrate the validity of the method, a 

design example is provided showing how different elements of the design flow should 

be implemented. 

• Chapter 6 concludes the thesis by providing a summary of its contribution to the field 

and outlining some future research proposals based on issues identified during its 

development. 

 



 
 
 
 
 
 
 
 
 
 

 

Chapter 2 TECHNICAL BACKGROUND 

2.1 Introduction 

After setting the motivation for this work in Chapter 1, this chapter introduces background 

information which will set the theme for the remainder of this thesis. First, the importance and 

types of wireless network standards are discussed, and a comparison between them is conducted 

in terms of their suitability for low power applications. As the one chosen for this work, an 

overview of the IEEE 802.15.4 standard is given and its relationship to ZigBee is described. 

Some general front-end issues are then discussed focusing on universal front-end performance 

considerations and common receiver and transmitter topologies. This is followed by a review of 

the technologies behind the transistors used in microwave circuit design, concentrating on 

silicon CMOS as the technology of choice. Being the main focus of this work, and having been 

investigated extensively in this thesis, the importance and performance requirements of the Low 

Noise Amplifier (LNA) and Power Amplifier (PA) circuits in a transceiver are then reviewed. 

This is followed by a discussion of the nonlinearity issue which has a great impact on the 

operation of both these crucial front-end circuits. Some of the analysis methods adopted in the 

design and assessment of front-end microwave circuits are then reviewed. Finally, as the 

assessment application of this thesis, the Tyre Pressure Monitoring System (TPMS) is 

introduced and its operational performance requirements discussed.  

2.2 Wireless Network Standards 

For the last few years, the wireless world has been bombarded regularly with news about a new 

generation of applications based on new or modified forms of RF technologies that is claimed to 

profoundly impact, if not revolutionise, the way people live and interact with their businesses 

and environment.  

In this section, an insight into some of the wireless standards setup to regulate these evolving 

technologies, and their applicability, is given from the view point of their suitability for low 

power applications. 
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2.2.1 Brief Comparison of Available Wireless Standards 

The Institute for Electrical and Electronic Engineers (IEEE) leads the way in developing open, 

leading-edge consensus standards for Wireless Networks [IEEE-WSZ 2007]. The IEEE 

identifies four wireless standards working groups. These working groups are; the IEEE 802.11 

for Wireless Local Area Networks (Wireless LANs) [IEEE-SA 2007a], the IEEE 802.15 for 

Wireless Personal Area Networks (Wireless PANs) [IEEE-SA 2007b], the IEEE 802.16 for 

broadband Wireless Metropolitan Area Networks (Wireless MANs) [IEEE-SA 2007c], and the 

IEEE P1451.5 for Smart Transducer Interface for Sensors and Actuators [IEEE-SA 2007d]. 

Figure 2.1 shows a summary of wireless standards. 

 
Figure 2.1 Wireless network standards: Their data and distance capabilities [CyberInI 2007] 

The IEEE P1451.5 project [IEEE-SA 2007d] was established to provide a standard for wireless 

communication methods and data formats for transducers. It is to adopt necessary wireless 

interfaces and protocols to facilitate the use of technically differentiated existing wireless 

solutions; however it does not specify the wireless system physical design or use. The IEEE 

P1451.5 project is focused on the software layer and not physical front-end issues.  

The IEEE 802.11 [IEEE-SA 1999] with its various standards (a, b, g and n 11-248Mbps) is 

commonly used for data access where a number of clients are connected to a base station 

providing them with access to a server or to the Internet. Clients may include computers, 

Personal Digital Assistants (PDAs) or compatible mobile phones. Transmitted data may be 

anything from very small documents to very large multimedia items over a range of about 100 

metres with transmit powers up to 20dBm. This obviously makes 802.11 neither a low data rate 

nor a low power standard given the content transmitted and the range they are expected to reach. 

The broadband IEEE 802.16 [IEEE-SA 2004] is intended for even higher transmission data 

rates and wider range (up to 31 miles) than 802.11, and thus cannot be considered low power. 

802.15.1 Bluetooth
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The IEEE 802.15 working group provides standards for low-complexity and low power 

consumption wireless connectivity. There are four main IEEE 802.15 standards; the IEEE 

802.15.1 [IEEE-SA 2002], commercially known as Bluetooth (1Mb/s WPAN); the IEEE 

802.15.2 Recommended Practice for Coexistence in Unlicensed Bands [IEEE-SA 2003b]; the 

IEEE 802.15.3 (20+ Mb/s High Rate WPAN) standard [IEEE-SA 2003c]; and finally the IEEE 

802.15.4 standard [IEEE-SA 2003a] commercially known as ZigBee (250 kb/s max Low Rate 

WPAN). 

The IEEE 802.15.3 standard [IEEE-SA 2003c] is intended for multimedia and digital imaging, 

leaving Bluetooth [IEEE-SA 2002, Bluetooth-SIG 2007] and ZigBee [IEEE-SA 2003a, Zigbee 

2007] as the only candidates for low data rate and low power transmissions. ZigBee and 

Bluetooth are two solutions for two application areas hence they complement, not compete with 

each other. Bluetooth is designed for ad-hoc networks between capable devices with 

applications such as hands-free audio and small file transfers. Bluetooth is designed to 

maximise ad-hoc functionality. Bluetooth devices are expected to have rechargeable batteries as 

opposed to ZigBee devices where the battery is expected to last for a few years but with much 

lower duty cycle data transmission than Bluetooth. ZigBee is a much simpler standard than 

Bluetooth. It is intended for static rather than dynamic networks and where many devices are 

involved. The most important feature of ZigBee is that it is intended for ultra low power and 

low cost communication and hence it is the standard chosen for this work. The following 

section provides more information about the vision and current status of the IEEE 802.15.4 

standard. 

2.2.2 Overview of the IEEE 802.15.4 Standard and ZigBee 

The 802.15.4 standard is defined by the IEEE for low-rate, wireless personal area networks 

[IEEE-SA 2003a]. The standard defines the Physical Layer (PHY) and the Medium Access 

Control Layer (MAC). The PHY specifications define 3 low-power spread spectrum radios 

operating at 2.4GHz, 915MHz and 868MHz. At 2.4GHz a basic bit rate of 250kb/s is permitted, 

with lower data rates at 915MHz and 868MHz. The MAC specifications define how multiple 

IEEE 802.15.4 radios operating in the same area will share the airwaves. The MAC supports 

several architectures, including a star topology (where one node acts as a network coordinator), 

tree topologies (where some nodes speak through other nodes in order to arrive at the network 

coordinator), and mesh topologies (where nodes share routing responsibilities without the need 

for a master coordinator).  

But just defining a PHY and a MAC does not guarantee that different devices from different 

manufacturers will be able to communicate. This compatibility is the objective of the ZigBee 
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Alliance [Zigbee 2007]. The ZigBee Alliance is responsible for defining the network, security, 

and application layers based upon the IEEE 802.15.4 PHY and MAC layers. ZigBee also 

provides interoperability and conformance testing specifications. It builds upon the IEEE 

802.15.4 standard to define application profiles that can be shared among different 

manufacturers. For instance, a ZigBee gaming profile would define all the protocols, so one can 

purchase a ZigBee game console from one manufacturer and a ZigBee game controller from 

another manufacturer and expect them to work properly together. The relationship between 

ZigBee and the IEEE 802.15.4 standard is shown diagrammatically in Figure 2.2 [Le 2004]. 

 
Figure 2.2 IEEE 802.15.4 and ZigBee working model [Le 2004] 

ZigBee aims to provide an open standard for low-power wireless networking of monitoring and 

control devices based on sensors and actuators. Target applications include home and building 

control, automation, security, consumer electronics, PC peripherals, medical monitoring and 

toys. Such applications require a technology that essentially offers long battery life (measured in 

months or even years), small size, high reliability and in particular low system cost.  

In many applications, it is not possible to reach a sensor, for instance, to change its battery. 

Ideally, the battery is good for the life of the sensor. The basic standard for ZigBee is 

fundamentally efficient in terms of battery performance. Battery lifetimes from a few months to 

many years are feasible as a result of a host of power-saving modes and battery-optimised 

network parameters. These power-saving features of the standard will be discussed in more 

detail in Chapter 3. 

ZigBee’s air interface is Direct Sequence Spread Spectrum (DSSS) using Binary Phase Shift 

Keying (BPSK) for 868MHz and 915MHz and Offset Quadrature Phase Shift Keying (O-

QPSK) for 2.4GHz. The access method in IEEE 802.15.4-enabled networks is carrier sense 
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multiple access with collision avoidance (CSMA-CA). The IEEE 802.15.4 PHY includes 

receiver Energy Detection (ED), Link Quality Indication (LQI) and Clear Channel Assessment 

(CCA). Both contention-based and contention-free channel access methods are supported. The 

IEEE 802.15.4 standard supports IPv6 64-bit extended addresses and 16-bit short addresses. 

This allows it to support theoretically up to 65,536 addresses [Montenegro 2007].  The IEEE 

802.15.4 standard [IEEE-SA 2003a] provides thorough details on the operation of the MAC and 

PHY layers; this thesis work concentrates on the RF Front-End issues. 

2.3 RF Front-End Issues 

In this section, the performance requirements of RF front-ends will be discussed in some detail. 

This is followed by a review of RF front-end receiver and transmitter architectures focusing on 

how they can satisfy these requirements.   

2.3.1 Requirements Analysis 

The front-end of a wireless receiver must meet several exacting specifications. The most 

important of these is its sensitivity. Sensitivity is very closely related to the noise performance 

of the receiver. The noise of the front-end receiver must be sufficiently low to enable a weak 

input signal (which may not be much larger than the thermal noise floor) to be detected. If the 

receiver noise is high, the magnitude of the noise may become larger than that of the weak 

desired signal, and it may not be detected. The sensitivity of a receiver is normally measured in 

terms of the lowest input power the receiver can detect while maintaining a Bit Error Rate 

(BER) of the received data below a pre-specified maximum percentage. There is usually a 

different BER specification for different standards. In a similar fashion, some standards specify 

the Packet Error Rate (PER) instead of BER [IEEE-SA 2003a]. 

Radio receivers are generally tuned to a single channel. Each channel has certain bandwidth, 

which describes the total frequency range that it inhabits. The receiver should accept signals 

which may be very weak within this channel without responding to signals on other channels, 

which may be much stronger. This means that the various circuits in the receiver must reject or 

attenuate signals at other frequencies to a degree determined by the overall performance 

requirements. This is achieved by a combination of filtering and linearity in the receiver 

amplifiers. If filtering and linearity are poor in the receiver, strong signals in neighbouring 

channels, may, through intermodulation with the desired signal, produce components that are 

within the bandwidth of this signal; thus, distorting the desired signal.  Adjacent channel 

selectivity determines the attenuation requirement at the adjacent channel.  
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For the receiver to get as clear a desired signal as possible, it is important to maximise the 

signal-to-noise ratio (SNR) of a transmitter. This requires transmitting as much RF signal power 

as permitted, while pushing the noise floor as low as possible. But the maximum output level is 

capped by the amount of distortion introduced by undesirable output spectral components 

because then these can distort the signal to be received on the other end of the channel. Thus, 

there is a fine balance between achieving high SNR and spurious-free dynamic range while 

attaining maximum output power. This imposes the need for linearity in the transmitter. 

The level of stringency of these design requirements reflects on the complexity, and hence size 

and cost, of the wireless system. For instance, a more stringent requirement on adjacent channel 

rejection may lead to the use of a high Q filter that is difficult to integrate; increasing the size 

and cost of the wireless system. These design requirements, along with other front-end 

specification parameters, form the prime concern when the design topology is selected, as will 

be seen in the next section. As an example of the design requirements and parameters of an RF 

front-end, the specifications of the IEEE 802.15.4 PHY are shown in Table 2.1 [Le 2005]. 

Table 2.1 ZigBee specifications at its 3 frequency bands [Le 2005] 

 

In Table 2.1, the sensitivity requirement in the 2.4GHz band is specified as -85dBm at 1% PER 

which means that any ZigBee compliant receiver should be able to achieve a packet error rate of 

1% or less when detecting a signal with power as low as -85dBm (~3.16µW). The specification 

of the output power as -3dBm (~0.5mW) (Lowest Maximum) means that any compliant ZigBee 

transmitter may have a maximum output power not less than -3dBm, or, in other words, the 

transmitter must be capable of transmitting at least -3dBm of output power.  EVM is the Error 

Vector Magnitude which is a measurement of the residual noise and distortion remaining after 

an ideal version of the signal has been stripped away [Le 2004]. The adjacent channels are those 
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immediately on either side of the wanted (tuned) channel. The alternate channels are those one 

channel further way. 

2.3.2 Topologies 

Complexity, cost, power consumption and the number of external components are usually the 

main criteria in selecting a front-end architecture. Practically, no optimum level can be 

simultaneously achieved satisfying all these criteria. Transmitter and receiver architecture 

selection is a trade-off issue, and compromises have to be made depending on the requirement 

and application of the system being designed. For ZigBee, low cost and low power consumption 

are the primary criteria [Le 2006]. This section will discuss possible receiver and transmitter 

architectures for a ZigBee transceiver implementation. 

2.3.2.1 Receiver Topologies 

There exist two main receiver topologies based on phase or frequency modulation, the 

homodyne (also called zero Intermediate Frequency (IF) or direct conversion) topology and the 

heterodyne (also called IF) topology. The difference between these topologies is in whether or 

not an intermediate frequency is used in the demodulation process. A special type of the IF 

topology is the image-reject (also called low IF) topology. 

A simple direct conversion receiver is shown in Figure 2.3 where the incoming signal is 

converted directly to baseband without the use of an intermediate frequency. The main 

advantage of direct conversion over IF receivers is that much higher levels of integration can be 

achieved with direct conversion receivers than with IF receivers [Crols 1998]. This is because 

high Q filters are not needed, as will be explained.  The direct conversion technique was 

invented many years ago but, even though full integration is a very important factor towards 

cost reduction, the use of direct conversion has been very limited in the past due to its poor 

performance compared to receivers based on the IF topology.  

 
Figure 2.3 Simple direct conversion receiver 

The main disadvantage of direct conversion receivers is that because the down converted band 

extends to the vicinity of zero frequency, extraneous offset voltages may corrupt the received 

signal. This is known as the DC offset problem [Razavi 1997b]. DC offset is the result of self 

mixing and oscillator coupling which depends on capacitive and substrate coupling. In the direct 
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conversion receiver the downconversion mixer is followed by a low pass filter, therefore these 

DC offsets can saturate the following stages in the receiver. With CMOS scaling, the 

dimensions of the circuit will be further reduced and this will cause stronger coupling and hence 

increase DC offsets. 

DC offsets can be removed by employing AC coupling (i.e. high-pass filtering) in the 

downconverted signal path. However, AC coupling in direct conversion receivers cannot be 

employed if modulation schemes with high energy content at the centre of their spectrum are 

used since, if the corner frequency of the filter is high, the data signal may be corrupted [Razavi 

1997b]. This is the case with ZigBee at 2.4GHz where an O-QPSK modulated signal with a 

time-bandwidth product of 0.5 has about 99% of information within 50% of its bandwidth [Choi 

2003]. In addition, because direct conversion downconverts the signal directly to the baseband, 

flicker (1 ݂⁄ ) noise effects (which increases as the frequency decreases) will be higher than in a 

heterodyne receiver that converts the signal to an intermediate frequency first before converting 

it to baseband [Razavi 1997b]. 

Figure 2.4 shows a simple Heterodyne (IF) receiver where some of the disadvantages of the 

direct conversion scheme are overcome. Because the downconversion mixing stage is followed 

by a bandpass filter, the DC offset effect is filtered out and is prevented from corrupting the 

signal or saturating further stages of the receiver.  

 
Figure 2.4 A simple Heterodyne receiver 

However, because direct conversion downconverts the received RF signal directly to zero 

frequency, it does not suffer from the image problem as does an IF receiver. The image is an 

interfering signal at a frequency on the other side of the local oscillator frequency from the 

desired RF signal (i.e. 2IF away from RF). 

If the signal being received is downconverted without eliminating the image, the desired signal 

and the image overlap resulting in severe corruption of the desired signal [Choi 2003]. Because 

the image needs to be eliminated at high frequencies before the downconversion, a very high Q 

and high order filter is required; such a filter may be implemented using a Surface Acoustic 

Wave (SAW) technique [Razavi 1997b]. However, the problem is that the integration of this 

filter is very difficult, resulting in a non cost-effective solution.  
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Low IF architectures are very similar to the heterodyne architecture except that the IF is at very 

low frequency (e.g. 4MHz [Choi 2003]), which makes them at the same time also very similar 

to the homodyne architecture. That is, they do not operate in the baseband but near the 

baseband. This way, low IF receivers combine advantages and eliminate disadvantages from 

both the other two architectures. Because the IF is very small, the image frequency is very close 

to the desired frequency and hence its suppression before downconversion requires an 

impossibly high Q filter preceding the downconversion mixer. Instead, the image can be 

suppressed after the downconversion using a polyphase filter. Therefore, low IF receivers do not 

suffer the DC offset problem as in direct conversion, or the high-Q filter integration problem as 

in heterodyne receivers. But while low IF architectures combine benefits and eliminate 

problems from both homodyne and heterodyne architectures, they do have their own 

considerations as will be discussed in Chapter 3. Figure 2.5 shows a simple architecture of a low 

IF topology. 

 
Figure 2.5 Simple Low-IF receiver 

In view of the above, RF front-end designers consider the low IF as the most suitable receiver 

architecture for implementation of the PHY of IEEE 802 .15.4 standard.  

2.3.2.2 Transmitter Topologies 

Transmitter topologies are not as controversial as receiver topologies, since they do not have to 

deal with unpredictably weak signals. Similar to their heterodyne receiver counterparts, 

transmitters based on multiple up-conversion and filtering stages do not comply with the low 

cost and low power requirements of the IEEE 802.15.4 standard [Notor 2003]. There exist two 

topologies that are most promising for efficient generation of the transmit signal according to 

the IEEE 802.15.4 PHY specifications; these are the single-step I/Q up-conversion or VCO-

based modulation transmitter topologies [Notor 2003, Le 2004].  

In the IQ modulator approach, the signal is up-converted using quadrature mixers resulting in a 

single-sideband RF output. The baseband signals drive the IQ modulator inputs, and the 

modulator RF output is the sum of the quadrature I and Q channels. The I and Q signals, 

including half-sine shaping, are processed and modulated in the digital domain and converted to 

analogue signals using two digital-to-analogue converters (DACs) with output data smoothing 
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filters to drive the quadrature mixers of the I/Q modulator. Figure 2.6 shows a block diagram of 

an Offset QPSK I/Q modulator with Half-Sign Shaping [Notor 2003, Le 2004]. 

 
Figure 2.6 Offset QPSK I/Q modulator with half-sine shaping  

The VCO-based modulation combines the LO frequency synthesis circuits with modulation 

circuits to achieve compact MSK modulation with a minimum number of analogue components. 

This can be achieved by modulating the VCO in closed-loop or open-loop operation. 

In the open-loop technique the loop is opened after the Phase Locked Loop (PLL) settles to the 

desired channel frequency, the VCO is then directly modulated. The implementation is based on 

a PLL using a multi-modulus divider driven by a multi-bit Delta Sigma (DS) modulator to 

provide channel frequency selection and digital frequency modulation control, combined with a 

DAC to provide the analogue modulation control. In the closed-loop approach, the modulation 

is done by varying the division ratio in the PLL or a combination of varying the division ratio 

and modulation of the VCO directly. A block diagram of a VCO-based modulation architecture 

is shown in Figure 2.7.  

 
Figure 2.7 2-Point PLL ΣΔ modulator with its VCO.   

Both open-loop and closed-loop transmitter architectures are hardware and power efficient for 

constant envelope modulation schemes as the modulated VCO can drive the power amplifier 

directly, and several analogue circuit blocks are eliminated. However, the open-loop approach 

has a severe drawback in terms of frequency stability, which is caused by one or a combination 

of several effects such as charge leakage, change in operating conditions and mechanical 

disturbances. The closed-loop VCO modulation does not suffer from the frequency instability, 
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but usually requires calibration and pre-compensation of the loop bandwidth response or signal 

transfer characteristic. The required calibration and compensation can be solved efficiently 

using digital signal processing techniques. 

2.4 High Frequency and Microwave Transistors 

The term microwave (MW) transistors designates transistors with operating frequencies above 

1GHz [Schwierz 2000]. When discussing microwave transistors, several figures of merit which 

form the basis of comparison have to be considered.  For example, the cut-off frequency, ்݂ , at 

which the magnitude of the short circuit current gain is 0dB, and the maximum frequency of 

oscillation, ௠݂௔௫, at which the transistor’s unilateral power gain is unity, are often quoted. Also, 

noise figure (NF) and output power, which are critical parameters for RF low noise and power 

amplifications, respectively, are often considered. The following sections will first discuss the 

available microwave transistor technologies and then justify why silicon CMOS was the 

technology of choice in this work for the design of high frequency amplifiers. As a 

consequence, CMOS technology will then be discussed in more detail. 

2.4.1 Available Technologies 

In mainstream Very Large Scale Integration (VLSI) electronics such as memories and 

processors, only two types of transistors are in use, these are Metal-Oxide Semiconductor Field 

Effect Transistors (MOSFETs) and Bipolar Junction Transistors (BJTs). Both are made from the 

same semiconductor material; silicon [Schwierz 2000].  In the microwave field, a number of 

other semiconductors are used in addition to silicon, such as III-V semiconductors and wide 

band gap materials [Glover 2005]. In addition to MOSFETs and BJTs, these semiconductors 

enable the realisation of additional field effect and bipolar transistors such as the Metal-

Semiconductor Field Effect Transistor (MESFET), High Electron Mobility Transistor (HEMT) 

and the Heterojunction Bipolar Transistor (HBT) [Glover 2005]. 

In the past, silicon MOSFETs have been considered as slow devices compared to other types of 

transistors. Several reasons contributed to this conviction [Liou 2003]. First, the electron 

mobility, a measure of how fast the free electrons can move in a semiconductor, is by nature 

lower in silicon than in GaAs and other compound semiconductors. Second, the inversion 

channel of a MOSFET is located very close to the Si/SiO2 interface, thereby subjected to the 

effects of interface roughness, crystal imperfections, and interface traps. As a result, the 

mobility of free electrons travelling in the inverted channel is further degraded. Finally, another 

reason for the inferior MOSFET RF performance in the past was the relatively large gate length. 

In the early 1980s, the gate length of production-stage MOSFETs was in the range of 1.5 to 
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2.5µm, while RF GaAs MESFETs with gate lengths between 0.25 and 0.5µm were quite 

common and commercially available.  

Due to aggressive feature size reduction in the past few years however, MOSFETs are now 

qualified as RF devices. Today, the MOSFET gate length is comparable or even smaller than 

that of III-V RF FETs [Liou 2003]. Currently, deep sub-micrometer CMOS processes typically 

reach several tens of GHz cut-off frequency and show relatively low noise figures, making them 

a serious alternative to the traditional III-V compound semiconductor devices. In addition, 

MOSFETs offer very large scale integration making it possible to realise systems-on-chip with 

high reliability. It should be noted that the progress in MOSFETs capability for RF operation 

has originated from the developments of VLSI electronics. Most of the advances achieved in 

increasing the switching speed of CMOS for fast logic circuits have been adopted for RF 

MOSFETs.  

As the ability of high scale integration reduces the cost further, and with cost being a prime 

requirement in the design of a ZigBee compliant transceivers, CMOS was the technology of 

choice for this work. 

2.4.2 High Frequency CMOS Transistors  

The basic structure of MOSFETs, consisting of a single gate, a semiconducting substrate 

(frequently called body or bulk), and heavily doped source and drain regions, has not changed 

much in the past years; only the dimensions have been scaled down continuously to meet the 

demands of higher speed and increased compactness [Liou 2003]. A somewhat significant 

modification to the MOSFET during the last decade was the introduction of the Silicon-on-

Insulator (SOI) technology where the transistor body is separated from the semiconducting 

wafer by an insulating layer. Advantages of SOI CMOS technology over bulk CMOS are 

mainly due to deep-submicron devices with low parasitics and high-Q passive components 

[Zencir 2005]. For System on Chip (SoC) applications, SOI is the substrate of choice since it 

offers good isolation, reduced crosstalk, and suppresses substrate noise [Sun 2005]. CMOS 

transistors on SOI also enjoy speed improvements due to the reduction of parasitic capacitances 

[Huang 1997, Sun 2005]. Due to this, RFIC designers have recently demonstrated interest in 

using SOI CMOS for low power and high speed applications; see for example [Pinel 2002] 

[Linten 2005], [Yao 2006], [Leong 2007] and [Gianesello 2007].  

The gate length, which is directly related to the effective channel length, is a main feature 

controlling the MOSFET performance. As CMOS technology is scaled into the nanometre 

range, the transistors ܫ஽ௌ-ܸீ ௌ characteristics in the saturation region become more linear while 
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the transconductance, minimum noise figure (ܰܨெூே), ்݂  and ெ݂஺௑ all improve [Yao 2006]. 

Reducing the gate length, however, requires the scaling of other features such as the oxide 

thickness, drain and source junction depth, and substrate doping density [Liou 2003].  

For today's 50 to 100 nm gate-length MOSFETs, the cut-off frequency can reach 200GHz. 

Applying a frequently used rule of thumb that the cut-off frequency should be around 10 times 

the operating frequency of a given application, these devices can be used to design integrated 

circuits operating at up to 20GHz; an operating frequency higher than that of the vast majority 

of modern RF electronics [Liou 2003]. 

It is important to note that the integration of digital baseband and RF front-ends makes RF 

blocks vulnerable to the coupling of the digital switching noise through the common substrate. 

This brings the investigation of substrate coupling noise into the forefront [Liao 2003]. Digital 

switching noise, thus, should be factored into the design process from the beginning. The future 

of single-chip CMOS RF SoC may well depend on finding an effective solution to this problem 

but this is beyond the focus of this thesis. 

2.5 Low Noise Amplifiers and Power Amplifiers 

This section discusses the main characteristics and requirements of low noise amplifiers and 

power amplifiers; the two transceiver components which dictate wireless systems performance, 

and the subject of this thesis. 

2.5.1 Low Noise Amplifiers 

This section first discusses the performance characteristics of the Low Noise Amplifier (LNA), 

and how they affect the performance of the receiver. This is followed by a review of noise 

sources in the MOS transistor. 

2.3.2.3 Importance and Significance 

The Low Noise Amplifier (LNA) is arguably the most critical building block in the receiver 

path of a transceiver system. In a typical receiver architecture such as the one shown in Figure 

2.8, the antenna receives electromagnetic waves from free space and converts them to electric 

signals in transmission lines. These incoming signals which may be a combination of desired 

signals and unwanted interferers are then fed to the first stage of the receiver system, the LNA. 

It is often the case that the desired signals are weaker than the unwanted interferers. The LNA 

should then be able to provide adequate gain to the desired signals with minimal degradation to 

their signal-to-noise ratio (SNR). 
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Figure 2.8 A typical RF receiver architecture 

The signal-to-noise ratio is a measure of the strength of the wanted signal relative to the 

background noise. In other words it is the ratio between the wanted signal power to the noise 

power in any combination. This can be expressed mathematically by Equation (2.1) 

ܴܵܰ ൌ ௦ܲ௜௚௡௔௟

௡ܲ௢௜௦௘
or in dB ܴܵܰௗ஻ ൌ ଵ଴݃݋10݈ ൬ ௦ܲ௜௚௡௔௟

௡ܲ௢௜௦௘
൰ (2.1) 

where ௦ܲ௜௚௡௔௟ is the power of the signal and ௡ܲ௢௜௦௘ is the noise power. This implies that it is 

always desirable to have as high SNR as possible. In reality, additional noise is introduced to a 

signal when passing through any device or a system, the lower this additional noise, the better. 

The Noise Figure (NF) of a device or a system is defined as the ratio of the input SNR to the 

output SNR, as given by (2.2) 

ௗ஻ܨܰ ൌ ܴܵܰௗ஻೔೙೛ೠ೟ െ ܴܵܰௗ஻೚ೠ೟೛ೠ೟ (2.2) 

Because the output SNR will always be lower than the input SNR (due to the newly introduced 

noise), NF will always be higher than 1 or 0dB. The larger the noise introduced by a device or a 

system, the higher its NF. 

In a cascade system such as the one in Figure 2.9, the noise figure at any point in the system 

based on the Friis equation is given by [Razavi 1997a] 

௢௧௔௟்ܨܰ ൌ ଵܨܰ ൅
ଶܨܰ െ 1

ଵܣ
൅

ଷܨܰ െ 1
ଶܣଵܣ

൅. . . . . . . . . . ൅
௡ܨܰ െ 1

.ଵܣ . . . . ௡ିଵܣ
 (2.3) 

 
Figure 2.9 A cascade system 

In Equation (2.3), ܣ௡ is the gain, and ܰܨ௡ is the noise figure of the ݊ stage in Figure 2.9. 

Equation (2.3) indicates that the later the block in the system, the lower its significance on the 

total NF (as its NF contribution is divided by its gain multiplied by all the gains of the previous 

stages). This means that the overall noise performance of the receiver is dominated by the noise 

performance of the first block, which is the LNA. This is why the amplifier at the front of the 

receiver path needs to be a low noise amplifier. But just as the LNA has to introduce as little 
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noise as possible it should also provide as high gain as possible (although this gain, which is at 

higher frequencies, will always be smaller than the gain that can be achieved at lower IF 

frequencies). By examining Equation (2.3) more closely, it is noticed that the gain of the first 

block appears in the denominator of every term in the equation. This means the higher the gain 

of the LNA, the lower the noise figure contribution from every subsequent stage in the receiver 

path. It is worth noting, however, that although large LNA gain is desirable for the reasons 

explained, it does have limits on how large it is allowed to be. A very large gain may overload 

the mixer and compromise dynamic range. Therefore, since the sensitivity of the receiver is 

defined by the lowest signal level it can detect with certain error limits, and given that the noise 

performance of the receiver determines the smallest signal it can handle, and that the LNA has a 

dominant effect on the noise performance of the receiver, it can be concluded that the LNA has 

a huge impact on the overall sensitivity of the receiver system. 

The LNA also has to provide good matching to the antenna over all the frequency band of 

interest. This would guarantee that the antenna can operate with the desired frequency response 

and maximise power transfer from the antenna to the receiver system. 

The LNA in a receiver system has to provide one additional feature, and that is to protect the 

antenna from Local Oscillator (LO) frequency leakage through its reverse isolation. As shown 

in Figure 2.10, if the reverse isolation of the LNA is not adequate, the large LO signal could 

leak through the mixer and the LNA to the antenna. If this happens, the RF spectrum could be 

contaminated and this can cause intermodulation and self mixing; establishing DC offset in the 

baseband. 

 
Figure 2.10 LO leakage to the antenna through LNA 

2.3.2.4 Sources of Noise in MOS transistor 

There are four main sources of noise in the MOS transistor; the channel thermal noise, gate 

resistance noise, induced gate current noise and flicker (or 1 ݂⁄ ) noise. The first 3 of these 

sources of noise are represented in the MOS transistor noise model of Figure 2.11.  
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 Figure 2.11 The full MOS noise Model 

These noise sources can be briefly discussed as follows: 

 Channel Thermal Noise 

In the CMOS noise model of Figure 2.11, this white noise source is modelled as a shunt current 

source in the output circuit of the transistor (݅௡ௗ
ଶ ),  where ݅௡ௗ

ଶ  is given by [Allstot 2004].  

݅௡ௗ
ଶ ൌ  ௗ଴∆݂ (2.4)݃ߛ4݇ܶ

In Equation (2.4) k is Boltzman constant, ܶ is absolute temperature, ݃ௗ଴ is the channel 

conductance at zero drain-source voltage (݃ௗ଴ ൌ ݃ௗ௦|௏ವೄୀ଴) and ߛ is the coefficient of channel 

thermal noise which is a bias-dependant factor [Abidi 1986, Ge 1998].  As seen from (2.4), ߛ is 

proportional to the channel current noise. Thus, the larger ߛ, the higher the noise contribution 

from this source. For long channel devices, ߛ is usually between 2/3 and 1. The least noise 

(smallest ߛ) is achieved when the transistor is saturated (which is the normal working mode for 

amplifiers). If the drain-source voltage is at zero, ߛ is 1 and the noise reaches its maximum 

value. However, the high electric fields of short channel devices cause the electron temperature 

( ௘ܶ) to exceed the lattice temperature, this leads to the presence of hot electrons in the channel, 

and this causes ߛ to be much higher than its upper long channel boundary if the device is 

saturated [Abidi 1986]. This, in turn, leads to extra noise. 

 Gate Resistance Noise 

Another source of noise in the MOS device is the noise generated by distributed gate resistance 

[Jindal 1984]. In Figure 2.11, this noise is modelled by a series resistance in the gate circuit, ܴ௚, 

and an accompanying white noise generator, ݒ௡௥௚
ଶ , where ܴ௚ is the sheet resistance of the 

polysilicon. The contribution of this source of noise can be reduced to insignificant levels by 

interdigitating the device (i.e. reducing the gate resistance) [Shaeffer 1997, Yang 2001]. 

 Induced Gate Current Noise 

When the MOS device is biased and the channel is inverted, fluctuations in the channel charge 

introduce a physical current in the gate due to capacitive coupling. This induced gate noise 

current is modelled in Figure 2.11 as a current source ݅௡௚
ଶ . At high frequencies approaching ்݂ , 
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and because of the distributed nature of the MOS device, the gate impedance of the device 

exhibits a significant phase shift from its purely capacitive (ܥ௚௦) value at low frequencies 

[Shaeffer 1997]. This effect is included in the noise model of Figure 2.11 by including a real 

noiseless conductance, ݃௚, in the gate circuit. The power spectral density of this noise source is 

given by [Allstot 2004] as 

݅௡௚
ଶ ൌ  ௚∆݂ (2.5)݃ߜ4݇ܶ

where ݃௚ ൌ ߱ଶܥ௚௦
ଶ 5݃ௗ଴⁄  and ߜ is the coefficient of gate noise; classically equals to 4/3 for 

long-channel devices [Shaeffer 1997]. 

The gate noise is partially correlated with the drain noise with a correlation coefficient, 

395.0jc = [van der Ziel 1969] where c is given by [Aparin 2005] 

ܿ ൌ ݅௡௚ ڄ ݅௡ௗ/ට݅௡௚
ଶ ڄ ݅௡ௗ

ଶ  (2.6) 

The correlated and uncorrelated parts were expressed in [Shaeffer 1997] by 

݅௚
ଶ

Δ݂
ൌ 4݇ܶδ݃௚ሺ1 െ |ܿ|ଶሻ ൅ 4݇ܶδ݃௚|ܿ|ଶ (2.7) 

The first and the second terms of the right hand side of 2.7 are the uncorrelated and the 

correlated portions, respectively.  

 ૚ ⁄ࢌ  Noise 

1 ݂⁄  noise (also called flicker noise) in inversely proportional with frequency, hence the notion 

“1 ݂⁄ ”. The MOS transistor has the highest 1 ݂⁄  noise of all active semiconductors, due to its 

surface conduction mechanism. Several theories and physical models aiming to explain the 1 ݂⁄  

noise in a MOSFET are in existence. These theories and models differ in detail but they are all 

based on the mobility fluctuation model expressed by the Hooge empirical relation [Hooge 

1969, Hooge 1981], and the carrier density or number fluctuation model first introduced by 

McWhorter [McWhorter 1957].  

Low frequency noise is very sensitive to the technological processes and parameters used in 

Integrated Circuit (IC) fabrication. Hence, it is important to take into consideration the impact of 

technological downscaling on the 1 ݂⁄  intrinsic noise sources [Valenza 2004]. Flicker noise not 

only degrades the noise performance of mixers and phase noise of oscillators, but also adds 

noise directly to the baseband [Zhang 2001].  
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2.5.2 Power Amplifiers 

A power amplifier is characterised as an amplifier that is able to provide high output power 

when its load impedance is relatively small (the impedance of the antenna). Power amplifiers 

are normally preceded by pre-amplifiers which are voltage amplifiers designed to adjust the 

magnitude of the signal going into the power amplifier to a magnitude that is suitable to the 

power amplifier specification. 

The two most important requirements of a power amplifier are high efficiency and linearity. 

Since the power amplifier is typically the most power-hungry component of a transceiver, its 

power efficiency is important as it shows how much RF power it can supply to the load for a 

given DC power consumption. 

The importance of the linearity of the transmitter was discussed briefly in Sections 1.4 and 1.5. 

Additionally, as far as the power amplifier is concerned, nonlinearity results in DC power losses 

due to the energy in the generated unwanted harmonic and intermodulation components. For 

example, if the efficiency obtained from a linear amplifier was 50%, this means half the 

consumed DC power is converted into RF power. If the amplifier was nonlinear, part of that RF 

power will go to the unwanted frequency components leaving less than half the RF power to the 

desired frequency components; hence reducing efficiency. 

Power amplifiers are divided into different classes such as A, AB, B, C and E. The classification 

criterion is based on the amplifier’s efficiency. The later the class letter in the alphabetical order 

the more efficient the amplifier but also the higher its nonlinear distortion [Razavi 1997a]. The 

class of a power amplifier is decided by its operating point, which eventually determines its 

efficiency. 

2.6 Problem and Evaluation of Nonlinearity 

This section is dedicated to the nonlinearities of circuits and systems; their origin and 

assessment. First, the sources, nature and effect of nonlinearities are discussed. This is followed 

by a review of the main methods used to represent nonlinearity. Finally, the nonlinearities of the 

MOS transistor are examined more closely and the relationship between some of its several 

nonlinear elements discussed.   

2.6.1 Nonlinearity of Devices, Circuits and Systems 

Nonlinearity occurs simply because of device limitations. Analogue integrated circuits are built 

with passive and active silicon devices such as transistors, diodes, resistors, capacitors and 
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inductors. In general, each one of these devices presents a nonlinear behaviour that causes the 

output signal to deviate from an ideal circuit response. For instance, CMOS transistors are 

nonlinear active devices where the small signal behaviour is approximated by the 1st-order 

derivatives of the large signal performance parameters. The small-signal parameters, therefore, 

are only accurate for small excursions around the DC operating point. Larger excursions from 

the quiescent point will considerably distort the output signals due to the nonlinear 

characteristics of the transistors. 

Any device or circuit will have nonlinear characteristics wherever it is operating. In general, as 

signal levels increase, the impact of nonlinearity becomes more significant. From this 

perspective, circuits can be divided into three categories depending on how nonlinear they are; 

the quasilinear, the weakly nonlinear and the strongly nonlinear [Maas 1998]. Quasilinear 

circuits are those who operate in a region where nonlinearities have negligible effect on the 

performance of the circuit. In weakly nonlinear circuits, nonlinearities do affect the circuit and 

have to be reduced but they do not rise to a level where the DC bias characteristics are changed. 

A strongly nonlinear circuit is one where this latter situation occurs.  

Nonlinearity enables the generation of new frequency components relating to the excitation 

signal frequency. These frequencies can be in the form of harmonics which, themselves are 

relatively insignificant, because they are normally far from the operating frequency and so are 

unlikely to cause distortion. But if multiple harmonics are mixed together or with the 

fundamental frequency, intermodulation occurs where frequency components very near to the 

desired frequency may be produced. Another dangerous effect of nonlinearity is saturation 

where an amplifier may be saturated by a strong interferer adjacent to a weak desired signal 

hence not providing any amplification to the desired signal. 

Linearity, or the lack of it, of a system or device can be assessed using several parameters. One 

of these is the Intercept Point (IP) which is a measure of how significant the unwanted 

intermodulation products generated are. Another is the 1dB compression point which is the 

point at which the gain of the nonlinear amplifier falls by 1dB below the gain that would have 

been achieved had this amplifier been linear.  

Efficiency is also a measure of the linearity of an amplifier. Amplifier efficiency can be 

measured either as the drain efficiency or the power added efficiency (PAE). The drain 

efficiency is the ratio of the output power delivered to a load divided by the consumed DC 

power. However, PAE takes into account the RF input power applied at the input of the 

amplifier and it is defined as the difference between the RF output and input power, divided by 

the DC power consumption as in Equation (2.8). Hence, PAE is more representative of the 
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linearity of the amplifier. PAE is always less than drain efficiency. The efficiency of the power 

amplifier is of prime importance since the power amplifier consumes most power in the front-

end of a transceiver. 

ሺ%ሻܧܣܲ ൌ ோܲி೚ೠ೟ െ ோܲி೔೙

஽ܲ஼
ൈ 100 (2.8) 

Several nonlinearity representation and analysis methods exist, including, time domain, 

harmonic balance and Volterra series analysis [Maas 1998]. The applicability and limitations of 

these methods will be discussed in more details in the following section. 

2.6.2 Nonlinearity Representation and Analysis Methods 

In this section, the main methods used to represent and analyse nonlinearities are briefly 

reviewed. These methods are Power Series, Volterra Series, Time Domain and Harmonic 

Balance. 

 Power Series 

Power series can be used to represent the behaviour of any nonlinear system or circuit, an 

example of which is Equation (2.9) for the transconductance of an NMOSFET transistor.  

݅஽ሺݒ௚௦ሻ ൌ ஽஼ܫ ൅ ݃ଵݒ௚௦ ൅ ݃ଶݒ௚௦
ଶ ൅ ݃ଷݒ௚௦

ଷ ൅. .. (2.9) 

In Equation (2.9) ݃ଵ is the small signal transconductance and the higher-order coefficients 

(݃ଶ, ݃ଷ,..,etc.) define the strengths of the corresponding orders of nonlinearity. 

The number of terms needed to sufficiently represent the nonlinear behaviour is a reflection of 

the strength of nonlinearity. As long as the device or circuit does not enter into saturation, the 

nonlinearity is considered weak and can be represented by relatively small number of terms 

depending on the required accuracy. The more the device enters into deep saturation, the more 

terms are needed. Deep saturation is the operation region where the output changes very slowly 

with respect to the input, eventually becoming constant irrespective of any variation in the 

input. Every term of the power series represents a nonlinearity order; for instance the 3rd-order 

term and its coefficient represents the strength of the 3rd-order nonlinearity. Practically, this 

reflects the strength of the 3rd-order harmonic or intermodulation components that will result 

from the presence of the 3rd-order nonlinearities such as IMD3.  

Power series are efficient in representing the nonlinearity of a system or a device irrespective of 

its nonlinearity. The main disadvantage of the power series however, is that it cannot represent 

the nonlinearity of frequency-dependent components or components with memory; a drawback 

overcome by Volterra series as will be shown.  
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 Volterra Series 

Volterra-series was developed as a method of nonlinear system analysis by Norbert Weiner 

[Weiner 1980] based on the work of the Italian mathematician Vito Volterra. Weiner explained 

how the Volterra functional series can be used to describe nonlinear systems, as long as they 

were not very strongly nonlinear. Unlike conductances, capacitors and inductors are 

components with memory (they hold a charge) and their reactances are frequency dependant. 

Therefore, nonlinear effects based on the nonlinear behaviour of capacitors and inductors cannot 

be modelled using a time-independent power series. For this, Volterra series is used. Volterra 

series are time-dependent power series which can be used to describe systems where memory 

and frequency dependence are involved; see for example [Lambrianou 1985], [Li 2002], [Baki 

2006] and [Kim 2006b]. 

Without going into the mathematical complications involved in the development of Volterra 

series, and its application for the analysis of nonlinear circuits, a simple approach to 

understanding the technique when applied to nonlinear circuits is provided here. This is to 

facilitate the understanding of equations that will be discussed in Chapter 5. This is done using 

the simplified NMOS transistor model with input matching impedance shown in Figure 2.12 

[Aparin 2005]. 

 
Figure 2.12 Simplified MOSFET model with input matching 

The frequency independent and memory-less nonlinear part of the model (the transconductance) 

was expressed in a Taylor series expansion in Equation (2.9) 

The first 3 coefficients in (2.9) for weakly nonlinear operation can be defined as 

݃ଵ ൌ
߲݅ௗ

௚௦ݒ߲
݃ଶ ൌ

1
2!

߲ଶ݅ௗ

௚௦ݒ߲
ଶ ݃ଷ ൌ

1
3!

߲ଷ݅ௗ

௚௦ݒ߲
ଷ  (2.10)
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The transfer function between the excitation voltage, ݒ௦, and ݒ௚௦, which includes a non linear 

frequency dependant and memory component (the passive input matching impedance), can be 

expressed in a Volterra series as 

௚௦ݒ ൌ ሻݏଵሺܣ ל ௦ݒ ൅ ,ଵݏଶሺܣ ଶሻݏ ל ௦ݒ
ଶ ൅ ,ଵݏଷሺܣ ,ଶݏ ଷሻݏ ל ௦ݒ

ଷ (2.11)

where ܣଵሺݏሻ, ܣଶሺݏଵ, ,ଵݏଷሺܣ ଶሻ andݏ ,ଶݏ -ଷሻ are the Laplace transform of the 1st-, 2nd- and 3rdݏ

order Volterra kernels, respectively. The Volterra kernel is a function used to determine the 

Volterra operator which is an order of the Volterra series ([Wambacq 1998] and [Koolivand 

2006]). 

The 1st-order in (2.11) is the linear part and the nth-order terms are often called the nth-order 

nonlinear transfer functions. ݏ௜ ൌ ݆ω is the Laplace variable, where ݅ indicates the number of the 

frequency component involved in determining its respective term in the Volterra series. The 

operator “ל” means that the magnitude and phase of each spectral component of ݒ௦
୬ is to be 

changed by the magnitude and phase of ܣ௡ሺݏଵ, ,ଶݏ . . . ,  .௡ሻ [Aparin 2005]ݏ

Thereafter the relationship between the drain current and the excitation voltage can be described 

in another Volterra series as 

݅ௗሺݒ௦ሻ ൌ ሻݏଵሺܤ ל ௦ݒ ൅ ,ଵݏଶሺܤ ଶሻݏ ל ௦ݒ
ଶ ൅ ,ଵݏଷሺܤ ,ଶݏ ଷሻݏ ל ௦ݒ

ଷ (2.12)

The Volterra series in (2.12) effectively combines the Taylor series in (2.9) and the Volterra 

series in (2.11) in such a manner where ܤଵሺݏሻ is determined in terms of the 1st-order terms in 

(2.9) and (2.11), ܤଶሺݏଵ,  ଶሻ is determined in terms of the 2nd- and lower-order terms of (2.9) andݏ

(2.11) and ܤଷሺݏଵ, ,ଶݏ  ଷሻ is determined in terms of the 3rd- and lower-order terms of (2.9) andݏ

(2.11). A demonstration of how this works is presented in Appendix A, where the derivation of 

the input 3rd-order intercept-point (IIP3) of a simplified NMOS model is performed. 

In the Volterra series of Equations (2.11) and (2.12), the number of frequencies in each order 

matches the number of that order. For example, 3 frequencies are involved in the determination 

of the 3rd-order product. This does not mean that 3 excitation frequencies are needed to 

determine the 3rd-order product but 3 frequency components often called mixing products are 

needed to determine it [Maas 1999a]. The frequency of each component in the series is the sum 

of all the frequencies in the order. For instance, the frequency of ܤଷሺݏଵ, ,ଶݏ ଷሻ is ߱ଵݏ ൅ ߱ଶ ൅

߱ଷ. The example of calculating IIP3 can be used to explain this: If the 3rd-order intercept point 

for a two tone excitation system, where the excitation 

௦ݒ ൌ ሻݐሾcosሺω௔ܣ ൅ cosሺω௕ݐሻሿ, is to be calculated from the Taylor series of Equation (2.9), it 

will be [Aparin 2004] 
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ூ௉ଷܣ ൌ ඨ
4
3

ฬ
݃ଵ

݃ଷ
ฬ (2.13)

And from Volterra series  of Equation (2.12) it will be [Ha 1981]  

ூ௉ଷܣ ൌ ඨ
4
3

ฬ
௔ሻݏଵሺܤ

,௕ݏଷሺܤ ,௕ݏ െݏ௔ሻ
ฬ (2.14)

Having that the fundamental frequencies are ߱௔ and ߱௕, and the frequency of the 3rd-order 

intermodulation (IM3) term is 2߱௕ െ ߱௔, ܤଷሺݏୠ, ,ୠݏ െݏୟሻ realises 2߱௕ െ ߱௔ through ߱௕ ൅

߱௕ െ ߱௔ ൌ 2߱௕ െ ߱௔. 

Volterra analysis also includes phase information (ignored in a memory-less Taylor series of 

Equation (2.9)). This makes it suitable for simulating high frequency effects such as AM-PM 

conversion [Maas 1998].  

The most common method of determining the Volterra kernels is the harmonic input method. 

The harmonic input method is based on probing the circuit with a multi-tone excitation and 

solving the Kirchhoff’s law equations in the frequency domain at the sum of all input 

frequencies. The procedure starts with a single-tone excitation to determine the linear transfer 

function and is continued to higher-order functions by adding one more input tone at each step. 

The main disadvantage of Volterra series is that it is only valid in the weak nonlinear region 

[Maas 1999b]. In practice, this means that the excitation level must be kept well below 

saturation. In a class-A amplifier, this means that Volterra analysis may not be valid after the 

point where the excitation pushes the amplifier to its 1dB compression level. It is important to 

note, however, that the 1dB compression point is not a definitive boundary between weakly and 

strongly nonlinear operations but is an indication to the start of compression. Volterra analysis 

is, therefore, not appropriate for mixers, modulators, frequency multipliers, or other strongly 

driven nonlinear circuits.  

 Time Domain and Harmonic Balance 

Transient analysis, in the case where there are harmonics and/or closely-spaced frequencies, is 

very time and memory consuming. This is because the minimum time step must be compatible 

with the highest frequency present while the simulation must be run for long enough time to 

observe one full period of the lowest frequency present. 
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Harmonic balance is a frequency-domain analysis technique for simulating nonlinear circuits 

and systems. It is well-suited for simulating analogue RF and microwave circuits, since these 

are most naturally handled in the frequency domain. 

The harmonic balance method works in an iterative manner. It is based on the fact that for a 

given sinusoidal excitation there exists a steady-state solution that can be approximated, to 

satisfactory accuracy, by means of a finite Fourier series. Consequently, the circuit node 

voltages take on a set of amplitudes and phases for all frequency components. The currents 

flowing from nodes into linear elements, including all distributed elements, are calculated by 

means of a straightforward frequency-domain linear analysis. Currents from nodes into 

nonlinear elements are calculated in the time-domain. Generalized Fourier analysis is then used 

to transform from the time-domain to the frequency-domain. Hence, a frequency-domain 

representation of all currents at all nodes becomes available. According to Kirchoff's Current 

Law (KCL), these currents should sum to zero at all nodes. The probability of obtaining this 

result on the first iteration is extremely small. Therefore, an error function is formulated by 

calculating the sum of currents at all nodes. This error function is a measure of the amount by 

which KCL is violated and is used to adjust the voltage amplitudes and phases. If the method 

converges (that is, if the error function is driven to a given small value), then the resulting 

voltage amplitudes and phases approximate the steady-state solution. 

2.6.3 MOSFET Nonlinearity 

The distortion behaviour of the MOSFET comes from its nonlinear device parameters such as 

the transconductance, ݃௠, the output conductance, ݃ௗ௦, the gate to source capacitance, ܥ௚௦, and 

the gate to drain capacitance, ܥ௚ௗ, with the main source of distortion being the nonlinear 

behaviour of the transconductance. In Chapter 4, a new transistor model is developed to try to 

quantify the individual contribution to distortion from these nonlinearity sources. 

It is important to emphasise that there are interactions between the above-mentioned nonlinear 

parameters in the MOSFET transistor, and of most concern are interactions that directly affect 

the nonlinearity of the amplifier current. The drain current in a MOSFET is dependent on three 

conductances; the transconductance, the output conductance and the bulk conductance, ݃௠௕. 

Assuming that all these conductances are nonlinear and the bulk and source of the transistor are 

not connected, the drain current can be described as follows  

݅ௗሺݒ௚௦, ,ௗ௦ݒ ௦௕ሻݒ ൌ                                                                                                         (2.15) 
݃௠భݒ௚௦ ൅ ݃௠మݒ௚௦

ଶ ൅ ݃௠యݒ௚௦
ଷ ൅                                                                                    (2.15-1) 

݃ௗ௦భݒௗ௦ ൅ ݃ௗ௦మݒௗ௦
ଶ ൅ ݃ௗ௦యݒௗ௦

ଷ ൅                                                                                  (2.15-2) 
݃௠௕భݒ௦௕ ൅ ݃௠௕మݒ௦௕

ଶ ൅ ݃௠௕యݒ௦௕
ଷ ൅                                                                               (2.15-3) 
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݃௠భ݃ௗ௦భݒ௚௦ݒௗ௦ ൅ ݃௠భ݃௠௕భݒ௚௦ݒ௦௕ ൅ ݃ௗ௦భ݃௠௕భݒௗ௦ݒ௦௕ ൅                                              (2.15-4) 
݃௠మ݃ௗ௦భݒ௚௦

ଶ ௗ௦ݒ ൅ ݃௠మ݃௠௕మݒ௚௦
ଶ ௦௕ݒ ൅                                                                           (2.15-5) 

݃௠భ݃ௗ௦మݒ௚௦ݒௗ௦
ଶ ൅ ݃ௗ௦మ݃௠௕భݒௗ௦

ଶ ௦௕ݒ ൅                                                                          (2.15-6) 
݃௠భ݃௠௕మݒ௚௦ݒ௦௕

ଶ ൅ ݃ௗ௦భ݃௠௕మݒௗ௦ݒ௦௕
ଶ ൅                                                                         (2.15-7) 

݃௠భ݃ௗ௦భ݃௠௕భݒ௚௦ݒௗ௦ݒ௦௕                                                                                              (2.15-8) 

In (2.15), the first three terms on the right-hand side (2.15-1) represent the small signal linear 

transconductance and its 2nd- and 3rd-order nonlinear derivatives. The next three terms (2.15-2) 

are the small signal linear output conductance and it 2nd- and 3rd order nonlinear derivatives. The 

following three terms (2.15-3) represent the small signal linear bulk conductance and its 2nd- and 

3rd-order nonlinear derivatives. The rest of the nonlinear terms in (2.15.4) to (2.15.8) are 

referred to as the cross modulation terms [Pedro 1994]. These terms describe the relationship 

between these nonlinearities and their impact on each other. For instance, the term 

݃௠భ݃ௗ௦భݒ௚௦ݒௗ௦ in (2.15.4) describes the dependence of ݃୫ on ஽ܸௌ or the dependence of ݃ୢୱ on 

ܸீ ௌ and the term ݃௠భ݃௠௕మݒ௚௦ݒ௦௕
ଶ  in (2.15.7) describes the dependence of ݃୫ on ௌܸ஻ or the 

dependence of ݃୫ୠ on ܸீ ௌ. 

Modern, short-channel, MOSFET devices deviate from the ideal square-law operation that 

normally characterises long-channel devices. Figure 2.13 shows how the 3rd-order 

transconductance nonlinearity (݃௠య or ݃௠
ᇱᇱ ) of a common-source short-channel MOSFET 

transistor changes as the transistor moves from the weak inversion to the moderate inversion 

and then the strong inversion regions (as ܸீ ௌ increases). The result in Figure 2.13 was produced 

for the 180nm NMOS transistor used for analysis throughout this thesis. 

 
Figure 2.13 Change in MOSFET 3rd-order transconductance 

 nonlinearity at different operation regions  

In short-channel devices, ݃௠య becomes negative in strong inversion and as a result, the device 

experiences gain compression [Toole 2004]. This is because all odd-order nonlinearities 

contribute to the fundamental (if they are mathematically broken they would have a 
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fundamental component within) and the significance of ݃୫ଷ becomes higher at high input 

powers. Therefore, at high input powers, the fundamental component produced from ݃௠య will 

be deducted from the fundamental output component (due to ݃୫ଵ) and so compression will take 

place. As ݃௠య passes through zero in the moderate inversion region when the operation of the 

transistor changes from weak inversion to strong inversion, the device acts as an ideal square-

law device with no 3rd-order distortion, implying that no 3rd-order intermodulation products will 

result and therefore IIP3 is expected to be infinite. This point is called the “sweet-spot” [De 

Carvalho 1999]. In reality, however, even though the direct source of the 3rd-order 

intermodulation distortion is minimised, some 3rd-order products are produced from the higher 

order nonlinearities such as 5th- and 7th-order, dominating the 3rd-order distortion and limiting 

the expected peak in IIP3. A more deep insight to the extent of this will be given in Chapter 5 

where polynomial equations are used to assess the higher-order contribution to the 3rd-order 

intermodulation both through the higher-order of nonlinearity or after feedback. 

Also, making use of the sweet-spot in a high frequency LNA might not be as straightforward 

[Baki 2005]. In a practical LNA, as the input impedance needs to be matched to the 

characteristic impedance of the system (typically 50Ω), matching components are added to the 

input of the transistor at the source and the gate. This impedance matching establishes a 

feedback path from the output to the input fundamental tone. This degrades the IIP3 far below 

its original peak at the sweet spot, making that value of ܸீ ௌ no longer the optimum operating 

point. 

2.7 Two Port Networks 

In this section, a brief review of the circuit analysis and characterisation methods used in high 

frequency front-end amplifier design is given. Attention is first drawn to the theory of two-port 

network characterisation using S-parameters. This is followed by a discussion of reflection 

coefficients and the importance of impedance matching. Building on that, two-port network 

stability assessment and gain characterisation are handled. The section concludes with a 

discussion of the capabilities and limitations of two-port characterisation at small- and high-

power levels. 

2.7.1 Review of S-Parameter Analysis 

The conventional methods of low frequency circuit design and analysis, based on summing 

currents and voltages, is not sufficient in high frequency designs. This is because parasitics of 

circuit components and signal lines become more significant at high frequencies. This means 

conventional small-signal models used in low frequency analysis become less accurate and new 
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models, including all parasitics, are so complicated that they cannot be solved analytically.  This 

leads to the use of S-parameters which relate travelling waves (power) to the reflection and 

transmission behaviour of a two-port network. 

S-parameters (scattering parameters), belong to a group of two-port parameters used in two-port 

theory including Y, Z , G and H parameters. All these parameters are bias and frequency 

dependent but the difference between Y, Z, G or H and S-parameters, is that S-parameters relate 

to the travelling waves that are scattered or reflected when a network is inserted into a 

transmission line of certain characteristic impedance ܼ௢. S-parameters are more popular in 

microwave circuit analysis and frequency response characterisation than Y, Z, G or H 

parameters.   

 
(a) 

 
(b) 

Figure 2.14 The origin of S-parameters (a) Incident and reflected waves of two-
port networks and (b) Determining S-parameters from these waves 

Figure 2.14 details how S-parameters are defined. Figure 2.14.b details how the 4 scattering 

parameters which are sufficient to describe any two port microwave circuit are extracted from 
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the reflection coefficients and Figure 2.14.a shows graphically their origin.  A two port network 

is placed between two terminations at its input and output. Two waves a1 and a2 are incident 

from the terminations towards the network, these result in reflected waves b1 and b2. The 

reflected wave b1 is the sum of part of a1 which is reflected back from the network towards the 

input termination and part of a2 which was transmitted through the network from the output to 

the input. Likewise, the reflected wave b2 is the sum of part of a2 which is reflected back from 

the network towards the output termination and part of a1 which is transmitted through the 

network from the input to the output. Therefore, S-parameters can completely describe a two-

port network by representing its reflection (S11, S22) or transmission (S12, S21). However, S-

parameters, like all other two-port parameters are linear by default, so they cannot be used to 

describe the behaviour of a network operating at high powers when nonlinearities become more 

significant. 

Later in this section, the application of S-parameters in the analysis and characterisation of 

circuit performance will be discussed. 

2.7.2 Reflection Coefficients and Matching 

The need for matching networks arises because amplifiers, in order to deliver maximum power 

to a load or to achieve other performance parameters such as noise, gain or intermodulation 

distortion, must be properly terminated at both the input and the output ports [Gonzalez 1996].  

The choice of a matching network affects the gain, noise, stability and linearity of an amplifier.  

 

 Figure 2.15 Two port network with matching networks, reflection 
coefficients and associated impedances. 

Figure 2.15 shows a two port network terminated with source and load impedances matched at 

the input and the output. The input matching network is designed to transform the generator 

impedance to the required source impedance, ܼ௦, while the output matching network transforms 

the terminating impedance to the required load impedance, ܼ௟. Every reflection coefficient, Γ௜, is 

associated with an impedance, ܼ௜. A range of reflection coefficients and impedances are defined 

for use in various calculations when the design of the matching network is considered. Apart 
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from Γ௦ and Γ௟, Γ௜௡, Γ௢௨௧, Γ௔ and Γ௕ are also defined in Figure 2.15 and their directions are 

indicated.  

For maximum power transfer between the source and the network, the input matching network 

has to be designed such that the input is conjugately matched i.e. Γ௦ ൌ Γ௜௡
כ  (or ܼ௦ ൌ ܼ௜௡

כ ).  The 

same applies for the output port between Γ௟ and Γ௢௨௧ (or ܼ௟ and ܼ௢௨௧). Apart from conjugate 

matching for maximum power transfer, the matching networks can be chosen to provide 

optimum amplifier performance in another areas such as for example the noise or linearity.  

In nonlinear circuits, the voltage source may contain more than one frequency component and 

the source or load impedance and the impedance of the matching network may not be the same 

at each frequency. Matching networks could then be designed for maximum gain for the in-band 

frequency only and attenuate other out-of-band components. They can also be used to terminate 

certain frequency components which would otherwise degrade the linearity of the circuit. 

Chapter 5 will discuss the optimisation of matching networks in more detail and show how 

matching networks can be optimised to obtain a trade-off between the many target performance 

parameters of an amplifier. 

2.7.3 Stability 

The stability of an electrical network can simply be defined as its resistance to oscillate. 

Oscillations occur if either network ports presents a negative resistance; this happens when 

|Γ௜௡| ൐ 1 or |Γ௢௨௧| ൐ 1. Although negative resistances are not desired in amplifiers, they are 

required (but with control) in oscillators where oscillation is the main function of the circuit. 

In terms of their potential stability, two port networks can be classified under two types; 

unconditionally stable and potentially unstable. An unconditionally stable network is one that is 

expected to be stable when presented with any passive termination at its input and output. A 

potentially unstable network is one that could be unstable when presented with some certain 

passive terminations at its input or output. 

Potential instability can be dealt with in two ways; either by identifying the region of 

impedances that would cause instability and avoid them in designing ܼ௦ and ܼ௟ of Figure 2.15, 

or by stabilising an unstable network (i.e. cancel the negative resistance). Stable and unstable 

impedance regions can be identified using stability circles on the Smith chart. The source (or 

input) stability circle consists of all the source reflection coefficients, Γ௦ (or source impedances 

ܼ௦), as in Figure 2.15, which would result in Γ௢௨௧ ൌ 1 [Pozar 2005]. This is so because Γ௢௨௧ is 

determined by the impedance of the active network and ܼ௦, and the impedance of the active 

network is static. The rest of the Smith chart impedances are either outside or inside this circle. 
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It is then the case that either all the impedances outside the circle will result in Γ௢௨௧ ൏ 1 

(positive real part in ܼ௢௨௧) leading to stability, or in Γ௢௨௧ ൐ 1 (negative real part in ܼ௢௨௧) leading 

to instability. Whichever the case, the opposite applies to the impedance inside the circle. 

Similarly, the load (or output) stability circle specifies all the output reflection coefficients that 

result in Γ௜௡ ൌ 1, and the rest applies accordingly.  

The situation is not as straightforward in nonlinear circuits. This is because the kinds of 

interactions that can occur in nonlinear circuits are more complex than those taking place in 

linear circuits. Nonlinear circuits often exhibit transient and steady state phenomena other than 

sinusoidal oscillation that although bounded, are loosely classed as instability [Maas 1998]. 

These phenomena include parasitic oscillations, spurious outputs, and exacerbation of normal 

noise levels. 

2.7.4 Gain Characterisation 

Several gains are defined for a two port network. These gains can be classified under two types 

of networks, the unilateral and the bilateral. A unilateral two port network is defined as the two 

port network which has an S12 equal to 0 or so small that it can be neglected, while the bilateral 

case is when S12 is large enough not to be neglected. The unilateral case is more common in 

passive rather than active networks; hence only gains of the bilateral case will be discussed here. 

In the bilateral case, three gains are defined as shown in Figure 2.16. 

 
 Figure 2.16 Gains of a bilateral two port network 

The transducer power gain, ்ܩ, is defined as the ratio between the power delivered to the load 

and the power available from the source.  The power available from a source is defined as the 

maximum power that can be obtained from that source; which is the power delivered by the 

source to a conjugately matched load. The operating power gain, ܩ௉, is defined as the ratio 
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between the power delivered to the load and the input power to the network. And finally, the 

available power gain, ܩ஺, is defined as the ratio between the power available from the network 

and the power available from the source.  

Under simultaneous conjugate match conditions ்ܩ ൌ ௉ܩ ൌ ܩ ஺, it follows thatܩ ೘்ೌೣ ൌ

௉೘ೌೣܩ ൌ ܩ ஺೘ೌೣ. Whereܩ ೘்ೌೣ  is given by 

ܩ ೘்ೌೣ ൌ
|ܵଶଵ|
| ଵܵଶ| ቀܭ െ ඥܭଶ െ 1ቁ (2.16)

where ܭ is the stability factor.  

The transducer gain is the most meaningful gain expression as it considers the overall transfer of 

power from the input to the output inclusive of the effect of the network gain or loss and 

matching losses. This phenomenon can also be used in efficiency calculations in the analysis of 

nonlinear circuits. 

As will be seen in the next section, care should be taken when relating certain frequency 

components at the output to certain frequency components at the input when the circuit is 

nonlinear. 

2.7.5 Two Port Measurements in Small and Large-Signal designs 

Two port tests can supply RF designers with all the information they need to build and optimise 

wireless systems.  Small signal two-port tests on two port networks can be performed using 

either S-parameter simulations in computer aided design packages on circuit or device models, 

or using vector network analysers on fabricated circuits. In both cases, a very small sinusoidal 

signal at only one frequency at a time is injected to both input and output ports terminating the 

circuit or device, and the reflection coefficients are calculated. From these values, scattering 

parameters can be calculated as has been shown; these are complex numbers that account for the 

signal’s amplitudes and phases. The S-parameters can then be converted into impedance (Z) or 

admittance (Y) parameters [Everard 2001]. These values can then be used in suitable equations 

to obtain values for different parameters that needs to be optimised in the circuit such as gain, 

noise and stability of the device under test (DUT). An example for this is the expression used to 

calculate the transducer gain as shown in Equation (2.17) [Vizmuller 1995]. 

்ܩ ൌ
|ܵଶଵ|ଶሺ1 െ |Γ௅|ଶሻሺ1 െ |Γௌ|ଶሻ

|1 െ ଵܵଵΓௌ െ ܵଶଶΓ௅ ൅ ΓௌΓ௅|ଶ (2.17)߂

In small signal tests, since the DUT is operating within its linear region, the input and output 

signal frequencies are the same as the injected frequency. In large signal operation, however, 
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when the device or circuit is pushed into it nonlinear region, this is no longer the case. 

Nonlinearities transfer energy from the injected frequency to products at new frequencies, 

invalidating the assumption of superposition in linear two-port network analysis. If the input 

signal is a large sine wave, input and output signals will be combinations of sine-wave signals, 

caused by the nonlinearity of the DUT. These will be either harmonics, or harmonics and 

intermodulation components of the injected signal depending on whether one or more 

frequencies are injected. Thus, under large signal operating conditions, complex travelling 

waves are measured at the terminating ports of a DUT not only at the stimulus frequency but 

also at other frequencies where energy may be generated [Jargon 2004]. These tests can be done 

using either large signal S-parameter simulation in computer packages on models or nonlinear 

vector network analysers on fabricated circuits. With these facts in mind, the major difference 

between a linear S-parameter test and a nonlinear large signal S-parameter test is that in linear 

S-parameter tests, ratios between input and output waves are taken at one frequency at a time 

while in large signal S-parameter test the actual input and output waves are measured 

simultaneously over a broad band of frequencies. These can then be used to obtain figures for 

nonlinear circuit design parameters such as IIP3.  

2.8 TPMS General Structure and Requirements 

As the application of choice, this section is dedicated to discuss the Tyre Pressure Monitoring 

System (TPMS) in some detail and reflect on the requirements of this wireless application from 

the perspective of the RF transceiver. 

Inadequate air pressure leads to increased tyre flexing and premature tyre wear. In turn, 

especially at high speeds, this can lead to tyres no longer being able to withstand loads and 

subsequently bursting. A tyre pressure monitor warns of sudden and creeping loss of pressure 

and can thus protect the driver from becoming one of many victims of accidents caused by 

defective tyres or punctures; the majority of which are caused by inadequate tyre pressure. It can 

double the service life of tyres and reduce fuel consumption [Beru 2000].  

An example of a tyre pressure monitoring system installed in a 4-tyre passenger car is shown in 

Figure 2.17.a while in Figure 2.17.b a diagrammatic structure of the contents of the system is 

presented. A TPMS consists of two main modules, the Tyre Sensor Module and the Central 

Module. The sensor module is fit in the tyre and consists of three main components, the pressure 

sensor, a microcontroller and the transmitter/transceiver. The central module, fitted on or near 

the dashboard of the car, consists of a receiver/transceiver and a microcontroller.  
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(a) 

 
(b)  

Figure 2.17 The TPMS (a) A TPMS in a 4-wheel passenger car [Siemens 2007] and 
(b)Diagrammatic structure of the contents of a TPMS system 

The usual principle of operation can simply be explained as follows: In the sensor module, the 

sensor measures the tyre pressure (performing temperature compensation if needed), the 

transmitter transmits the signal to the central module while the micro-controller governs the 

relationship and interaction between both. In the central module, the receiver picks up the signal 

sent from the sensor modules and the microcontroller, which can be part of the overall vehicle 

computer system, manages the display of this information on the dashboard to the driver.  

In addition to power efficiency and resilience to interference as previously discussed, some 

other issues are of prime concern in TPMS systems. Among these is tyre identification where 

the central module needs to be able to distinguish between tyres attached to it and tyres 

belonging to a neighbouring vehicle. It also needs to know the location of each tyre on the 

vehicle as tyres can be swapped. It also needs to be able to sense when a new tyre is added to 

the vehicle. Of equal importance are also the size and weight of the tyre module which need to 

be minimised in order not to affect the fitting and rotation of the tyre. The system should be able 

to identify if the vehicle is parked, in which case it would stop transmitting to save power, and 

should be able to resolve a signal congestion in the channel in case the pressure in more than 

one tyre changes at the same time.  
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Chapter 3 discusses how RF solutions can help resolve some of these issues and how the 

implementation of the system based on a network standard and specifically ZigBee can satisfy 

these conditions.  

2.9 Summary 

This chapter provided the necessary background information related to the topics discussed in 

later chapters of this thesis. After discussing the motivation for working with low-power and 

low-data rate applications in Chapter 1, this chapter first justified why ZigBee was the most 

suitable standard for this category of applications and hence chosen as the standard to base the 

work of this thesis on. This was done through comparison with other IEEE-ratified wireless 

network standards. Following that, and to give an insight into the subject of front-end circuit 

design, general front-end performance requirements that are commonly of concern to the RF 

system architect or circuit designer were reviewed and different receiver and transmitter 

topologies which aim to satisfy these requirements were examined. Since the transistor is the 

core component in any active circuit design, high frequency transistors realised with different 

technologies were then considered, justifying why Silicon CMOS presented the most suitable 

choice for ZigBee’s requirements and specifications. Thereafter, some examination of high 

frequency CMOS transistors was provided by discussing the impact that the development of 

SOI technology had on the performance of the transistor and how the shrinking size of CMOS 

gate length changed the perception of CMOS transistors that they are now considered RF 

devices. 

Since they are extensively discussed in this thesis, a section was dedicated to low noise and 

power amplifiers examining their performance requirements and how the performance of each 

of these two crucial circuits affects the overall performance of the receiver or the transmitter, 

respectively. This was followed by a detailed discussion of the nonlinearity problem which is of 

prime importance in both these circuits. This included a description of the nonlinearity 

phenomena, its causes and its effect on the performance of communication systems. Methods 

used for nonlinearity representation and analysis were then reviewed. Also, since it is handled in 

extensive detail in Chapters 4 and 5, some focus was given to the nonlinearity of the CMOS 

transistor including the sources of nonlinearity in the transistor and their interactions.  

Following that, a review was given to the methods used in high frequency circuit analysis and 

characterisation; looking at: S-parameters, the theory and importance of matching in high 

frequency circuits, assessment and solutions of the stability requirement and gain 

characterisation of two-port networks. These methods will be used extensively in Chapter 5 



Chapter Two: TECHNICAL BACKGROUND 
 

 44

when the amplifier design is considered. Finally, as the application of choice, the operational 

requirements of the Tyre Pressure Monitoring System were discussed as a foundation for 

Chapter 3 which is going to discuss the capability of ZigBee to satisfy these requirements and 

identify areas where improvements are needed. 



  
 
 
 
 
 
 
 
 
 

 

Chapter 3 ZIGBEE, ITS APPLICATION FOR TYRE 
PRESSURE MONITORING SYSTEMS (TPMS) 
AND ITS QUADRATURE PHASE SHIFT KEYING 
(QPSK) MODULATION 

3.1 Introduction 

As an emerging standard, there are many applications that could benefit from ZigBee. These 

range from home automation and personal communication to industrial sensing. An application 

proposed here is to use ZigBee to implement a Tyre Pressure Monitoring System (TPMS). This 

chapter assess the capabilities of ZigBee by discussing the suitability of relevant aspects of its 

protocol and compliant hardware to this application. The focus is particularly on how effective 

the ultra low power feature of ZigBee can be in reducing the power demand of a TPMS system 

while maintaining or improving the level of performance. First, some of the current existing 

approaches to building a TPMS are studied and their problems identified, highlighting the 

potential for this suggested application. To further reinforce the importance of the application, 

this is followed by an insight of how a network standard-based TPMS, in general, would 

perform better than a point-to-point-based one. The focus then switches to examining ZigBee by 

comparing its offerings with the requirements of the TPMS application. Based on the 

conclusions of this analysis, the required areas of improvement are highlighted with an 

exploration of both the ZigBee protocol and compliant hardware. 

This leads to the development of a symbolic visual method to deal with the ZigBee QPSK 

modulation scheme. An implementation of which demonstrates the usefulness of the visual 

realisation.  

3.2 TPMS Design Techniques 

This section is dedicated to the physical structure of the TPMS. A discussion of the current 

approaches for realising TPMS is first provided. Taking into account TPMS requirements 
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discussed in Section 2.8, limitations of these approaches are identified. Following that, a 

proposal to base TPMS networks on a ratified network standards is given and justified. 

3.2.1 Current Approaches of TPMS 

A general diagrammatic structure of a typical TPMS was presented in Figure 2.17 of Section 2.8 

where the operational requirements of TPMS were also discussed. A schematic implementation 

of the basic TPMS is shown in Figure 3.1. This is based on point-to-point communication 

between transmitters at the sensor modules and the central receiver module. 

 
 Figure 3.1 Basic setup of a TPMS 

While this setup is capable of transmitting the pressure signal to the driver, the degree at which 

it satisfies most of the other essential TPMS requirements discussed in Section 2.8 is limited. 

Clearly, there is no point in sending the pressure signal from the sensor module in the tyre to the 

central module if there is no driver to read it. A method must be derived to inform the sensor 

module in the tyre that the vehicle is not being used and therefore there is no need to transmit 

any information. Sending the pressure signal needlessly, unnecessarily consumes power, and 

this eventually means shorter life for the battery of the stand-alone sensor module. Since the 

module is fitted in the tyre, its battery cannot be changed without disassembling the whole tyre. 

The idea of constantly sending tyre pressure is, therefore, not optimal for long battery life. 

While many solutions to this problem have been proposed, the most popular adopted by many 

manufacturers is that shown in Figure 3.2. In the approach of Figure 3.2.a, a low frequency 

receiver is integrated in the sensor module with a low frequency transmitter fitted on the 

vehicle’s body near the tyre, as shown. When the vehicle is parked, the low frequency 

transmitter sends a signal to the low frequency receiver on the sensor module instructing it to 

turn to its sleep mode, i.e. stop measuring the pressure and transmitting it. As long as the vehicle 

is parked, only the low frequency receiver will be on standby waiting for the signal indicating 

that the vehicle has started again (the wake-up signal). Only then, it instructs the sensor and the 

RF transmitter to resume normal operation. The problem with this approach is that the RF 
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transmitter fitted in the vehicle body near the tyre is typically hard-wired to the central module, 

this leads to increasing complexity and an expensive system, potentially limiting the benefit of 

TPMS to high-end vehicles, and making it increasingly difficult to retrofit a TPMS in a vehicle 

which did not have it when originally manufactured. 

 
(a) 

 
(b) 

 Figure 3.2 Wired TPMS setup (a) Signal receiver at central module (b) Local signal receiver. 

But while this solution is adequate for saving power when the vehicle is not in use, it does not 

serve the issue of tyre identification. Tyre identification can be done in two ways; either manual 

or automatic [Mnif 2001]. Both involve giving the sensor module an ID to identify it to the 

central module. In the manual approach those IDs are programmed into the central module, and 

in case tyres are changed or rotated, the central module has to be reprogrammed. The obvious 

disadvantage of this approach is that this can only be done at authorised service centres and 

needs extra equipment and hence leads to inconvenience. In the automatic approach, the 

pressure signal is transmitted to a dedicated local receiver located near the tyre rather than going 

to the central module directly, as shown in Figure 3.2.b. In such case, every tyre deals only with 

the transceiver adjacent to it, providing a solution for the tyre identification issue. However, the 

wiring problem still exists as the local receiver is hardwired to the central module. Note that 

with these two additional arrangements, the communication is still based on a point-to-point 

configuration between the central receiver and each remote module individually.  
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Two more solutions have been proposed to the tyre identification issue [Mnif 2001], but they 

are much less popular than the one discussed above. The first is based on integrating an 

accelerometer with the tyre sensor module and using a sophisticated algorithm taking into 

account inner and outer tyre speed at turns. The disadvantage of this is that the learning 

procedure is long because it is based on statistical processing, and it is unreliable since it is 

active in road turns only. On the other hand the accelerometer can at the same time sense the 

speed of the tyres and switch the sensor module to sleep mode when the vehicle is parked in 

order to save power. But the main drawback of using an accelerometer is that it can result in a 

large and possibly heavy module that could violate the module size and weight restrictions as it 

can affect the rotation of the tyre. The second solution is based on the Amplitude Modulation 

(AM) generated from tyre rotation. The idea is based on the different reception levels the central 

module gets from each sensor module depending on the rotation of the tyre. An algorithm 

similar to that used with the accelerometer option then calculates the position of each tyre. This 

solution seems very cost effective, yet its feasibility has not been demonstrated, and it suffers 

from the same disadvantages as does the accelerometer-based solution. 

Frequency hopping was suggested as a solution for the TPMS interference problem discussed in 

Section 2.8. Having the transmitter and the receiver communicating on pre-specified random 

frequencies can largely decrease the possibility that the system of another vehicle in range is 

operating on the same frequency at the same time. To enhance the benefits of this technique, 

more frequencies are needed, the main drawback of this solution is that a Phase Locked Loop 

(PLL) is required at the transmitter in order to produce all these frequencies and this leads to 

higher power consumption due to the extra circuitry. 

To obviate the power consumption issue, several battery-less technologies have been 

demonstrated [Leman 2004]. Battery-less systems offer important environmental and 

performance benefits. However, such systems are very expensive and therefore not directly cost 

competitive compared to the moderate-cost battery-based systems. In addition, while a clear 

consolidation is ongoing among the battery-based direct TPMS OEM system providers, the 

technology of choice for battery-less systems is not yet clear. 

As can be seen, none of the above solutions has presented the right balance between cost 

effectiveness and reliability. While some are very reliable, they are based on expensive 

technology either due to manufacturing or installation. Others offered affordable solutions but at 

the cost of reliability and integrity of the system.  
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Therefore, it is proposed that a completely wireless (i.e. entirely wire-free) solution for a TPMS 

will resolve most or all of the issues discussed above at low cost leading to TPMS being 

affordable for both low- and high-end vehicles and making it retrofittable. What is required is a 

completely portable network standard-based TPMS. The next section will discuss why a 

network standard-based TPMS can perform better than one based on point-to-point 

communication.  

3.2.2 Network Standard-Based TPMS 

To date, TPMSs have always been based on a point-to-point communication configuration 

which implies there are no means of constant synchronisation between the sensor module and 

the central module. This prompts the use of a network standard in which both the transceiver in 

the sensor module and the central module adhere to the same protocol of communication rules 

with all the benefits this brings. In other words, a portable sensor network is deployed in the 

vehicle, as shown in Figure 3.3, which can be easily installed in any vehicle. 

 
 Figure 3.3 a diagrammatic structure of a TPMS as a portable sensor network 

using a network protocol 

Initially it might be thought that employing a network standard for a TPMS does not help with 

the very important issue of power consumption given that power will be consumed to address 

the overhead needs of a network protocol. However, with careful analysis, it will be shown that 

this is not the case. 

For instance, in a TPMS realised as a wireless sensor network, when the vehicle is stationary, 

the central module (master) would inform all the sensor modules (slaves) attached to it to switch 

to the standby mode, and this happens through the normal routines identified in the wireless 

network protocol with no need for extra wiring or low frequency wakeup circuits. 

With a network standard-based TPMS the issue of data collision if two or more tyres tried to 

send their signals simultaneously is overcome as this is catered for in the protocol. 
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Network protocols usually employ security mechanisms where no external network can get 

access to information being exchanged between members of a given network. In a TPMS, this 

solves the problem of one central module in a neighbouring vehicle reading the sensor module 

signal of the other. In addition, network nodes (slaves) connected to one master communicate 

with each other, which could help with the issue of tyre identification after changing. 

In addition, if the standard is based on an ad-hoc network with auto configuration, masters can 

search for slaves and automatically connect to them and add them to their network. In a TPMS 

this means the process of changing a tyre becomes much easier, and does not need a specialist to 

do it, since there is no need for reprogramming the central module as is the case with the current 

point-to-point based systems. With a slight adjustment, the master can connect only to a slave 

that is not connected to any other master. Hence a new tyre being placed on a vehicle would be 

recognised by only the central module of this vehicle no matter how many other vehicles are in 

the vicinity because it would be the only sensor module not connected to any other central 

module. 

The sequence of operation of a TPMS realised using a wireless network standard would be as 

follows: When the vehicle is moving, most of the time the receiver section of the tyre sensor 

module would be on standby waiting for instructions from the central module (like for example 

that the vehicle has stopped or a pressure on demand instruction). The transmitter portion of the 

tyre sensor module would be OFF. The pressure sensor would be switching between ON and 

OFF modes on a pre-specified time intervals, controlled by the on-board microcontroller. When 

a tyre pressure measurement is taken, it would be compared with the previous one stored on the 

microcontroller, and if it is the same the transmitter would remain OFF and no signal will be 

transmitted. If it is different the transmitter will go to “ON mode” to transmit the signal. If a 

‘pressure on demand’ instruction was received from the central controller both the sensor and 

the transmitter would switch ON, measure and transmit the pressure signal irrelevant of whether 

it was different or the same as the previous one. When the vehicle becomes stationary and the 

engine is off, the central module informs the tyre sensor modules of the change, the pressure 

sensor, microcontroller and transmitter go to “OFF mode” while the receiver remains on stand 

by. When the engine is turned ON again, the sensor goes to its time controlled “ON-OFF 

mode”, the transmitter remains OFF and the receiver goes to standby and the cycle continues. 

This approach is designed to run the system at levels of highest reliability and lowest power 

consumption. 
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Therefore, a network standard based TPMS can provide an entirely portable wireless solution to 

tyre pressure monitoring requirements, being reliable, low power consumption and with low 

cost and ease of installation. 

3.3 ZigBee for TPMS 

In this section, a compatibility analysis between ZigBee as the selected low power network 

standard and the test application, TPMS is conducted. This is done by first highlighting the 

features in the ZigBee standard which can help satisfy the requirements of TPMS discussed in 

Section 2.8. Following that, two weaknesses which may potentially limit the use of ZigBee in 

this application are introduced.  It is important to note that the analysis conducted in this section 

focuses only on the operational features of ZigBee and TPMS, assuming the existence of a 

reliable channel, and disregarding the external effects (resulting from rotation, heating, 

breaking….etc.) which can influence the robustness of that channel. 

3.3.1 ZigBee Offerings vs. TPMS Requirements  

Of the three ZigBee frequency allocations, the 2.4GHz band is the most suitable for the TPMS 

application; for three reasons. First, the 2.4GHz band is the only ISM band that is unlicensed 

worldwide. The 868MHz band is unlicensed only in Europe and the 915MHz unlicensed band is 

used only in North America, New Zealand and Australia. Second, in the 2.4GHz band, ZigBee 

uses 16 channels, while it uses 10 in the 915MHz band and only 1 channel in the 868 band. 

Using multi frequencies helps to increase security, immunity to interference and signal mixing 

from other vehicles that might be operating on the same frequency within close vicinity.  

The power efficiency issue was highlighted earlier as one of a prime concern in the TPMS 

application. Generally, some of the operational techniques that help achieve low average power 

consumption are reduction of the amount of data transmitted, reduction of the transceiver duty 

cycle and implementing strict power management mechanisms such as power-down and sleep 

modes.  

The IEEE 802.15.4/Zigbee [IEEE-SA 2003a] technology is specified with a wide range of low-

power features at physical and higher levels which can help achieve the low power consumption 

requirement of the TPMS application, they can be summarised as follows: 

• The general operational power-saving feature of ZigBee is the low duty cycle operation. 

Typical applications for IEEE 802.15.4 devices are expected to run with low duty cycles 

(under 1%) [IEEE-SA 2003a]. It is worth noting, however, that if the warm-up time 

which wakes the device up from its sleep mode is high, significant power may be 
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unnecessarily consumed. Warm-up time can be dominated by the settling of transients 

in the signal path; especially the integrated active channel filters. 

• Wideband techniques, such as the Direct Sequence Spread Spectrum (DSSS) employed 

in ZigBee, have an advantage that their wide channel filters have inherently short 

settling times. With their greater channel spacing, DSSS frequency synthesisers may 

also employ higher frequency references, reducing lock time. 

• The offset-QPSK with half-sine pulse shaping modulation selected for the 2.4GHz PHY 

is equivalent to Minimum Shift Keying (MSK), which is a constant envelope 

modulation scheme. This allows the use of simple, low-cost components and constitutes 

low demand on the linear performance of the power amplifier, reducing the need for 

potential high power consumption. 

• ZigBee does not specify duplex operation, reducing peak current. 

• Specifications for receiver blocking (defined as the receiver ability to receive a wanted 

signal at its assigned channel frequency in the presence of an unwanted interferer on 

frequencies other than those of the adjacent channels) is reduced in ZigBee allowing 

lower active power consumption of the receiver front-end. 

• Output power specifications are reduced in ZigBee. Compatible devices must be 

capable of transmitting -3dBm (as a lowest maximum), but can operate at lower power 

(as low as -32dBm) if acceptable by the application and the environment. 

Some additional features of ZigBee that can be beneficial to the requirements of the TPMS 

application include: 

• With its Direct Sequence Spread Spectrum (DSSS) and 16-ary quasi-orthogonal 32 

chips modulation technique [Gutierrez 2003], ZigBee has a high standard of bandwidth 

efficiency and increased security.  

• ZigBee transmission band can be up to 10 metres, and its addressing scheme can 

support up to 255 active nodes per network coordinator. This means a TPMS realised 

using ZigBee can be used in a variety of vehicles ranging from small personal cars into 

large trucks.  

• With ZigBee, each network device employs a Carrier Sense Multiple Access-Collision 

Avoidance (CSMA-CA) protocol [Gutierrez 2003] to avoid wasteful collisions when 

multiple simultaneous transmissions occur. This exactly fits the requirement to avoid 

collisions if one or more sensor modules attempted to transmit to the central module 

simultaneously.  
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It can be concluded therefore that by examining ZigBee’s capabilities, it has the potential to 

realise an efficient TPMS. However, as will be shown in the following sections, more detailed 

analysis of ZigBee’s protocol and hardware shows that improvements are needed before such 

application can become a physical reality. For instance, it is evident that some of the above 

listed power reduction techniques employed in ZigBee can lead to severe effects on the quality 

of the transmission of signals. One of the goals of this thesis is to try to find a way by which to 

improve the signal quality of ZigBee compliant transceivers but without affecting the power 

consumption.  

3.3.2 The Low IF Block for ZigBee – The Image Problem 

Many standards and specifications for unlicensed wireless communication devices have chosen 

the 2.4GHz ISM band for operation, examples of these, in addition to ZigBee, are Bluetooth and 

IEEE 802.11 WLAN. This is due to this band’s unique combination of near worldwide 

availability, suitable bandwidth, and technical feasibility for low cost designs [Gutierrez 2001]. 

However, this popular choice leads to a design challenge based on the possibility that 

interference between these incompatible standards may be severe and may lead to corruption of 

the received data. In Chapter 2 it was concluded that the Low-IF block features the best trade-

off as a receiver architecture considering ZigBee requirements. But one of the most serious 

disadvantages of the Low-IF architecture is the image problem. The image problem becomes 

more severe, the more co-existing devices there are operating in the same band in close 

proximity. 

For simplicity and low power consumption, ZigBee does not employ a Quality of Service (QoS) 

scheme in its protocol, that is, the protocol does not guarantee error-free reception of the signal 

after a link has been established. With this in mind, the impact of the image frequency, which 

can severely distort the received signal, becomes more serious. This is clearly a drawback since 

the reception of a correct pressure signal, for instance, in the TPMS application, is crucial. One 

way to overcome this is by repeatedly sending the signal and calculating the average at the 

central module, but this only adds to the power consumption. A more general solution is to try 

to ensure a robust and high performance ZigBee RF front-end, which should lessen the need for 

QoS. Apart from the image problem, other aspects need to be considered such as; adjacent 

channel interference, sensitivity, linearity and noise level. But image rejection is of particular 

importance due to the crowded 2.4GHz ISM band as discussed earlier. The image problem can 

be solved by enhancing the capabilities of polyphase filters used for image frequency rejection 

at low IF receivers. 
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3.3.3 Power Consumption of Currently Available Solutions 

Several ZigBee compliant chips are currently available in the market from several 

manufacturers as shown in Table 3.1. These are the companies who make the actual ZigBee 

silicon chip not the module. I/O modules and development kits are made by many other 

providers, but discussion of these is beyond the scope of this work.  

The assertion that all these chips are compliant to the requirements of the standard only means 

that they all satisfy the minimum performance requirements; but that does not specify a limit on 

the DC power consumption. ZigBee is defined as an ultra low-power standard, but it does not 

specify explicitly a value for low power. Table 3.1 provides a comparison between the current 

consumption and supply voltage of various ZigBee transceivers in the 2.4GHz band, using data 

obtained from their respective data sheets. As can be seen, power consumption varies 

significantly. 

Table 3.1 Power consumption of available ZigBee Chips 

 Supply 
Voltage 

RX-mode 
Current 

(mA)

TX-Mode 
Current 

(mA)

Power 
Output 
(dBm)

RX-Power 
Consumption 

(mW) 

TX-Power 
Consumption 

(mW)
Freescale 

(MC13191) 
2.0 to 3.4 
(2.7 Typ) 30 37 -27 to +4 60 to 102 74 to 125.5 

Atmel 
(AT86RF230) 1.8 to 3.6 16 

17 
(Max TX 
3dBm) 

-17 to +3 28.8 to 57.6 30.6 to 61.2 

Ember 
(EM 250) 1.7 to 1.9 28 

28 
(Max TX 
3dBm) 

-32 to+3 47.6 to 53.2 47.6 to 53.2 

TI/Chipcon 
(CC2420) 2.1 to 3.6 19.7 17.4 -25 to 0 41.4 to 70.9 36.5 to 62.6 

Calculations using this data show that for the current ratings of Table 3.1, it is not possible to 

build a TPMS system because a AAA battery would last for 2 years, assuming moderate use. 

Bearing in mind that some TPMS regulations require the in-tyre module battery to last 10 years 

and that a AAA battery is probably too heavy to be placed in a tyre, the need for reduced power 

consumption is clear. In Chapter 5, an amplifier is designed to reduce the power consumption in 

the front-end transceiver by combining the low noise and power amplifier.  

3.4 QPSK Modulation and de-Modulation 

In this era of vast communication expansion it is vital that modulation techniques are improved 

to enhance a communication system performance in terms of bandwidth efficiency, signal 

integrity, power consumption and transmission security. 
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For this purpose, many variations of the three basic digital modulation schemes (Amplitude 

Shift Keying (ASK), Phase Shift Keying (PSK) and Frequency shift keying (FSK)) have been 

developed. One of these variations is Quadrature Phase Shift Keying, QPSK. 

QPSK is a form of Phase Shift Keying in which the carrier is modulated by two bits at once, 

selecting one of four possible carrier phase shifts. QPSK allows the transmitted signal to carry 

twice as much information as PSK when using the same bandwidth. QPSK is used in many 

applications including satellite transmission, cable modems, videoconferencing and cellular 

phone systems. A QPSK variant, Offset QPSK, O-QPSK, is used in ZigBee at 2.4GHz. The 

mechanisms of QPSK and O-QPSK are discussed below. 

The work reported in this section serves two purposes. First, a comprehensive approach is 

proposed to aid the understanding of QPSK [Abuelma'atti 2007]. Based entirely on the analysis 

of phasors with reduced mathematical complexity, this focuses on how a QPSK modulator 

generates I and Q vectors to encode the data bits on the four possible carrier phase shifts. The 

second part of this work proposes a method by which modulation schemes like QPSK can be 

implemented using only simple first degree components (i.e. components that are not made up 

of other components) in Matlab Simulink, avoiding all the hurdles of mathematically-

complicated blocks. Results obtained from implementations confirm the viability of the 

approach by showing that data received from a noiseless channel exactly matches the data sent 

despite a slight, unavoidable delay. 

3.4.1 QPSK and O-QPSK Mechanisms  

The term "quadrature" in QPSK implies that there are four possible phases in the QPSK 

modulation. In Binary Phase Shift Keying (BPSK) the carrier signal is modulated by changing 

its phase between two phases which are 180 degrees apart while in QPSK the carrier undergoes 

four changes in phase (four symbols) and can thus represent 2 binary bits of data per symbol 

[Young 1999]. QPSK is a form of phase shift keying in which two bits modulate the carrier at 

once, shifting its phase by one of possible four amounts (45, 135, 225, or 315). Because two 

binary bits are represented by one phase shift, a QPSK transmitter effectively doubles the 

amount of data that can be transmitted using the same bandwidth in a given time period. 

The operation of QPSK can be described in a simple and effective manner as follows: The 

binary bits of the data to be transmitted are split into two sets, I and Q, where "I" is the "in-

phase" component of the data waveform, and "Q" represents the “quadrature” component. These 

two, now independent data sets, are carried through two different paths, hereafter called the “I 

line” and the “Q line” and the data on each line called the “I data” and the “Q data”, 
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respectively. For instance, even-numbered bits are assigned to the I line and odd-numbered bits 

are assigned to the Q line. The carrier signal is modulated by the data bits on the I and Q lines 

separately as two separate BPSK modulations. The I and Q data modulate a cosine wave and a 

sine wave version of the carrier frequency, respectively. This takes place simultaneously for 

every pair of bits on both lines. The modulated I and Q carriers are then combined producing 

one of the 4 phase shifts for each pair of bits. On the receiver side, the signal is demodulated by 

multiplying it twice, once with a cosine wave and once with a sine wave version of the carrier 

frequency. After some low-pass filtering and base band processing, the multiplication of the 

received signal by the cosine wave version of the carrier reproduces the I data which was 

modulated by the same cosine wave version of the carrier, and similarly, the multiplication by 

the sine wave reproduces the Q data which modulated the sine wave version of the carrier.  In a 

reverse fashion to the way they were split, the received I and Q data are then combined to one 

line, in the correct order, to reproduce the original data. Figure 3.4 shows how a QPSK 

modulator and demodulator are set up. 

 
 Figure 3.4 Block Diagrams of QPSK Modulator and Demodulator 

The difference between O-QPSK and QPSK is that in QPSK, the phase shift representing every 

pair of bits can jump between the 4 specified phase shifts by as much as 180 degrees at a time, 

depending on the data on the I and Q lines. This can result in large amplitude fluctuations which 

is undesirable. In O-QPSK, this is avoided by delaying either the I or Q data lines by 1 bit 

period (or half a symbol). This way, the data bits on the I and Q lines can never change at the 

same time, preventing the 180 degree jump and limiting it to 90 degrees only. 

3.4.2 Carrier Phase Shift Choice for Modulating Binary Bits 

In QPSK, 4 possible phase shifts are used to represent four possible pairs of transmitted bits 

which are 00, 01, 10 or 11. The choice of which phase shift is to represent which pair of 

transmitted bits depends on the individual BPSK operation that independently take place on the 

I and Q lines. The deciding factor is whether the cosine or sine wave version of the carrier is 

modulated by reversing its own phase for a modulating binary bit of a 0 or a 1 on its respective 

line. Since there are two possibilities and two lines, each pair of bits can be represented by any 
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of the 4 phase shifts.  Figure 3.5 gives a comprehensive explanation of how this works for all 

possible cases (16 cases made from 4 possible pairs of bits and four possible phase shifts).  

 

   
(a)                                                                                (b) 

 

  
(c)                                                                               (d) 

 Figure 3.5 All possible carrier phase shifts subject to transmitted bit pairs when the system’s 
allocation rule is (a) I reverse for 0 Q reverse for 0, (b) I reverse for 0 Q reverse for 1, (c) I reverse 

for 1 Q reverse for 0 and (d) I reverse for 1 , Q reverse for 1 

Taking for instance the case in Figure 3.5.b where the bit pair is [01] and it is an “I reverse for 

0-Q reverse for 1” system. The cosine wave version of the carrier which would be modulated by 

the I data is represented by a phasor on the positive side of the X axis and the sine wave carrier 

version that would be modulated by the Q data is a phasor on the positive side of the Y axis. If 

the I data was to modulate its carrier by an I reverse for 0 system, and the I bit here is 0, then the 

resulting carrier phase is a 180 degrees phase-shifted cosine wave which is represented by a 

phasor on the negative side of the X axis, as shown. If the Q data was to modulate its carrier by 

a Q reverse for 1 system and the Q bit here is 1 then the resulting carrier phase is a 180 degrees 

phase shifted sine wave which is represented by a phasor on the negative side of the Y axis as 

shown. Combining these two phasors, the result is a phasor at 225 degrees. Hence, in an “I 

Reverse for 0-Q Reverse for 1” system, the bit pair [01] is represented by a 225 phase shift of 

the carrier. Performing the same analysis on the same bit pair but in an “I reverse for 1-Q 

reverse for 1” system (Figure 3.5.d), it can be seen that the I data does not modulate its carrier 

cos

sin

I

Q

I 0 - Q 0 I 0 - Q 1 I 1 - Q 0 I 1 - Q 1

I Reverse for 0 ▌Q Reverse for 0

11

10

01

00

cos

sin

I

Q

I 0 - Q 0 I 0 - Q 1 I 1 - Q 0 I 1 - Q 1

I Reverse for 0 ▌Q Reverse for 0

11

10

01

00

cos

sin

I

Q

I 0 - Q 0 I 0 - Q 1 I 1 - Q 0 I 1 - Q 1

I Reverse for 0 ▌Q Reverse for 1

10

11

00

01

cos

sin

I

Q

I 0 - Q 0 I 0 - Q 1 I 1 - Q 0 I 1 - Q 1

I Reverse for 0 ▌Q Reverse for 1

10

11

00

01

cos

sin

I

Q

I 0 - Q 0 I 0 - Q 1 I 1 - Q 0 I 1 - Q 1

I Reverse for 1 ▌Q Reverse for 0

01

00

11

10

cos

sin

I

Q

I 0 - Q 0 I 0 - Q 1 I 1 - Q 0 I 1 - Q 1

I Reverse for 1 ▌Q Reverse for 0

01

00

11

10

cos

sin

I

Q

I 0 - Q 0 I 0 - Q 1 I 1 - Q 0 I 1 - Q 1

00

01

10

11

I Reverse for 1 ▌Q Reverse for 1

cos

sin

I

Q

I 0 - Q 0 I 0 - Q 1 I 1 - Q 0 I 1 - Q 1

00

01

10

11

I Reverse for 1 ▌Q Reverse for 1



Chapter Three: ZIGBEE, ITS APPLICATION FOR TYRE PRESSURE MONITORING SYSTEMS 
(TPMS) AND ITS QUADRATURE PHASE SHIFT KEYING (QPSK) MODULATION 

 

 58

but the Q data does, and when the two phasors are combined, a carrier phase shift of 315 

degrees is obtained to represent this pair of bits to be transmitted.  Similar analysis can be done 

to the same bit pair in the cases in Figure 3.5.a and Figure 3.5.c to see that each bit pair can be 

represented by any one of 4 possible phase shifts and that is decided by whether the reverse (or 

180 phase shift) of the modulated carriers is passed for a 1 or a 0 bit of the modulating signals 

on the I and Q lines. All remaining 12 cases for the remaining 3 possible bit pairs can be 

analysed in the same way from Figure 3.5. 

3.4.3 QPSK Implementation 

It is often thought that modulation schemes like QPSK can only be modelled mathematically or 

implemented using mathematical expression-based blocks either in hardware or software 

[Maxim 2000]. For instance, Matlab’s block level simulation environment, Simulink, provides a 

block in its tool box library which can be directly used to modulate a carrier by a data signal 

using QPSK. Such a block would normally be built on lengthy programming code based on 

mathematical analysis of how QPSK works. While a component like this is able to efficiently 

modulate a carrier signal using QPSK, the user has no view of what is actually happening in that 

block and hence repairing any fault in a system under development can be unworkable. Further 

more, the cost associated with obtaining such components either in software through licensing 

or hardware through off-the-shelf components (see for example [Maxim 1996]) could be 

considerable. The method presented here shows how simple blocks in Matlab Simulink, such as 

switches, flip-flops, multiplexers, adders and multipliers can be used to model a QPSK 

modulator and demodulator which effectively does the same job as the mathematically-

complicated block. Also, the user is able to plot the signal at every point in the system on a 

scope. In addition to the educational purpose this serves in terms of showing the user what 

happens to the signal at every step of the QPSK modulation process, this implementation can 

also simply be extended to hardware to build a simple and cost effective QPSK modulator. 

The implementation of the QPSK transceiver system is based on the description of phase shift 

choices for transmitted bit pairs detailed in Section 3.4.2. It demonstrates how sophisticated 

modulation schemes can be reliably built using simple components, cost effectively, without 

complication. It includes blocks for generating the data, splitting it onto I and Q lines, 

performing modulation, transmitting the signal, performing demodulation, some base band 

processing and finally recombining the received bits in the correct order. Due to size constraints, 

the whole setup cannot be shown here in a single figure, so the following sections will describe 

each part of the system individually. 
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3.4.3.1 The Test Data 

In order to obtain some binary data to modulate the carrier using QPSK, 8 “constant” blocks are 

used to generate the data bits and then a parallel to series shift register is built to generate the 

serial stream. The value of the “constant” block can be set to any value required by the user; in 

this case the 8 constant blocks were set to 0s or 1s to generate an 8-bit binary data as shown in 

Figure 3.6.a. The parallel to series shift register was built using 8 “2-1 multiplexers” and 8 “D-

flip-flops” as shown in Figure 3.6.b [Wilkinson 1992]. A step is used to clear all the flip flops 

before loading and shifting starts. The shift register is very adaptable in that if more or less bits 

were to be used, the number of 2-1 Multiplexer and D-flip-flops can be changed accordingly. 

 
(a) 
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(b) 

 Figure 3.6 Serial data bit generator (a) Top view and (b) detailed view of 
parallel to serial shift register 

3.4.3.2 Generating I and Q Streams 

As mentioned earlier, in order to be able to modulate two bits at a time as in QPSK, the input 

data stream must be split into two separate data streams, I and Q. This is implemented in 

Simulink simply using 3 “D-flip-flops” as shown in Figure 3.7. The data generated from the 

shift register is passed to both D inputs of flip flops 1 and 2, as shown. The clock (clock 1) is set 

to half the frequency of that of the shift register’s clock (same frequency as the data stream), so 

that the edge of the clock is synchronised with the edge of every incoming bit. The clock signal 

supplied to flip flop 2 is an inverted version of that going to flip flop 1, this means when flip 

flop 1 is passing its D input to its Q output, flip flop 2 will be doing nothing and vice versa. This 

way, even-numbered data bits go to the I line and odd-numbered data bits go to the Q line as 

every flip flop acts on a data bit, misses the next and then acts on the following one. Because 

clock 1 goes high first, there will be a one further time unit delay on the Q line (in addition to 

the other one time unit delay due to the flip flop). Because I and Q data have to be synchronous 

in order for the recombination process (after the BPSK modulation) to work, this delay is 

corrected by adding another one time unit delay to the I data using an extra flip flop on the I 

line, flip flop 3. Clock 2 has double the time period of clock 1 since it must synchronise with the 

data bits going into flip flop 3 which have twice the time period of the data bits going into flip 

flops 1 and 2. The 8-bit data stream and the generated I and Q data streams are shown and 

discussed in Section 3.4.3.6.  



Chapter Three: ZIGBEE, ITS APPLICATION FOR TYRE PRESSURE MONITORING SYSTEMS 
(TPMS) AND ITS QUADRATURE PHASE SHIFT KEYING (QPSK) MODULATION 

 

 61

 
Figure 3.7 DeMultiplexer to split the data stream into in-phase and quadrature components 

3.4.3.3 BPSK Modulations, and I/ Q Combination 

A switch was used to implement the modulation of the sine and cosine carrier versions by the I 

and Q data as shown if Figure 3.8. The switch used is a three port switch with 2 input ports and 

one control port. The switch selects either of the inputs and passes it to the output depending on 

the value at its control port which is a threshold set by the user against which the two inputs are 

compared. For the I line, one of the inputs is connected to a cosine wave and the other to its 

inverse (180 degrees shifted). The threshold of the switch is set to 1, hence if the input data is 1, 

the cosine wave version of the carrier will be passed to the output, and the inverse of the cosine 

wave will be passed if the incoming data bit on the I line was 0, thus implementing a BPSK 

with “I reverse for 0” according to the rules set in Section 3.4.2. Similarly, the modulation of the 

sine wave version of the carrier by the Q data stream is made. This is also implemented here as 

a “Q reverse for 0” system. Finally, the signal to be transmitted is prepared by simply 

combining the modulated carriers in the I and Q lines using an adder. The modulated carriers 

and the transmitted signal are shown and discussed is Section 3.4.3.6. 
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 Figure 3.8 Implementation of QPSK Modulator 

3.4.3.4 Demodulation 

Demodulation in QPSK takes place over two stages. These are restoring the transmitted levels 

(0s and 1s) from the phases of the transmitted signal and removing the high frequency 

component. Two multipliers (“product 1” and “product 2”) are used to restore the transmitted 

levels from the phases of the transmitted signal as shown in Figure 3.9. The QPSK 

demodulation process is similar to the modulation strategy in that the QPSK modulated carrier 

is split into I and Q channels, each of which is BPSK demodulated. The received signal is split 

and multiplied by the original (not the reverse) cosine and sine wave versions of the carrier for 

the I and Q lines, respectively. The multiplication of the received signal by the carrier version of 

the I data stream (the cosine wave) generates the modulating I data and like wise for the Q data 

stream and its sine wave carrier. The produced signals at both lines are then low pass filtered. 

The filters in “Analog Filter Design 1” and “Analog Filter Design 2” are each setup as an 8th-

order Butterworth low pass filter. The resultant I and Q signals after demodulation and filtering 

are shown and discussed in Section 3.4.3.6. 
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 Figure 3.9 Implementation of QPSK Demodulator 

3.4.3.5 Base Band Processing and Recombining 

The demodulation stage described above restores the transmitted levels to “low” or “high” 

values as will be seen in Section 3.4.3.6. In order to recover the received signal to the correct 0 

and 1 levels, two switches (switches 3 and 4) are used to implement a comparator as shown in 

Figure 3.10. The threshold of both the switches is set to 0 and the input ports of each switch are 

connected to two “constant” blocks with one set to the value of 1 and the other set to 0. If the 

signal on the line is higher than 0, the switch passes 1 to the output, if it is lower, a 0 is passed. 

In this way, the received signal can be reconstructed to a binary digital signal of 1s and 0s.  

To reconstruct the received data as a one data stream like that obtained from the transmitter shift 

register, the data bits on the I and Q lines are combined. This is done using a switch, switch 5, 

as shown in Figure 3.10. The received I and Q data are connected to the input terminals of the 

switch. The control port is connected to a clock, clock 4, which is set to a frequency half that of 

the shift register clock frequency. 
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 Figure 3.10 Implementation of base band processing 

This is because data in the I and Q lines have double the time period of the originally generated 

data stream. The threshold of the switch is set to 1 so if the clock is high the data bit on the I 

line is passed to the switch output, and if the clock is low, the data bit on the Q line is passed. 

This effectively amounts to swinging between taking a data bit from the I and Q lines in an 

opposite fashion to the de-multiplexer used to split the original data to the I and Q lines. This 

results in constructing back a single data stream in the correct order. Delay blocks (Transition 

Delay 1 and 2) are used to synchronise the edges of the data on the I and Q lines with the edges 

of the clock to avoid conflicts 

3.4.3.6 Implementation Results: A Step by Step QPSK 

In Figure 3.11 through Figure 3.18, the implementation results are presented in the form of 

screen shots of scope signals at different points of the system. Figure 3.11 (Scope 1) shows the 

test data as generated from the shift register. The one time unit delay is due to the delayed 

starting point of the shift register which depends on the step and the clock as demonstrated in 

Figure 3.6. The Data sequence is 11100011 with one time unit for each bit. 

      

 
 Figure 3.11 The Test data signal 

The data in the I and Q lines are shown in Figure 3.12.a (Scope 3) and Figure 3.12.b (Scope 4), 

respectively. The extra two time unit delays are due to the use of the two flip flops in the case of 

the I data. In the case of the Q data, one time unit delay is due to the use of flip flop 2, the other 

1 1 0 1 11 00
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is because the DeMux waits one time unit to pick up a bit for the I data before working on the Q 

data. 

Because the DeMux acted on a bit for each line while keeping the other idle, now each bit in the 

I and Q data lines has double the time it had on the original data stream. As expected, even 

numbered bits of the original data stream are now on the I line, reading 1101 as shown in Figure 

3.12.a and odd-numbered bits went to the Q line which now reads 1001 as shown in Figure 

3.12.b. With this sequence, only 3 phases out of the possible 4 will be transmitted. That is 

because in this case, only 3 out of the possible 4 bit pairs are present. These are 11, 10 and 00, 

as can be seen. 

                      

 
(a) 

                    

 
(b) 

 Figure 3.12 The testing data split to the I and Q lines (a) I line data and (b) Q line data 

In Figure 3.13.a (Scope 8) and Figure 3.13.b (Scope 9), the carrier modulated by the I and Q 

data is shown. In Figure 3.13.a a cosine wave version of the carrier is presented for bits with a 

value of 1 and its 180 degree reverse is presented for the 0 bit. In Figure 3.13.b, a sine wave 

version of the carrier is presented for bits with value of 1 and its 180 degree phase shift is 

presented for 0 bits. Hence this implementation represents an “I reverse for 0-Q Reverse for 0” 

system. If the phase choice rule was different, the signals in Figure 3.13.a and b will have a 

different shape.  
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(a) 

                       

 
(b) 

 Figure 3.13 Carrier modulated by (a) I data and (b) Q data 

In Figure 3.14 (Scope 10), the transmitted signal is shown. This is the signal resulting from 

combining the signals in Figure 3.13a and Figure 3.13b using an adder. Close inspection of the 

signal reveals the 3 different phases of the carrier signal being transmitted. 

                     

 
 Figure 3.14 The transmitted signal 

Figure 3.15 shows how the I and Q data levels are recovered in the demodulator. In Figure 

3.15.a (Scope 11), multiplying the transmitted signal by a cosine wave version of the carrier 

recovers the transmitted levels of the I line in the form of a wave which changes its average 

value subject to the transmitted 1 and 0 bits. In the same fashion, the transmitted Q data is 

recovered and is shown in Figure 3.15.b (Scope 14).  Inspection of Figure 3.15 and Figure 3.12 

confirms that the level recovery is successful. The high frequency content is, however, still 

present.  

 

 

 

 

 

1 1 0 1

1 0 0 1

11 10 00 11



Chapter Three: ZIGBEE, ITS APPLICATION FOR TYRE PRESSURE MONITORING SYSTEMS 
(TPMS) AND ITS QUADRATURE PHASE SHIFT KEYING (QPSK) MODULATION 

 

 67

                    

 
(a) 

                    

 
(b) 

 Figure 3.15 Recovered data levels for (a) I line and (b) Q line 

Figure 3.16.a (Scope 15) and Figure 3.16.b (Scope 16) show the received I and Q data after the 

high frequency content is removed by the low-pass filter. With the amplitudes of the upper-

centred and the lower-centred waves now not overlapping as in Figure 3.15, the signal can be 

refined to its original level by a comparator. 

                   

 
(a) 

                                    

 
(b) 

 Figure 3.16 The received (a) I data and (b) Q data after being low-pass filtered 

Because of the way the signals in Figure 3.16 switch between the upper and lower average 

value, the comparator does not produce signals with edges synchronised with the edge of the 

time unit (which is synchronous with the edge of the clock). The job of the time delay units is to 

adjust this. Figure 3.17.a (Scope 21) and Figure 3.17.b (Scope 20) show the I and Q received 

data bits clearly recovered to their original 1 and 0 levels by the comparator. 
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(a) 

                     

 
(b) 

Figure 3.17 The received (a) I data signal and (b) Q data signal after the comparator 

Finally, with a further delay of 1 time unit due to the data in the I line waiting for the edge of the 

clock controlling the combining switch, the received I and Q data are recombined to form one 

data stream as shown in Figure 3.18.a (Scope 24). Inspection of Figure 3.11 and Figure 3.18 

show that despite the 3 time unit delay, the originally obtained data is received correctly.  

                         

 

 Figure 3.18 The received I and Q data combined in one data stream 

3.5 Summary 

In the first part of this chapter, a compatibility analysis between the selected low power 

standard, ZigBee, and the application used to assess its capabilities, TPMS, was conducted. This 

was done by first examining current approaches to realising tyre pressure monitoring systems, 

and then drawing on their limitations by identifying the benefits a wireless standard-based 

implementation can bring to the performance of TPMS. This was follows by discussing specific 

features of the ZigBee standard which would help satisfy TPMS requirements and also pointing 

to compatibility weaknesses which can limit those benefits. Two weaknesses were identified as 

susceptibility to interference by the image frequency due to the use of a low-IF receiver 

architecture for ZigBee in the TPMS’s crowded environment, and power consumption. As an 

introduction to coming chapters of thesis, these two weaknesses were thoroughly introduced and 

discussed. 
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The second part of this chapter included the details of a QPSK implementation based on a new 

approach to describe the operation of this type of modulation. The approach, based on 

manipulation of phasors, focuses on how the modulator decides by which phase shift it 

represents each pair of bits. It was also shown how complicated modulation schemes like QPSK 

can be implemented using very simple components in a commercial modelling package 

avoiding mathematically complicated blocks, a method which can also be extended to hardware 

to realise working circuits. 

This work can be utilised in enhancing the security of communication systems, and in 

communication node addressing. If it was possible that the demodulator can only demodulate a 

received signal with knowledge of which pair of bits were represented by a given phase shift at 

the modulator, and if this was programmable (as was demonstrated), then this feature can be 

used to control which receivers can receive a particular signal. 



 
 
 
 
 
 
 
 
 
 

 

Chapter 4 QUANTIFICATION OF CONTRIBUTION TO 
MOSFET DISTORTION THROUGH 
TRANSISTOR NON-LINEAR MODELLING 

4.1 Introduction 
 

Knowledge of the small-signal equivalent circuit of a field effect transistor is very useful for 

device performance analysis in the design of microwave circuits and also for characterising the 

device technological process. It can also be used to predict the device behaviour in small and 

large signal conditions.  

There are a number of sources of distortion in silicon CMOS transistors; among these are the 

transistor transconductance, nonlinear capacitances, and the output conductance. While many 

previous studies looked at analysing CMOS transistor nonlinearity (see for example [Park 

2001], [Kwonl 2005]and [Aparin 2005]), most of these studies investigated the distortion of the 

transistor as a whole using mathematical representations of the transistor behaviour, but with no 

emphasis on how individual nonlinear parameters in the transistor might be affecting that 

behaviour. Accurate quantification of individual sources of distortion to the total nonlinearity of 

the transistor have not, to the knowledge of the author, been investigated on either CMOS or 

GaAs transistors in the manner presented here.  

The quantification method developed in this work is based on enabling and disabling 

(eliminating) the nonlinearities of individual nonlinear parameters within the transistor model in 

a superposition manner and determining the resulting nonlinear behaviour of the transistor each 

time.  Before applying the superposition method, the transistor must be modelled in a way 

which enables the switching between linear and nonlinear representations of parameters in the 

model. A number of previous attempts to predict the nonlinear behaviour of transistors resulted 

in models where nonlinear parameters were combined at high level; see for example [Schmale 

1997]. In contrast, the model presented here is unique in that its representation of each nonlinear 

parameter is completely independent from any other elements. 
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The work presented here is based on the assumption that the large signal non-linear transistor 

performance can be determined by interpolation of extracted small signal parameters at several 

DC bias points.  

The following sections will first discuss the extraction of the small signal model parameters 

including the intrinsic and extrinsic components and will present the dependence of intrinsic 

equivalent circuit parameters on gate and drain voltages. Being able to observe the dependency 

of the nonlinear parameters on gate and drain voltages can prove significantly important for the 

RF front-end circuit designer where linearity is always a major challenge. Following that, three 

different models of the transistor based on different representations of the nonlinear elements 

will be presented and their performance in S-parameter and Harmonic balance simulations 

assessed and discussed. The general structure of these three models is essentially the same; 

Using the values of the nonlinear parameters obtained from the extraction procedures at several 

bias points, a Symbolically Defined Device (SDD) is used to represent each nonlinear 

component, and the whole model is constructed using a table based approach. Formulating a 

linear representation for nonlinear elements around the chosen bias point is then discussed. 

Finally, the superposition method to quantify the contribution of the various non-linear elements 

to overall transistor distortion is applied and the results are discussed. The chapter concludes 

with a summary of the topics presented. All the work presented in this chapter is based on a 

180nm NMOS transistor from an RFCMOS mixed signal design kit sourced from the UMC 

foundry. 

4.2 Extraction 
 
Having that the nonlinear model developed in this work is for a design kit transistor, and given 

that the design kit transistor is itself a model; this work is then equivalent to reverse engineering 

the work done by the foundry to model their transistors. As there was no way to establish the 

nonlinear model on which the foundry model was based, several RF MOSFET models proposed 

in the literature were compared by obtaining their parameters and assessing them as will be 

explained in Section 4.2.2. 

The small signal equivalent circuit of a FET, an example of which is shown in Figure 4.1 can be 

divided into, the extrinsic and intrinsic parts. The extrinsic elements are those whose values are 

independent of the bias condition, these are the elements associated with the transistor terminals 

such as the gate resistance, ܴ௚, the gate inductance, ܮ௚, the source resistance, ܴ௦, the source 

inductance, ܮ௦, the drain resistance, ܴௗ, and the drain inductance, ܮௗ. The intrinsic elements are 

those that vary with the voltage levels at the terminals of the transistor. These include the 
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transconductance, ݃௠, the output conductance,  ݃ௗ௦, the gate to source capacitance, ܥ௚௦, the 

gate to drain capacitance, ܥ௚ௗ, the drain to source capacitance, ܥௗ௦, and the drain to junction 

capacitance ܥ௝ௗ.  

4.2.1 RF MOSFET Models and Extraction Methods 

For the extraction of the nonlinear parameters, several reported models and extraction methods 

were assessed, among these are the works of [Tong 2004], [Lee 2002], [Jen 1999], [Voinigescu 

2004], [Yang 2003], [Lee 2000], [Lovelace 1994], [Lee 1997], [Kwon 2002] and [Dambrine 

1988]. The suitability of each model and extraction method to the UMC NMOS technology 

considered in this work was assessed by establishing the extracted parameter values, as 

explained in the next section. 

There are noticeable differences between the small signal models presented in the above 

references. Examples of these references are as follows: 

1- In [Tong 2004], the gate resistance was represented by a single resistor ܴ௚ which 

represents the effective lumped gate resistance consisting of both the electrode 

resistance and the distributed channel resistance according to [Jin 1998]. However, in 

[Yang 2003] the gate resistance was modelled by two resistors ܴ௚௦ and ܴ௚ௗ 

representing the effective channel resistance seen by the signal flowing from gate to 

source via  ܥ௚௦ and the gate to drain via ܥ௚ௗ, respectively. 

2- [Tong 2004] and [Lovelace 1994] omit the extrinsic terminal inductances which are 

taken into account in [Lee 1997]. In [Yang 2003], the gate inductance ܮ௚ associated 

with the deep submicron poly gate is included to better fit the input admittance Y11 at 

high frequencies. It has to be noted though that this may be due to this model being 

effective up to 110GHz while the model in [Tong 2004] and [Lovelace 1994] run up to 

only 20 and 10GHz respectively. [Kwon 2002] states that the effect of the parasitic 

inductances is very small up to 10GHz. 

3- In [Kwon 2002] and [Tong 2004] an extra transcapacitance, ܥ௠ is included between the 

gate and the source. The transcapacitance is introduced due to the capacitance between 

the gate and the drain being split between ܥ௚ௗ and ܥௗ௚ which are two non-reciprocal 

capacitances caused by the drain and gate biasing respectively where ܥ௠ ൌ ௗ௚ܥ െ  .௚ௗܥ

௚ௗܥ  is the capacitive effect on the gate due to the drain while ܥௗ௚ is the capacitive effect 

on the drain due to the gate. According to [Kwon 2002], the transcapacitance takes care 

of the different effects of the gate and drain on each other in terms of charging currents 
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and has to be included in order to model Y12 and Y21 accurately. [Calvo 1993] also 

suggested that the transcapacitance ensures charge conservation in the model. 

4- In [Kwon 2002] and [Yang 2003], ܴ௦ and ܴௗ were omitted for simplicity and ease of 

extraction as the authors claimed these will have a slight effect on ܴ௚ and  ݃௠ values, 

while [Tong 2004] and [Lovelace 1994] included these resistances in their models. 

Extraction methods presented in these references do also differ but most are based to a great 

degree on the work presented in [Dambrine 1988]. In this paper, the author explained the 

general theme of parameter extraction which is based on extracting the non bias dependant 

extrinsic components using analytical equations obtained from the measured S-parameters of 

the device and then subtracting these extrinsic components from the measured S-parameters to 

obtain values for the intrinsic components. The method presented in [Lee 1997] and [Lee 2000] 

was complicated as it involved significant amount of mathematical manipulations and curve 

fitting. The extraction of the extrinsic resistances in [Lovelace 1994] was done by applying zero 

bias to the gate and drain, thereby eliminating the contribution of the voltage dependant current 

generator ݃௠ and maximising ܴௗ௦, hence reducing the equivalent circuit to ܴ௚, ܴ௦, ܴௗ, ܥ௚௦, ܥ௚ௗ 

and ܥௗ௦. Analytical equations based on measured Y-parameters were then used to obtain values 

for the terminal resistances. The method presented in [Tong 2004] was very similar to that 

except that the transistor was forward biased at the gate and zero biased at the drain. This 

reduced the equivalent circuit to the same as in [Lovelace 1994] but with the exception of ܥ௚ௗ 

which was neglected. The intrinsic extraction method in [Lovelace 1994] was also adopted in 

[Lee 1997]. 

4.2.2 Chosen Model and Extraction Method 

The compatibility assessment of an available parameter extraction method (and the model on 

which it was based) with the used UMC 180nm NMOS transistor was centred on whether the 

extracted values (using that model and method) for extrinsic resistances and intrinsic 

capacitances were constant with respect to frequency, as suggested by most of the extraction 

methods, and whether the S-parameters of the constructed linear model (built at one bias point 

using lumped components) matched those of the modelled transistor. Examination of the 

available models and extraction methods was performed by repeating this assessment process 

for every reported method and its associated model. The method found to be most suitable for 

the transistor investigated in this work was the one presented in [Tong 2004], which was based 

on a model for a similar 0.18µm RF SiMOSFET process. However, a slight modification was 

introduced to this method in relation to de-embedding the extrinsic resistors prior to extraction 

of the intrinsic parameters, and to the model in relation to the effect of ܥ௠ which was ignored as 
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tests carried out on the transistor showed that is has little impact on the results of both S-

parameter and harmonic balance simulations. 

The viability of the choice of this method and the introduced modification are illustrated in 

Section 4.2.3 where the extraction of the extrinsic and intrinsic parameters is detailed and in 

Section 4.3 where the resulting models are verified. 

 
 Figure 4.1 The RF MOSFET model proposed by [Tong 2004] 

 Figure 4.1 shows the final transistor small signal model used for this work. The red-circled 

elements are the nonlinear intrinsic parameters the nonlinearities of which are to be assessed.  

The impact of some of the model elements in fitting the S-parameters can be summarised as 

follows 

• The output capacitance ݏ݀ܥ resulting from capacitive coupling between fingered 

structures is important for the output admittance Y22 in the microwave regime as the 

transistor dimension shrinks [Yang 2003]. 

 .dominates the reverse transmission, S12 ݀݃ܥ •

• The substrate coupling effects through the drain junction and substrate resistance (݆݀ܥ 

and ܴܾݑݏ) become more significant for the fitting of the output admittance Y22 as the 

operation frequency increases [Kwon 2002]. This is because the impedance of the 

junction capacitance reduces with the increase in frequency. 

• ܴ݃ significantly affects the input admittance Y11 at high frequency [Kwon 2002]. 

 .represents the phase of S11 and its  magnitude at high frequency ݏ݃ܥ •

• The forward transmission, S21 is most dominated by the transconductance and output 

conductance.  
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4.2.3 Automated Extraction Procedures 

Doing this modelling for nonlinearity quantification work on a design kit transistor (model) in a 

simulator rather than on a fabricated transistor enables more robust verification of the model; 

that is by undertaking identical tests on the transistor model and the modelled transistor using 

the same simulation environment. Another major advantage of this is that it also makes possible 

easier determination of transistor parameters at many more bias points and in less time, 

especially when automation is used. 

There are two contradictory goals of constructing transistor table models: accuracy and size of 

tables [Nadezhin 2003]. In order to make the nonlinear table-based model more accurate, values 

for parameters in the table must be obtained over smaller steps of gate and drain voltages, hence 

more points.  More points mean larger tables and consequently, these are more time consuming 

in recording and manipulating entries especially when the extraction of some of the parameters 

depends on the extracted values of other parameters. The extended detail of the data in the table 

becomes more significant in harmonic balance tests where input power is involved [Van den 

Bosch 1999]. That is because the value of the model element selected from the table depends on 

the interpolation (normally performed using spline functions) between the entries of the table 

during simulation. The error in the 3rd-order intermodulation products, for instance, is 

introduced because spline functions can present discontinuous 3rd-order derivative near table 

entries, and 3rd-order intermodulation products are related to 3rd-order derivative [Van den 

Bosch 1999]. Therefore, less interpolation-introduced error is always desired and one of the 

ways to do that is making the tables more detailed, but the only obstruction to that is 

computation time. 

This section, details how the extraction of the nonlinear intrinsic parameters over a range of gate 

and drain voltages was automated using coded functions implemented in ADS data display 

window equations. The evaluation of the extracted values over the whole bias range without 

manual intervention was enabled by careful manipulation of index numbers in the sweep lists. 

The core of the functions were the extraction equations presented in [Tong 2004]. Appendix A.1 

provides detailed description of the coded functions implemented in the ADS data display 

window for automatic parameter extraction. 

This automation method can also be applied when building table-based models of fabricated 

transistors. This can be done by placing the measured bias-dependent S-parameter data in a 

multi-dimensional data file (such as the Generic MDIF type in ADS) and referencing it from an 

equation-based data component (such as the S2P component in ADS used for 2 port S-

parameters) through a Data Access Component (DAC). This way, the same sweep of gate and 
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drain voltages applied to the transistor can be applied to the S2P component and the relevant S-

parameters to each bias level will be obtained every time. The extraction equations based on 

these S-parameters and the automation setup can then be applied in the same way.  

4.2.3.1 Extraction of the Extrinsic Parameters 

As previously stated, the extraction of the extrinsic components was performed following the 

method presented in [Tong 2004]. The transistor used was a 180nm RF MOSFET with total 

width of 100µm formed from 20 gate fingers, each 5µm wide. As the extrinsic components are 

independent of the bias level, no sweep of gate and drain voltages was required, and the values 

obtained are valid for all bias points. To extract the extrinsic resistors, the voltage at the gate 

was set to 1.8 Volts and the voltage at the drain was set to 0 Volt according to the extraction 

method in [Tong 2004]. The simulation frequency was swept from 0 to 10GHz which is the 

maximum operating frequency of the transistor. Based on Equations (4.1) to (4.3), the functions 

written in the data display window in ADS for extracting the extrinsic resistances are described 

in Appendix A.2.1. Figure 4.2 displays the results of the extraction.  

ܴ௦ ൌ ሺܼଵଶሻ݈ܽ݁ݎ ൌ  ሺܼଶଵሻ (4.1)݈ܽ݁ݎ
 

ܴௗ ൌ ሺܼଶଶሻ݈ܽ݁ݎ െ ܴ௦ (4.2) 
 

ܴ௚ ൌ ሺܼଵଵሻ݈ܽ݁ݎ െ ܴ௦ (4.3) 

As evident from Figure 4.2.a, b, and c, the extracted values of the extrinsic resistors vary by not 

more than 10% up to 10GHz. The name Rx_plot is used to evaluate the extracted resistances 

against the swept frequency range (where x is d, g, or s for the drain, gate or source resistance, 

respectively), reserving the name Rx for the final value of each resistor. In Figure 4.2.c Rs1 and 

Rs2 represent the two different approaches to evaluating ܴ௦ which are supposed to yield equal 

values, but as can be seen in Figure 4.2.c Rs1 and Rs2 slightly differ. Figure 4.2.d shows the 

three extracted resistances against frequency on a single plot after taking the average of Rs1 

and Rs2 to evaluate Rs_plot.  As explained in Appendix A.2.1, the final values of ܴௗ and 

ܴ௚ are taken as their values at the centre frequency point (at 5GHz) which constitutes an 

average value. The final value of ܴ௦ is the average of the two centre values of Rs1 and Rs2.  
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(a) 

 
(b) 

 
(c) 

 
(d) 

 Figure 4.2 Plots of extracted resistance values against frequency 
(a) ࢊࡾ, (b) ࢍࡾ, (c) ࢙ࡾ and (d) All extrinsic resistances. 
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In [Tong 2004], the author refers to [Enz 2000] and suggests that only ܴ௚ is to be de-embedded 

from the Z-parameters measured at the desired operating biasing condition of the transistor 

because the poles due to the terminal source and drain resistances are at a much higher 

frequency than the typical transit frequency and therefore, they can be neglected when 

calculating the Y-parameters of the equivalent circuit. However, tests on this transistor showed 

that not de-embedding ܴ௦ and ܴௗ lead to a significant variation in the resulting S21 between the 

resulting model and the modelled transistor. 

4.2.3.2 Extraction of the Intrinsic Parameters 

To extract the nonlinear intrinsic components, the resistors mentioned above were de-embedded 

by connecting a negative resistance of equal value to the corresponding terminal, as shown in 

Figure 4.3. The figure also shows how the sweep of gate and drain voltages was made in ADS. 

This is an S-parameter simulation (also calculating Z and Y parameters) with the gate and drain 

voltages being swept over the rage of voltages from 0 to 1.8V on the gate with 50mV steps and 

from 0 to 4V on the drain steps of 100mV. These ranges and steps are designed to improve the 

accuracy of the model. 

When variables are swept in ADS, every sweep point is given an index number. For instance, 

when ܸீ ௌ is swept from 0 to 1.8V on 0.05V steps, 37 index points are assigned. Every other 

parameter in the circuit, currents or voltages for instance, then has 37 values dependant on the 

37 ܸீ ௌ values. These values are accessed by the corresponding index numbers that were 

assigned to ܸீ ௌ. When a double sweep is performed, such as the one in Figure 4.3, one of the 

sweeps has to take place inside the other. This is demonstrated in the schematic by sweeping 

VDS in the SP simulation controller and sweeping VGS in VDS. This means that at every swept 

VDS point, VGS is going to be swept over its 37 values, and the process is repeated for all 41 

VDS points resulting from the VDS sweep range. Consequently, every parameter in the circuit 

will have a number of points equivalent to the product of multiplying the number of VGS points 

by the number of VDS points, and can be addressed or accessed by a double index accordingly. 

The [what] function can be used to test the dependencies of parameters. These features are 

demonstrated in Appendix A.2.2 which describes how manipulation of the sweep lists enabled 

the automated extraction of the model’s small signal intrinsic parameters with a high level of 

accuracy 
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 Figure 4.3 ADS schematic setup for extracting the intrinsic model parameters 

 Extraction of ࢓ࢍ and ࢙ࢊࢍ 

The automated extraction of the transconductance, ݃௠ and the output conductance, ݃ௗ௦ is 

detailed in Appendix A.1.2.1 based on Equations (4.4) and (4.5) 

݃௠ ൌ ሺ݈ܽ݁ݎ ଶܻଵሻఠୀ଴ (4.4) 
 

݃ௗ௦ ൌ ሺ݈ܽ݁ݎ ଶܻଶሻఠమୀ଴ (4.5) 

With this setup, values for ݃௠ and ݃ௗ௦ can be extracted for the full range of specified bias 

points without any manual intervention. This enabled 3D plots of these parameters with respect 

to ܸீ ௌ and ஽ܸௌ to be generated, as shown in Figure 4.4 and Figure 4.5. The current version of 

ADS does not support 3D plots so the data was exported to Matlab and plotted using the [surf] 

function.  

 
 Figure 4.4 3D plot of ࢓ࢍ variance versus drain and gate voltages 
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 Figure 4.5 3D plot of ࢙ࢊࢍ variance versus drain and gate voltages 

Figure 4.4 and Figure 4.5 show the nature and extent of the nonlinear behaviour of the 

transconductance and the output conductance in terms of how these nonlinear parameters vary 

with varying gate and drain voltages. Note how the transconductance increases rapidly in the 

gate voltage range of 0.5 to 1V as the transistor switches on, and then becomes constant as the 

gate voltage increases further. 

 Extraction of ࢙ࢍ࡯ and ࢊࢍ࡯ 

The automated extraction of the intrinsic capacitances ܥ௚௦ and ܥ௚ௗ, which are independent of 

the values of any other parameters, is detailed in Appendix A.1.2.2 utilising Equations (4.6) and 

(4.7) [Tong 2004]. In Figure 4.6 the extracted values of ܥ௚௦ and ܥ௚ௗ are plotted against 

frequency at a chosen bias point (1V on the gate and 1.8V on the drain). 
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 Figure 4.6 Plot of extracted ࢙ࢍ࡯ and ࢊࢍ࡯ against frequency. 

As can be seen from Figure 4.6, the extracted capacitances are almost constant over the 

simulated frequency range; this further demonstrates the validity of choosing the extraction 

method reported in [Tong 2004] to extract the parameters of this transistor. To show the nature 

and extent of the nonlinear behaviour of these two capacitances, Figure 4.7 and Figure 4.8 

show, in 3D, how the extracted values of ܥ௚௦ and ܥ௚ௗ  change over an extended range of gate 

and drain voltages. The value of ܥ௚௦ increases quickly from low value to near maximum as the 

transistor switches on around the threshold voltage. ܥ௚ௗ follows the opposite trend, decreasing 

as the transistor switches on and then becomes almost constant as both ஽ܸௌ and ܸீ ௌ increase. 

 
 Figure 4.7 3D plot of ࢙ࢍ࡯ variance versus ࡿࡳࢂ and ࡿࡰࢂ 
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 Figure 4.8 3D plot of ࢊࢍ࡯ variance versus ࡿࡳࢂ and ࡿࡰࢂ 

 Extraction of ࢈࢛࢙ࡾ 

The automation of the extraction of ܴ௦௨௕ is more complicated than the extraction of ܥ௚௦ and 
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The automated extraction of ܴ௦௨௕ is described in Appendix A.1.2.3  

 Extraction of ࢊ࢐࡯ and ࢙ࢊ࡯ 

Following the extraction of ܴ௦௨௕, the determination of the two remaining nonlinear parameters, 

 ௗ௦ (whom depend on ܴ௦௨௕) is relatively straightforward and is performed directly fromܥ ௝ௗ andܥ
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Figure 4.9 adds to Figure 4.6 the extracted values of ܥ௝ௗ and ܥௗ௦ versus frequency at 1.8 Volts 

on the drain and 1 Volts on the gate. Note that they are also almost constant with frequency, 

indicating the validity of the extraction of ܴ௦௨௕. 
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 Figure 4.9 All extracted intrinsic capacitances versus frequency 

As demonstrated, the intrinsic parameter extraction procedures were entirely automated by 
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 ௚ௗ. Appendix A.2.3 describes how this process was automated in the ADS dataܥ ௚௦ andܥ

display window. 

4.2.3.4 Writing Extracted Intrinsic Parameters Values to Data Tables 

The final concern of this work is to carry the huge number of extracted values of various 

intrinsic parameters to the data tables. Due to the number of points involved, performing this 

manually is not a realistic option. One alternative method is to export a data list from the data 

display window to a text file in ASCII format using menu options. This is a convenient way 

since it carries the whole range of data over all the bias points automatically. But the main 

drawback of this method is that the headers and ends of every section of the table (as shown in 

Figure 4.10.a) will have to be defined manually. Instead, the [write_var] function is used as 

described in Appendix A.2.4, using ܥ௚௦ as an example. 

4.3 Modelling Representation Methods 

In this section, two different representations used to build the nonlinear model are introduced 

and their accuracies and performance in S-parameter and harmonic balance simulations are 

discussed. The novelty that all of these methods share, is that they are the first reported table 

based nonlinear models that represent each of the elements in the nonlinear model completely 

independent from one another. 

The obtained values of the nonlinear parameters at the gate and drain voltages are placed in a 

table in a text file in the Generic MDIF format, referenced by the voltages at which they were 

obtained. Figure 4.10.a shows a simplified section of a typical table for few data points of a 

parameter ‘X’, for demonstration. The data in the table is accessed by the Data Access 

Component (DAC) and is passed to the respective SDD representing each nonlinear parameter. 

Performance between measured points in the table is interpolated in the DAC to ensure a correct 

description of harmonics and convergence within harmonic balance simulations. Figure 4.10.b 

and Figure 4.10.c, show an SDD representing the nonlinear parameter ‘X’ and its DAC, 

respectively, to illustrate how this works.  
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 (a) 

 
(b)                                                                                (c)  

Figure 4.10 Demonstration of data representation using SDD (a) A sample data table, 
(b) A sample SDD and (c) its sample DAC. 

In Figure 4.10.c, _X=file{DAC1, “X”}puts the values of X fetched from the table 

through the DAC to the on-schematic variable _X. The DAC specifies the location of the data 

file (file_X), the type of the data file and the type of interpolation and extrapolation to be 

performed on the data. It also specifies the control voltages upon which values from the table 

are to be selected. iVar1=VGS refers to the first variable on the table and associates it through 

iVal1=_v1, with _v1 which is the voltage on Port 1 of the SDD in Figure 4.10.b. 

Similarly, the voltage on Port 2 of the SDD is attached to the variable VDS in the table 

through iVar2=VDS and iVal2=_v2. With the two variables in the table mapped to the 

two voltages on the ports of the SDD, the selected X value from the table will depend on the 
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applied VGS and VDS on Port 1 and Port 2 of the SDD, respectively. Interpolation is 

performed on the data in the table to fill the gaps between X points if VGS and VDS did not 

change enough to push the selection to the next value in the table. This is always the case when 

an input power is applied; hence this is fundamental for harmonic balance simulations. The 

output of the SDD in Figure 4.10.b in is in the form of a current defined by I[3,0]=f(_X). 

Where 3 is the number of the output port in the SDD and the second item in the square 

brackets indicates a weighting function. Some weighting functions are preset in the SDD, or 

they can also be user-defined. f(_X)is a function defining the current due to component X. 

Based on the above description of how an element can be represented using an SDD with a data 

table and a DAC, every element in the nonlinear model is defined by its current, making the 

model a collection of the small signal currents of all its elements. The following sections will 

discuss how an SDD was used to represent each element in the nonlinear model and the impact 

of that representation on the performance of the model. Two main types of components exist, 

conductances and capacitances. Each of these were represented in two different ways and 

combinations of them were used. 

4.3.1 First Method - Conductances and Capacitances (Model 1) 

This section discusses the development and verification of the first method of constructing a 

transistor nonlinear model where each nonlinear element of the model is individually and 

separately represented. In this method, the transconductance and output conductance are 

represented as voltage-controlled conductances while model capacitances are represented as 

voltage-controlled capacitances. 

4.3.1.1 Model Construction 

Figure 4.11.a to Figure 4.11.g, show how the model’s nonlinear elements were individually 

represented; in Figure 4.12 the whole model is constructed. Port 1 and Port 2 of all the 

components in Figure 4.11.a to Figure 4.11.g are for the controlling voltages, used to determine 

which table values are chosen, as explained in the beginning of Section 4.3 above. In the top 

hierarchy of Figure 4.12, all port 1 are connected to the combined DC and AC voltage on the 

gate, Vgs, and all port 2 are connected to the drain voltage, Vds.  
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 Figure 4.11 SDD representations of nonlinear intrinsic components for Model 1 (a) ࢙ࢍ࡯, (b) ࢊࢍ࡯, (c) 

 ࢙ࢊࢍ and (g) ࢙ࢊ࡯ (e) ,࢈࢛࢙ࡾ (e) ,࢓ࢍ (d) ,ࢍ࢐࡯

In Figure 4.11.d, the nonlinear transconductance, ݃௠, is represented as a voltage-controlled 

conductance (varying with ܸீ ௌ and ஽ܸௌ). Its small signal current is modelled as a voltage-

controlled current source (varying with the small signal gate-source voltage, ݒ௚௦). The output 
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is made equal to _gm*_v3. gm refers to the extracted transconductance values which are 

fetched through the DAC from the data file. _v3 is the voltage between the two terminals of 

port 3 on the SDD, the small signal AC voltage connected in the top hierarchy in Figure 4.12 

as the voltage across Cgs, ݒ௚௦. This is made possible by DC Block 3 in Figure 4.12 which 

prevents the DC component from reaching the input terminal making _v3 the AC small signal 

voltage only. The reference of port 3 is connected to Rs. This ensures that _v3 is the voltage 

drop across Cgs only excluding the voltage drop on Rs. The reference of the output (port 4) 

is also connected to Rs because the current ݃௠ݒ௚௦  goes down to Rs not the ground (therefore it 

is not connected to ground). This representation is equivalent to the ݃௠ݒ௚௦ voltage controlled 

current source of the model in Figure 4.1. 

In Figure 4.11.g, the output conductance, ݃ௗ௦, is represented as a voltage controlled resistance 

(varying with ܸீ ௌ and ஽ܸௌ) by converting its extracted ݃ௗ௦ values to resistance, ܴௗ௦. Its small 

signal current is modelled as a voltage-controlled current source (varying with the small signal 

drain-source voltage, ݒௗ௦). The output current, I[3,0]is made equal to _v3/Rds.  Here, _v3 

is the small signal ݒௗ௦ and Rds is the extracted value fetched from the table through the 

assigned DAC. As at the input, DC Block 4 in Figure 4.12 ensures that the voltage on _v3 is 

the AC signal only. This is equivalent to ݃ௗ௦ݒௗ௦ in the original model of Figure 4.1. ܴ௦௨௕ is 

modelled similarly using Ohms law in Figure 4.11.e. 

All nonlinear capacitances in Figure 4.11.a, b, c and f are represented as voltage controlled 

capacitances using their extracted values. Their currents are defined using the differential 

equation ݅஼ୀ஼ሺௗ௩಴\ௗ௧ሻ where the weighting function of 1 in the output current (I[3,1]) 

represents a differentiation which is predefined in the SDD. For ܥ௚௦  in Figure 4.11.a, the 

differentiation of _v3 is performed in I[3,1]=_Cgs*_v3. This is the small signal voltage 

connected in the top hierarchy across Cgs. This is achieved by connecting one of the terminals 

in port 3 to the gate and the other to Rs, again in order to exclude the voltage drop across 

Rs. All other capacitors are modelled similarly. For ܥ௚ௗ in Figure 4.11.b, one of its port 3 

terminals is connected to the gate and the other to the drain. Port 3 of Cjd in 

Figure 4.11.c is connected between the drain and Rsub and for Cds in Figure 4.11.f 

between the drain and Rs.  
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 Figure 4.12 complete SDD model with all intrinsic and extrinsic components 

The whole model of Figure 4.12 was reconstructed by comparison to the original small signal 

model of Figure 4.1. This is a straightforward process and is a further evidence to the simplicity 

of this method. What needs to be noted is the importance of the DC feeds (very high 

inductances) and the DC blocks (very high capacitances) in the model. These insure the model 

operates as a truly nonlinear one. In order for the model to be truly nonlinear, values of 

nonlinear parameters in the model should be variable subject to the input power superimposed 

on the DC bias as well as to the bias level itself. DC Block 1 and DC Block 2 isolate the 

input and output terminations from the DC supply. DC Feed 1 and DC Feed 2 prevent the 

AC component of the signal at the terminals from being shorted through the DC supply. The 

combination of the DC bias and the AC power superimposed on it is the voltage used for 

controlling which values of the interpolated table are used. This voltage is set on the controlling 

ports (port 1 and port 2) of all the SDDs representing the transistor’s nonlinear 

parameters. In this way, the value selected from the table will depend on the input power, 

making the model truly nonlinear. DC Block 3 and DC Block 4 prevent the DC 

component from being passed to the RF input ports of all the SDDs. Finally DC Blocks 5, 6, 

7 and 8 prevent the DC component produced from the differentiation in the capacitor models 

from going through the RF input ports of other parameters in the model. 
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4.3.1.2 Model Verification 

Figure 4.13 shows S-parameter test results from 50MHz to 10GHz of the model and the 

modelled transistor at single bias point. The quality of the match is clear. 

 
 Figure 4.13 S-parameter test results of the transistor model and the modelled transistor 
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over all the swept input power values of this test for both the modelled transistor and the 

transistor model. As can be seen the model output matches the transistor output even beyond 

compression which means its non linear behaviour and hence its nonlinear representation is 

accurate. 
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(b) 

 Figure 4.14 One-tone Harmonic Balance test results of the model (a) Fundamental tone 
and (b) Third harmonic 

The main disadvantage of this representation is that the model is not very reliable in harmonic 

balance simulations. At some levels of bias, no convergence is achieved and matching harmonic 

content becomes more unreliable when the transistor is biased near the limits of the table. It was 

also observed that the higher the input power, the more difficult convergence becomes. This is 

because a high input power will introduce a bigger voltage swing in the output and may lead to 

saturation in the table (reaching the end point of the data provided in the table), in which case 

the data in the table is extrapolated by the DAC and, inevitably, errors are introduced.  
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effect on current from ݃௠ and ݃ௗ௦ must be obtained. This requires accurate knowledge of the 

transistor threshold voltage in order to determine the exact point at which it reaches its 

saturation region of operation. There exist numerous methods to extract the value of threshold 

voltage that have been proposed in the literature; many of these methods were reviewed in 

[Conde 2002]. The authors compared the available methods by applying them to the same 

transistor and discussing their performance in terms of both the obtained result and ease of use. 

After careful examination of available threshold voltage extraction methods, the Extrapolation 

in the Linear Region (ELR) method presented in [Schroeder 1998] and [Terada 2001] among 

others was chosen for this thesis work. It was the easiest and fastest to apply and also lead to an 

average result among other methods when applied to the same transistor in the work of [Conde 

2002]. Appendix A.2 describes the ADS data display window coded functions designed to 

automate the process of generating separate ݃௠-related and ݃ௗ௦-related current characteristics 

for the transistor. 

 Accurate ࢀࢂ Extraction 

ELR works by finding the gate voltage axis intercept of the linear extrapolation of the ܫ஽ௌ-ܸீ ௌ 

characteristics at its maximum first derivative (slope) point [Conde 2002], i.e. maximum ݃௠ 

point when the transistor is operating in the linear region. In order to enhance accuracy and 

enable reusability, it was decided to do this automatically. In Figure 4.15 the transconductance, 

 ݃௠, is plotted against ܸீ ௌ when the transistor is in the linear region with ஽ܸௌ set to 10mV. As 

shown in the marker readout, the maximum ݃௠ occurs at ܸீ ௌ = 0.78V. Appendix A.2.1 

describes the coded functions used to automatically implement the ELR method based on this 

maximum ݃௠ point.  

 
Figure 4.15 ࢓ࢍ against ࡿࡳࢂ in the linear region when 10 = ࡿࡰࢂmV 
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Figure 4.16 shows the linear extrapolation of maximum ݃௠ point, crossing the ܸீ ௌ axis in a 

straightforward implementation of the ELR ்ܸ extraction method. 

 
Figure 4.16 Linear extrapolation of maximum ࢓ࢍ point 

In Figure 4.17, the graph in Figure 4.16 is zoomed around the point where the linear 

extrapolation crosses the ܸீ ௌ axis showing that the transistor’s threshold voltage is exactly 

0.52V.  

 
 Figure 4.17 The cross point of the linear extrapolation with ࡿࡳࢂ axis 
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However, as it is not possible to split the two contributions in the linear region, the split is done 

in this way so that when these two currents are added in the model, the current characteristics of 

the transistor are reconstructed. Also, this work aims to operate the transistor in the saturation 

region in which the split is valid. 

As before, the obtained ܫ௚೘ and ܫ௚೏ೞ  are stored in data tables accessed through a DAC where the 

DAC also performs interpolation on the data when required. It was found, as with the extracted 

values, that the more detailed the data in the table, the more accurate the model, especially in 

harmonic balance tests where variable input power is involved. That is because less 

interpolation error is introduced.  Manually calculating the saturation point of every ܸீ ௌ curve 

and subsequent ݃௠- and ݃ௗ௦-related currents would be very time consuming especially when 

higher accuracy and wider range are required, and can also easily lead to errors, hence 

unpractical. As with the parameter extraction, this process was programmed to take place almost 

automatically using coded functions implemented in Data Display Window equations. 

Appendix A.2.2 fully describes the automation of this process. 

 

Figure 4.18 shows the obtained ܫ௚೘ and ܫ௚೏ೞ  currents. As can be seen, ܫ௚೘ is equal to ܫ஽ௌ up to 

the saturation point and then becomes constant with respect to ஽ܸௌ. ܫ௚೏ೞ  is zero up to the knee 

point and then gradually increases as ஽ܸௌ increases. 

 

 
 Figure 4.18 Extracted ࢓ࢍࡵ  and ࢙ࢊࢍࡵ at one value of ࡿࡳࢂ 
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Figure 4.19 shows selected curves of the generated ܫ௚೘- ஽ܸௌ characteristics which will represent 

the transconductance, ݃௠, in the transistor model. 

 
Figure 4.19 ࢓ࢍࡵ

 curves ࡿࡳࢂ current characteristics for a number of ࡿࡰࢂ-

Because the code described in Appendix A.2.2 takes care at every step of retaining the 

dependency on the swept values of ܸீ ௌ and ஽ܸௌ, it is highly adaptable. This method can be used 

with any transistor for any range of terminal voltages and with any degree of accuracy. The 

produced ܫ௚೘ and ܫ௚೏ೞ  current data are automatically transferred to data tables using data export 

equations in a similar fashion to the way the extracted model’s parameters were exported.   

4.3.2.2 Model Construction and Verification 

Figure 4.20 shows the SDDs of ܫ௚೘ and ܫ௚೏ೞ . As can be seen, they are modelled directly as 

current sources from the table. In Figure 4.21, the whole model is constructed.  

 
 Figure 4.20 SDDs of ࢓ࢍࡵ
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Figure 4.21 Complete SDD structure of Model 2 

As with the first model, this new model was verified in both S-parameter and harmonic balance 

simulations. The S-parameter simulation obtained the same good matching results of the first 

model, but rather than presenting them again, the Z-parameters are presented instead. As shown 

in Figure 4.22, there is an excellent match between the Z-parameters of the model and the 

modelled transistor. 

 
Figure 4.22 Z-parameters of the model and the modelled transistor for Model 2 
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In harmonic balance, this model performs much better than the first model. The simulation 

converges at much wider range of bias voltages and the accuracy of the match with the 

modelled transistor is much better. Figure 4.23 shows an example where the harmonic balance 

test was performed over input powers ranging only from -10 to 15dBm to study more closely 

the behaviour of the model around compression where the transistor enters its nonlinear 

operation region. As can be seen, there is a good match between the model and the modelled 

transistor in both the fundamental and third harmonic components produced over the range of 

input powers. 

 
(a) 

 
(b) 

 Figure 4.23 One-tone Harmonic Balance test results of Model 2 
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the quantification results. 
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4.4.1 Third Method – Currents and Charge Sources (Model 3) 

In this third representation, transistor capacitances are modelled as voltage-controlled charge 

sources rather than as voltage-controlled capacitances as in the previous two models. 

4.4.1.1 Model Development – Generating Charge Sources 

When a DC voltage is applied across the terminals of a capacitor, the capacitor takes time to   

charge. At the steady state, when the capacitor is fully charged, the charge on the capacitor can 

be obtained by  

ܳ஼ ൌ න ܸ݀ܥ

௏ವ಴

଴

 (4.10)

where ஽ܸ஼ is the DC voltage applied across the capacitor. The current due to the charge can then 

be found from dtdQi C /= , hence the 1 (differentiation) in I[3,1]=Qgs of the SDDs in 

Figure 4.27, as previously explained in Section 4.3.1.1.  

The integrations for ܳ௚௦, ܳ௚ௗ, ܳௗ௦ and ܳ௝ௗ are performed as detailed in Equations (4.11), 

(4.12), (4.13) and (4.14), respectively. 

ܳ௚௦ ൌ න ௚௦ሺܥ ஽ܸௌ, ܸீ ௌሻܸ݀ீ ௌ

௏ಸೄሺሺభሻ:ሺ೘ሻሻ,௏ವೄሺ೙ሻ

଴,௏ವೄሺభሻ

 (4.11)

 

ܳ௚ௗ ൌ න ௚ௗሺܸீܥ ௌ, ஽ܸௌሻܸ݀ீ ஽

௏ಸವሺሺభሻ:ሺ೘ሻሻ,௏ಸೄሺ೙ሻ

଴,௏ಸೄሺభሻ

 (4.12)

 

ܳௗ௦ ൌ න ௗ௦ሺܸீܥ ௌ, ஽ܸௌሻ݀ ஽ܸௌ

௏ವೄሺሺభሻ:ሺ೘ሻሻ,௏ಸೄሺ೙ሻ

଴,௏ಸೄሺభሻ

 (4.13)

 

ܳ௝ௗ ൌ න ௝ௗሺܸீܥ ௌ, ஽ܸௌሻ݀ ஽ܸௌ

௏ವೄሺሺభሻ:ሺ೘ሻሻ,௏ಸೄሺ೙ሻ

଴,௏ಸೄሺభሻ

 (4.14)

In Equations (4.11) to (4.14), all intrinsic capacitances are nonlinear, depending on ܸீ ௌ and ஽ܸௌ.  

݊ and ݉ represent the maximum simulated voltages; their definition is specific for each 

equation, as explained below 
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For ܥ௚௦ in Equation (4.11), the full range of simulated drain voltages can be written as 

஽ܸௌሺೣሻwhere ݔ ൌ 1: ݊ and the full range of simulated gate voltages can be written as ܸீ ௌሺ೤ሻ 

where ݕ ൌ 1: ݉. The full range of extracted ܥ௚௦ values can then be written as ܥ௚௦ሺೣ,೤ሻ . To 

determine ܳ௚௦ in Equation (4.11), ܥ௚௦ is integrated with respect to ܸீ ௌ, the voltage across its 

terminals. Starting at ஽ܸௌሺభሻ (the first simulated value of ஽ܸௌ), a function is first generated to 

define the relationship between ܥ௚௦ሺభ,೤ሻ  and ܸீ ௌሺ೤ሻ . The integration is then performed from 0 to 

ܸீ ௌሺ೤ሻ, starting with ܸீ ௌሺభሻ (the first simulated value of ܸீ ௌ) to determine ܳ௚௦ሺభ,భሻ and repeated 

until ܸீ ௌሺ೘ሻ (the last simulated value of ܸீ ௌ) to determine ܳ௚௦ሺభ,೘ሻ. All this is then repeated for 

the rest of the simulated values of ஽ܸௌ until ஽ܸௌሺ೙ሻ. Similar analysis applies to the rest of the 

charge sources in Equations (4.12), (4.13) and (4.14). 

Looking at Figure 4.24 of the transistor model, it is important to establish the exact potential 

across a given capacitor for integration, as explained below. 

 
 Figure 4.24 The exact voltage applied across a capacitance in the Model 

Taking for example ܥ௚௦, the external ܸீ ௌ (eVgs) is not equal to the internal ܸீ ௌ (iVgs). At the 
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and eVG equals iVG. But there is current through ܴ௦, hence iVS in not equal to eVS. Therefore, 

to integrate with respect to the voltage across ܥ௚௦, the voltage drop across ܴ௦ has to be taken 

into consideration. Similarly, the voltage drop across ܴௗ has to be taken into account to 

accurately calculate ܸீ ஽, the voltage drop across ܥ௚ௗ. For ܥௗ௦, the voltage drop across both ܴௗ 

and ܴ௦ must be taken into account. It is the same case for ܥ௝ௗ since there is no DC current in 

ܴ௦௨௕ as ܥ௝ௗ is open circuit at the steady state.  

As an example of how significant the difference between the internal and external terminal 
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calculate the exact voltage across the capacitances by taking into account the current in the 

terminal resistances. VGG is the DC voltage applied to the gate (equivalent to eVgs in Figure 

4.24) and VS is the voltage drop across the source resistance. As expected, VS increases as the 

gate voltage increases, leading to a larger difference between VGG and VGS (equivalent to iVgs 

in Figure 4.24).  

 
Figure 4.25 Error in integrating voltage for ࢙ࢍ࡯  

As an example to demonstrate the significance in the mismatch between the model and the 

transistor this difference in the integrating voltages can cause, Figure 4.26 shows two simulation 

results for S12 at two different bias points. This simulation was performed when the charge 

sources of the capacitances were produced by integrating the capacitances with respect to the 

external terminal voltages. As shown in Figure 4.26, the higher the operating point the larger the 

mismatch. This is because a higher operating point means larger current, leading to more 

voltage drop across the terminal resistances, hence larger difference between the internal and 

external terminal voltages. 
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(b) 

Figure 4.26 Mismatch in S21 between model and transistor and small and large operating points (a) 
VGG=0.5V, VDD=1V, (b) VGG=1V, VDD=4V 

It is also important to observe the relevance between listing the charge source values (produced 

from integration with respect to the internal terminal voltages) against the external or internal 

terminal voltages in the data table, and connecting the SDD’s voltage control ports to the 

external or internal terminal voltages of the transistor. This is demonstrated in Figure 4.27. If 

the table lists the charges against the external terminal voltages, the SDD connections should 

follow, as shown in Figure 4.27.a. However, if the charges in the table are listed against values 

of internal terminal voltages, the controlling ports of the SDD should be connected after the 

terminal resistors and not directly to the voltage sources as shown in Figure 4.27.b. Otherwise, a 

serious error may be introduced. 

     
(a)                                                                                 (b) 

Figure 4.27 SDD connection and table representations with (a) external and (b) internal voltages 
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left as in Model 2. A yet unexplainable problem caused severe fitting problems when these two 

components were represented by their voltage-controlled charge sources. But this is not going to 

significantly affect the quantification procedures since quantification will not involve these two 

capacitances, as discussed earlier in Section 4.2.2. 

Convergence in harmonic balance simulations was much easier to obtain and extended to a 

much wider range of bias voltages with this model. This can be related to the number of 

operations the harmonic balance simulator has to perform in the representation of the 

capacitances. In models 1 and 2, the current in the capacitances was represented by ݅ ൌ

ሺ݀ܥ ௖ܸ/݀ݐሻ which meant the harmonic balance simulator had to constantly perform two 

operations, differentiation and multiplication, as the input power changed. With this 

representation, the integration described above was performed externally, in Matlab, and the 

charge source values were put in data tables for the model, which meant only one operation, 

differentiation, had to be constantly performed. 

4.4.2 Linearising Model’s non-Linear Parameters 

This section discusses the methods used to obtain linear representations of the nonlinear 

parameters in the transistor model. Linearising nonlinear elements of the transistor implies that 

the resulting model’s characteristics are not a real representation of the original transistor but of 

an assumed transistor where the nonlinear parameter is made linear. As will be shown, every 

effort is taken to try to ensure that the linearisation mechanism will have minimal effect on the 

fundamental output of the transistor but will affect more its nonlinear performance. These linear 

representations of the model parameters will be used in the quantification process by switching 

the representation of the model’s parameters between their linear and nonlinear representations.  

4.4.2.1 Linearising the Transconductance, ࢓ࢍ 

The transconductance, ݃௠, is essentially a voltage-controlled current source which describes the 

change in the small signal drain current with respect to the small signal gate-to-source voltage. 

Therefore, when considering the linearisation of the transconductance, two issues must be kept 

in mind. 

• In order to correctly model ݃௠, linearly or nonlinearly, variance has to be present.  

Therefore, replacing the SDD representing the current characteristics with a current 

source at single value (that of the respective operating bias point) or inserting the 

respective current value in the SDD as a single number are not valid methods of 

linearisation, because no change is presented, and hence ݃௠ is not modelled. 
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• Also, it is well known that a voltage-controlled current source produces harmonics only 

if its current nonlinearly varies with its controlling voltage. If the current linearly varies 

with the controlling voltage, no harmonics are produced. The situation is different with 

nonlinear capacitances, as will be discussed. 

In light of these two realities, and bearing in mind that the linearisation should not affect the 

fundamental output of the transistor but only its nonlinear distortion, there are two options for 

linearising the model’s transconductance: Either by using a voltage controlled current source 

(such as the VCCS component from the ADS library) and setting its ݃௠ to its value at the 

respective operating bias point, or by linearising the current characteristics’ data table. These 

two options can be discussed as follows: 

 Single-࢓ࢍ VCCS 

This method satisfies the variance condition in modelling the transconductance since ݃௠ itself 

describes the change in ݅஽ௌ with respect to ீݒௌ. Also, since there is only one value of ݃௠ at any 

input power, this change is linear. However, while a good S-parameter match can be obtained 

with this (since this value of ݃௠ will be valid around close proximity of the bias point due to the 

very small signal used in the S-parameter test), the problem with this method is at high input 

power. When the input power significantly changes, the value of ݃௠ set in the VCCS will no 

longer be valid and hence the fundamental output of the model is not expected to match that of 

the original transistor. This is because the total input voltage will expect to see another ݃௠ value 

form the table which no longer exists. This is demonstrated in Figure 4.28 which was produced 

by replacing the ܫ௚೘table representing the transconductance in the model with a VCCS (from 

the ADS component library) set to the correct ݃௠ value at the corresponding bias point. As can 

be seen, there is a good match between the fundamental output of the model and the transistor at 

low input power, but as the input power increases, the fundamental output of the model deviates 

further from the transistor’s fundamental output. 
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Figure 4.28 Error in the model’s fundamental output when using 
single-࢓ࢍVCCS for linearisation 

 Linearising the ࢓ࢍࡵ  current table 

Linearising by changing the data in the ܫ௚೘ table works by changing the current level in each 

ܸீ ௌ curve of the current characteristics in Figure 4.19 when the transistor is in saturation. This 

ensures variance of ݅஽ௌ with ீݒௌ and also, if properly done, esures that this change is linear. 

This method overcomes the drawback of the VCCS method in that several characteristic curves 

at different levels will be presented from which ݃௠ is to be extracted, hence ݃௠ no longer has a 

single value. The strategy, as will be described in detail below, is to use the original nonlinear 

ீܸ .௚೘ vsܫ ௚೘ data table to plotܫ ௌ at the highest value of ஽ܸௌ in the table, as shown in Figure 

4.29, choose a ܸீ ௌ bias point and plot a tangent of the ܫ௚೘- ܸீ ௌ characteristics at this point. The 

new values of the current in saturation are then taken from the linear tangent line rather than 

from the original characteristic line, as will be seen.  

 
Figure 4.29 ࢓ࢍࡵ

࢓ࢍࡵ characteristics obtained from nonlinear ࡿࡳࢂ-
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Similar to the extraction of transistor parameters, this linearisation method was designed with 

full automation, adaptability and reusability in mind. The user can simply change two variables 

(the gate and drain bias points) and the new linearised current characteristics are automatically 

recalculated. Appendix A.3 details the data display window coding used to perform this 

procedure. 

 
Figure 4.30 Nonlinear and linear ࡿࡳࢂ-࢓ࢍࡵ characteristics (in saturation) 

The new ܫ௚೘-ܸீ ௌ curve shown in Figure 4.31 assumes a different characteristics for a 

transistor that switches on suddenly at its exact ்ܸ, not in the normal fashion where the 
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only after saturation which is far beyond this point. In Figure 4.31, a single VGS curve is 

selected to demonstrate how the current is changed. With this value of ܸீ ௌ, the transistor 

saturates at ஽ܸௌ of 2.3V. From this point forward, the current is replaced by its new value, as 
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Figure 4.31 A sample ࡿࡳࢂ curve in linear and nonlinear ࡿࡰࢂ-࢓ࢍࡵ characteristics 

As demonstrated in Appendix A.3, the coded functions used in linearising the ܫ௚೘ current 

ensure at every step the retaining of the dependency on the swept values of ܸீ ௌ and ஽ܸௌ, making 

the procedure accurately adaptable to any device and easily applicable by the designer for any 

accuracy required. The new linearised ܫ௚೘-ܸீ ௌ characteristics, along with the original nonlinear 

characteristics are shown in Figure 4.32 for few ܸீ ௌ curves to demonstrate the changes. Note 

that the actual work was done on ܸீ ௌ steps of 0.05V for increased accuracy. Now the 

relationship between the current levels in saturation and their respective ܸீ ௌ curves is linear.  

 
Figure 4.32 Linearised and nonlinear ࡿࡳࢂ-࢓ࢍࡵ characteristics  
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to be changed from its saturation point forward, but only once. However, observing Figure 4.33 

reveals that this is not the case. Taking the curve of ܸீ ௌ=2.9V as a simple example, the current 

level first changes when the transistor saturates at ஽ܸௌ=2.35V, but then it changes again at 

஽ܸௌ=2.6V which is the same point at which the upper curve (ܸீ ௌ=3V) saturates and changes. 

The lower curves (ܸீ ௌ=2.8, 2.7 and 2.6V) follow the same route, each with all the curves above 

it. But this does not happen to the ܸீ ௌ curve at ܸீ ௌ=2.5V. This phenomenon is due to the 

interpolation. Since the simulated step is 0.25V, the curves at ܸீ ௌ=2.5, 2.75 and 3.0V have their 

data available in the table. What is between them is interpolated, and the observed error is due 

to the way the interpolation works. The straightforward solution to minimising this error is to 

use many more data points. As discusses earlier in this chapter, this can be very time consuming 

and may lead to errors, hence automation is needed. 

 
Figure 4.33 Interpolation error in linearising ࢓ࢍࡵ  when only few sweep point are used 

For most accurate results, the produced model with the linear ܫ௚೘ should be biased at the same 
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(a) 

 
(b) 

Figure 4.34 Fundamental output of (a) ࢓ࢍ-linearised model and (b) original nonlinear model 
 
4.4.2.2 Linearising the Output Conductance 

The output conductance, ݃ௗ௦, is linearised by changing its representation to a voltage controlled 

resistor as described for Model 1 in Section 4.3.1.1, and using the corresponding value of ݃ௗ௦  

extracted at the respective bias point where the quantification test is being performed.  

4.4.2.3 Linearising the Capacitances 

While the current of a voltage-controlled current source has to be nonlinearly variant with its 
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has to have a single value at any applied external voltage. For the purpose of quantification in 
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1- By replacing the SDD representing the nonlinear capacitance with a single value 

capacitor from the library. This is an easy and straightforward option, but it lacks the 

benefits of representing capacitance as charge sources as discussed earlier. 

2- If the capacitance it to be represented as a charge, non-variance can be achieved by 

changing the SDD’s table, copying the charge value at the operating bias point to all 

other values of VGS and VDS in the table. 

The first option was adopted in this work due to its simplicity and straightforwardness.  

4.4.3 Quantification Results and Discussion 

The bias point and the range of input powers used in quantifying the nonlinear distortion from 

the transistor’s nonlinear elements are crucial to the validity of the quantification process, and 

its results. Broadly, it is recommended that very high input powers should not be used, that is 

due to three reasons. First, it is important that the transistor operates in the area where the ܫ௚೘- 

௚೏ೞܫ  separation discussed in Section 4.3.2.1 is valid, i.e. the input power signal swing should not 

take the operation of the transistor to the linear region. Otherwise, it will enter the region where 

the representation of the transconductance and output conductance is combined. The choice of 

the bias point also helps avoiding this by biasing the model far from the linear region. Also, the 

operation of the transistor needs to be confined to the area where the interpolation error of the 

linearised ܫ௚೘ (discussed in Section 4.4.2.1) does not come into effect. This can lead to 

inaccuracy and introduce errors. Finally, very high input powers will make the single values 

used for linearising the output conductance and capacitances no longer valid, as it will push the 

transistor far from its bias point and can corrupt the result. Also, the input power should not be 

very small since that makes the effect of interpolation (present in any data table as required by 

harmonic balance simulation) more significant. Bearing these points in mind; some analysis was 

done on the linearised model to study its reaction to very large and very small input powers. 

This analysis lead to choosing to carry the quantification process at the moderate input power 

range of -25 to -5dBm 

In Figure 4.35, some quantification results are presented to demonstrate the viability of the idea 

of quantifying the contribution to distortion from nonlinear elements through nonlinear 

modelling. These are based on switching on and off single or combinations of nonlinear 

parameters. An s-parameter test was done every time to verify the small signal operation of the 

modified model. 
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(a)                                                                                   (b) 

 
(c)                                                                               (d) 

 
(e)                                                                                (f) 

Figure 4.35 Results of quantification of nonlinear distortion (a) ܛ܏۱ ,ܛ܌܏ ,ܕ܏ and ۱܌܏ nonlinear. (b) 
 ܛ܏۱ ,ܛ܌܏ ,ܕ܏ nonlinear. (d) ܛ܌܏  ,linear ܌܏and ۱ ܛ܏۱ ,ܕ܏ linear. (c) ܌܏and ۱ ܛ܏nonlinear, ۱ ܛ܌܏ and ܕ܏

and ۱܌܏ linear. ሺeሻ ܕ܏ nonlinear, ܛ܏۱ ,ܛ܌܏ and ۱܌܏ linear. ሺfሻ ܛ܏۱ ,ܛ܌܏ ,ܕ܏ linear, ۱܌܏ nonlinear. 

In Figure 4.35.a, all elements are nonlinear. ݃௠ and ݃ௗ௦ are represented by their nonlinear data 

tables, while ܥ௚௦ and ܥ௚ௗ are represented by their charge source tables. As expected, almost 

identical IMD3 product over the simulated input power range is produced from the transistor and 

the model. In Figure 4.35.b, ݃௠ and ݃ௗ௦ are nonlinear but ܥ௚௦ and ܥ௚ௗ  are linearised by 

replacing each table with a capacitor, setting it to the corresponding value extracted at that bias 

point, following the method proposed in Section 4.4.2.3. Note that there is almost no difference 

between the IMD3 product of the transistor and the model indicating that the contribution from 

these capacitances to the nonlinear distortion is minimal. Therefore, in the results of Figure 

4.35.c to Figure 4.35.e, the representation of the capacitances is left linear to study the effect of 

a linear or nonlinear ݃௠ and ݃ௗ௦ on the total IMD3 distortion. In Figure 4.35.c, ݃௠ is linearised 

using the technique presented in Section 4.4.2.1 but ݃ௗ௦ is still represented by its nonlinear 

current table. A reduction in IMD3 of about 15dBm can be observed. In Figure 4.35.d, both ݃௠ 
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and ݃ௗ௦ are linearised. ݃ௗ௦ is linearised according to the method described in Section 4.4.2.2. 

Note that in Figure 4.35.d the reduction in IMD3 is much greater than in Figure 4.35.c reaching 

45Bm at maximum. However, in Figure 4.35.e when ݃௠ is nonlinear and ݃ௗ௦ is linear, no 

reduction in IMD3 is observed. The results in Figure 4.35.c and Figure 4.35.d in comparison 

with Figure 4.35.e present an interesting observation. While the contribution of ݃ௗ௦ nonlinearity 

is obvious when comparing Figure 4.35.c and Figure 4.35.d, Figure 4.35.e suggests that this 

contribution is only significant when ݃௠ is linear. When ݃௠ is nonlinear, its nonlinearity 

dominates and the effect of a linear ݃ௗ௦ on reducing IMD3 is insignificant. A similar observation 

can be made from the result in Figure 4.35.f. In this test, all nonlinear elements are set as they 

were for the result in Figure 4.35.d except ܥ௚ௗ which is made nonlinear using its voltage-

controlled charge sources table. Note that even though Figure 4.35.b shows no reduction in 

IMD3 as a result of linearising ܥ௚ௗ, comparing the results in Figure 4.35.f with that of Figure 

4.35.d reveals that a notable increase in IMD3 resulted from making ܥ௚ௗ nonlinear. 

These quantification results reveal the validity of the process of quantifying nonlinear distortion 

through transistor nonlinear modelling where each nonlinear element is independently 

represented. They also represent the effectiveness of the linearisation techniques proposed. 

However, these results also show that there is a strong correlation between the nonlinearities in 

the transistor. This raises the necessity for improving this method by maintaining separate 

representation of each nonlinear element while also accounting for the correlation between these 

nonlinearities. 

4.5 Summary 

This chapter presented a new concept in table-based nonlinear modelling where each nonlinear 

parameter was individually represented. It also introduced a set of automation procedures aimed 

at reducing the time taken for extracting the model parameters and organising them in relevant 

tables. The chapter also discussed and presented results for quantifying the contribution to 

distortion from various nonlinear elements in the model, based on a proposed superposition 

method. 

The chapter first started by discussing and examining several CMOS transistor models proposed 

in the literature for suitability to be used with the UMC 180nm RFCMOS transistor. It then 

presented a set of procedures aimed at automating the extraction of the model parameters at 

several bias points, which was necessary for forming the nonlinear model. The automation was 

based on embedding parameter extraction equations in coded functions in the ADS data display 
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window and organising them using sweep index manipulations to maintain dependence on the 

swept gate and drain voltages, in such a way that all parameters are automatically recalculated 

as the terminal voltages change.  

Following that, three different models were presented. The difference between them was in how 

the transistor nonlinear parameters were modelled. In the first model, the transconductance was 

represented as a voltage controlled conductance. The output conductance was converted and 

represented as a voltage controlled resistance. The current in both the transconductance and 

output conductance was modelled as a voltage-controlled current source. Model capacitances 

were represented as a voltage-controlled capacitance. Their current was modelled using their 

current differential equation. This model produced good fit in S-parameter simulations but was 

difficult to converge in harmonic balance simulations. The second model represented the 

capacitances as in the first model, but changed the representation of the transconductance and 

output conductance to be extracted from the transistor current characteristics. For this, a method 

was developed to separately define the current due to the transconductance and that due to the 

output conductance in the saturation region. That is in order to make the model suitable for 

nonlinear quantification from these two different sources of nonlinearity. This method was also 

automated in order to enhance accuracy by enabling the use of many data points. The resultant 

model converged better in harmonic balance simulations than the first model. In order to 

enhance convergence further, and make the model more robust in harmonic balance simulations, 

a third model was developed in which capacitances were converted to charge sources. The 

significance of identifying the exact potential across the capacitance for this purpose was 

demonstrated. 

Subsequently, quantification of the nonlinear contribution from various nonlinear elements was 

discussed by first discussing methods of linearising the characteristics of the nonlinear elements. 

An automated method used to linearise the characteristics of the transconductance current, the 

biggest distortion contributor was presented and discussed. After applying the super position 

method, some quantification results were presented to demonstrate the validity of quantifying 

nonlinear distortion through nonlinear modelling. The discussion of the results highlighted how 

this method may be improved by including the correlation between various nonlinearities.



 
 
 
 
 
 
 
 
 
 

 

Chapter 5 LOW POWER, LOW NOISE AND POWER 
AMPLIFIERS: DESIGN AND OPTIMISATION 

5.1 Introduction 

In Chapter 2, the importance of the Low Noise Amplifier (LNA) as the first component in the 

receiver chain was discussed. This chapter looks more closely at low power LNAs in terms of 

their design and optimisation. It proposes a new design methodology for power-constrained 

LNAs and investigates the implications of increasing the input power of a commonly used LNA 

architecture in an attempt to make the amplifier capable of performing Power Amplifier (PA) 

functionality for low power standards as well as the low noise amplification. 

 First, a review of the available LNA topologies is presented and reasons are stated for choosing 

one for this dual functionality LNA/PA design. A review of current LNA design approaches is 

then provided and the limitations of these approaches are highlighted. This is followed by 

examination of some results of recently published LNA designs and discussion of the 

techniques employed to reach these performance levels. These topics are covered in Section 5.2.  

Due to their complexity, no variable gain techniques have been considered for the amplifier 

design, instead, the proposed design methodology presents a route through which a designer can 

obtain the best linear performance through optimisation and employing the most suitable 

linearisation techniques available for a given technology under the constraint of power 

consumption. For this, the linearity of amplifiers is discussed in Section 5.3 with particular 

emphasis on the nonlinear performance and linearisation techniques suitable for an LNA 

intended for low power applications.   

Section 5.4 presents a unique and comprehensive investigation of how amplifier negative 

feedback affects the production of distortion components. The analysis, which is based on 

mathematical substitutions of harmonic and intermodulation products of several orders of 

nonlinearity, looks at how the negative feedback of particular components produced from 

single-order nonlinearities can produce intermodulation products if mixed with the fundamental 
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frequency and placed under another order of nonlinearity. Results reveal that previously 

unknown components can cause significant contributions to 3rd-, 5th- and 7th-order 

intermodulation products. 

The proposed LNA design methodology is presented in Section 5.5. This begins with an outline 

of the novelty of the methodology, and how it can aid the designer through the design process. 

Following that, individual aspects of the design methodology are described in more detail. The 

section concludes by demonstrating the viability of the approach using a design example. 

5.2 Low Noise Amplifier Architectures and their Design 

The design strategy of the LNA/PA amplifier is to select a suitable LNA topology on which the 

design would be based, and then study ways of increasing the dynamic range of the amplifier 

through linearisation and improved design methodology. This section provides a targeted 

review of LNA architectures and LNA design approaches to give clear insight into the issues 

involved in such an approach. 

5.2.1 LNA Architectures 

This section discusses amplifier topologies for consideration in the LNA/PA design. Available 

choices are examined first, followed by discussion of the reasons for choosing the cascode 

inductor-degenerated architecture. 

5.2.1.1 Topology Choices 

In order to consider existing LNA topologies, the three basic single-transistor amplifier stages; 

the common-drain, the common-gate and the common-source, are first discussed as possible 

candidates of the first stage of the amplifier. In addition to the gain that each stage can provide, 

there are two other important issues to consider; namely, how the stage can be matched to the 

antenna, and the likely noise performance.  

 Common Drain 

A simplified common-drain amplifier is shown in Figure 5.1. A common-drain amplifier has its 

input from its gate and its output taken from its source. The common-drain amplifier provides 

less than unity voltage gain with low output impedance. Because the output current (at the 

source) is very large in comparison to the input current, the common-drain amplifier can 

achieve high power gain, sufficient to reduce the significance of the noise figure of subsequent 

stages in the receiver system as discussed in Section 2.5.1. However, the severe drawback of 

this topology is that a large input voltage swing is required to turn on the transistor, hence a 
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push pull stage would typically be used for both half cycles. The requirement of high voltage 

swing at the input is an option that does not exist for an LNA since the incoming signal is 

usually very weak. Therefore, the common-drain configuration is eliminated as a possible 

option for the first stage of an LNA design. 

 
 Figure 5.1 A typical common-drain amplifier 

 Common Gate 

A simple common-gate amplifier is shown in Figure 5.2. A common-gate amplifier has its input 

from the source and its output taken from the drain. 

 
 Figure 5.2 A typical common-gate amplifier 

A known disadvantage of a common-gate amplifier is its low input impedance. The input 

impedance of a common-gate stage is typically 1 ݃௠⁄  where ݃௠ is the transconductance of the 

MOSFET. For impedance matching, this is required to be equal to the source impedance which 

is normally 50 Ohms for an LNA following a typical antenna. This matching can be very 

difficult to attain. Additionally, while ݃௠ of a MOSFET depends on its dimension and biasing, 

the noise figure (NF) for this stage can be expressed as [Ge 1998]. 

ܨܰ ൌ 1 ൅
ௗ௢݃ߛ ൅ ௚݃ߜ

݃௠
 (5.1) 

݃ௗ௢, ݃௚, ߛ and ߜ have been defined in Section 2.5.2.  

If ݃௠ is fixed for a given power consumption (i.e. biasing + dimensions), then the noise factor 

cannot be minimised. However, since ݃௠ ൌ ሺܸீܭ2 ௌ െ ்ܸ ሻ, ܸீ ௌ can be varied to alter ݃௠ and 
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optimise the noise figure. But because lower noise figure needs higher ݃௠ according to (5.1) 

and higher ݃௠ requires higher ܸீ ௌ, this will lead to an increase in power consumption. 

Furthermore, assuming matched conditions, a common-gate stage with its 1 ݃௠⁄  input 

termination results in a minimum noise factor for the MOS device given by (5.2) [Shaeffer 

1997] 

ܨܰ ൌ 1 ൅
ߛ
 (5.2) ߙ

where ߙ ൌ ݃௠ ݃ௗ଴⁄ . In short channel devices, due to short channel effects ߙ ൑ 1 and due to 

excess thermal noise from hot electrons ߛ ൒ 2 3⁄ ߙ)  ൌ 1 and ߛ ൌ 2 3⁄  for long channel 

devices). This yields a minimum theoretically achievable noise figure of around 3dB, which will 

be higher in practice. This noise factor is high for an LNA if the sensitivity of the receiver is 

required to be -80dBm as is the case in the ZigBee standard. Thus, implementing a common-

gate configuration as the first stage of an LNA is not recommended.  

 Common Source 

A simplified common-source amplifier is shown in Figure 5.3. A common-source amplifier has 

its input at the gate with its output taken from the drain. The common-source amplifier has high 

voltage gain and high input impedance. There are several techniques to match a common-source 

amplifier to the input impedance.  

 
Figure 5.3 A typical common-source amplifier 

The first employs a resistive termination of the input port as shown in Figure 5.4. Although this 

is a convenient and easy way to provide 50Ω real impedance, the use of real resistors in this 

fashion has a severe effect on the amplifier’s noise figure. In [Shaeffer 1997], it was found that 

terminating the input of the LNA in this way can double the noise figure of the amplifier. This 

was due to the thermal noise contribution of the resistor as well as the effect of the input signal 

being attenuated by the resistor.  
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 Figure 5.4 Resistive termination for input matching of common-source stage 

Another approach for obtaining a 50Ω input termination to match a common-source transistor is 

shown in Figure 5.5. Here, a shunt and a series feedback are used to set the input and output 

impedances of the LNA. This approach was implemented in [Benton 1992], [Sheng 1991] and 

[Kobayashi 1994]. From the comparison in [Shaeffer 1997], it is shown that amplifiers using 

this technique are usually broadband amplifiers and their power consumption is much higher 

than other amplifiers with similar performance. 

 
 Figure 5.5 Input/output termination using shunt and series feedback 

A more convenient technique for matching common-source transistors that has widely been 

used in LNA circuits in recent years it to use inductive source degeneration as shown in Figure 

5.6 (see for example [Chiu 2005] and [Liao 2003]). 

 
 Figure 5.6 Common-source with inductive degeneration for  
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In this configuration, the input impedance, inZ is given by (5.3) [Zhang 2003] 

ܼ௜௡ ൌ ݆ωሺܮ௦ ൅ ௚ሻܮ ൅
1

݆ωܥ௚௦
൅ ܴ௚ ൅

݃௠

௚௦ܥ
 ௦ (5.3)ܮ

where ܥ௚௦ is the gate to source capacitance of the transistor, ܮ௚ and ܮ௦ are the inductance at the 

gate and the source, respectively, and ܴ௚ is the effective gate resistance including the series 

parasitic resistance of ܮ௚. 

At resonance, ω௢ ൌ 1/ሺඥሺܮ௚ ൅  ௚௦ሻ and ܼ௜௡ becomes a real impedance given by Equationܥ௦ሻܮ

(5.4) 

ܼ௜௡ ൌ ሺ݃௠/ܥ௚௦ሻܮ௦ ൎ ω்ܮ௦ (5.4) 

where ω் the unity gain frequency of the transistor which is equal to ݃௠/ܥ௚௦. With this 

arrangement, ܮ௦ can be adjusted so that ω்ܮ௦ equals 50Ω, ܮ௚ ൅  ௚௦ at theܥ ௦ then resonate withܮ

operating frequency. In this way, a 50Ω input impedance can be produced without the need for 

any real resistance, hence avoiding any deterioration in the amplifier noise figure. In reality 

however, since the Q factor of the integrated spiral inductor (if indeed an integrated spiral 

inductor was used) is normally low due to technology limitations, there will be some effect on 

the noise figure due to the series resistance of the inductors. For this reason, ܮ௚ is required to be 

as small as possible. Under power matched conditions at the operating frequency, the input 

reactance is zero while the input resistance equals the source resistance ܴ௦, then ܮ௦ and ܮ௚ can 

be determined by [Zhang 2003].  

௦ܮ ൌ
ሺܴ௦ െ ܴ௚ሻܥ௚௦

݃௠
and ௚ܮ ൌ

1
ωட

ଶܥ௚௦
െ  ௦ (5.5)ܮ

From Equation (5.5), if ܮ௚ is to be small, ܥ௚௦ has to be increased and to achieve higher ܥ௚௦ the 

width of the transistor has to be increased (adding more capacitances in parallel). But although 

this will result in lower noise figure when the transistor is matched, increasing the width will 

lead to higher power consumption, hence a trade-off has to be found. Nevertheless, a common-

source stage is probably the most appropriate for consideration as the first stage in low-power 

LNA design. Having said that, there are important issues of concern with this topology that have 

to be addressed; as will be seen in Section 5.5.2.  

Bearing in mind the properties of the single-stage amplifiers studied above in terms of matching 

and noise performance, there exist two main low noise amplifier architectures in use today.  
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 The Common-Source Common-Gate Cascode 

The common-source common-gate low noise amplifier topology has been, and still is by far, the 

most common LNA topology in use (see for example [Chen 2006a], [Vidojkovic 2004], [Ock 

2002]. It can be shown that the gain of a single-stage common-source amplifier is ܣ ൌ

െ݃௠ܼ௟௢௔ௗ which is the same as for a common-gate stage but with the 180o phase shift. 

However, in a conventional common-source stage, ܥ௚ௗ provides a feedback path between the 

input and output which degrades reverse isolation and therefore affects the amplifier stability 

and reduces the bandwidth. In a common-gate amplifier, this problem does not exist since ܥ௚ௗ is 

connected to ground. 

To exploit the advantages of both the common-source and common-gate topologies, a cascode 

design with a common-source first stage and a common-gate second stage shown in Figure 5.7 

is worth investigating. In this configuration, ܥ௚ௗ  of transistor 1ܯ is no longer a feedback path 

since it is no longer located between the amplifier input and output, therefore reverse isolation 

and stability can be improved.  

 
Figure 5.7  The common-source common-gate cascode LNA topology  

(with inductive degeneration) 

It can be shown by a simple mathematical analysis of the circuit in Figure 5.7 that if the 

transconductance of the common-source and the common-gate transistors were equal, then the 

voltage gain of this amplifier topology will be that of the common-source stage alone. Also in 

that case, the gain of the common-source stage will be unity (due to the low input impedance of 

the common-gate stage). Therefore, the common-source common-gate cascode can also help to 

eliminate the large capacitance appearing at the gate of a single common-source stage 

(according to the Miller theorem) due to the parasitic capacitance between the gate and 

drain, ܥ௚ௗ. 
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An important advantage of this topology is that it allows independent optimisation of noise and 

linearity by optimising the common-source and common-gate transistors, respectively. This will 

be discussed in more detail in the next section. One disadvantage of this topology is that the 

transconductance of the cascode amplifier is limited by the transconductance of the common-

source stage only [Amor 2006]. Another disadvantage is that the high frequency noise and gain 

can be significantly degraded by several parasitics at the node between the two cascode 

transistors [Cha 2000].  

 The Common-Source Common-Source Cascade  

Another topology often used in LNA design is the common-source common-source topology 

shown in Figure 5.8 (see for example [Chen 2006b], [Cha 2003] and [Cha 2000]). In this 

topology, the gain is boosted through the multiplication of the transconductance of the two 

cascading stages [Amor 2006]. An alternative name for this topology is the “current reuse 

topology”. This comes from the fact that both the two stacked common-source transistors are 

using the same current in order to reduce power consumption. In the topology in Figure 5.8, ܥଵ 

is a coupling capacitor to pass the output of 1ܯ at its drain to the input of 2ܯ at its gate and ܮଵ 

is an RF choke to block the AC coupling between the drain of 1ܯ and the source of 2ܯ (which 

is bypassed by ܥଶ) while passing the DC current between the transistors.  

 
 Figure 5.8 The current reuse LNA topology 

One form of the current reuse topology is the inductively degenerated NMOS and PMOS pair in 

shunt configuration (see for example [Fouad 2002] and [Gatta 2001a]), but the disadvantage of 

this method is that the linearity is of concern since the mobility of the NMOS and the PMOS 

devices is different [Liao 2003]. Transistor mobility has a significant effect on its nonlinearity 

since mobility degradation is dependant on the gate to source voltage, ܸீ ௌ. 



Chapter Five: LOW POWER, LOW NOISE AND POWER AMPLIFIERS: DESIGN AND OPTIMISATION 
 

 121

 Other topologies 

For the sake of completeness, it is important to mention some of the other, less popular LNA 

topologies which have been reported.  Fully differential LNAs have been proposed (see for 

example [Alam 2006] and [Zencir 2003]). The advantage of this topology is that the it can 

mitigate the effects of common mode noise and clock feed-through [Liao 2003], and reduce 

even-order nonlinearities. The disadvantage of this topology however, is the increased power 

consumption and complexity.  

5.2.1.2 Topology Selection 

The most important factor for the selection of an amplifier topology in this work is the fact that 

the design strategy is to start with an LNA and then increase its power handling capability to 

enable its use as a power amplifier. The feasibility of the common-source common-gate cascode 

in which the noise and linearity can be independently optimised was a strong motivating factor 

in the final choice of this topology for this work. 

In [Guo 2002], it was found that the noise figure contribution from the second stage (transistor 

  in Figure 5.7) can be approximated to 2ܯ

ெమܨܰ ൌ ெభܨܰ ൬1 ൅
௦ܮ்߱

ܴ௦
൰

ଶ
൬

߱௢

்߱
൰ (5.6) 

where ܴ௦ is the source resistance and ܮ௦ is the degeneration inductance. Because in practice 

߱௢ ا ்߱, the noise contribution of 2ܯ is much less than the noise contribution of 1ܯ.  

Linearity of the cascode was analysed in [Guo 2002] by calculating the input-referred 3rd-order 

intercept point (IIP3) of the cascode topology using two 3rd-order Taylor series expansions to 

represent the nonlinearities of each of the transistors. Using this approach, the IIP3 of the 

cascode amplifier was expressed as  

1
3ଶܲܫܫ ൌ

1
3ଵܲܫܫ

ଶ ൅
ଶߚଶߙ3

ଵߚ2
൅

ଵߙ
ଶ

3ଶܲܫܫ
ଶ (5.7) 

where 3ܲܫܫ is the overall input-referred 3rd-order intercept point, 3ܲܫܫଵ and 3ܲܫܫଶ are the input-

referred third-order intercept points of the first and second stage, respectively. αଵ and αଶ are the 

first and second coefficients of Taylor series describing the nonlinearity of the first stage. ߚଵ and 

 ଶ are defined similarly for the second stage. [Guo 2002] explained that inspection of Equationߚ

(5.7) shows that if αଵ is greater than unity then the second stage plays a more important role in 

determining the amplifier IIP3 than the first stage. 
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The authors of [Guo 2002] concluded that this means that with the common-source common-

gate topology, the low noise and high linearity performance can be achieved by the separate 

optimisation of 1ܯ and 2ܯ with almost no tradeoffs. This conclusion was also supported by 

work reported in [Park 2001] and [Razavi 1997a]. The extent of this result will be discussed and 

studied in more details in Section 5.5 where it will be shown that although this result is valid 

and very useful, alternative non mathematical expression-based analysis methods reveal that it 

has serious limitations.  

Nevertheless, this result represents an extremely important feature for this work. If the intended 

amplifier is to work as both an LNA and a PA, then 1ܯ can be optimised for the noise 

performance required for the LNA (as discussed in Section 2.5.1) while 2ܯ is separately 

optimised for the linearity required by the PA (as discussed in Section 2.5.2). 

In conclusion, and due to the reasons above, the common-source (CS), common-gate (CG) 

cascode topology with inductive degeneration was the one chosen for this work. More analysis 

of this amplifier architecture will be shown in Section 5.5 were the design of the amplifier is 

explained. Some modifications on this architecture have been proposed in the literature. These 

and some of the recent results obtained will be discussed in Section 5.2.3. 

5.2.2 LNA Design Approaches and Optimisation Techniques 

RF designers usually need a methodology to handle the complex relationship between design 

and performance parameters that often exists in analogue circuits. This section handles LNA 

design approaches and optimisation techniques by first looking at the nature and reasons for 

diversity of design approaches and how they can be assessed, then reviewing some of the 

recently proposed LNA design approaches, both general and application-specific. The section 

concludes by a discussion of the limitations of the currently available design approaches.  

5.2.2.1 Diversity and Nature of Design Approaches 

Several design approaches for high performance and low power LNAs have been proposed in 

the literature, (see for example [Amor 2006], [Egels 2004], [Lee 2004] and [Rafla 1999]). 

Design approaches usually have a starting point, and a path to completion. Commonly, the 

starting point greatly differs from one approach to another. This diversity can be due to two 

main reasons: 

• The first is that different applications have different priorities on the performance 

requirements of the LNA. If the requirement on one performance parameter is more 

stringent than others, the designer tries to guarantee achieving that first. 
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• If there is no exceptionally stringent requirement on one performance parameter over 

others, the design approach becomes broader. This motivates the second reason for 

diversity, the judgement of the designer on the parameters which negatively affect the 

least number of performance parameters; usually these are set first to reduce the scope 

of possibilities. This comes from the fact that in RF design, in general, there is usually a 

very complex dependency of virtually every design parameter on almost every 

performance metric. 

Once the starting point has been identified, the design procedure depends on an assessment of 

how influential various design parameters and their combinations are on performance 

parameters. Although there are general rules for every circuit to govern these relationships, 

there is no absolute right or absolute wrong in making these judgements. Instead, design 

approaches can be assessed on their nature, where there are three points: 

1- The accuracy of the design methodology. Considerations here include the parameters 

that were neglected to simplify design equations or the level of complexity of the 

component model used. For example, [Lee 2004] used a simplified MOSFET model 

eliminating ܥ௚ௗ, while [Rafla 1999] used a simplified inductor model containing only 

the inductance, series resistance and capacitance to substrate. 

2- The flexibility and reuse of the design methodology. This is where the design 

methodology is flexible enough to allow the designer to go back to any point of the 

design flow and choose other design parameters if different performance parameters are 

required for another design target. The ultimate design approach then is the one that can 

analyse all parameters simultaneously [Tulunay 2004].  

3- The degree to which the methodology informs the designer. That is, how much does the 

approach inform the designer of available design options and their relative performance 

metrics and tradeoffs. 

5.2.2.2 Design Approaches of Inductively Degenerated Cascode LNAs 

Shaffer and Lee [Shaeffer 1997] reported a detailed examination of the inductively degenerated 

cascode LNA, which to date represents the most comprehensive analysis of this architecture in 

the literature. Also in this paper, they proposed an optimisation strategy based on adjustment of 

the gate-source overdrive voltage to achieve a suitable trade-off between noise, gain and power 

consumption. 
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However, Shaffer and Lee ignored the effect of the series resistance of the gate inductance on 

the performance of the amplifier by assuming a high Q off-chip inductor. This later became the 

focus of many of the optimisation methods which were based on circuits adopting integrated 

gate inductors (see for example [Andreani 2001], [Rafla 1999] and [Sun 2006]). The influence 

of an integrated gate inductance with low Q is particularly important at high frequencies as the 

loss due to its parasitic resistance increases, thus contributing to an increased noise figure [Lee 

2004]. In these works, the analysis is commonly centred on the relationship between the 

achievable noise figure, gain and current consumption with circuit elements at the input of the 

amplifier including, in addition to ܮ௚ and its series resistance, the transistor width, its ܥ௚௦, and 

the degeneration inductance, ܮ௦. The basis of this comes from the result of Equation (5.5) which 

introduces an important trade-off challenge arising from the fact that in order to reduce ܮ௚ 

(hence reducing its parasitic resistance), ܥ௚௦ has to be increased and because ܥ௚௦ can only be 

increased by increasing the width of the transistor, the current consumption will increase along 

with the device gain. 

5.2.2.3 Purpose-Specific Optimisation Methods 

Some published literature has discussed the optimisation of cascode low noise amplifiers but 

with focus on the relationship between two or more specific performance parameters, most 

commonly, noise and linearity. This is of particular interest to this work since the successful 

optimisation of noise and linearity is the single most important factor that is going to make the 

combined low noise and power amplifications possible. 

In [Guo 2002], the authors studied the simultaneous optimisation of noise and linearity in a 

cascode LNA. In this work, the noise was analysed using a cascoded noise model for the two 

transistors in the architecture. This study, however, was based on the Taylor series expansion 

which only takes into consideration the transconductance nonlinearity of the transistors. But a 

more serious deficiency of this work is that the simulation carried out to assess the theoretical 

results only analysed the noise and IIP3 performance subject to the gate widths of the two 

devices. No consideration or mention was given to the current and the gate overdrive present at 

each transistor, which, as will be seen in Section 5.5, has a great effect on both noise and 

nonlinear performance, and indeed the power consumption. 

The work in [Park 2001] proposed a different route to the simultaneous noise and linearity 

optimisation. The approach was based on optimising the first stage for noise performance and 

the second stage for linearity, but separately. The design was carried out by selecting a suitable 

gate voltage for the first stage to constrain the current and then finding the optimum transistor 

size for noise performance. Separately, the IIP3 of differently sized transistors at a range of gate 
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voltages for the second stage was studied. The problem with this approach is that it fails to take 

into account the cross-dependency of the two stages. For instance, the voltage at the node 

between the two stages will be influenced by the bias conditions in each stage, and this will 

affect the noise performance separately optimised at the first stage and the nonlinearity 

separately optimised at the second stage. Also, although there is overwhelming dominance of 

the CS transistor in controlling the DC current of the amplifier, there are regions, as will be seen 

in Section 5.5, where the effect of CG cannot be ignored. Having that, guaranteeing that the 

amplifier will perform as expected when the two separately-optimised stages are cascoded will 

either be impossible or will involve performing many iterations back and forward between the 

two separate optimisations of the first and second stage.  

5.2.2.4 Limitations of Current Design Approaches 

In addition to the limitation of separately optimising the CS and CG stages which often requires 

repeated iterations in the design process, as in [Roy 2006], there are three limiting factors that 

are common between all the design approaches discussed in the previous sections. These can be 

summarised as follows: 

1- They are all based on theoretical mathematical expression-based modelling of the 

devices used and the circuit topologies. However, this approach is not conclusive, for a 

number of reasons. First, the theoretical mathematical expression-based analysis often 

involves several assumptions to both simplify the models by ignoring supposedly 

insignificant parasitics (see for example [Govind 2004], [Chen 2002] and [Andreani 

2001]) or simplification of the equations by removing supposed insignificant terms (see 

for example the design methods in [Gatta 2001b], [Goo 2002], [Zhenying 2003], 

[Nguyen 2004], [Sivonen 2005], [Sun 2006] and [Asgaran 2007]). While this step is 

necessary since manipulation can be impossible if the full models and equations are 

considered, the insignificancy judgement is left to the designer and hence is very 

variable and can be unreliable. This reduces the accuracy of the results obtained with 

the deign methodology [Ragheb 2007]. Secondly, the modelling equations often have a 

narrow spectrum, meaning, although they show how parameters are related, they are 

difficult to interpret in terms of how this relationship will change if one of the 

parameters was confined to certain limits of values. This reduces the amount of 

information that the design approach can give, and can lead to an incorrect 

identification of the starting point.  
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2- Because of the limited scope of the mathematical equations, most of these mathematical 

expression-based design optimisation methods lead to only a starting point for each 

design parameter. Designers then have to run an automatic optimisation routine in a 

commercial simulator specifying performance requirements and letting the simulator 

find the ultimate optimum point (see for example [Li 1999], [Lavasani 2003] and 

[Lapuyade 2006]). But this can lead to inaccuracies since, in addition to the possibility 

that the starting point resulting from the simplified equation is not accurate, the 

optimiser which is itself based on mathematical methods might not be able to find the 

optimum solution starting from the initial point with the number of iterations specified. 

Increasing the number of iterations requires more memory power and can be very time 

consuming, adding pressure on time-to-market demands.  

3- Finally, but most importantly, in these design approaches, the designer will not be made 

aware of what performance parameters were traded in the “optimisation” and therefore 

cannot make a quick decision on how to make amendments to the design to change its 

performance if needed. This reduces the flexibility of the design method. 

The design approach presented in Section 5.5 takes into account these limitations. In addition to 

considering power added efficiency for the power amplifier functionality, the noise and linearity 

under power constraint optimisation is more conclusive in that it simultaneously analyses 

graphically the effect on all performance parameters from all related design parameters. Thus, 

increasing flexibility and reducing the need for iterations. Moreover, it is based on simulations 

of near-real foundry design kit components rather than simplified mathematical expressions and 

simplified models. 

5.2.3 State of the Art LNAs 

A problem with amplifier design using CMOS technology is that it has low transconductance at 

high frequencies [Amor 2006]. The consequent high power dissipation required for high-gain 

and low-noise implementation of LNAs intended for portable applications is therefore highly 

undesirable. Here, some of the useful modifications that have been introduced to the cascode 

architecture to improve the performance of the LNA at high frequency while constraining power 

consumption are analysed. This section presents and discusses performance results of some of 

the recently published LNA designs based on the common-source common-gate cascode 

architecture, hereafter called the CS-CG architecture, with focus on CMOS, narrow-band 

implementations. These performance results are listed in Table 5.1. 
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Table 5.1 Results of recently reported LNAs (a) [Zhenying 2003], (b) [Zhang 2003], (c) [Asgaran 
2006], (d) [Yang 2001], (e) [Kim 2004], (f) [Aparin 2005], (g) [Kim 2006a] and (h) [Huang 2006] 

 (a) (b) (c) (d) (e) (f) (g) (h) 

Freq (GHz) 2.4  5.7  0.9 0.9 2 2.14 

NF (dB) 3.8 2.5 3.4 2.4 2.85 1.65 1.4 0.66 

IIP3 (dBm) -9.1 2  -3.4 15.6 +22 13.3 +18 

1-dB  (dBm)  -12 -8 -21     

Power gain (dB) 23 19.9 11.5 20 10 15.5 12.8 18.6 

input return loss (dB) -16.8  -14 -19     

Output return loss (dB) -10.2  -17 -21     

Reverse Isolation (dB) -51.7 -47.8  -35     

Stability factor    3.6     

Power dissipation 
(mW)  14.7 4 7.2    11.8 

Process (µm)  0.35 0.18 0.25     

Supply voltage (V)  2 1.8 3.3 2.7 2.6 1.8  

Current  (mA)   2.2 2.4 7.45 9.3 8  

In [Zhenying 2003] the authors covered the fact that it is not always possible to tune the input 

matching impedance to 50Ω with limited values of the inductors ܮ௚ and ܮ௦. This is often the 

case when using foundry design libraries where inductor values can only be selected from pre-

set values. To solve this they suggested connecting an extra capacitor from the gate of transistor 

 to ground to give extra freedom in tuning ܼ௜௡, as shown in Figure 5.9. For the output 1ܯ

circuitry, they extensively discussed the effect of the load inductance on the drain of 2ܯ on the 

stability, and showed why the value of this inductance has to be carefully chosen to prevent the 

effective output resistance from going negative. The output matching was achieved using an 

extra transistor stage and its load inductor as shown in Figure 5.9. This is beneficial in isolating 

the effect of the output match on the input match of the amplifier. 
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 Figure 5.9 LNA matching technique in [Zhenying 2003] 

One of the most advantageous modifications to the ordinary cascode architecture has been the 

inclusion of an inter-stage matching inductor between the two stages of the amplifier as shown 

in Figure 5.10. 

 
 Figure 5.10 Cascode LNA with inter stage matching network 

The idea behind this technique is that any power loss in the LNA signal path means more noise 

contribution of the following blocks. This technique was first presented in [Li 1999]. The output 

impedance of the first stage and the input impedance to the second stage are given in Equations 

(5.8) and (5.9), respectively [Zhang 2003]. These are extracted from the small signal equivalent 

circuits of the common-source and the common-gate stages. 
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ܼ௢௨௧ଵሺܵሻ ൌ
௠ܴ௅݃ݏ௚ௗଵܥ

݃௠ଵܴ௅ ൅ 1  (5.8) 

 

ܼ௜௡ଶሺܵሻ ൌ
1

ݏ௚௦ଶܥ ൅ ݃௠ଶ
 (5.9) 

As both the reactances of the output impedance of the first stage and the input impedance of the 

second stage are capacitive, the cascode LNA can be simplified to Figure 5.11 for the purpose 

of the inter-stage matching network. In Figure 5.11 ܥଵ and ܥଶ are the equivalent output 

capacitance of the first stage and the equivalent input capacitance of the second stage, 

respectively. ܴଵ and ܴଶ represent the respective real part of these impedances. 

 
 Figure 5.11 Equivalent circuit of the cascode LNA for inter stage matching. 

For maximum power transfer, conjugate matching requires the output impedance of the CS 

stage to have a value equal to the complex conjugate of the input impedance of the common-

source stage, hence requiring an inductor to be connected between these two stages. As will be 

shown later, the inter-stage matching impedance also has an effect on the linearity of the 

amplifier and can be used to optimise the IIP3. With the inter-stage matching network, however, 

the gain of the first stage is improved by adding the additional inductor (as the load impedance 

of the first stage is no longer the relatively low 1 ݃௠⁄  input impedance of the CG transistor). 

This causes the capacitance appearing at the gate of the CS transistor (due to the Miller effect of 

 .௚ௗభ) to become more significant, which may invalidate the input matching criteria [Kim 1999]ܥ

Usually, optimisation using computer simulation, can then be done to obtain new values for ܮ௚, 

 .௦ and the inter-stage matching inductor to achieve the required optimum performanceܮ

[Asgaran 2006] proposed eliminating the source degeneration inductance arguing that at high 

frequency, the degeneration inductance requires an increase in the DC current to meet a given 

gain requirement. However as will be shown later in Section 5.5, the degeneration inductance 

has another important role in addition to facilitating input matching, that is to provide negative 

feedback which improves the linearity of the amplifier. 

The work in [Kim 2004], [Aparin 2005], [Kim 2006a] and [Huang 2006] are proposals of 

linearisation techniques aimed at improving the LNA nonlinear performance. These techniques 

will be discussed in more details in the next section when amplifier linearity and linearisation 

techniques are considered. 

Inter-stage 
matching network
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5.3 Amplifier non-Linearity 

This section explores nonlinearities in devices and circuits with emphasis on the nonlinearities 

and linearisation techniques of low power LNAs. First, some consideration is given to circuit 

design issues which affect the nonlinear performance of amplifiers. A discussion of some of the 

linearisation techniques proposed in the literature that are suitable for low-power LNAs is then 

given. The section concludes by considering how these various techniques achieve highly linear 

LNAs with reference to recently published results.  

5.3.1 Circuit Factors Affecting Linearity 

In this section, circuit design factors that affect the nonlinear performance of amplifiers will be 

discussed with emphasis on bias and termination. 

5.3.1.1 Choice of Bias Network 

The effect of the bias level of a transistor on its linearity is well documented.  For instance, a 

more linear performance can be obtained if the transistor is biased away from the nonlinear 

region of its input/output transfer characteristics. It is not just the bias level, however, that has 

an impact on linearity but the choice of the bias network as well. For instance, current-derived 

bias results in less IIP3 variations from part to part than a voltage-derived bias [Aparin 2005]. 

In class-A amplifiers, low IMD3 cannot be simultaneously obtained with good efficiency. If the 

amplifier is driven into saturation, efficiency will improve as the output power increases at the 

same DC power consumption, but IMD3 distortion also increases as the amplifier is driven into 

the more nonlinear region of its characteristics. At low drive, on the other hand, the amplifier 

will be within its linear region achieving low IMD3 but the efficiency decreases as the output 

power decreases while the same level of power consumption is maintained. Adaptive biasing (or 

dynamic bias modulation) can be used to solve this problem and increase the dynamic range of 

the amplifier. In this technique, the output signal is rectified and the result is used to adjust the 

bias such that the bias level is tuned in order for the amplifier to achieve high efficiency over a 

wider range of input powers. This technique was used in [Miers 1992], [Taniguchi 2001] and 

[Singh 2006]. 

5.3.1.2 Source and Load Termination 

Source and load terminations are very critical in determining the nonlinear performance of an 

amplifier. At the output, the output matching network determines the amount of power delivered 

to the load; a better matching network delivers more power to the load, hence increasing the 

efficiency of the amplifier. Also, since the gain of the amplifier is dependant on its load 

impedance (this is true for both common-gate and common-source stages where |ܩ| ൌ ݃௠ܼ௟), 
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the point at which the gain compresses is also dependant on output termination which 

determines the load impedance seen by the active device. 

Matching impedances also affect resultant IIP3 and other intercept points of the amplifier. At the 

load, a power-series analysis of a simplified MOSFET model including only the nonlinear 

transconductance shows that the second and 3rd-order intermodulation powers can be given by 

[Maas 1998] 

ூܲெଶ ൌ
1
2

ܽଶ
ଶ

௦ܸ
ସ|ܪሺ߱ሻ|ସܴ௅ (5.10)

 

ூܲெଷ ൌ
3
4

ܽଷ
ଷ

௦ܸ
଺|ܪሺ߱ሻ|଺ܴ௅ (5.11)

where ܽଶ and ܽଷ are the 2nd- and 3rd-order nonlinearity coefficients in the Taylor series 

representing the nonlinear transconductance, respectively, ௦ܸ is the source voltage and ܪሺ߱ሻ is 

the linear transfer function. Equations (5.10) and (5.11)  show that the 2nd- and 3rd-order 

intercept points will depend on the selection of the load termination network which determines 

the load impedance seen by the transistor as well as, of course, the power-series coefficients of 

the controlled current source. In a more realistic MOSFET when other nonlinearities are 

considered, the situation becomes more complicated, but the concept that the load impedance 

and the linearity of the controlled current source primarily establish the amplifier output 

intercept points is still fundamentally valid [Maas 1998]. 

Also, different matching networks have varying responses to different frequency components. 

For instance, if the output matching network at the load had a terminating response to the 3rd-

order intermodulation distortion frequency, a considerable magnitude of the IMD3 product 

maybe attenuated before it reaches the load, leading to an increase in IIP3. Also, an input 

matching network that was designed for optimum noise performance at the source, for instance, 

may have a frequency response to the 2nd harmonic component that terminates this frequency 

leading to IIP3 improvement. 

At the source, the input termination network has a significant influence of the magnitude and 

number of frequency components being fed back to the input. In addition to affecting IIP3, 

termination of the second harmonic component can also help improve efficiency [Snider 1967]. 

This is since this frequency component can change the shape of the drain current waveform and 

thus affect the power consumption. In [Gao 2005], the authors measured 76% and 42% 

saturated power-added efficiency, for the best and worst case second harmonic input 

terminations, respectively. Similar findings were made in [Colantonio 2004] and [Maeda 1995]. 

In general, efficiency of power amplifiers can be improved by providing proper terminations at 

harmonic frequencies for both load and source. 
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The optimum source and load terminations for low power operation can be found using 

techniques such as gain and noise circles as discussed in Chapter 2. For high power operation, 

optimum source and load terminations are determined by carrying out a simulation-based 

source-pull and load-pull investigation. These techniques will be jointly employed in Section 

5.5.3 when the matching of the dual-function LNA/PA amplifier is discussed. 

5.3.2 Low Power Cascode LNA Linearisation Techniques 

Several system-level linearisation methods have been proposed in the literature, such as pre-

distortion [Nojima 1985], feed forward error-cancellation [Seidel 1971] and Cartesian feedback 

[Minowa 1990]. But those methods are not suitable for low power applications such as ZigBee 

because their complexity increases cost and power consumption.  

Two main linearisation methods suitable for low-power applications exist, transconductance 

linearisation by Transistor-Multi Gating [Webster 1996] and out-of-band harmonic termination 

[Aparin 1999]. 

In [Aparin 1999] the author used Volterra series analysis to find expressions for the 3rd-order 

intermodulation component (IMD3) and the 3rd-order intercept point (IIP3) of a common-emitter 

Bipolar Junction Transistor (BJT). If these equations were to be adapted for a common-source 

MOSFET transistor, two observations must be made, as follows: 

1- In the MOSFET transistor, at RF, the gate current is usually very small compared to the 

drain current. Thus, the current gain (݅ௗ ݅௚⁄ ) is very large. In order to simplify the 

analysis, this ratio can be assumed infinity. This corresponds to ߚ ൌ ∞ in the BJT 

transistor equations. 

2- The junction-emitter capacitance in BJT, ܥ௝ா  corresponds to the gate-source capacitance 

in MOSFET, ܥ௚௦. However, in BJT, ܥ஽ா  is the base-emitter diffusion capacitance 

(resulting from the direct contact between the base and emitter material), which has no 

correspondent in MOSFET due to the silicon dioxide insulation between the gate and 

the source. Therefore, there is no diffusion capacitance current in MOSFET (defined in 

BJT as ݅஼ವಶ ൌ ߬݀݅௖/݀ݐ) where ߬ is the forward transit time. This corresponds to ߬ ൌ 0 

in the BJT transistor equations. 

Replacing ߚ with ∞ and ߬ with 0 in the IMD3 and IIP3 equations for the BJT in [Aparin 1999] 

yields Equations (5.12) to (5.19) for the MOSFET model in Figure 5.12 [Kim 2001]. These 

equations have emerged to be the basis of a significant portion of linearisation concepts 

proposed by researchers in recent times. 
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 Figure 5.12 MOSFET model for derivation of IMD3 and IIP3 expressions using Volterra 

The mathematical derivation of these equations for the full MOSFET small signal model is very 

lengthy and tedious. However, the procedures of obtaining them is important to the 

understanding of how the Volterra and Taylor series can jointly describe nonlinearities when 

memory components are involved, as discussed in Section 2.6.2. As an example to demonstrate 

how the complex substitutions take place, in Appendix A, the expression for IIP3 is derived for a 

simplified version of the transistor model which includes only the transconductance and ܥ௚௦ 

nonlinearities with all other capacitances considered zero and the body effect and channel length 

modulation neglected.  

ሺ2߱௔ܯܫ െ ߱௕ሻ ൌ
3
4
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ܼ௫ሺ߱ሻ ൌ ܴ௉ ൅ ௚ௗሾܼଵሺ߱ሻܴ௣ܥ݆߱ ൅ ܼଵሺ߱ሻܼଷሺ߱ሻ ൅ ܴ௣ܼଷሺ߱ሻሿ (5.19)

ܼ௦ represents the source impedance, ݃ሺ߱߂ሻ and ݃ሺ2߱ሻ are the conductance functions defined at 

the sub-harmonic ( ଵ݂ െ ଶ݂) and the second harmonic (2݂) frequencies, respectively. ܪሺ߱ሻ 

relates the equivalent IMD3 voltage to the IMD3 response of the drain current nonlinear term 
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and ܣଵሺ߱ሻ is the linear transfer function for the input voltage of ݒ௚௦. ߝሺ߱߂, 2߱ሻ shows how the 

drain current nonlinearities contribute to its IMD3 response [Kim 2004]. 

From (5.12) it can be seen that a lower IMD3 can be achieved when |ܪሺ߱ሻ|, |ܣଵሺ߱ሻ| and 

,߱߂ሺߝ| 2߱ሻ| are reduced. Equations (5.14) and (5.15) indicate that |ܪሺ߱ሻ| and |ܣଵሺ߱ሻ| depend 

on the in-band source and load impedances which are usually optimised to provide the required 

gain, noise figure or input/output match performance at the operating frequency. Equations 

(5.16) and (5.17) show that ߝሺ߱߂, 2߱ሻ represents the contribution to IMD3 from the 3rd- and 2nd-

order nonlinearities where ݃ଷ represents the direct contribution from the 3rd-order nonlinearity 

while ݃ை஻ represents the indirect contribution from the 2nd-order non linearity. In order to 

improve the nonlinear performance, both these nonlinearities have to be minimised. The indirect 

contribution from the 2nd-order nonlinearity (the sub harmonic and second harmonic 

frequencies) to IMD3 will be explained in the following sub sections.  

5.3.2.1 Linearisation by Harmonic Termination 

As can be seen from Equation (5.16), if ݃ଷ is negligibly small, ߝሺ߱߂, 2߱ሻ becomes dominated 

by ݃ை஻ which is proportional to the square of ݃ଶ that represents the strength of the 2nd-order 

nonlinearity. The contribution from the 2nd-order and other orders of nonlinearity to IMD3 will 

be handled in more detail in Section 5.4. The basic principle is as follows: The 2nd-order 

nonlinearity produces the second harmonic (2 ଵ݂ or 2 ଶ݂) and the sub harmonic ( ଶ݂ െ ଵ݂ or 

ଵ݂ െ ଶ݂) frequency components. These components can be fed back to the input through 

multiple paths in the circuit and mix with the fundamental. When the total re-enters the system 

and is exposed to the 2nd-order nonlinearity, IMD3 components are produced and these can be in 

phase with the IMD3 components generated directly from the 3rd-order nonlinearity and hence 

add up.  

One of the main feedback paths is the gate to drain capacitance, the other is the degeneration 

inductance at the source frequently used in LNA design to generate a positive real part at the 

input for matching purposes. As the inductance represents a non-zero impedance at the second 

harmonic frequency, the second harmonic currents generated in the source of the MOSFET 

establish non-zero second harmonic responses in the gate-source voltage of the MOSFET, 

effectively feeding back the second harmonic components to the input. It is possible to reduce 

these effects by out-of-band termination. 

The authors of [Kim 2001] used equations (5.12) to (5.19) along with an NMOS BSIM3V3 

simulation model to demonstrate the effect of the 2nd harmonic components on the linearity of a 

CMOS amplifier. They argued that ܼ௦ሺ∆߱ሻ and ܼ௟ሺ∆߱ሻ are sufficiently small and do not affect 

,߱߂ሺߝ 2߱ሻ. Upon that they demonstrated graphically how the value of ݃ை஻ dominates 
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,߱߂ሺߝ 2߱ሻ when the 3rd-order nonlinearity is cancelled by two auxiliary transistors. To show 

that this is due to the 2nd harmonic frequency, they substituted for ܼ௦ሺ2߱ሻ and ܼ௟ሺ2߱ሻ by zero, 

and they then showed that in this case, the already low ߝሺ߱߂, 2߱ሻ has a comparable value to ݃ଷ 

as the value of ݃ை஻ becomes very insignificant. They hence used this to demonstrate that the 

improvements in IIP3 and IMD3 that can be achieved in a multi-gated and second harmonic-

terminated amplifier is much more than in a multi-gated only amplifier. 

5.3.2.2 Linearisation by Multi-Gating 

Figure 5.13 shows the variation of the 3rd-order derivative of a MOSFET DC current (݃௠
ᇱᇱ ) with 

its gate to source voltage over a range from 0 to 1 volts (this is produced for transistor M1 in 

Figure 5.15). 

 
 Figure 5.13 ࢓ࢍ

ᇱᇱ  vs. ࡿࡳࢂ for a common-source transistor 

A positive or negative ݃௠
ᇱᇱ  means 3rd-order intermodulation components will be produced and 

will degrade the linearity of the amplifier. Therefore, a MOSFET can be linearised by biasing it 

at the point where ݃௠
ᇱᇱ  is zero. Theoretically, this means that at this point no 3rd-order 

intermodulation components should be produced and hence IIP3 should peak (or can be infinite 

if the effect on IMD3 from other orders of nonlinearity is neglected). In a practical amplifier, 

however, there are two important issues to consider. First, this peak will happen at a very 

narrow point at the exact value of gate to source voltage when ݃௠
ᇱᇱ  is zero as shown in Figure 

5.13, hence not giving the designer enough room to optimise the bias point for other 

performance requirements such as noise or gain, and also making the design very sensitive to 

bias variations which can be caused by unavoidable changes in temperature. Second, as shown 

in Figure 5.13, the nature of dependence of ݃ଷሺܸீ ௌሻ (or ݃௠
ᇱᇱ ) on the gate to source voltage is 

such that ݃௠
ᇱᇱ  is positive in the weak and moderate inversion region and transitions to negative as 

a higher ܸீ ௌ takes the transistor into the strong inversion region [Aparin 2004]. This means that 

the bias point at which ݃௠
ᇱᇱ  is zero will always be far off from the point usually chosen for 

optimum low power performance which is typically 0.2-0.4V above threshold. Instead, ݃௠
ᇱᇱ  will 
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have a negative peak at that point leading to higher IMD3 distortion. A desirable ݃௠
ᇱᇱ  

characteristic, therefore, will be something similar to Figure 5.14 where the zero ݃௠
ᇱᇱ  region is 

shifted and expanded (this is total ݃௠
ᇱᇱ  of the multi-gated transistor in Figure 5.15). 

 
 Figure 5.14 Tuned ࢓ࢍ

ᇱᇱ  characteristics with linearisation ࡿࡳࢂ-

This can be achieved using the Derivative Superposition (DS) method which was first proposed 

in [Webster 1996]. In this method, two or more MOSFETs of different widths and gate biases 

are connected in parallel as shown in Figure 5.15 to achieve a combined DC transfer 

characteristic where the range of bias voltages at which ݃௠
ᇱᇱ  is zero or close to zero is shifted and 

extended. This method is sometimes referred to as Multiple Gated Transistor (MGTR) [Kim 

2000]. 

 
Figure 5.15 Circuit schematic of linearisation using the DS method 
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(a) 

 
(b) 

Figure 5.16 Tuned ࢓ࢍ
ᇱᇱ  ૜ࡹ ૛ and (b)ࡹ characteristics for auxiliary transistors (a) ࡿࡳࢂ-

As shown in Figure 5.16, the idea of the DS (or MGTR) method is that by adjusting the width 

and bias of the auxiliary transistors, the region (on the ܸீ ௌ scale) where ݃௠
ᇱᇱ  of the main 

transistor is negative can be aligned with the region at which ݃௠
ᇱᇱ  of the auxiliary transistors is 

positive, thereby yielding a composite ݃௠
ᇱᇱ  that is zero or close to zero at the desirable region at 

which a transistor would normally be biased, as in Figure 5.14. The more auxiliary transistors 

that are added, the more flat the characteristic can be around the desired region. The gate 

voltage of the auxiliary transistor is used to shift its ݃௠
ᇱᇱ  along the ܸீ ௌ scale while transistor size 

scaling controls the magnitude of the positive or negative parts, that is since scaling the 

transistor controls the current through it.  

The beauty of the DS linearisation method is that because the auxiliary transistor is biased in the 

subthreshold regime, it does not lead to any extra current consumption, making it suitable for 

low power applications. One of the disadvantages of this technique, however, is the degradation 

of the noise figure. In [Aparin 2005], the authors studied the effect of the DS method on the 

noise figure and argued that the assumption that NF of the composite MOSFET is dominant by 

the transistor in strong inversion since it draws more than 20 times the current as the transistor 
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in the weak inversion, does not hold in measured data as oppose to simulations using BSIM3v3 

models.  

They used Equations (2.4), (2.5) and (2.6) and extended the van der Ziel model [van der Ziel 

1986] to find values for ߜ ,ߛ and ܿ for the a transistor in weak inversion to be 1 2⁄ , 5 4⁄  and  

݆0.707, respectively. They then argued that since the drain current in weak inversion is due to 

diffusion, ݃ௗ଴ ൌ ௧׎) ௧ is the thermal voltage׎ ௧ where׎/஽ೄಲ೅ܫ ൌ  and substituting for ,(ݍ/ܶܭ

݃ௗ଴ in (2.5) yields 

݅௡௚
ଶ ൌ ݂߂ߜ4݇ܶ

߱ଶܥ௚௦
ଶ ߶௧

஽ೄಲ೅ܫ5

 (5.20)

From this they concluded that while the MOSFET in weak inversion draws a negligible drain 

current, its induced gate noise is inversely proportional to the drain current and therefore can be 

quite significant as it adds to the induced gate noise current of the main transistor in strong 

inversion, degrading the overall Noise Figure in the DS method. 

 
5.3.2.3 Other Low-Power Linearisation Techniques 

By ignoring the gate-drain capacitance, the authors of [Yang 2003] simplified Equation 5.13 to 

ሺ߱ሻܪ ൌ
1 ൅ ௚௦ሾܥ݆߱ ௚ܼሺ߱ሻ ൅ ܼ௦ሺ߱ሻሿ

݃௠
 (5.21)

Using Equations (5.12) and (5.21), they extracted the following dependence of IMD3 of the 

common-source transconductance stage: 

ଷሺ2߱ଵܯܫ| െ ߱ଶሻ| ן ห1 ൅ ௚௦ܼ௦ሺ߱ሻܥ݆߱ ൅ ௚௦ܼ௚ሺ߱ሻห (5.22)ܥ݆߱

In an inductively degenerated common-source stage, ܼ௦ሺ߱ሻ becomes ݆߱ܮ௦. As (5.22) shows, 

multiplying ݆߱ܥ௚௦ with an inductive ܼ௦ሺ߱ሻ results in a negative real part, partially cancelling 

the “1” term and hence reducing the magnitude of IMD3.  As a result, the authors then showed 

that linearity can be increased by increasing either the degeneration inductance or ܥ௚௦. Upon 

that they proposed adding an external capacitance between the gate and the source of the 

common-source stage since increasing ܥ௚௦ by increasing the size of the transistor will lead to 

higher power consumption, and increasing the degeneration inductance will increases the noise 

figure. 

5.3.3 Highly Linear Amplifiers 

This section aims to discuss recently reported results of highly linear amplifiers achieved by 

employing the above mechanisms with focus on CMOS low noise amplifier designs of the 

common-source common-gate architecture. Some of these results are listed in Table 5.1. 



Chapter Five: LOW POWER, LOW NOISE AND POWER AMPLIFIERS: DESIGN AND OPTIMISATION 
 

 139

In the original paper for BJT [Aparin 1999], the authors achieved IIP3 improvement by 

considering the sub-harmonic and second harmonic frequencies which generate IMD3 

components when fed back to the input. Based on the original common-emitter Volterra 

equations, they explained that for most narrow-band RF circuits, the load impedance, ܼ௟, is 

much smaller than the impedance of base-collector capacitance, ܥఓ, in the medium and high 

frequency bands so the feedback through ܥఓ at ∆߱ ൌ ߱ଶ െ ߱ଵ and the effect of ܼ௟ሺ∆߱ሻ can be 

neglected. They then used micro-strip lines and passive components to simultaneously in-band 

match the circuit and optimally terminate the 2߱ components at the input and output, and the 

∆߱ component at the input. The design was such that the in-band and out-of-band terminations 

did not affect each other and hence the LNA’s in-band performance was not affected. The IIP3 

improvement achieved was 9.6 dBm in the 1.95 to 2.05GHz frequency range. 

In [Kim 2000], the authors used the DS method alone to achieve a 3dB improvement in IIP3. 

They compared the performance of single-gated and double gated amplifiers and demonstrated 

that the DS method alone helps improve IIP3 without considerable effect on other performance 

parameters such as gain and power consumption. 

In [Kim 2004] the authors combined the DS method with out-of-band termination which 

resulted in an IIP3 improvement of 10dB. They stated that as ݃௠
ᇱᇱ  is effectively cancelled by 

MGTR, the value of ݃௠
ᇱ  which dominates ݃ை஻ in (5.17) is still appreciable and has to be 

decreased. From (5.17), they noted that one of the best ways to do this is to increase both 

݃ሺ∆߱ሻ and ݃ሺ2߱ሻ. They argued that ݃ሺ∆߱ሻ is much larger compared with ݃ሺ2߱ሻ and hence 

they focused on the 2nd harmonic frequency and derived an approximate expression for ݃ሺ2߱ሻ 

as 

݃ሺ2߱ሻ ൎ ݃௠ ൈ
1 ൅ ௚௦ܼଵܥ2݆߱ ൅ ௚ௗܼଶܥ2݆߱

1 ൅ ௚ௗܼଶܥ்߱
 (5.23)

where ܼଵ and ܼଶ are the impedance looking into the source and load of the common-source 

stage, respectively, and ்߱ ൌ ݃௠ ⁄௚௦ܥ . They noted that as the magnitude of ܼଵ in a typical 

common-source NMOS is of the order 1 ൫߱ܥ௚௦൯⁄  then the second term in the numerator of 

Equation (5.23) (2݆߱ܥ௚௦ܼଵ) is comparable to 1. Furthermore, since 2߱ ا ்߱, then the second 

term in the denominator (்߱ܥ௚ௗܼଶ) is the most dominant factor and must be decreased in order 

to increase ݃ሺ2߱ሻ. To decrease this term, they proposed reducing ܼଶby using a cascode stage at 

the drain of the main transistor, as the input impedance of which will be 1 ݃௠⁄ . This method 

was better than the harmonic tuning method proposed in [Aparin 1999] because it didn’t require 

the use of large passive components. However, the disadvantage of this solution is that with a 

very small degeneration inductance, it is difficult to simultaneously achieve a good VSWR and 
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NF [Aparin 2005] which may explain the relatively low (10dB) gain and high (2.85dB) NF 

achieved in this work. 

The authors of [Aparin 2005] focused on the relationship between the performance of the DS 

method and the operating frequency in relation to the degeneration inductance. They explained 

that the performance of the DS method degrades at higher frequencies due to the effect of circuit 

reactances, limiting the improvement in IIP3. They used a simplified MOSFET model including 

only a nonlinear transconductance, a linear ܥ௚௦ and the degeneration inductance and expressed 

its IIP3 as 

ܫܫ ଷܲ ൌ
4݃ଵ

ଶ߱ଶܥܮ௚௦

|ߝ|3  (5.24)

Where 

ߝ ൌ ݃ଷ െ
2݃ଶ

ଶ 3⁄

݃ଵ ൅ 1
ܮ2݆߱ ൅ ௚௦ܥ2݆߱ ൅ ܼଵሺ2߱ሻ

௚௦ܥ
ܮ

 (5.25)

Based on the expression for IIP3 in (5.24) and (5.25), it was shown that the zero composite 3g  

would not result in an infinite IIP3 at higher frequencies as it does at low frequencies. The 

reason for this can be extracted from the second term in (5.25) which represents the contribution 

of the 2nd-order nonlinearity to the 3rd-order intermodulation (IMD3) and as can be seen, this 

contribution depends on the degeneration inductance as previously explained in Section 5.3.2.1. 

This 2nd-order nonlinearity-contributed IMD3 will still exist even if ݃ଷ was completely cancelled 

by DS, and it increases as the operating frequency increases. This is since the impedance of the 

degeneration inductance (ൌ  .௦) increases as the frequency increasesܮ݆߱

To solve this, the authors proposed a modified version of the DS method in which two series 

inductors were used for degeneration instead of one. The idea was, instead of terminating the 2nd 

harmonic components, the two inductors are used to adjust the IMD3 contribution from the 

second harmonic to be equal in magnitude and opposite in phase to the direct IMD3  generated 

from the 3rd-order nonlinearities, and hence obtain IIP3 improvements by making these 

components cancel each other.    

The work in [Kim 2006a] achieved linearisation using a slightly modified variation of the DS 

method in which the 3rd-order transconductance non-linearity of the common-source transistor 

was compensated by placing a folded PMOS transistor in parallel and adjusting its size and bias 

to sink to ground the IMD3 current component in the cascode channel. In [Huang 2006], a 

similar idea was proposed but with the IMD3 current sinker being an NMOS transistor in 

parallel with the common-gate stage transistor. 
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5.4 Frequency Components Affecting Nonlinear Performance 

The concept of generating intermodulation components by feeding back frequency components 

produced from different orders of nonlinearity was briefly introduced in Section 5.3.2. Here, 

this phenomena is further investigated and analysed in more detail. While most of the work in 

the literature reviewed in Section 5.3 focused on two components, the second harmonic and the 

difference frequency in contributing to the 3rd-order intermodulation, here this analysis is widely 

extended by studying the potential effect of all components produced from all single-orders of 

nonlinearity in contributing to 3rd-, 5th- and 7th-order intermodulation distortion when exposed to 

any other single-order of nonlinearity up to the 7th-order. The analysis is based entirely on 

mathematical substitutions of polynomial terms, carried out in Mathematica software (Wolfarm 

Research, Inc.) [Wolfarm 2007]. In Section 5.4.1 the feedback phenomenon is explained further 

and the method in which mathematical substitutions were done in Mathematica is explained. In 

Section 5.4.2, a summary of all the results is presented and discussed. 

5.4.1 The Feedback Phenomena 

Figure 5.17 explains graphically how 2nd-order nonlinearity can contribute to 3rd-order 

intermodulation distortion as an example of the more general frequency component feedback 

concept. 

 
 Figure 5.17 Graphical description of 2nd-order contribution to IMD3 

The original two-tone input signal is ܣ ݊݅ݏ ߱ଵݐ ൅ ܣ ݊݅ݏ ߱ଶݐ (shown in short in Figure 5.17 as 

߱ଵ ൅ ߱ଶ to resemble the frequency content only for simplification). The system has up to 3rd-

order significant nonlinear terms. The two-tone input is exposed to the 2nd- and 3rd-order 

nonlinearity separately. Frequency components produced from the 2nd-order nonlinearity are as 

shown in Figure 5.17. The Mathematica snapshot of Figure 5.18 shows the exact magnitudes 

and coefficients of these components.  
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 Figure 5.18 results of the 2nd-order nonlinearity from initial two-tone input 

All frequency components generated from the 3rd-order system can be fed-back to the input, but 

focus here is on the components produced from the 2nd-order nonlinearity which can contribute 

to 3rd-order intermodulation distortion when fed-back. These are 2߱ and ߱ଵ െ ߱ଶ as indicated 

on the arrow of the feedback path in Figure 5.17. These components mix with the fundamental 

and re-enter the 3rd-order nonlinear system. The new total input is therefore exposed to all 

orders of nonlinearity in a similar fashion to the original two-tone input. The new input to the 

system becomes as shown in top of Figure 5.19 which is a snapshot of the substitution in 

Mathematica for the example when the 2nd-order component 2߱ is fed-back to the input. The 

2nd-order nonlinear term produces the sum and difference of all the frequency components that it 

can see. As 2߱ଵ (fed-back) and ߱ଶ (input tone) are present at the input, when the 2nd-order 

nonlinearity calculates the difference, the IMD3 component 2߱ଵ െ ߱ଶ results as shown in 

Figure 5.19. In another example for Figure 5.17, with the difference frequency ߱ଵ െ ߱ଶ (fed-

back) and ߱ଵ (input tone) present at the input, if the 2nd-order nonlinearity calculates the sum, 

the IMD3 component 2߱ଵ െ ߱ଶ will result. 

 
Figure 5.19 Frequency components resulting from feeding back the component 
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In Figure 5.19, the circled components are resulting 3rd-order intermodulation products when the 

2߱ component produced from 2nd-order nonlinearity is fed-back. The IMD3 product circled with 

the solid line has the coefficient ܿ only, which indicates that it is produced from mixing the two 

original input tones by the 3rd-order nonlinearity. The IMD3 product circled with the dotted line 

has the coefficient ܾ only which indicates that it is the result of mixing the fed-back components 

and the original input tones by the 2nd-order nonlinearity. The IMD3 product circled with the 

dashed line has the coefficients ܾ and ܿ which indicates that it is the result of mixing the 2nd-

order fed-back components and the original input tones in the 3rd-order nonlinearity. 

5.4.2 Analysis and Results 

Specifically designed power amplifiers employ linearisation techniques that are often very 

effective but are also often complicated and require higher power consumption. This 

effectiveness cannot be matched by simple low power linearisation techniques. Therefore, 

higher power operation of an amplifier based on a common low-power topology, such as the 

cascode architecture, might lead to additional distortion from higher-orders of nonlinearity that 

would otherwise be ineffective if the amplifier was working in its low power regime [Aparin 

2005]. 

In order to analyse these possibilities, a mathematical analysis was performed using a 7th-order 

polynomial to represent the nonlinearity of an assumed amplifier where up to 7th-order 

nonlinearity is significant. The procedures work as follow: A two-tone signal of the form 

ܣ ݊݅ݏ ߱ଵݐ ൅ ܣ ݊݅ݏ ߱ଶݐ is assumed as an initial input to the nonlinear amplifier; this is thereafter 

referred to as the original fundamental two tone input. The original fundamental input is 

processed by each nonlinearity order of the amplifier individually. Several harmonic and 

intermodulation components are generated from this process; these are thereafter referred to as 

the initially generated frequency components. Since filtering takes place only at the output of 

the amplifier, then all the initially generated frequency components will return to the input due 

to the degeneration inductor in the source of the common-source stage (as that of Figure 5.7), 

which resembles a negative feedback. Therefore, initially generated frequency components are 

also thereafter referred to as fed back components. Each fed back component will be added to 

the fundamental at the input and the total new input processed through  all orders of nonlinearity 

up to the 7th-order. The process will result in the generation of new frequency components from 

each order of nonlinearity that are not generated when only the original fundamental two-tone 

input is processed through that respective order. Focus is on the 3rd-, 5th- or 7th-order 

intermodulation components generated from this process, these are thereafter referred to as the 

feedback-generated intermodulation components. Any fed-back components that result in the 

generation of 3rd-, 5th- or 7th-order intermodulation distortion components are then noted. To 
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generalise the analysis and make it valid for as many amplifiers of various standards (which 

may have different operating powers) as possible, the following assumptions are made: 

• All components will return with equal amplitudes and zero phase; it is difficult to 

make up for the limited bandwidth of the return path. 

• All the resulting intermodulation components will add up algebraically; it is difficult 

to make up for the phase-frequency characteristics. This will result in a worst case 

analysis.  

Despite these simplifying assumptions, this analysis is useful to provide an insight into the 

likely significance of generated intermodulation components from mixing all the fed-back 

components and the original fundamental input tones. Table 5.2 provides a summary of the 

results showing which fed-back components resulted in feedback-generated intermodulation 

components. Table 5.2 should be read as follows: The frequency components on the left are 

those which result from the mixing of the original two-tone input in their respective order of 

nonlinearity alone. These components are mixed with the fundamental two-tone input into each 

order of nonlinearity from 2nd to 7th individually. x  indicates that an intermodulation distortion 

component of order x was produced and x  means no component has been produced. Appendix 

C presents a detailed summary of these results showing the magnitudes of these components. 

Some important observations can be made from studying the summary results in Table 5.2 and 

the more detailed results in Appendix C, these are as follows: 

• The feeding back of frequency components not only introduces intermodulation 

distortion components from orders of nonlinearity that would normally not produce 

them, but adds to the intermodulation components which are normally produced by their 

respective order of nonlinearity. For example, the feeding back of the ߱ଵ െ ߱ଶ 

component from 2nd-order nonlinearity to the input produces the 3rd-order 

intermodulation component 2ܣଷܾଶܵ݅݊ሺ2߱ଵ െ ߱ଶሻ when mixed with the fundamental in 

the 2nd-order nonlinearity, but also, when mixed with the fundamental in the 3rd-order 

nonlinearity it produces the 3rd-order intermodulation component ଷ
ସ

ହܾଶܿܵ݅݊ሺ2߱ଵܣ െ

߱ଶሻ which adds to the 3rd-order intermodulation component ଷ
ସ

ଷܿܵ݅݊ሺ2߱ଵܣ െ ߱ଶሻ that is 

normally produced by the 3rd-order nonlinearity from the original two-tone input. 
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Table 5.2 Summary of 3rd-, 5th- and 7th-order IMD component production 

 Into 
From 2nd 3rd 4th 5th 6th 7th 

2nd 
ω2  3   5  7  3  5  7  3  5  7 3  5  7 3   5  7  3   5  7  

21 ωω +  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  

21 ωω −  3   5  7  3   5  7  3   5  7  3   5  7 3   5  7  3   5  7  

3rd 

212 ωω +  3   5  7  3   5  7  3
 
5  7  3   5  7  3   5  7  3   5  7  

212 ωω −  3   5  7  3   5  7 3   5  7  3   5  7 3   5  7  3   5  7  
ω3  3   5  7  3  5  7 3  5  7  3  5  7 3   5  7  3   5  7  

21 2ωω −  3   5  7  3   5  7  3   5  7  3   5  7 3   5  7  3   5  7  

21 2ωω +  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  

4th 

21 22 ωω −  3   5  7  3   5  7  3   5 7  3   5  7 3
 
5  7  3   5  7  

21 22 ωω +  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  
ω2  3   5  7  3   5  7  3   5  7 3   5  7 3   5  7  3   5  7  

213 ωω +  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  

213 ωω −  3   5  7  3   5  7  3   5  7 3   5  7 3   5  7  3   5  7  
ω4  3   5  7  3  5  7  3  5  7 3  5  7 3   5  7  3   5  7  

21 3ωω −  3   5  7  3   5  7  3   5  7 3   5  7  3   5  7  3   5  7  

21 3ωω +  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  

21 ωω +  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  

21 ωω −  3   5  7  3   5  7  3   5  7  3   5  7 3   5  7  3   5  7  

5th 

21 32 ωω −  3   5  7  3   5  7 3   5  7  3   5  7 3   5  7  3   5  7  
21 32 ωω +  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  
21 23 ωω −  3   5  7  3   5  7 3   5  7  3   5  7 3   5  7  3   5  7  
21 23 ωω +  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  

ω3  3   5  7  3  5  7 3  5  7  3  5  7 3   5  7  3   5  7  
214 ωω +  3   5  7  3   5  7  3   5  7  3   5  7 3   5  7  3   5  7  

214 ωω −  3   5  7  3   5  7 3   5  7  3   5  7 3   5  7  3   5  7  
ω5  3

 
5  7  3  5  7  3  5  7  3  5  7 3   5  7  3   5  7  

21 4ωω −  3
 
5  7  3   5  7  3   5  7  3   5  7 3   5  7  3   5  7  

21 4ωω +  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  

6th 

21 42 ωω −  3   5  7  3   5  7  3   5  7 3   5  7 3   5  7  3   5  7  
21 42 ωω +  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  

21 33 ωω −  3   5  7  3   5  7  3   5  7 3   5  7  3   5  7  3   5  7  

21 33 ωω +  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  
21 24 ωω −  3   5  7  3   5  7  3   5  7 3   5  7  3   5  7  3   5  7  
21 24 ωω +  3   5  7  3   5 7  3   5 7  3   5  7  3   5  7  3   5  7  

215 ωω +  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  

215 ωω −  3   5  7  3   5  7  3   5  7 3   5  7  3   5  7  3   5  7  
ω6  3   5  7  3  5  7  3  5  7  3  5  7  3   5  7  3   5  7  

21 5ωω −  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  

21 5ωω +  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  3   5  7  
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• All fed back components mixed with the fundamental in any odd-order of nonlinearity 

produce at least two respective intermodulation components of that order; one is due to 

the exposure of the fundamental components to that nonlinearity order and the other is 

due to mixing with the feedback components. Usually, the magnitude of the non-mixed 

term is higher. For example 2߱ଵ ൅ ߱ଶ from 3rd into 5th produces ହ
଼

ହ݁ܵ݅݊ሺ3߱ଵܣ െ 2߱ଶሻ  

and ଵହ
ଵ଺

଻ܿ݁ܵ݅݊ሺ3߱ଵܣ െ 2߱ଶሻ where the coefficient ݁ of the first indicates it is from the 

fundamental and ܿ݁ in the second indicates it is from mixing with the 3rd-order term fed 

back.  

• Generally, if a component of an order of intermodulation distortion is produced from 

any even-order of nonlinearity; all lower-order intermodulation products are also 

produced. For example 2߱ଵ െ 4߱ଶ from 6th into 6th produces 7th-, 5th-, and 3rd-order 

components. Also ω2 from 2nd into 3rd produces 5th- and 3rd-order intermodulation 

components. Very few exceptions to this observation exist, for example 4߱ଵ െ 2߱ଶ 
from 6th into 2nd produces 5th- and 7th-order intermodulation components but not 3rd. 

Also, 4߱ from 4th into 3rd produces 3rd- and 7th-order intermodulation components but 

not 5th.  

• Several previously unnoticed frequency components produce 3rd-order intermodulation 

distortion, but with smaller magnitudes than those resulting from the feeding back of the 

2nd-order nonlinearity components. For example 2߱ଵ ൅ ߱ଶ from 3rd into 3rd produces 
ଽ

ଵ଺
ହܿଶܵ݅݊ሺ2߱ଵܣ െ ߱ଶሻ and 2߱ଵ െ 2߱ଶ from 4th into 2nd produces 24ܣହܾ݀ܵ݅݊ሺ2߱ଵ െ

߱ଶሻ. However, these components can be of concern if the input power was sufficiently 

high to cause their magnitudes to increase to significant levels where they can cause 

noticeable distortion. This is specific for every particular circuit and there is no general 

rule to define its boundaries.  

• In some cases, frequency components produced from some low-orders of nonlinearity 

mix with the fundamental in other low-orders of nonlinearity to produce higher-order 

intermodulation distortion. For example 2߱ from 2nd into 3rd produces 5th-order 

components, 2߱ଵ െ 2߱ଶ from 4th into 3rd produces 7th-order components and  

߱ଵ െ ߱ଶ from 2nd into 5th produces 7th-order components. 

• Perhaps the most important observation is that any fed back frequency component from 

any order of nonlinearity, mixed with the fundamental in any odd-order of nonlinearity 

produces feedback-related intermodulation distortion components of that respective 



Chapter Five: LOW POWER, LOW NOISE AND POWER AMPLIFIERS: DESIGN AND OPTIMISATION 
 

 147

order and all lower odd-orders. For example 2߱ଵ from 2nd into 5th produces 
ଶହ
଼

ହ݁ܵ݅݊ሺ2߱ଵܣ െ ߱ଶሻ which is a 3rd-order intermodulation term produced from the 

fundamental tones due to 5th-order nonlinearity, but also produces ଵ଻ହ
ଷଶ

଻ܾଶ݁ܵ݅݊ሺ2߱ଵܣ െ

߱ଶሻ and ଵହ
ଷଶ

ଽܾସ݁ܵ݅݊ሺ2߱ଵܣ െ ߱ଶሻ which are 3rd-order intermodulation terms produced 

from the mixing of the fundamental and feedback component in the 5th-order 

nonlinearity. This means that not only 5th- and 7th-order nonlinearity directly contributes 

to 3rd-order intermodulation distortion as previously discussed, but also components fed 

back and mixed with the fundamental into these higher-orders of non linearity 

contributes further to 3rd-order intermodulation distortion. 

5.5 Cascode LNAs Operating at High Input Powers - An Investigation 
and Design Methodology 

In this age of fast time to market requirements, RF front-end designers are increasingly 

dependent on Computer Aided Design (CAD) tools for fast and first-time-correct designs. 

Furthermore, with the existence of different transistor technologies from different foundries, the 

need for CAD tools becomes even more significant as theoretical design methods may need to 

differ from one technology to another, or from a technology made by one foundry to another. 

But the effective use of CAD tools has to be combined with a globally (circuit-specific) valid 

design methodology in order to deliver these robust results. RF circuit design is similar to any 

other analogue circuit design in that achieving acceptable performance parameters (including 

requirements and constraints)  not only relies on the ability of the designer to strike valuable and 

convenient trade-offs using design parameters but also on the ability to extract the full potential 

of the available components in serving the needed purpose. This process becomes more 

complicated as the number of concerned performance parameters and/or the number of circuit 

components are increased. Such is the case with the target design of this work which requires 

the amplifier to achieve acceptable performance when operating as both an LNA and a PA for a 

low power ZigBee front-end.    

In Sections 5.2.3 and 5.3.3, some of the recently realised and reported CMOS low noise 

amplifiers meeting challenging requirements were discussed. The design approaches which led 

to these performances and their limitations were discussed in Section 5.2.2. The lack of 

accurate, flexible and informative simultaneous analysis of performance requirements were 

highlighted as the most significant limitations.  
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The optimal design methodology is one that would simultaneously consider all performance 

requirements against all design parameters. But as the functional requirements of the circuit 

under design and the number of components involved increase, this becomes increasingly 

difficult to attain. Instead, increasing knowledge of how circuit elements operate and the 

significance of the influence certain design parameters have on certain performance parameters 

can facilitate a design approach where effective early eliminations can be made leading to as 

many performance parameters as possible being considered simultaneously against a limited 

number of design parameters. 

The design methodology proposed here is built around this course of action. The representation 

is based on visual observation, in 3D graphs, of how performance parameters vary with related 

design parameters taking into account the multiple dependencies of performance parameters on 

design parameters. Components are simulated between their minimum and maximum values to 

explore their full potential and uncover areas of their operation where better results may be 

obtained. After some initial eliminations and considerations, most of the performance 

parameters are simulated with respect to the same design parameters. This allows the designer 

to simultaneously analyse the effect of these design parameters on all those performance 

parameters and hence make satisfactory trade-off decisions. This also gives the designer the 

ability to reuse the results of this analysis and change trade-off choices if another design with 

different constraints is needed. The design procedure is also based on simultaneously optimising 

the two stages of the cascode architecture, reducing the need for iterations in later stages of the 

design flow as has been the case with some of the work reviewed in previous sections. 

The design methodology is laid out and discussed in Section 5.5.1. Based on this proposed plan, 

Section 5.5.2 provides an in-depth analysis of the cascode architecture taking into account all 

performance parameters of concern. In Section 5.5.3, a design example is presented to discuss 

how the results of the analysis in Section 5.5.2 should be applied. In addition the validity of the 

design approach is examined. All analysis, optimisation and design work presented in this 

section was carried out using components from a 180nm RFCMOS mixed signal design kit 

from UMC. This is the design kit with the smallest available CMOS transistors compatible with 

the design software, ADS. 

5.5.1 Methodology and Design Approach 

This section outlines the main aspects of the proposed design approach and determines the key 

steps of the design flow.  
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The design approach can be split into three main steps: The optimisation of the core circuit 

components (including bias voltages); the addition and optimisation of linearisation techniques; 

and the optimisation of input and output matching networks.  

5.5.1.1 Optimisation of the Core Circuit Components 

The core amplifier circuit (i.e. excluding the matching) to be optimised in this work is shown in 

Figure 5.20. It includes the two cascode transistors, the degeneration inductance, and the load 

inductance.  

The optimisation procedures are developed with bearing in mind that the inductors of the 

cascode architecture will only insignificantly affect the DC characteristics of the amplifier due 

to their relatively small internal resistances. Therefore, the DC analysis can safely be done on 

the two cascode transistors only without including the inductors, and the results will still be 

valid when inductors are connected. Also, although the effect of these inductors on RF 

performance is well understood, tests show that in the cascode architecture, a compromised 

configuration (bias point and device width) for the cascode transistors produced from analysis 

of the circuit conducted without the inductors cannot be different than if the analysis was 

undertaken with the existence of the inductors, and hence the transistors cannot have a better 

configuration. In other words, although including the inductors will change the resulting circuit 

performance, if the optimisation (without the inductors) to select a suitable configuration for the 

two cascode transistors would have been performed with the inductors in place, then the chosen 

configuration for the transistors (based on the same judgement procedures) would have been the 

same. However, it is important to emphasise that this assertion is only valid for the Cascode 

LNA architecture due to the limited range of values of inductors that are commonly considered 

for use as either a degeneration inductance in the source of the CS stage or as a load inductance 

in the drain of the CG stage. Analogy can be made between this and operating on a small 

section of a nonlinear curve where the small section can be considered linear. In Section 5.5.2.5, 

two results are shown to demonstrate the validity of this assertion. 

With appreciation of the above assertion, the first step in optimising circuit components is to 

tune the sizes and biases of the two cascode transistors; this is done on the circuit in Figure 5.20. 

This is the simple cascode architecture without the inductive degeneration.  
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Figure 5.20 Initial optimisation circuit for the two cascode transistors 

The general approach is to examine all the low and high-power performance parameters 

concerned against a sweep of sizes of the CS and CG transistors, after appropriately setting the 

bias voltages at the gates of each stage.  In Figure 5.20, the gate of the common-gate transistor 

is connected to the amplifier’s ஽ܸ஽. This choice is motivated by consideration of Equation 

(5.26) [Zhenying 2003] 

3ଶܲܫܫ ൌ
4
3

ቤ
ܸீ ௌమ൫2 ൅ ீܸߠ ௌమ൯൫1 ൅ ீܸߠ ௌమ൯

ߠ
ቤ (5.26)

Equation (5.26) is an expression for the input-referred 3rd-order intercept point of 2ܯ where ߠ is 

the normal field mobility degradation factor and ܸீ ௌమ is the gate to source voltage of the 

common-gate transistor. As can be seen, this expression suggests that IIP3 of the second stage 

can be enhanced by increasing ܸீ ௌమ . But ܸீ ௌ of transistor 2ܯ is also determined by the voltage 

between the two stages, hereafter called the “mid Voltage”, which is affected by ஽ܸ஽ (the bias 

voltage on the drain of 2ܯሻ and the sizes of both transistors, and it can affect current 

consumption even though this is predominantly controlled by the common-source stage, as will 

be seen.  

Hence, to increase flexibility and reduce the scope of possibilities, the gate of 2ܯ is assigned a 

maximum voltage by connecting it to ஽ܸ஽. This does not constitute a constraint on ܸீ ௌమ since 

full control over it will still be available through controlling the sizes of both transistors, as will 

be demonstrated in the DC analysis of Section 5.5.2.1. The bias voltage of the CS transistor is 

adjusted with respect to its noise performance, as will be seen. The RF choke placed on the 
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drain of the CG transistor isolates the supply voltage from the amplifier RF output, and keeps 

the amplifier independent, for now, of any specific load impedance for the purpose of 

optimisation. 

In Section 5.5.2.1, a comprehensive DC analysis of the common-source common-gate 

architecture is carried out. This is undertaken to investigate the nature of variations of the DC 

current and the mid Voltage subject to varying transistor sizes.  

The noise performance of the cascode architecture is investigated in Section 5.5.2.2 with 

emphasis on the bias and size of the CS transistor as the dominant contributor to noise in the 

amplifier. It is the intention that the most suitable CS gate voltage produced from this analysis 

will be used as a fixed value for the rest of the optimisation process. This does not imply any 

limit or constraint on any other performance parameters since the current of the CS transistor 

(which as will be shown controls the current of the circuit) is equally dependant on its gate 

voltage and size in the simulated range.  

Power, gain and nonlinear analysis are performed in Sections 5.5.2.3 and 5.5.2.4 by 

investigating the effect of varying the sizes of the CS and CG transistors on several performance 

parameters at low and high input powers.  

The second step in setting the core circuit components is to include the degeneration inductance 

and study its effect on both the low power and high power operation. The degeneration 

inductance affects low power operation in terms of noise for the LNA functionality and affects 

the nonlinear performance since it is classified as a negative feedback element. The results of 

these simulations are presented in Section 5.5.2.5. 

In Section 5.5.2.6, the final step in setting core circuit parameters is performed by tuning the 

load inductor. This step is carried out after the transistor sizes and the degenerating inductor 

have been chosen. The load inductor has a considerable effect on two performance parameters; 

power gain and stability. The stability of the final amplifier circuit will depend on the 

impedances presented to the amplifier at the input and the output, as discussed in Section 2.7.3. 

In the best case, the core amplifier circuit (before matching) should present unconditional 

stability. This gives the designer more flexibility in matching the circuit for other performance 

parameters such as noise, gain and harmonic termination. However, trying to peruse this goal at 

the beginning of the design flow will significantly complicate the design process, add to design 

time and may result in unnecessary constraints on other desired performance parameters. 

Instead this step is left as the last step in the design of the core amplifier, and the value of the 

inductor can be decided as a simple trade-off of how it affects stability and gain only.  
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5.5.1.2 Employing Linearisation 

The two linearisation techniques discussed in Section 5.3.2, the linearisation by multi-gating 

and linearisation by harmonic termination are employed in this design. 

The auxiliary transistors for multi-gate linearisation cannot be added before deciding the final 

sizes and biases of the core transistors. The reason for this is that since the bias and width of the 

auxiliary transistors are tuned to cancel the ݃ଷ nonlinearity of the main transistor, their 

configuration will not be effective if the configuration of the main transistor changed. If this 

step is performed as the size of the CS transistor is being swept for optimisation, it might give a 

better early indication on the nature of the expected nonlinear performance. But this would 

involve too many iterations as the configuration of the auxiliary transistors would have to be 

changed every time the CS transistor configuration is changed; hugely increasing design time. It 

is also not possible to write a mathematic routine in the simulator to automatically re-adjust the 

sizes and biases of the auxiliary transistors for ݃ଷ cancellation whenever the core transistor is 

changed. Studying Equation (5.27) [Toole 2004] reveals why this is the case. 

݃ଷ ൌ
ሺ1ߦܭ ൅ ߣ ஽ܸௌሻ

24ሺ݊߶௧ሻଶሺ1 ൅ ሻଷሺ1ߦ ൅ ሻସܺߙ ሺ24݊ଶ߶௧
ଶߦଶߙ െ 12݊߶௧ߦሺ1 ൅ ሻܺߙ ൅ ܺሺ2 ൅ ሻሺ1ܺߙ ൅  ሻଶሻܺߙ

(5.27) 

where  

ܺ ൌ 2݊߶௧݈݊ ൭1 ൅ ݁
൫௏೒ೞି௏೟೓൯

ሺଶ௡థ೟ሻ ൱ ߙ   ,  ൌ ߠ ൅
଴ߤ

ܮ௦௔௧ݒ2݊
ܭ   ,  ൌ

௢௫ܥ଴ߤ

2݊
ܹ
ܮ

  and ߦ ൌ ݁
ሺ௏ಸವି௏೟೓ሻ

ଶ௡థ೟  

Definition of various parameters in equation (5.27) can be obtained by reference to the original 

paper ([Toole 2004]). Equation (5.27) represents the relationship between the 3rd-order 

transconductance nonlinearity of a common-source transistor in moderate inversion with its 

dimensions and bias. Inspection of Equation (5.27) shows that because of the exponential term 

(in ܺ and ߦ), no analytical mathematical solution can be found. This problem has to be solved 

numerically in order to readjust the bias and size of the auxiliary transistors. Alternatively, the 

auxiliary transistors widths and biases can be adjusted manually in the simulator. 

In light of this, a better approach for optimising the auxiliary transistors is to choose the width 

of the core transistors based on the various amplifier performance parameters (such as noise, 

gain, PAE, etc.) and then linearise that by MGTR. Since it does not significantly affect the DC 

current in the cascode, adding the auxiliary transistors will not affect any other performance 

parameters set by optimising the main transistor, but will only improve its linearity. 
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The linearisation by MGTR method will still be valid at relatively high power because although 

the instantaneous ݃௠ will change with higher powers, the average ݃௠ (around the DC bias) will 

remain the same. 

The harmonic termination will be incorporated within the source- and load-pull analysis which 

will be extensively extended (by increasing the number of simulated-for impedances) to take 

into account all possible terminations. Any impedance representing considerable termination to 

any frequency component which contributes to IMD3 will be reflected in the input or output 

contours and can then be picked by the designer for matching. 

5.5.1.3 Matching the Amplifier 

In this design methodology, matching the amplifier comes as the last step after setting the core 

circuit parameters and applying linearisation; this is because these two processes contribute to 

the impedances seen at the input and the output of the amplifier core circuit. The importance of 

matching for low and high power operation was discussed in Sections 2.7 and 5.3.1.2, 

respectively. In high power operation, the matching techniques discussed in Section 2.7 are no 

longer valid; because they are primarily based on S-parameters which is essentially a small 

signal analysis. For example, the load of the amplifier cannot be matched for maximum power 

transfer with the conjugate matching requirements obtained from S-parameter measurements 

when the amplifier is operating at its 1dB compression point which is a large-signal operating 

condition. Instead, source and load pull simulations have to be performed. Source and load pull 

simulations consider a number of different matching impedances spread across the Smith chart 

(pre-specified by the designer) and investigates the response of the circuit in terms of obtainable 

performance parameters when these impedances are presented to the input and the output of the 

core amplifier circuit, respectively.  

In Section 5.5.3.2 the matching of the amplifier will be discussed by simultaneously considering 

low and high power matching techniques, giving the designer the flexibility of selecting the 

desired trade-off. 

5.5.2 In-depth Analysis of the Cascode Architecture at Low and High Input 
Powers 

This section presents the circuit analysis of the cascode architecture following the proposed 

design methodology outlaid in Section 5.5.1.1, and discusses its results. Based on these results, 

component values of the core amplifier circuit will be set in the design example of Section 

5.5.3. 
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5.5.2.1 DC Analysis of the Cascode Architecture 

In this section, the DC current and DC voltage of the cascode architecture are analysed based on 

the circuit in Figure 5.20. The analysis is performed over a range of sizes of the common-source 

and common-gate transistors. Figure 5.21 and Figure 5.22 show how the DC current and the DC 

voltage at the mid point between the two stages vary with respect to different combinations of 

sizes of the two transistors, at several supply voltages (voltage at the drain of the CG transistor). 

CS NGF is the number of gate fingers of the CS transistor and CG NGF is the number of gate 

fingers of the CG transistor, each gate finger is 5µm wide. 

 
 Figure 5.21 Amplifier DC current vs. CS and CG sizes at voltage supply of (a) 1.8V, 

(b) 1.5V, (c) 1.2V and (d) 1V 

Figure 5.21 clearly indicates a higher dependence of the DC current on the size of the CS 

transistor than on the size of the CG transistor. This is because the gate-to-source voltage of the 

common-source transistor is fixed, unlike the ܸீ ௌ of the common-gate device. As from Figure 

5.22, because the voltage at the gate of the CG transistor is fixed, and since the voltage on its 

source is the mid voltage, its ܸீ ௌ changes every time the sizes of the transistors change. In this 

sense, the CS transistor acts as a current source, the current of which depends on its size and 

gate voltage. The CG transistor absorbs that current and the only change it observes is the 

distribution of that current beneath each of its gate fingers, but the total current generally does 

not change as a result of changing the size of the CG transistor. 

(a) (b)

(c) (d)
5

10
15

20

5
10

15
20
1

2

3

4

5

6
x 10-3

CG NGFCS NGF

Id
c 

(A
)

1.5

2

2.5

3

3.5

4

4.5

5

x 10-3

5
10

15
20

5
10

15

20
1

2

3

4

5

6
x 10-3

CG NGFCS NGF

Id
c 

(A
)

1.5

2

2.5

3

3.5

4

4.5

5

5.5

x 10-3
5

10
15

20

5
10

15
20
0

2

4

6

8
x 10-3

CG NGFCS NGF

Id
c 

(A
)

2

2.5

3

3.5

4

4.5

5

5.5

6

6.5
x 10-3

5
10

15
20

5
10

15
20

2

4

6

8
x 10-3

CG NGFCS NGF

Id
c 

(A
)

2

3

4

5

6

7
x 10-3



Chapter Five: LOW POWER, LOW NOISE AND POWER AMPLIFIERS: DESIGN AND OPTIMISATION 
 

 155

An important observation to note from Figure 5.21 is that the dependence of the DC current on 

the size of the CG transistor changes as the supply voltage varies. As shown in Figure 5.21, this 

dependence increases at smaller sizes of CG device as the supply voltage drops when the CS 

transistor is large. This can be explained as follows: when the CS transistor size is increased, it 

demands more current, and since the two transistors are cascoded, this current has to be passed 

through by the CG transistor. At higher values of supply voltage, the CG device does that by 

changing its overdrive voltage. This is evident from Figure 5.22.a; the mid voltage decreases as 

the size of the CS transistor increases, hence increasing ܸீ ௌ of the CG transistor, facilitating the 

current increase. However, Figure 5.22 shows that as the CG transistor size decreases, the mid 

voltage decreases. This affects the current on two fronts: First, since the decrease in the mid 

voltage is not proportional to the decrease in the supply voltage, the CG transistor can no longer 

attain high ܸீ ௌ at lower supply voltages as it does when the supply voltage is high. Second, the 

mid voltage may be reduced to a level effectively taking the CS device out of its saturation 

region. When the CS transistor is in the linear region, the current it tries to draw decreases and 

the more the CG device size reduces (when CS transistor is large) the more the mid voltage 

reduces and hence the CS transistor is pushed further away from saturation. These two notions 

explain the increased dependence of the DC current on CG transistor size at lower supply 

voltages. Note that this observation was only possible to make as a result of this unique 3D 

graphical representation of the current changes, insight that would be very hard to acquire by 

studying model equations describing the DC current in the cascode configuration alone.   

 
Figure 5.22 Amplifier mid voltage at a voltage supply of (a) 1.8V, (b) 1.5V, (c) 1.2V and (d) 1V 
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Figure 5.22 is also useful in guiding the designer on how the sizes of the CS and CG transistors 

might affect their areas of operation taking them between the linear and saturation regions. The 

CG transistor will always be in saturation since the DC voltage on its gate is the same as that on 

its drain. This means, with any voltage at its source (the amplifier mid voltage), its ஽ܸௌ is 

always going to be larger than ܸீ ௌ െ ்ܸ. For the CS transistor, however, the situation is 

different. If the DC voltage on its gate is set for example to 0.75 volts, Figure 5.22.d shows that 

when the supply voltage is set to 1V, there is a range of CS and CG sizes that is going to take 

the CS transistor out of saturation. The same applies to Figure 5.22.c but as the supply voltage 

increases to 1.2V, the range of sizes taking the CS transistor out of saturation reduces. It can 

also be observed from Figure 5.22 that the mid voltage is highest when CS device is very small 

and CG transistor is very large, this is because in this case, the effective resistance of the CS 

transistor is at its highest while the effective resistance of the CG transistor is at its lowest, and 

therefore there is more voltage drop on the CS transistor than on the CG transistor. Opposite 

analysis explains why the mid voltage is at its lowest when the CS transistor is at its largest size 

and the CG transistor is at its smallest size. 

Since the DC current in the cascode is largely more dependant on the CS transistor rather than 

the CG transistor as explained above, it is useful to study how this current is affected by both 

the size of the CS device and gate voltage. Figure 5.23 presents this relationship. 

 
Figure 5.23 Common-source transistor’s current versus its size and gate voltage 

As shown in Figure 5.23, the DC current in the CS transistor is equally dependant on its gate 

voltage and size for the span simulated, which is the maximum span for the transistor size and 

the maximum realistic (for low power operation) span of the gate voltage. This feature will be 

useful in taking design decisions at later stages of the design flow.  
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5.5.2.2 Noise Analysis of the Cascode Architecture 

Figure 5.24 shows how the minimum Noise Figure (ܰܨ௠௜௡) changes with respect to different 

combinations of sizes of the CS and CG devices. This graphical representation of the 

relationship generally agrees with the mathematical equation-based conclusions of [Park 2001] 

and [Guo 2002] that the noise figure is almost independent of the size of the common-gate 

transistor. However, because this graphical representation is more comprehensive, it shows that 

this general conclusion starts to become questionable when the CS transistor is significantly 

bigger than the CG transistor. The reason for this can be extracted from the DC analysis in 

Figure 5.21 and Figure 5.22 as follows: At larger sizes of the CS transistor, and as the size of 

the CG transistor reduces, both the total current and the mid voltage decrease. This means the 

CS transistor is retreating from its relatively high gain operation region to its linear region, 

inevitably increasing the minimum obtainable noise figure.  

 
 Figure 5.24 Minimum noise figure vs. transistor sizes 
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several drain voltages. The results of these simulations are presented in the 3D graphs of Figure 

5.25. 

 
Figure 5.25 Minimum noise figure of a common-source transistor versus its gate voltage and size at 

drain voltages of (a) .3V, (b) .5V, (c) .9V, (d) 1.2V, (e) 1.5V and (f) 1.8V 

Figure 5.25 presents an interesting and very useful result which is that there is a persistent 

reduction in the minimum noise figure at gate voltage in the proximity of 0.75V and that is 

maintained for all sizes of transistor, at all drain voltages. Figure 5.25 also shows that the noise 

figure generally decreases as the supply voltage on the drain of the common-source transistor 

increases, which agrees with the conclusions of [Wu 2006]. 

In Section 5.5.2.5, the effect of the degeneration inductor on noise will be analysed when the 

optimisation of this component is discussed. 
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5.5.2.3 Power and Gain Analysis of the Cascode Architecture  

In this section, the influence of varying the sizes of the two transistors in the cascode 

architecture on power consumption, gain, and power-added efficiency is analysed. The analysis 

is performed by simulating for the various parameters at different input powers to examine the 

effect on the performance of the amplifier in low and high power regimes of operation. Figure 

5.26 shows how the DC current drawn from the supply changes as the transistor sizes are 

varied, and at different input powers. 

 
Figure 5.26 The DC current of the amplifier drawn from the supply at an input power of (a) -20 

dBm and (b) -10 dBm (c) -5 dBm and (d) 0 dBm 
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the fact that the increase in DC current at high powers comes as the size of the CG transistor 

become larger means that the nonlinearities (particularly for this case the even-order 

nonlinearities which produce DC components) are produced more from the CG transistor than 

from the CS transistor and hence the CG transistor dominates the nonlinear performance. This 

result generally agrees with the conclusions of [Park 2001] and [Guo 2002], which were based 

on mathematical equations, but further gives a visual presentation of the extent of the effect. In 

Section 5.5.2.4, the magnitude of the dominance of the CG transistor on the nonlinear 

performance will be analysed in more details demonstrating the limitations that apply to this 

verdict. 

 
Figure 5.27 DC power consumption vs. transistor sizes at low and high input powers (a) -20 dBm 

and (b) -10 dBm (c) -5 dBm and (d) 0 dBm 

Figure 5.27 shows how the DC power consumption changes with respect to varying transistor 

sizes at different input powers. As expected, there is a direct relationship between the DC 

current and the DC power consumption. Nevertheless, this graph is important as it informs the 

designer on the expected DC power consumption for given transistor sizes.  

Figure 5.28, Figure 5.29, and Figure 5.30, respectively, relate the gain, power delivered to the 

load, and PAE to the CS and CG device widths. These plots show that all these performance 

parameters merely depend on the current in the cascode. These graphs can be used 

simultaneously by the designer to make trade-off decisions when choosing the transistor sizes as 

will be demonstrated in the design example of Section 5.5.3.  
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Figure 5.28 Transducer gain vs. transistor sizes at low and high RF input powers (a) -20 dBm and 

(b) -10 dBm (c) -5 dBm and (d) 0 dBm 

 
Figure 5.29 Load Power vs. transistor sizes at low and high RF input powers (a) -20 dBm and (b) -

10 dBm (c) -5 dBm and (d) 0 dBm 
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Figure 5.30 PAE vs. transistor sizes at low and high RF input powers (a) -20 dBm and (b) -10 dBm 

(c) -5 dBm and (d) 0 dBm 

It is important to emphasise that these results present grounds for comparison on which the 

designer can make early trade-off decisions but are not definitive final results of the amplifier. 

This is because, particularly with the dual functionality amplifier intended in this thesis, trade-

off decisions on the matching conditions of the amplifier are yet to be made. 

5.5.2.4 Detailed non-Linear Analysis of the Cascode Architecture 
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intermodulation changes with respect to the sizes of the CS and CG transistors, at the low and 

high power operation regimes. 
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Figure 5.31 Relative 3rd-order intermodulation in dBc with respect to transistor sizes when the RF 

input power is (a) -20 dBm (b) -10dBm, (c) -5dBm and (d) 0dBm 

Figure 5.31 demonstrates the extent to which the assertion in the literature discussed in Section 

5.2.1.2 that the CG transistor dominates the nonlinear performance in the cascode architecture is 

valid. In Figure 5.31.a, with the input power at -20dBm, it can be seen that when the CG 
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NGF>5) the effect of the CG transistor size on the IMD3 is larger than that of the CS device. 

This is noted by observing the change in IMD3 relative to 1 unit size up or down of both 

transistors. This observation is manifested more at larger sizes of the CS device and starts to 

become untrue as the CS device becomes smaller. 

Therefore, a conclusion can be drawn from Figure 5.31.a that, when operating at small input 
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range where the change in CG device size has no effect on IMD3 starts to decrease. In Figure 

5.31.c, when the input power is increased to -5dBm, this range becomes minimal and in Figure 

5.31.d when the input power is 0dBm it becomes non existent. It is also observed that with the 

0dBm input power in Figure 5.31.d, the effect of the CG size on IMD3 is no longer dependant 

on the CS size. This is because this input power is already very large, and irrespective of 

whether the CS amplifies the input signal significantly or not, both transistors are driven well 

into their nonlinear regions and their effect on IMD3 is almost identical.  

Therefore, the analysis of Figure 5.31 concludes that the assertion in the literature ([Park 2001 

and Guo 2002]) that the CG transistor dominates nonlinear performance is only partially valid at 

small input powers, and becomes an even weaker approximation as the operating input power 

increases. 

Figure 5.32.a and b show the 3rd-order intermodulation and the IIP3 relative to changes in the CS 

and CG device sizes. Note the complete opposite colour-coded mapping between these two 

figures which shows that there is a direct relationship between the relative 3rd-order 

intermodulation and IIP3. This feature will be used in considering amplifier optimisation in the 

design example of Section 5.5.3. 
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(b) 

Figure 5.32 Mapping between IMD3 and IIP3 calculations at -30dBm input power 
(a) IMD3 and (b) IIP3 vs. Transistor sizes  

5.5.2.5 Effect of the Degeneration Inductance 

The importance of the degeneration inductance in the cascode architecture has been discussed in 

Section 5.2.1. The feedback provided by the degeneration inductance has two effects on the 

nonlinear performance of the amplifier. Since it is a negative feedback, it reduces the 

nonlinearity, and may lead to a smaller IMD3. However, some frequency components of that 

feedback contribute to increasing IMD3 as explained in Section 5.4. Therefore, careful analysis 

has to be conducted to evaluate the extent of these two effects on the nonlinear performance and 

establish whether one dominates the other. Figure 5.33 shows how the relative 3rd-order 

intermodulation distortion varies with changing transistor sizes when different values of 

degeneration inductances are used. This analysis is carried out at 0dBm since with this relatively 

high input power the nonlinearities of the circuit are manifested more than at low power 

operations. 
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Figure 5.33 IMD3 vs. transistor sizes at different values of degen inductors (a) no degen (b) 0.58nH 

(c) 1.5nH and (d) 2.9nH when the input power is 0dBm 

An important observation from Figure 5.33 is that the manner of variation of IMD3 with 

transistor sizes does not change as the value of the degeneration inductance changes, only the 

value of IMD3 changes. This confirms the initial assertion in Section 5.5.1.1. that within a 

certain range of inductor values, the existence of the inductor does not change the nature of 

variation of RF performance parameters with respect to transistor sizes in the cascode and hence 

initial analysis for these performance parameters with respect to transistor sizes can safely be 

done without the inclusion of the degeneration inductance. 

Figure 5.33 also shows that as the value of the degeneration inductance increases, IMD3 

decreases. This indicates that the effect of nonlinearity improvement through negative feedback 

exceeds the increase in IMD3 contributed by the mixing of certain feedback components with 

the fundamental in various orders of nonlinearity as explained in Section 5.4.  

As previously discussed in Section 5.2.1.1, the degeneration inductance also affects the noise 

figure of the amplifier. Figure 5.34 shows how the minimum noise figure varies with changing 

transistor sizes when different values of degeneration inductances are used. As with all the 3D 

graphs presented in this analysis, these results will be used in the design example of Section 

5.5.3 to select a suitable value for the degeneration inductance.  
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Figure 5.34 Minimum Noise Figure vs. transistor sizes at different values of degeneration inductors 

(a) no inductor (b) 0.58nH (c) 1nH and (d) 1.5nH  

Figure 5.34 is another example to demonstrate the validity of the assertion in Section 5.5.1.1. It 

is clear that the manner of variation in the minimum noise figure with respect to transistor sizes 

does not significantly change as the value of the degeneration inductance changes. Figure 5.34 

also shows that the minimum obtainable noise figure will increase as the value of the 

degeneration inductance increases. 

5.5.2.6 Choice of the Load Inductor 

Section 2.7.3 showed how stability circles can be used to determine the stability of an amplifier. 

The load inductor influences two performance parameters; the stability (because it acts as a 

resistive load in the output), and gain (since it is the amplifier load). The influence of the load 

inductor was investigated for different on-chip inductor values whilst observing the location of 

the stability circles and the effect on power gain. Figure 5.35 shows how the value of load 

inductor produces different stability circles at the input and output. Table 5.3 lists the stability 

regions of these circles and the maximum obtainable output power for each on-chip inductor at 

low and high input powers; obtained from load-pull simulations. 
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(a) 

 

(b) 

Figure 5.35 Effect of the on-chip load inductor on the stability and gain of the amplifier 

Table 5.3 Regions of stability and maximum gain relative to different load inductors 
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stable 
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output power 
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Choke Inside Outside no -13.7dBm 9.55dBm 

1nH Outside Outside yes -24.7dBm 0.03dBm 

3nH Outside Outside yes -17.5dBm 6.8dBm 

5nH Outside Outside yes -15.5dBm 8.3dBm 
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Figure 5.35.a and b show how the stability situation dramatically changes when an ideal 

inductor (choke) is replaced by on-chip inductors; confirming that the variation is due to the 

series resistance of the inductors which result in resistive loading at the output. Also noticeable 

is the dependence of location of input and output stability circles on inductor value. Two further 

observations can be made from the result in Figure 5.35 and Table 5.3. The first is that a higher 

value of load inductor does not necessarily mean increased stability as the amplifier becomes 

conditionally unstable at the two highest values 7 and 9nH. The second observation is that as the 

value of the load inductor increases, the power gain increases. This is because the total load 

impedance is increased, as discussed in Section 5.3.1.2. It is worth noting that when performing 

this analysis, it is important to recall that increasing the on-chip inductor value increases the 

chip area, which is not desirable for a low cost product. 

5.5.3 High Dynamic Range Cascode Amplifier – A design example  

This section builds on the analysis in Section 5.5.2 of the common-source common-gate 

cascode architecture operating at low and high powers and implements the proposals in Section 

5.5.1 to complete a design example demonstrating the validity and usefulness of the design 

approach. An amplifier for the ZigBee front-end that can be used as both an LNA and a PA with 

acceptable performance requirements is next described. 

5.5.3.1 Setting Up The Core Amplifier Circuit 

This sub Section is dedicated to discussing the choices made in setting up the core circuit 

components of the amplifier which includes the degeneration and load inductors, both cascode 

transistors and their bias voltages.     

 Bias Voltages 

Three bias voltages need to be determined in the cascode architecture; the main supply voltage 

(drain of the CG transistor), the gate voltage of CG device, and the gate voltage of the CS 

transistor. The analysis presented in Section 5.5.2 is adaptable and can be repeated for any value 

of supply voltage if the design strategy is to investigate the effect of reducing the supply voltage 

and hence power consumption on the other remaining performance parameters. Due to size 

constraints, this option was not taken here, and the supply voltage is set at 1.8V which is 

flexible enough to allow optimisation of other circuit elements.  

The choice of the CG gate voltage was explained in Section 5.5.1.1. In the noise analysis of 

Section 5.5.2.2, Figure 5.25 shows that a broad minimum in noise performance is obtained for a 

gate voltage of around 0.75V, independent of device width. Since the amplifier noise is strongly 

related to current and there is an equal influence on current from the gate voltage and the 
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transistor size in a common-source transistor as depicted by Figure 5.23 in the DC analysis of 

Section 5.5.2.2, the gate of the CS transistor was set to 0.75V. This does not represent a 

constraint on any other performance parameter since full control over the DC current is still 

available through varying the size of the CS transistor. 

 Transistor sizes 

The choice of transistor sizes highlights the power of the design methodology developed in this 

work; the ability to simultaneously analyse the effect of the two most important design 

parameters (the sizes of both transistors) on various performance parameters. Simultaneously 

using the results presented in Sections 5.5.2.2, 5.5.2.3 and 5.5.2.4 and considering the required 

dual functionality of this amplifier, it can be concluded that, in general, a large CG transistor 

and a relatively smaller CS transistor will achieve a good compromise. The noise analysis in 

Figure 5.25 indicates that as the size of the CS transistor decreases, the minimum noise figure 

decreases. From Figure 5.31, the lowest IMD3 at low powers can be achieved only when the CS 

device is very small but over a wide range of large CG transistor sizes. At high power, the same 

level of minimal IMD3 can only be achieved when the CG device is at its maximum size as long 

as the CS transistor remains as small as possible.  

Figure 5.26 clearly indicates that if CG transistor was to be large, the size of the CS transistor 

alone controls the DC current, and as a consequence, DC power consumption, gain, delivered 

power, and PAE as shown in Figure 5.27, Figure 5.28, Figure 5.29 and Figure 5.30, 

respectively. Figure 5.28, Figure 5.29 and Figure 5.30 show that the optimum gain, power 

delivered to the load and PAE will result when both transistors are as large as possible but 

Figure 5.27 suggests that in this case the amplifier will consume 13mW and 21mW at -20dBm 

and 0dBm, respectively, which are relatively high and therefore not acceptable levels of DC 

power consumption.   

With all dependencies simultaneously presented, designers realising amplifiers to meet varying 

specifications can choose device widths to meet their requirements. For the purpose of 

demonstrating this example, and based on the discussion above, the number of CG transistor 

gate fingers is set to 20 (100µm in width) and the number of gate fingers of the CS transistor is 

set to 12 (60µm in width). Based on the results presented in Section 5.5.2, this choice is 

believed to represent a good compromise between all low and high power performance 

parameters and satisfy the operational requirements for an LNA and a PA for a low power 

ZigBee front-end.  
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 The degeneration inductor and the load inductor 

The effect of the degeneration inductance on the noise and nonlinear performance was discussed 

in Section 5.5.2.5 with aid of Figure 5.33 and Figure 5.34. Figure 5.33 indicates that IMD3 

reduces as the degeneration inductance increases, but the largest reduction is observed up to an 

inductance value of 0.58nH, and thereafter only 1dBc improvement is obtained by increasing 

the inductance value to 1.5nH. In Figure 5.34, the minimum noise figure increases as the 

degeneration inductance increases, with almost equal increase between each simulated 

inductance value and the one below. Considering these two results and bearing in mind that 

noise is more of a concern at the input stage of the amplifier, a degeneration inductor of 0.58nH 

was chosen. With this value, a real part will be generated in the input impedance (similarly to 

any other inductor value, but opposite to the choice of eliminating the degeneration inductance), 

easing the choice of matching circuitry. Further, the linearity of the amplifier will be improved 

with only a slight increase in noise figure. 

From the analysis in Section 5.5.2.6, choosing a load inductor of 5nH yields an appropriate 

trade-off between stability and power gain at both low and high powers. This value results in 

unconditional stability and a reasonably-sized on-chip inductor (0.05µm2). It also provides good 

maximum output power for both low and high drive power. It is important at this stage to ensure 

that maximum obtainable output power is achieved since subsequent matching to optimise other 

performance metrics such as PAE and IMD3 will degrade the final output power. 

 Linearisation by multi-gating 

It is important to ensure that the current in the CS transistor used to improve linearity by 

cancelling ݃ଷ matches the current in the CS transistor of the cascode amplifier, and also that the 

impact of the cascode CG transistor on the current is taken into account. These requirements can 

only be guaranteed by tuning the auxiliary transistors in parallel to the CS transistor while it is 

connected in the cascode. The optimisation strategy was to include three auxiliary transistors to 

try to achieve as wide as possible the region on the ܸீ ௌ scale where ݃ଷ ൌ 0. Because this 

optimisation must be performed manually, as explained in Section 5.5.1.2, the widths of the 

three auxiliary transistors were set to the three smallest number of gate fingers (5, 6 and 7). 

With this arrangement, as well as restricting additional current drawn by the auxiliary 

transistors, only the gate voltages of the auxiliary transistors need be optimised, simplifying the 

design procedure. 



Chapter Five: LOW POWER, LOW NOISE AND POWER AMPLIFIERS: DESIGN AND OPTIMISATION 
 

 172

 
Figure 5.36 Second derivative of the total transconductance in the cascode after the 

addition of the linearising auxiliary transistors to the CS stage 

Figure 5.36 shows the 2nd derivative of the cascode current with respect to the CS transistor gate 

to source voltage. Around ܸீ ௌ= 0.75V where the transistor is biased, ݃ଷ ൌ 0 is achieved 

between 0.68 < ܸீ ௌ < 0.78V. When testing the effect of linearisation, 7dBm IMD3 improvement 

was observed at low input powers in the non-matched amplifier, reducing to 4dBm with an 

input power of 0dBm. This is because at low power, IMD3 comes from the 3rd-order 

nonlinearity (݃ଷ) only, and the contribution to IMD3 from higher-orders of nonlinearity is 

negligible. As the operating power increases however, the contribution of the higher-orders of 

the nonlinearity becomes more significant and has to be considered. 

5.5.3.2 Matching the Amplifier 

Following selection of the core elements, the amplifier is matched, as explained in Section 

5.5.1. Matching at the input and the output will take into account the amplifier response to low 

and high power inputs simultaneously to make suitable tradeoffs which guarantee an operation 

satisfactory to meet requirements of both modes of operation.  

 Matching the input 

Figure 5.37 shows the small signal noise circles generated from an S-parameter simulation for 

the input matching. Similar to stability circles, each of the noise circles represents a group of 

impedances which, if presented to the input of the amplifier, will yield the corresponding noise 

figure. It is important to note that these noise figure values are calculated in the simulator with 

the assumption that the output of the amplifier is conjugately matched, which is the usual 

practice in low power LNA design. This is not the case in this amplifier design however, since 

the output will be matched with respect to few other parameters (such as PAE, power delivered 

to the load and IMD3) due to its dual functionality requirement. Thus, final noise figure value 

will be expected to change slightly. In Section 2.7.4, the gain characterisation of a two-port 
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network with S-parameters was discussed, the available gain was defined and its relationship 

with the input matching network was highlighted. Figure 5.38 shows the available gain circles 

for the core amplifier circuit generated from an S-parameter simulation. Figure 5.37 and Figure 

5.38 indicate that little trade-off is required between noise and available gain for small signal 

operations as the location of the optimum impedance for both are at approximately the same 

location on the Smith chart.  

 
Figure 5.37 S-parameter noise circles for input matching  

(with a dark spot indicating chosen impedance) 

 
Figure 5.38 Available gain circles for low-power input matching 

(with a dark spot indicating chosen impedance) 
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For matching at high power operation, a source-pull simulation was performed at 0dBm input 

power to generate contours indicating the relationship between the impedance presented to the 

input and the power delivered to the load, power added efficiency and relative 3rd-order 

intermodulation distortion. These contours are presented in Figure 5.39, Figure 5.40 and Figure 

5.41, respectively. It is important to emphasise that these contours (and the contours produced 

for matching the output in Figure 5.43, Figure 5.44 and Figure 5.45) were produced by 

simulating as many impedance points on the smith chart as possible in order to increase the 

conclusively of the results. 

 
Figure 5.39 Power delivered to the load contours from the source-pull simulation  

(with a dark spot indicating chosen impedance) 

 
Figure 5.40 PAE Contours from the source-pull simulation  

(with a dark spot indicating chosen impedance) 
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Figure 5.41 IMD3 Contours from the source-pull simulation  

(with a dark spot indicating chosen impedance) 

Comparing Figure 5.37, Figure 5.39 and Figure 5.40 reveals that little compromise is required 

between the power and gain characteristics for high and low power operation. However, the 

result in Figure 5.41 presents an interesting challenge. The area of the Smith chart which 

represents the optimum impedance for power, gain and noise requirements also represents the 

worst case results for IMD3. Also, in the direction where IMD3 becomes better (smaller), the 

rest of the performance parameters worsen. This represents the ultimate trade-off challenge for 

matching the amplifier input taking into consideration noise, gain and nonlinear performance. 

Given that the noise figure is influenced by the input match much more than the output match 

and that the output match has a significant effect on all the other performance parameters, the 

input matching impedance of 84.35+j55.75Ω shown on each Smith chart (Figure 5.37 to Figure 

5.41) as a dark spot was chosen. With this impedance, the noise figure is expected to be around 

1.6dB and a good compromise is made between gain and linearity at the input. It is important to 

emphasis that these results present an initial prediction and are not final since the output 

matching is going to influence these performance parameters.  

 Matching the output 

Matching the output of the amplifier was considered with the input matched to the impedance 

value mentioned above. As well as available gain, Section 2.7.4 also defined power gain and 

highlighted its relationship with the output matching of the two-port network. Figure 5.42 shows 

the power gain circles of the amplifier generated from an S-parameter simulation. 
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Figure 5.42 Power gain circles for low-power output matching  

(with a dark spot indicating chosen impedance) 

As with the input case, a load-pull simulation at 0dBm input power was performed at the output 

to investigate the matching condition for the high power operation. Figure 5.43, Figure 5.44 and 

Figure 5.45 show the generated contours for the power delivered to the load, power-added 

efficiency and relative 3rd-order intermodulation distortion, respectively. 

 
Figure 5.43 Power delivered to the load contours from the load-pull simulation  

(with a dark spot indicating chosen impedance) 
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Figure 5.44 PAE Contours from the load-pull simulation  

(with a dark spot indicating chosen impedance) 

 
Figure 5.45 IMD3 Contours from the load-pull simulation  

(with a dark spot indicating chosen impedance) 

Inspection of Figure 5.42, Figure 5.43 and Figure 5.44 yields a similar result to that of the input 

match, that little trade-off is required for output matching for gain at low and high power levels. 

Also similar to the situation at the input, Figure 5.45 shows that the ultimate trade-off is 

required between matching for gain and nonlinear performance at the output. This is since, 

again, the impedances which yield the optimum gain and delivered power performance are 

shown to result in the worst intermodulation performance, and vice versa. 
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Furthermore, because the output match does not change DC power consumption at any RF input 

power, then a matching impedance that is going to result in a higher PAE (at the simulated 

0dBm input power) is also going to result in a higher 1dB compression point (as long as it is 

less than 0dBm, which is normally the case). This is because a higher PAE (at the same input 

power and same DC power consumption) imply that more power is delivered to the load, 

indicting a later compression. Since there is a direct relationship between IIP3 and IMD3 as 

Figure 5.32 indicates, analysing the contours in Figure 5.44 and Figure 5.45 reveals that also a 

compromise need to be made between the 1dB compression point and IIP3 when considering the 

output match of the amplifier. 

After simultaneous consideration of the results in Figure 5.42 to Figure 5.45 it was decided that 

an output matching impedance of 42.4-j15.8Ω will present an acceptable compromise. This 

point is shown on each Smith chart of Figure 5.42 to Figure 5.45 as a dark spot.  

Note that the matching impedances at the input and output were implemented with ideal lumped 

off-chip components from the ADS library and not using the inductors and capacitors provided 

in the UMC 180nm design kit. This is because the quality factors of these lumped components 

were very high that they invalidated the designed-for matching impedances and made the 

matching conditions presented in Figure 5.37 to Figure 5.45 practically irrelevant. This is also 

bearing in mind that the work being presented here emphasises more on presenting a unique and 

useful design methodology for LNA/PA design rather than the actual final results that can be 

achieved with this particular foundry design kit.  

5.5.3.3 LNA/PA Performance Evaluation 

This Section presents the final performance results of the amplifier at low and high input powers 

and discusses how these satisfy the required specifications of the ZigBee front-end radio 

transceiver at the 2.4GHz band. 

Figure 5.45 presents the S-parameter simulation of the matched amplifier over a range of 

frequencies from 1 to 4GHz. It is shown that in the 2.40 to 2.48GHz region (which covers 

ZigBee’s 16 channels in this band) S21 is 10dB. S12 is -42dB which presents an excellent reverse 

isolation at the input. However results for S11 and S22 represent a poor input and output return 

loss, respectively. The reason for this can be referred to the matching conditions discussed in 

Section 5.5.3.2 where the worst case compromise was required between gain and 

intermodulation distortion matching.  
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Figure 5.46 S-parameter simulation results of the matched amplifier 

Figure 5.46 presents the noise performance of the amplifier over the range from 1 to 4GHz. A 

minimum is observed in the band of interest between 2.4 and 2.48GHz, with a noise figure of 

1.65dB, slightly higher, as expected, than that predicted by the noise circles in Figure 5.37.  

 
 Figure 5.47 Noise figure vs. frequency of final amplifier 

Power added efficiency and power gain results from a one-tone simulation are shown in Figure 

5.48. The amplifier has its highest PAE of 20% when its input power is about 1dBm and 

achieves about 7dB of gain at that point. This more than satisfies the specification of ZigBee 

front-end transmitter which requires an output power of at least -3dBm, but as discussed in 

Chapter 3, a higher output power is desirable to increase the integrity of the signal and reduce 

the effect of interference.  
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Figure 5.48 Power added efficiency ad power gain vs. input power 

Figure 5.49 shows how the DC current drawn from the supply, and correspondingly the DC 

power consumption, change as the input power changes. As expected, DC current and DC 

power consumption increase as the input RF power increases. The increase starts at -25dBm 

which means it is at this value that the input RF power starts to change the DC characteristics of 

the amplifier. At small input powers, only 4.4mA is withdrawn from the 1.8V supply yielding a 

DC power consumption of about 8mW which is low when compared with some of the results 

from the literature shown in Table 5.1. This power increases to 22mW with only 12mA drawn 

from the supply which still represents a superior result if compared with other chips available in 

the market as shown in Table 3.1, bearing in mind that the power amplifier consumes most of 

the power in a transmitter. Note how the DC power consumption of the final design agrees with 

that predicted by the initial optimisation study of Figure 5.27 (despite the slight increase due to 

the current in the auxiliary transistors added for linearisation). 

 
Figure 5.49 DC current and DC power consumption vs. input RF power 
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In Figure 5.50, a one tone simulation to determine the 1dB compression point shows that the 

amplifier compresses at bout -3.5dBm input power. Figure 5.51 presents the result of a two tone 

simulation showing that the amplifier achieves an IIP3 of 6dBm. 

 
Figure 5.50 One-tone harmonic balance simulation results of matched amplifier  

 
Figure 5.51 Two-tone simulation results of matched amplifier 

Obtaining the results above involved no ambiguous automatic optimisation in the simulator and 

did not require any iteration at the end of the design flow. Optimising the core transistor circuit 

and the matching was based entirely on visual analysis of the results presented in Sections 5.5.2 

and 5.5.3.2. This demonstrates the significance of the proposed design methodology which 

enabled the exploration of the available space of possibilities in the design and allowed the 

designer to make efficient trade-off choices, making this design possible. 
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It is not possible to directly relate the above results of the low noise amplifier to the 

requirements of the ZigBee standard in the receiver. This is because the standard does not 

provide specifications for particular circuits in the receiver but for the receiver as a whole. For 

example, the sensitivity was defined in Section 2.3.1 as the lowest input power the receiver can 

detect while achieving a Packet Error Rate (PER) below a pre-specified maximum. PER was 

defined as the ratio of error in received packets when compared with the transmitted packets. 

Therefore, in order to quantify PER, the received signal has to be demodulated and processed in 

baseband before the received packets can be compared with the transmitted packets. In another 

example, the 30dB requirement for alternate channel rejection means that the adjacent channel 

should be attenuated by a factor of 1000. This is usually achieved through a combination of 

several filtering and mixing stages in the receiver beyond the LNA.  

Therefore, in order to asses the above low noise amplifier for ZigBee requirements, its 

performance is compared with the low noise amplifier sections of recently published 2.4GHz 

full ZigBee transceiver designs. Performance parameters of concern are noise figure, gain, 

reverse isolation, input and output return loss, IIP3 and 1dB compression point, where LNA-only 

data is available.  

This difficulty in assessing the compatibility of the amplifier with the requirements of the 

standard does not apply to the power amplifier. This is because the power amplifier is the last 

element in the transmitter path, and hence its compatibility to the standard can be assessed with 

reference to the transmitter’s output specifications.  

Table 5.4 presents a summary of results of the designed amplifier and comparison with other 

ZigBee front-end designs. Both low noise and power amplifier comparison is undertaken on 

worst case basis. The idea is, if the designed amplifier in this work can perform better than the 

worst published ZigBee-compatible design, then it must also be ZigBee-compatible. Reviewed 

designs are [Nguyen 2005], [Ho 2006], [Nguyen 2006], [Beyer 2006], [Cimino 2007], [Choi 

2003], [Hwang 2007], [Zito 2006], [Lapuyade 2006], [Kluge 2006] and [Sarhangian 2007]. 
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Table 5.4 Amplifier results comparison with ZigBee-compatible LNA and PA 

Comparison Parameter This work Worst case 
value Reported in 

IIP3 (dBm) 6 -9 [Ho 2006] 
1dBc (dBm) -3 -21 [Zito 2006] 
LNA    
Gain (dB) 10 10 [Lapuyade 2006] 
Reverse Isolation (dB) -42 -28 [Ho 2006] 
Input return loss (dB) -1 -17 [Cimino 2007] 
Output return loss (dB) -1 -12 [Nguyen 2006] 
Power Consumption (mW) 7.2 5.4 [Choi 2003] 
NF (dB) 1.6 4.9 [Ho 2006] 
PA    
Maximum Output power (dBm) 10 0 [Nguyen 2006] 
Power Consumption (mW) 22@6dBm 

output 
26@6dBm 

output [Zito 2006] 

PAE (mW) 25%@6dBm 
output 

15% 
@6dBm 
output 

[Zito 2006] 

Due to its dual functionality target, there are no grounds of comparison between the amplifier 

designed in this work and LNA-only or PA-only designs. However, what is important is that the 

amplifier designed achieves acceptable performance satisfying each functionality subject to the 

ZigBee requirements. Table 5.4 shows that obtained results for this amplifier design in both low 

noise and power amplifier operations are inline with the requirements of ZigBee. This is with 

exception to the input and output return losses which are clearly significantly much higher than 

those of other designs. Although reverse isolation is very high and ZigBee does not have any 

specifications for input and output return loss, this may still cause problems due to the reflected 

power back to the antenna. As explained earlier, this result was due to the required trade-off in 

matching the input and output which appeared to have the worst case possible. In Chapter 6 a 

proposal is made to develop a solution to this problem as part of the future developments based 

on this thesis. 

5.6 Summary 

In this chapter, the design of a dual functionality LNA/PA and the development of its design 

methodology were described. The chapter started by first looking at several LNA architectures, 

beginning with single-stage amplifiers considering their noise, matching and gain characteristics 

and then moving to commonly used LNA architectures. The purpose was to identify an 

architecture where required trade-offs between low noise and power amplifier performance 

requirements can be attained. The architecture found to be most suitable was the common-

source common-gate cascode architecture. Following this discussion, an extensive review was 

given to LNA design approaches developed by designers based on the cascode architecture. The 
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analysis first looked at the diversity and requirements of design approaches and then discussed 

the limitations of the current available methods. This was followed by a review of some highly 

performing low noise amplifiers based on the cascode architecture from published work. Focus 

was then placed on the proposed circuit techniques that helped achieving these high 

performance levels. 

Non-linearity of amplifiers was discussed by first explaining circuit factors which affect the 

nonlinear performance, including bias circuitry and matching. This was followed by a review of 

low power linearisation techniques with focus on the derivative superposition and harmonic 

termination methods. The performance of some recently published designs where these 

techniques were employed was then discussed. 

To broaden the discussion into the effect of some frequency components affecting the nonlinear 

performance as a result of being fed-back to the input, an extended analysis was conducted 

using polynomial substitutions of an assumed amplifier with up to 7th-order significant 

nonlinear terms. The analysis was based on first producing all frequency components which 

result from any single-order of nonlinearity when excited with a two-tone input, and then 

individually substituting these components in all other orders of nonlinearity by adding them to 

the original two-tone input.  

The design methodology of the dual functionality LNA/PA amplifier was then introduced by 

first laying out the major steps of the design flow and then implementing these steps 

individually. The design methodology was based on simultaneous visual analysis of the effect 

on low and high power performance from variations to various core amplifier components, with 

focus on the sizes of the common-source and common-gate transistor stages. A design example 

then demonstrated the effectiveness and usefulness of the proposed design methodology in 

designing an amplifier, the performance of which is sufficient for the requirements of both an 

LNA and PA of the ZigBee standard. 



 
 
 
 
 
 
 
 
 
 

 

Chapter 6 CONCLUSIONS AND FUTURE DEVELOPMENTS 

6.1 Introduction 

The focus of the work presented in this thesis was to provide solutions to contribute to the 

improvement of low power transceivers used in sensor and control networks. This was realised 

by carrying out work on three fronts; application requirement analysis, circuit design, and 

device modelling. The outcome of these studies feeds back into the design of front-end 

transceiver circuits with the aim of enhancing performance levels while maintaining or reducing 

power requirements. 

This final chapter presents a summary of the thesis, its findings and offerings. Issues of future 

development and improvements building on this work are highlighted and some further research 

ideas are proposed. The chapter ends with concluding remarks. 

6.2 Thesis Summary 

Chapter 1 of this thesis introduced the context of the work, setting out the issues that are taken 

into consideration in the following chapters of the thesis. It discussed the expansion of wireless 

communications, the challenges associated with that, and the general form of required solutions. 

In Chapter 2, the technological background of the research was presented. The aim was to 

provide a better understanding of the technical issues involved in the development work. The 

chapter discussed the selection of ZigBee as the wireless standard to investigate, and presented a 

review of general transceiver front-end requirements, and the means by which they can be 

achieved. Particular focus was given to microwave transistors, low noise and power amplifiers 

and the nonlinearity phenomena. It also introduced the test application, the Tyre Pressure 

Monitoring System (TPMS) focusing on its transceiver requirements and reviewed some of the 

circuit design and analysis techniques used in the thesis. 

In Chapter 3, following discussion of the ZigBee standard and current TPMS designs, a 

compatibility analysis was conducted between ZigBee and TPMS, identifying the benefits a 
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ZigBee implementation can bring to TPMS and highlighting areas where improvements are 

needed. The chapter also looked at ZigBee’s modulation scheme, the Quadrature Phase Shift 

Keying (QPSK), and introduced a symbolic method to describe the options of phase selection in 

QPSK. A demonstration, with the aid of an implementation in Matlab, showed how a full QPSK 

modulator and demodulator can be built using non mathematically-complicated components.  

In order to better understand the nonlinear behaviour of the transistor used in the amplifier 

design work in this thesis, Chapter 4 presented a new concept of transistor nonlinear modelling 

in which each of the transistor’s nonlinear elements was represented individually, with the aim 

to quantify the individual contribution to the total distortion from each nonlinear element. Three 

different models based on different representation methods were built, and their accuracies and 

performances were assessed. The linearisation of nonlinear elements, quantification procedures 

and quantification results were then discussed. Chapter 5 was dedicated to the design of a dual 

functionality LNA/PA amplifier for ZigBee. It first looked at different LNA architectures and 

assessed their suitability for the required trade-offs of that design. Following a review of the 

state of the art LNA designs, their design methodologies and linearisation techniques, a new 

design methodology targeted at the dual functionality amplifier was introduced. The design 

methodology aimed at visually exploring the full potential of available components for the 

design and the extent of trade-offs required. A design example was provided to demonstrate the 

effectiveness and usefulness of the design methodology.  

Putting the work of this thesis altogether, everything falls back into one context; improving the 

capabilities of wireless transmission radios, with demonstrative effects on the test application, 

the TPMS. First, the grounds on which the compatibility analysis in Chapter 3 was conducted 

can be reused to assess the capability of any network standard on the requirements of an 

application. Beyond that, the arguments on which a network-standard based TPMS was deemed 

better than a point-to-point based one can be used to examine the performance of a wide range 

of non-standardised wireless communication systems leading to the potential standardisation of 

every form of wireless communication in use today. The description of the QPSK phase 

selection options and implementation in Chapter 3 presents an interesting feature that can be 

useful to TPMS and other communication systems. This work can be utilised in enhancing the 

security of communication systems and for identification. In the TPMS, it means that the tyre 

modules in a vehicle and its central receiver can be programmed to use the same phase shifting 

scheme to ensure that signals between them cannot be correctly interpreted by any other 

receiver in another vehicle. 
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The transistor modelling in Chapter 4 adds a significant advantage to wireless communications 

for TPMS and beyond. Accurate device models are a key for first-time-right designs and 

subsequent satisfaction of fast time to market requirements. 

The importance of power efficiency in the TPMS application was discussed with particular 

focus in Chapter 2. Chapter 3 presented some data sheet information for ZigBee compliant chips 

made by leading manufacturers and showed that current power consumption rates of these chips 

are not suitable for the TPMS application. As it is well known that amplifiers are the most 

power-hungry components of a transceiver, combining the low noise amplification and power 

amplification functionalities in Chapter 5 led to a significant reduction in the power consumed 

in the transceiver since there is a single supply voltage and a single current consumed for both 

these functionalities. This is particularly significant for TPMS as it means fully portable systems 

with acceptable power consumption rates can now be built. The grounds on which the LNA/PA 

design methodology in Chapter 5 was based present a new concept in circuit design 

methodology. The concept, based on 3D visualisation of the design space and involved trade-

offs, can benefit circuit design activities for many more circuits and applications beyond RF 

amplifiers and TPMS, if properly adapted. 

6.3 Contributions 

The contributions of this work to the field can be summarised as follows: 

• Following the identification of ZigBee as the standard most suitable for low power 

applications and the study of the current approaches for building a TPMS, the first 

contribution was a proposal for a new form of a TPMS based on a ratified wireless 

networking standard, implemented using ZigBee. This was backed by a 

comprehensive compatibility analysis of the offerings of ZigBee to the requirements 

of TPMS [Abuelmaatti 2004]. 

• A symbolic method based on visual observation and manipulation of phasors was 

developed to provide an alternative approach to describe the selection of phases in the 

QPSK modulation. A system level implementation based on that approach was 

proposed and implemented in Matlab to demonstrate how sophisticated modulation 

schemes like QPSK can be reliably built using simple basic low level components, 

with no need for mathematically-complicated high level blocks [Abuelma'atti 2007]. 
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• A new form of table-based transistor nonlinear model was proposed. The model was 

the first to represent each nonlinear element in the model individually and 

independently from other nonlinear elements. Three different variations of the model 

were built using Symbolically-Defined Devices in ADS. The differences between the 

models were in the representation of the nonlinear elements [Abuelmaatti 2006a, 

Abuelmaatti 2006b]. All models produced a good fit in S-parameter simulation, but 

their differences were used to explain their varying performances in harmonic balance 

simulation. 

• A technique based on sweep indices implemented in coded functions using ADS data 

display window equation components was developed to automate the extraction of the 

models nonlinear elements over a wide range of terminal voltages with smaller steps 

for enhanced accuracy. This enabled the generation of 3D plots describing the 

nonlinear behaviour of the models intrinsic elements as a function of its terminal 

voltages 

• A new superposition method was proposed for quantifying the individual contribution 

to distortion from the transistors various nonlinear elements using nonlinear 

modelling. The method was based on linearising the nonlinear characteristics of 

intrinsic model elements and then switching between the linear and nonlinear 

representations of each element individually or in combinations while assessing the 

transistor’s total nonlinear distortion every time. 

• A novel idea was proposed to combine the functionality of the low noise amplifier and 

the power amplifier in one amplifier for the ZigBee standard. The idea originated from 

the fact that the required output power in ZigBee is relatively low. This introduced a 

new investigation in which a common low noise amplifier architecture was examined 

for operation with higher than usual input powers. This initiated exploration of a new 

level of trade-offs between low noise and power amplification performance 

parameters, and lead to a new set of results describing the behaviour of this 

architectures components at high input powers. New measurements were introduced to 

the LNA architecture such as power added efficiency (PAE) which is normally a 

measurement of power amplifiers. Combined analysis of low and high power 

matching conditions at the input and output of the amplifier for both modes of 

operation were also introduced. 
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•  A unique design methodology was introduced for the cascode architecture of low 

noise amplifiers. The methodology facilitated simultaneous analysis of several 

performance parameters with respect to the two most influential components in the 

architecture, the common-source and common-gate transistors. Simultaneously 

analysing both transistors and considering their common current, the representation 

was based on visual observation, in 3D graphs, of how performance parameters vary 

with related design parameters. Taking into account the multiple dependencies of 

performance parameters on design parameters, enables the designer to make 

satisfactory trade-off decisions. Components were simulated between their minimum 

and maximum values to explore their full potential and uncover areas of their 

operation where better results may be obtained, overcoming the weakness of 

mathematical equation-based design approaches where this is not possible. The design 

methodology also gives the designer the ability to reuse the results of this analysis and 

change trade-off choices if another design with different constraints was needed.  

• Based on the proposed methodology, an amplifier design satisfying both requirements 

of low noise and power amplification for ZigBee was designed. The amplifier employs 

some low power linearisation techniques but uses only the basic cascode architecture 

components, yet achieves excellent performance compared with recently published 

designs. 

6.4 Future Work 

So far, this chapter reiterated this thesis aims, findings and main results and considered the 

novel contributions of the work conducted. While the contributions of this research are valuable, 

it raises, as research should, some interesting questions and ideas for further research. This 

section deals with the most significant of these questions and ideas.  

6.4.1 ZigBee vs. TPMS analysis 

The ZigBee offerings vs. TPMS requirements analysis conducted in Section 3.3.1 did not take 

into account the effects of the practical conditions of vehicle operation on the robustness of the 

existing wireless communications channel. These electromagnetic effects are may be due to the 

fast rotation speed of the tyre, generated heat and sudden breaking. In order to make this 

analysis more conclusive and enhance its validity with respect to real operating conditions, 

these effects maybe addressed. 
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6.4.2 Transistor non-Linear Modelling 

Table-based implementation is a very convenient and accurate way of building transistor 

models. The only drawback of this method is the length of time required for generation and 

manipulation of data in the tables. The work presented in this thesis proposed a set of techniques 

to automate most of these processes. The results achieved were notable in reaching the goal of 

nonlinear quantification. However, based on observations made when doing this work and on its 

results, there are still issues in table-based models to be investigated, in effort to enhance their 

production automation, accuracy and performance. These can be summarised as follows: 

1- More study needs to be conducted on the reasons for convergence or non-convergence 

in harmonic balance simulation. This need is based on some unexplained observations 

made when performing harmonic balance simulations over a sweep of input powers at 

different bias levels. These observations include: 

• The simulation switches between converging or producing an error as the input 

power sweep step is changed. For example, it may converge if the step was set 

to 5dBm but does not converge if it is reduced, but also the opposite happens. 

• Changing the interpolation in the DAC from cubic to cubic spline or vice versa 

had a significant but unstable effect on convergence. For example, the 

simulation may converge if the ܥ௚௦ table was set to cubic interpolation at ܸீ ௌ of 

0.7V, but if ܸீ ௌ was changed to 0.8V, the interpolation need to be changed to 

cubic spline for it to converge. 

• A slight change in the bias voltage of the model significantly affects 

convergence. For example, the harmonic balance simulation may converge at 

ܸீ ௌ of 0.72V but not 0.7V, even though parameter values at the 0.7V value are 

in the table and the ones at 0.72V are generated by interpolation. 

2- It is beneficial to investigate ways to increase the accuracy of the table-based model, 

even beyond levels presented in this thesis. This can lead to increased usability of the 

model in several areas. For example, the nonlinearity of the model may be valid up to 

higher-orders of nonlinearity, achieving a good fit of the 7th-order intermodulation 

distortion or the 5th harmonic. 

3- A written code for manual interpolations may prove significant in reducing the 

interpolation error in the linearisation of current characteristics as demonstrated in 

Section 4.4.2.1. 
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4- Further investigation need to be conducted in order to find a way to maintain separation 

between the representations of the model’s nonlinear elements while taking into account 

their correlation. This may be done by introducing functions in the representation of 

each nonlinear element to describe the nature and weight of correlation between its 

characteristics and that of any other nonlinear parameter in the model. This would 

enhance the accuracy and representation of the nonlinearity quantification results. 

6.4.3 LNA/PA Design Approach 

With respect to the amplifier design methodology, three sets of recommendations can be made 

to build on the work presented in this thesis, these are as follows: 

1- An improvement will be to extend the usefulness of the graphical visualisation-based 

design methodology by including more valuable components in the design of the 

amplifier such as the inter-stage matching inductor used to match the output of the first 

stage to the input of the second stage and the external capacitance between the gate and 

the source of the common-source transistor used for noise and linearity improvement. It 

remains to be investigated how the simultaneous analysis of the effect of the settings of 

the two cascode transistors on various performance parameters can be maintained in a 

similar fashion to the way presented in this thesis while accounting for, but not  initially 

including, the effects of these two components. 

2- When no isolation between the input and output is implemented in the circuit, the 

choice of the input and output matching networks will be cross-dependant, depending 

on which was designed first. For instance, if nonlinearity and output power were the 

most important performance parameters in a particular design, the designer may 

perform a source-pull simulation for IMD3 and delivered power contours, choose a 

suitable trade-off and design the input matching network. This would normally be 

followed by a load-pull simulation for IMD3 and delivered power contours. The load-

pull simulation will take into account the matching network designed at the input. If a 

different trade-off choice was made at the input, different IMD3 and delivered power 

contours will result in the output, hence another trade-off choice could be made at the 

output and the amplifier may have a better final resulting performance. Therefore, it 

would be very beneficial to find a way to program the simulator to run source-pull and 

load-pull simulations simultaneously taking into account only the core amplifier circuit 

and its terminations, and then tune the output contours as the designer moves a marker 

on the contours of impedances at the input. This way the designer may optimise the 

input and output matching circuits simultaneously and nothing will be left to chance. 
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3- Finally, the results of the matching analysis in Section 5.5.3.2 introduce a very 

important proposal for the design approach improvements. As presented, the optimum 

matching conditions for power and linearity were on opposite sides of the Smith chart 

for both the input and output. This represented a great challenge and meant that big 

sacrifices in either performance parameter had to be made. Since the source- and load-

pull simulations are performed on the core amplifier circuit, a very useful investigation 

would be to try to find a way to predict the location of the contours on the Smith chart 

relative to the sizes and biases of the transistors (and maybe other components) in the 

core amplifier circuit, and involve this in the trade-off decisions taken in designing 

these components. This way, the location of the contours will not be left to chance, and 

a situation similar to that raised in Section 5.5.3.2 can be avoided. Moreover, if the 

location of the contours can be controlled by the settings of the core circuit components, 

then the designer can try to make sure that optimum impedances for several 

performance parameters will not be far apart, hence a less sacrificing trade-off decisions 

for the matching impedances can be made. 

6.5 Final Remark 

Wireless technology adds a significant value of convenience to humans’ lives. Consumers will 

continue demanding highly performing wireless devices, at lower costs. This demand must be 

met by organisations involved in the field to capture the interest of consumers and hence the 

market, which is worth billions of pounds every year. Research aimed at this target is wide-

ranging and very common in many research organisations and businesses throughout the world. 

The work presented in this thesis forms a tiny, yet significant, contribution to this global effort. 
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Appendix A EXPLANATION OF CODE FUNCTIONS USED IN 
TRANSISTOR NONLINEAR MODELLING 

A.1 Automated Parameter Extraction  

This section presents the ADS data display window coding functions used for the automated 

parameter extraction of the extrinsic and intrinsic model parameters, and for writing the 

extracted values to data tables. 

A.2.1 Extraction of Extrinsic Parameters 

According to the extraction method in [Tong 2004], the extrinsic resistances ܴ௦, ܴௗ and ܴ௚ are 

extracted using Equations (A.1), (A.2) and (A.3), respectively. The ADS data display window 

functions used to implement this extraction are detailed in Figure A.1. 

ܴ௦ ൌ ሺܼଵଶሻ݈ܽ݁ݎ ൌ ሺܼଶଵሻ (A.1)݈ܽ݁ݎ
 

ܴௗ ൌ ሺܼଶଶሻ݈ܽ݁ݎ െ ܴ௦ (A.2)
 

ܴ௚ ൌ ሺܼଵଵሻ݈ܽ݁ݎ െ ܴ௦ (A.3)
  

 
(a) 

 
(b) 

Figure A.1 Automated extraction of extrinsic resistances (a) Initial extraction equations and 
(b) Equations to calculate the final values 

Eqn mid_index=find_index(freq, 5GHz)

Eqn Rd=Rd_plot[mid_index]

Eqn Rs1=Rs1_plot[mid_index]

Eqn Rs2=Rs2_plot[mid_index]

Eqn Rs=(Rs1+Rs2)/2 

Eqn Rg=Rg_plot[mid_index]

Eqn mid_index=find_index(freq, 5GHz)

Eqn Rd_plot=real(Z(2,2))-Rs

Eqn Rg_plot=real(Z(1,1))-Rs

Eqn Rs1_plot=real(Z(2,1))

Eqn Rs_plot=(Rs1_plot+Rs2_plot)/2

Eqn Rs2_plot=real(Z(1,2))
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In Figure A.1.a, Rx_plot is a variable used to write the Z-parameter equations to evaluate the 

extrinsic resistances (where x is either d, g, or s for the drain, gate or source resistance, 

respectively), reserving the variable name Rx for the final value of each resistor. Rs1 and Rs2 

represent the two different approaches to evaluating ܴ௦ which are suppose to yield equal values, 

but as can be seen in Figure 4.2.c Rs1 and Rs2 slightly differ and hence Rs_plot takes the 

average. In Figure A.1.b, the index number for the mid point (at 5GHz) is found using the 

find_index function. This constitutes an average value for the resistor and can be taken as a 

final value. The final values of ܴௗ and ܴ௚ are therefore taken as their values at this point. The 

final value of ܴ௦ is the average of the two averages of Rs1 and Rs2.  

A.2.2 Extraction of Intrinsic Parameters 

This section details the extraction of the intrinsic parameters of the transistor small signal 

model. These include: ݃௠, ݃ௗ௦, ܥ௚௦, ܥ௚ௗ, ܴ௦௨௕, ܥௗ௦ and ܥ௝ௗ. 

A.1.2.1 Extraction of ࢓ࢍ and ࢙ࢊࢍ 

The extraction of the transconductance, ݃௠ and the output conductance, ݃ௗ௦ is detailed in 

Figure A.2 based on Equations (A.4) and (A.5) 

݃௠ ൌ ሺ݈ܽ݁ݎ ଶܻଵሻఠୀ଴ (A.4)
 

݃ௗ௦ ൌ ሺ݈ܽ݁ݎ ଶܻଶሻఠమୀ଴ (A.5)

        
(a)                                                                                    (b) 

 
(c) 

 Figure A.2 Extraction of ࢓ࢍ and ࢙ࢊࢍ (a) ࢓ࢍ, (b) ࢙ࢊࢍand (c) dependency 
table on swept parameters 

In the first line of Figure A.2.a and Figure A.2.b, gm_plot and gds_plot write the 

extraction equations for ݃௠ and  ݃ௗ௦, respectively. Their dependency as shown in the table in 

Figure A.2.c is on VDS, VGS and the frequency, freq. The graph of gm_plot and 

gds_plot is a 4-way relationship displaying the variable versus frequency at various gate and 

drain voltage values. According to Equations (A.4) and (A.5) the value chosen for ݃௠ and  ݃ௗ௦ 

at any bias point should be its value at zero frequency. In Figure A.2.a, the equation 

Eqn gm_plot=real(Y(2,1))

Eqn gm=gm_plot[::,::,0]

Eqn w_gm_plot=what(gm_plot)

Eqn w_gm=what(gm)

Eqn gds_plot=real(Y(2,2))

Eqn gds=gds_plot[::,::,0]

Eqn w_gds_plot=what(gds_plot)

Eqn w_gds=what(gds)

w_gm

Dependency  : [VDS,VGS]
Num. Points : [41, 37 ]

Matrix Size : scalar   
Type        : Real     

w_gds

Dependency  : [VDS,VGS]
Num. Points : [41, 37 ]

Matrix Size : scalar   
Type        : Real     

w_gm_plot

Dependency  : [VDS,VGS,freq]
Num. Points : [41, 37, 11  ]

Matrix Size : scalar        
Type        : Real          

w_gds_plot

Dependency  : [VDS,VGS,freq]
Num. Points : [41, 37, 11  ]

Matrix Size : scalar        
Type        : Real          
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gm=gm_plot[::,::,0] accounts for this with the aid of the index number feature. It 

ensures that the gm parameter will take from gm_plot all values of the variable resulting from 

variance against all points of the first dependant, VDS, (identified by “::” which means the 

whole range) and the second dependant, VGS, but should only take values at the first point of 

the third dependant, freq, (identified by the index number of this point that is 0). gds is 

treated similarly as shown in Figure A.2.b. 

A.1.2.2 Extraction of ࢙ࢍ࡯ and ࢊࢍ࡯ 

According to [Tong 2004], the values of ܥ௚௦ and ܥ௚ௗ  are extracted using Equations (A.6) and 

(A.7). The implementation of these equations in ADS data display window is shown in Figure 

A.3 

௚௦ܥ ൌ െ
݅݉ܽ݃ሺ ଵܻଵሻ ൅ ݅݉ܽ݃ሺ ଵܻଶሻ

߱
 (A.6)

 

௚ௗܥ ൌ െ
݅݉ܽ݃ሺ ଵܻଶሻ

߱
 (A.7)

 
Figure A.3 Extraction of ۱ܛ܏ and ۱܌܏ 

Figure A.3 is a direct and straightforward implementation of Equations (A.6) and (A.7). This is 

since no dependencies or selections are involved in the extraction of these two parameters. The 

situation is very different in the extraction of ܴ௦௨௕ as will be seen in the next section. 

A.1.2.3 Extraction of ࢈࢛࢙ࡾ 

According to [Tong 2004], ௦ܻ௨௕ ൌ ଶܻଶ െ ݃ௗ௦ െ ௗ௦ܥ݆߱ െ  ௚ௗ and ܴ௦௨௕ is the slope of theܥ݆߱

߱ଶ ሺ݈ܽ݁ݎ ௦ܻ௨௕ሻ⁄  versus ߱ଶ plot. The extraction of ܴ௦௨௕ is described in Figure A.4. 

In Figure A.4.a, ݈ܽ݁ݎሺ ௦ܻ௨௕ሻ is calculated by subtracting ݃ௗ௦ from the real part of ଶܻଶ. Before 

this subtraction is performed, the dependency of gds has to be expanded. As can be seen from 

the table in Figure A.4.b, Y22 is dependant on VDS, VGS and freq while the dependency on 

freq was removed from gds as the value for gds was taken at 0 frequency as previously 

explained. ADS data display window function rules dictate that in order for the subtraction to 

work, the two elements in the equation must have the same number of dependencies. The 

[expand] function does that by spreading the dependency of the parameter to the total number 

of swept variables in the simulation. As can be seen in Figure A.4.c, for a range of dependant 

voltages, the expand function does not change the relationship between the frequency and 

gds, instead, it copies the value of gds to all points of the frequency sweep, so gds is constant 

Eqn Cgd_plot=-im(Y(1,2))/(2*pi*freq)

Eqn Cgs_plot=(im(Y(1,1))+im(Y(1,2)))/(2*pi*freq)
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for all the frequency range. This does not have any implication on the physical or practical 

meaning of the result, but it is only a work-around to satisfy the condition of the ADS equation 

solver that elements must have the same dependencies. In the rest of the equations of Figure 

A.4.a, the angular frequency is calculated and Rsub_plot is used to evaluate ߱ଶ ሺ݈ܽ݁ݎ ௦ܻ௨௕ሻ⁄ . 

Rsub_plot is plotted against ߱ଶ in Figure A.4.d for one bias point. 

 
(a) 

 
(b) 

 
(c) 

Eqn ReYsub=real(Y(2,2))-exp_gds

Eqn exp_gds=expand(gds)

Eqn AngFreqSquare=pow((2*pi*freq),2)

Eqn Rsub_plot=AngFreqSquare/ReYsub

Info_ReYsub

Dependency  : [VDS,VGS,freq]
Num. Points : [41, 37, 21  ]

Matrix Size : scalar        
Type        : Real          

Info_Y22

Dependency  : [VDS,VGS,freq]
Num. Points : [41, 37, 21  ]

Matrix Size : scalar        
Type        : Complex       

Info_Rsub

Dependency  : [VDS,VGS]
Num. Points : [41, 37 ]
Matrix Size : scalar   

Type        : Real     

Info_Rsub_plot

Dependency  : [VDS,VGS,freq]
Num. Points : [41, 37, 21  ]

Matrix Size : scalar        
Type        : Real          

Info_freq

Dependency  : [VDS,VGS,freq]
Num. Points : [41, 37, 21  ]

Matrix Size : scalar        
Type        : Real          

Info_gds

Dependency  : [VDS,VGS]
Num. Points : [41, 37 ]
Matrix Size : scalar   

Type        : Real     

Info_exp_gds

Dependency  : [VDS,VGS, ]
Num. Points : [41, 37, 1]
Matrix Size : scalar     

Type        : Real       

Info_AngFreqSquare

Dependency  : [VDS,VGS,freq]
Num. Points : [41, 37, 21  ]

Matrix Size : scalar        
Type        : Real          
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VDS=2.000, VGS=0.900

VDS=2.000, VGS=1.000
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(d) 

 
(e) 

 
(f) 

Figure A.4 Equations and plots for the extraction of ࢈࢛࢙ࡾ 

The first two equations in Figure A.4.e specify the two points on the frequency curve between 

which the slope is calculated. idx_Rsub_1=find_index(freq[0,0,::], 

Rsub_freq_1), finds the index point of the first frequency value selected using the 

find_index function. The find_index function returns the index number of the point in 

the sweep searched for, and because it is a single-dimensional function, it can only search one 

sweep list at a time. The first item in the function is the list in which the value searched is 

located and the second is the value searched for. To specify the correct list, and make it of a 

single dimension, freq[0,0,::]is used. This is because as can be seen from the 

dependency table in Figure A.4.b, freq is dependant on VGS, VDS and freq, so the 

expression[0,0,::]eliminates the first two dependencies and keeps the full list of the third 

(freq) which need to be searched. This also ensures that this step is independent of the bias 

condition, avoiding any conflicts when the process is repeated for other bias points, thus 

facilitating automation. 

5.0E20 1.0E21 1.5E21 2.0E21 2.5E21 3.0E21 3.5E210.0 4.0E21

3.0E23

4.0E23

5.0E23

6.0E23

7.0E23

8.0E23

2.0E23

9.0E23

AngFreqSquare

m
ag

(R
su

b_
pl

ot
)

2ω

Eqn Rsub_freq_1=5.5GHz

Eqn Rsub_freq_2=9.5GHz

Eqn idx_Rsub_1=find_index(freq[0,0,::], Rsub_freq_1)

Eqn idx_Rsub_2=find_index(freq[0,0,::], Rsub_freq_2)

Eqn Rsub_point_1=mag(Rsub_plot)[::,::,idx_Rsub_1]

Eqn Rsub_point_2=mag(Rsub_plot)[::,::,idx_Rsub_2]

Eqn Rsub=(Rsub_point_2-Rsub_point_1)/(AngFreqSquare[idx_Rs
int_1)/(AngFreqSquare[idx_Rsub_2]-AngFreqSquare[idx_Rsub_1])
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Rsub_point_1=mag(Rsub_plot)[::,::,idx_Rsub_1]finds the value of 

mag(Rsub_plot) at the specified frequency (pointed to by its index number at 

idx_Rsub_1) for all the swept points of VGS and VDS (specified by “::” at their dependency 

location in the function), according to the dependency table in Figure A.4.b. This ensures that 

the extraction process is automatically repeated for the gate and drain voltage ranges, and is not 

sensitive to any change in the specified range or the size of step desired. Similarly, the second 

value of mag(Rsub_plot) for the calculation of the slope is found. Finally, in Figure A.4.f 

the slope of ߱ଶ ሺ݈ܽ݁ݎ ௦ܻ௨௕ሻ⁄  versus ߱ଶ plot (the value of Rsub) is found by calculating the 

difference between the two values of mag(Rsub_plot)and dividing by the difference of their 

corresponding ߱ଶ. Rsub now becomes dependant only on VGS and VDS, ensuring the ease 

of automatically repeating the procedures for other simulated bias points.  

A.1.2.4 Extraction of ࢊ࢐࡯ and ࢙ࢊ࡯ 

According to [Tong 2004], the values of ܥ௝ௗ and ܥௗ௦ are extracted using Equations (A.8) and 

(A.9). Based on these equations, the automated extraction of these parameters in ADS data 

display window is shown in Figure A.5 

௝ௗܥ ൌ ቆ
߱ଶܴ௦௨௕

ሺ݈ܽ݁ݎ ௦ܻ௨௕ሻ െ ߱ଶܴ௦௨௕
ଶ ቇ

ିଵ
ଶൗ

 (A.8)

 

ௗ௦ܥ ൌ
݅݉ܽ݃ሺ ଶܻଶሻ

߱
െ ௚ௗܥ െ

௝ௗܥ

1 ൅ ߱ଶܴ௦௨௕
ଶ ௝ௗܥ

ଶ  (A.9)

 
(a) 

 
(b) 

 
(c) 

Figure A.5 The extraction of ࢊ࢐࡯ and ࢙ࢊ࡯ 

Eqn exp_Rsub=expand(Rsub)

Eqn Cjd_plot=pow((((AngFreqSquare*exp_Rsub)/ReYsub)-A

Ysub)-AngFreqSquare*pow(exp_Rsub,2)),-0.5)

Eqn exp_Cjd=expand(Cjd)

Eqn exp_Cgd=expand(Cgd)

Eqn Cds_plot=(im(Y(2,2))/(2*pi*freq))-exp_Cgd-(exp_C
p_Cgd-(exp_Cjd/(1+(AngFreqSquare*pow(exp_Rsub,2)*p
sub,2)*pow(exp_Cjd,2))))

Info_Rsub
Dependency  : [VDS,VGS]

Num. Points : [41, 37 ]
Matrix Size : scalar   

Type        : Real     

Info_ReYsub
Dependency  : [VDS,VGS,freq]

Num. Points : [41, 37, 21  ]
Matrix Size : scalar        

Type        : Real          

Info_Y22
Dependency  : [VDS,VGS,freq]

Num. Points : [41, 37, 21  ]
Matrix Size : scalar        

Type        : Complex       

Info_Cjd
Dependency  : [VDS,VGS]

Num. Points : [41, 37 ]
Matrix Size : scalar   

Type        : Real     

Info_Cgd
Dependency  : [VDS,VGS]

Num. Points : [41, 37 ]
Matrix Size : scalar   

Type        : Real     
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Again, the names Cjd_plot and Cds_plot are used to evaluate ܥ௝ௗ and ܥௗ௦ versus 

frequency. For ܥ௝ௗ in Figure A.5.a, the expanded version of Rsub is used due to the 

dependency mismatch between it and ReYsub as shown in the table in Figure A.5.c. Similarly, 

for ܥௗ௦ in Figure (b), the expanded versions of Cjd, Cgd and Rsub are used due to the 

dependency mismatch between them and im(Y22). 

A.2.3 Finalising Intrinsic Capacitance Values 

Figure A.7 explains the automation of the process to calculate the average value of intrinsic 

capacitances against frequency. 

 

 Figure A.6 Taking the average of the capacitance values versus frequency 

The first group of equations in Figure A.7 selects three frequency values spread over the 

frequency sweep range from which points for the calculation of the average are taken. These 

frequencies represent the beginning, middle and end of the frequency range. The second group 

of equations in Figure A.7 find the indices of these points by searching an independent freq 

variable as previously explained. The last group of equations in Figure A.7 evaluate Cx_plot 

at the set frequency values and takes the average by dividing the combined value by 3. All final 

capacitance values now become independent of frequency. The most important feature of this 

setup is that it ensures the repetition of this averaging process for all combinations of gate and 

drain voltages irrespective of the range and the step used. This was facilitated by the use of 

“::,::” in the third group of equations in Figure A.7, indicating that this process should be 

performed at every combination of the gate and drain voltage sweep lists. 

A.2.4 Writing Extracted Parameters Values to Data Tables 

Figure A.7, demonstrates how the [write_var] function is used to transfer the extracted 

parameter values to text files to form the data tables, using ܥ௚௦ as an example. The main 

drawback of the write_var function is that it is a single-dimensional function which means it 

Eqn idx_Cap_1=find_index(freq[0,0,::], Cap_freq_1)

Eqn Cap_freq_1=3GHz

Eqn Cap_freq_3=10GHz

Eqn idx_Cap_2=find_index(freq[0,0,::], Cap_freq_2)

Eqn idx_Cap_3=find_index(freq[0,0,::], Cap_freq_3)

Eqn Cgs=(Cgs_plot[::,::,idx_Cap_1]+Cgs_plot[::,::,idx_Cap_2]+Cgs_plot[::,::,idx_Cap_3])/3

Eqn Cjd=(mag(Cjd_plot)[::,::,idx_Cap_1]+mag(Cjd_plot)[::,::,idx_Cap_2]+mag(Cjd_plot)[::,::,idx_Cap_3])/3

Eqn Cgd=(Cgd_plot[::,::,idx_Cap_1]+Cgd_plot[::,::,idx_Cap_2]+Cgd_plot[::,::,idx_Cap_3])/3

Eqn Cds=(mag(Cds_plot)[::,::,idx_Cap_1]+mag(Cds_plot)[::,::,idx_Cap_2]+mag(Cds_plot)[::,::,idx_Cap_3])/3

Eqn Cap_freq_2=6.5GHz
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does not accept any of the extracted parameters in their usual form since they are all multi-

dimensional (dependant on both VGS and VDS). 

 
 Figure A.7 Writing the extracted data to a text file 

In its current form, if Cgs was displayed in a list, it will be displayed with VDS leading VGS. 

This means the table will display the swept values of VGS (and their corresponding Cgs values) 

as a subsection to the swept values of VDS. This is in line with their dependencies as shown in 

the table of Figure A.7 where VGS and Cgs are dependant on both VDS and VGS but VDS is 

dependant only on itself. The way to deal with the single-dimensional feature of the 

write_var function is to remove the dependency of VGS and Cgs on VDS by choosing one 

VDS point at a time to work on, as shown in Figure A.7. When the value in VDS_point is 

changed, everything on the data display is re-evaluated and the new list of VGS and its 

corresponding Cgs is added to the table. Cgs_list_name writes the headers and the ends of 

every section of the data so they are added before and after every list respectively, eliminating 

the need for doing this manually. 

A.2 Generating ࢓ࢍࡵ and ࢙ࢊࢍࡵ for DC Current Model  

This section describes the coded function used to automatically split the DC current 

characteristics into ݃௠- and ݃ௗ௦-related components. This starts by first accurately determining 

the threshold voltage of the transistor, and then using this to determine the point at which the 

transistor enters saturation, defining the point at which the current should be split.  

A.2.1 Accurate ࢀࢂ identification 

Figure A.8 details the data display window coding equations that were used to automatically 

obtain the linear extrapolation of the ܫ஽ௌ vs. ܸீ ௌ characteristics at its maximum ݃௠ point. In 

Figure A.8.a, the VDS point at which the characteristics is plotted is specified. 

Eqn VDS_info=what(VDS)

Eqn VGS_info=what(VGS)

Eqn Cgs_info=what(Cgs)

Eqn indep_VGS=VGS[VDS_point, ::]

Eqn Cgs_vs_VGS=Cgs[VDS_point, ::]

Eqn write_var_Cgs=write_var("Cgs_VDS.txt", "A", Cgs_list_name,"  " , "f", 21,indep_VGS,Cgs_vs_VGS)

Eqn Cgs_list_name=strcat("End\n", "  \n", "VAR VDS(1)=1\n","Begin TestData\n", "%VGS(1)    Cgs(1)")

VDS_info
Dependency  : [VDS] 

Num. Points : [41 ] 
Matrix Size : scalar

Type        : Real  

VGS_info
Dependency  : [VDS,VGS]

Num. Points : [41, 37 ]
Matrix Size : scalar   

Type        : Real     

Cgs_info
Dependency  : [VDS,VGS]

Num. Points : [41, 37 ]
Matrix Size : scalar   

Type        : Real     

Cgs_vs_VGS_info

Dependency  : [VGS] 
Num. Points : [37 ] 
Matrix Size : scalar

Type        : Real  

indep_VGS_info

Dependency  : [VGS] 
Num. Points : [37 ] 
Matrix Size : scalar

Type        : Real  

Eqn VDS_point=40



Appendix A: EXPLANATION OF CODE FUNCTIONS USED IN TRANSISTOR NONLINEAR MODELLING 
 

 214 

VDSindex=find_index (indepVDS,VDSpoint)finds the index of the selected VDS 

value, to be used in subsequent equations. indepVDS=VDS[0,::] is used to remove the 

dependence of VDS on VGS. This is because the find_index function is only capable of 

operating on one sweep list (single dimensional), and this is a double sweep where VGS is 

leading VDS. Also, the VGS point at which maximum transconductance, MAXgm, occurs is 

saved to a variable and its index is found. 

 
(a) 

     
(b) 

 
(c) 

 
(d) 

 Figure A.8 Equations for plotting the linear extrapolation of ࡿࡰࡵ vs. ࡿࡳࢂ characteristics at 
maximum ࢓ࢍ 

In Figure A.8.b, the slope of the ܫ஽ௌ- ܸீ ௌ characteristics is calculated at the point at which ݃௠ is 

maximum. For ultimate accuracy, both the IdsChange and VGSChange are calculated from 

just one point above and below the MAXgm point. An initial linear line (intLinearLine) is 

plotted using the calculated slope. This line has the same slope as the ܫ஽ௌ-ܸீ ௌ characteristic 

curve at MAXgm but it does not intersect it at this point. Instead, it crosses the VGS axis at the 

VGS=0 point, as shown in Figure A.9. In order to make that line cross the MAXgm point, in 

Figure A.8.c. the difference in ܫ஽ௌ between the maximum ݃௠ point on the characteristic curve 

and the corresponding point on the initial linear line is calculated. The final linear line in Figure 

A.8.d is evaluated as the initial line minus that difference. The final linear line crosses the 

EqnindepVDS=VDS[0,::]
EqnVDSpoint=0.01

EqnMAXgmVGS=0.78
EqnMAXgmVGSindex=find_index(VGS,MAXgmVGS)

EqnVDSindex=find_index(indepVDS,VDSpoint)

Eqn VGSChange=VGS[(MAXgmVGSindex+1)]-VGS[(MAXgmVGSindex-1)]

Eqn intLinearLine=Slope*(VGS)
Eqn Slope=IdsChange/VGSChange

Eqn IdsChange=Ids[(MAXgmVGSindex+1),VDSindex]-Ids[(MAXgmVGSindex-1),VDSindex]

Eqn MAXgmLinearLinePoint=intLinearLine[MAXgmVGSindex]

Eqn LineDifference=MAXgmLinearLinePoint-MAXgmPoint

Eqn MAXgmPoint=Ids[MAXgmVGSindex, VDSindex]
Eqn MAXgmVGSpoint=Ids[MAXgmVGSindex, VDSindex]

Eqn LinearLine=intLinearLine-LineDifference
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characteristic curve at the maximum ݃௠ point as required and extrapolates the characteristics in 

this area crossing the ܸீ ௌ axis as shown in Figure A.9. 

 
 Figure A.9 ࢀࢂ extraction using ELR method 

The above code was designed to be very adaptable in that it can be used to accurately find the 

threshold voltage of any transistor, extremely quickly, and accurately, no matter what type it is. 

A.2.2 Splitting DC current to ࢓ࢍࡵ
 and ࢙ࢊࢍࡵ

 

Few lines of the transistor’s current characteristics are shown in Figure A.10 for demonstration.  

 
Figure A.10 Transistor’s DC characteristics  

The ADS data display window coding functions used to split this current into ܫ௚೘ and ܫ௚೏ೞ  are 
shown in Figure A.11. 
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(a) 

 
(b) 

 
(c) 

 Figure A.11 Coded functions for the split of the transistor’s current characteristics 

In Figure A.11.a, the variable VT is used to store the value of ்ܸ obtained from the 

implementation of the ELR method. VGSindex=x is a variable used to specify the VGS curve 

selected to operate on using its index number in the VGS sweep list. SatPoint=VDS-

VGS[VGSindex]+VT is based on the condition for saturation in the MOSFET transistor 

which is specified as ஽ܸௌ ൌ ܸீ ௌ െ ்ܸ. It subtracts the VGS value of the chosen VGS curve 

(specified using VGS[VGSindex]) and the threshold voltage from all the points on the VDS 

sweep list. SatPointIndex=find_index(SatPointAdj,0)then searches all resultant 

values for the point when SatPoint is equal to 0 and saves the index of that point in 

SatPointIndex. Because SatPoint is dependant on both VGS and VDS as in 

Figure A.11.c, and that the find_index function is only capable of operating on one sweep 

list, SatPointAdj reduces this dependency to only VDS. Ids=IDS[::,::,0] 

removes the dependency of IDS on freq making Ids dependant on the full sweep lists 

of VGS and VDS only as in Figure A.11.b. The knee point of the selected VGS curve is then 

specified by the index of the chosen VGS curve and the index of the point on that curve when 

஽ܸௌ ൌ ܸீ ௌ െ ்ܸ (SatPointIndex). Both indices are used to plot a horizontal line over all the 

points of the VDS sweep list and crosses the respective VGS curve at its obtained knee point. 

Difference=Ids[VGSindex,::]-HorizLine calculates the difference between the 

EqnSatPoint=VDS-VGS[VGSindex]+VT

Eqn VT=0.52

Eqn SatPointIndex=find_index(SatPointAdj, 0)

Eqn IDSKnee=Ids[VGSindex, SatPointIndex]

Eqn Ids=IDS.i[::,::,0]

Eqn HorizLine=Ids[VGSindex, SatPointIndex]

EqnVGSindex=36

Eqn Difference=Ids[VGSindex,::]-HorizLine

Eqn Igds= if (Difference<0) then 0 else Difference

Eqn Igm=Ids[VGSindex,::]-Igds

Eqn SatPointAdj=SatPoint[VGSindex,::]

SatPoint_Info
Dependency  : [VGS,VDS]

Num. Points : [37, 19 ]
Matrix Size : scalar   

SatPointAdj_Info
Dependency  : [VDS] 

Num. Points : [19 ] 
Matrix Size : scalar

VGS_Info 
Dependency  : [VGS]

Num. Points : [37 ] 
Matrix Size : scalar 
Type        : Real 

VDS_Info
Dependency  : [VGS,VDS]

Num. Points : [37, 19 ]
Matrix Size : scalar 
Type        : Real 

IDS_Info
Dependency  : [VGS,VDS,freq]

Num. Points : [37, 19, 1   ]
Matrix Size : scalar
Type        : Real 

Ids_Info
Dependency  : [VGS,VDS]

Num. Points : [37, 19 ]
Matrix Size : scalar 
Type        : Real 
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current in the chosen ܸீ ௌ curve and HorizLine for all the VDS values. As can be seen 

from Figure A.10, if channel modulation (the effect of ஽ܸௌ on ܫ஽ௌ) did not exist, the current after 

the saturation point will be equivalent to the horizontal line and any additional current is due to 

݃ௗ௦. As previously mentioned, the current in the linear region is added to ܫ௚೘. 

Igds=if(Difference<0) then 0 else Difference then compares the 

calculated Difference to 0. If Difference was less than 0, that means the 

transistor is in the linear region and no current needs to be added from that area to ܫ௚೏ೞ, so 

 ௚೏ೞ is 0. If Difference was larger than 0, then the transistor is in the saturation regionܫ

and that difference current is due to ݃ௗ௦ so the value in Difference is given to ܫ௚೏ೞ . 

Igm=Ids[VGSindex,::]-Igds calculates the ݃௠ current by deducting the Igds 

current from the total current of the chosen VGS curve at every point of the VDS sweep list. 

Because Igds is 0 in the linear region, all the liner region current goes to Igm and 

effectively, Igm is equal to the horizontal line in the saturation region. To choose another VGS 

curve, the value in VGSindex is manually changed. When that value is changed, all parts of 

the code are automatically re-executed and values of ܫ௚೘ and ܫ௚೏ೞ  for the new ܸீ ௌ curve are 

calculated.  

A.3 Linearising ࢓ࢍ by Modifying its Data Table 

In Figure A.12.a, the variable VDSpoint is used to allow the user to select the value of 

simulated drain voltages where the ܫ௚೘-ܸீ ௌ characteristics used for linearisation is to be plot. 

Generally, any point in the saturation area of the highest VGS characteristic curve is valid. 

Here, the highest VDS is selected for convenience. VDSindex=find_index 

(indepVDS,VDSpoint)finds the index of the selected VDS value where indepVDS is 

used to remove the dependence of VDS on VGS as previously explained in Section A.2.1. Note 

how VDSindex is used to plot Igm vs. VGS at the selected value of VDS in Figure 

4.29. midVGS is a variable used to store the value of the chosen VGS bias point at which the 

tangent line will be drawn. Here, it is done in the middle of simulated VGS values to try to get 

as maximally valid linearisation as possible at any bias point, but any other VGS value can also 

be selected. midVGSindex= find_index(VGS,midVGS)finds the index number of this 

point to be used in subsequent equations.  

The equations in Figure A.12.b find the slope of the ܫ௚೘-ܸீ ௌ characteristic curve at the chosen 

point (ܸீ ௌ bias point) to be used for drawing the linear tangent. IgmChange=TableIgm 

[(midVGSindex+1),VDSindex]-TableIgm[midVGSindex,VDSindex]calculates 
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the change in Igm. The change is calculated between the selected bias point (specified by 

midVGSindex and VDSindex) and the next swept point on the VGS scale (specified 

by[(midVGSindex+1),VDSindex]). This setup ensures that this process is adaptable to 

any change in selected bias points. Similarly, VGSChange=VGS [(midVGSindex+1)]-

VGS[midVGSindex] calculates the change in VGS. Calculating the change in this way, 

over one point only, ensures that the slope of the characteristics will be calculated from only this 

tiny portion of the line, increasing accuracy. The slope of the characteristic line is calculated in 

Slope=IgmChange/VGSChange by dividing the change in Igm by the change in VGS.  

The equations in Figure A.12.c plot the linear ܫ௚೘-ܸீ ௌ characteristic line. The first 4 

equations plot an initial linear line using the calculated slop, and make it overlap the 

characteristic line centralised at the chosen bias point in a similar fashion to the implementation 

of the ELR method explained in Section A.2.1. LinearIgm= if (LinearLine<0) 

then 0 else LinearLine removes the negative part of the LinearLine and 

establishes 0 characteristics for Igm from the VGS point at which the LinearLine crosses 

0 Igm. This is done by comparing the value of LinearLine to 0; if it was less than 0, 

LinearIgm is given 0, if it was equal or more than 0, LinearIgm is given the value of 

LinearLine, producing the linearised characteristic in Figure 4.30 

 

(a) 

 

(b) 

 
(c) 

 

Eqn VDSindex=find_index(indepVDS,VDSpoint)

Eqn midVGS=1.5
Eqn midVGSindex=find_index(VGS,midVGS)

Eqn VDSpoint=4

Eqn IgmChange=TableIgm[(midVGSindex+1),VDSindex]-TableIgm[midVGSindex,VDSindex]
Eqn VGSChange=VGS[(midVGSindex+1)]-VGS[midVGSindex]
Eqn Slope=IgmChange/VGSChange

Eqn midIgmPoint=TableIgm[midVGSindex, VDSindex]
Eqn intLinearLine=Slope*(VGS)

Eqn LinearLine=intLinearLine-LineDifference
Eqn LineDifference=midLinearLinePoint-midIgmPoint

Eqn LinearIgm= if (LinearLine<0) then 0 else LinearLine



Appendix A: EXPLANATION OF CODE FUNCTIONS USED IN TRANSISTOR NONLINEAR MODELLING 
 

 219 

 

 
(d) 

 
(e) 

Figure A.12 Linearising ࢓ࢍ by modifying the ࢓ࢍࡵ  data table 

ீܸ ௚೘ levels will be changed in everyܫ ௌ curve only after saturation; this is performed in the 

equations of Figure A.12.d. VDSSatPoint=VDS[SatPointIndex] finds the ஽ܸௌ value at 

which saturation occurs.  SatPointIndex was obtained and defined in Figure A.11. Note 

that since VDS is dependant on VGS, this will be repeated for every VGS characteristic curve (61 

points), as indicated in the dependency table shown in the table in Figure A.12.d. However, as 

discussed earlier, it is required that every VGS curve is handled independently. VDSSat= 

VDSSatPoint[VGSindex]corrects this by finding the point on the VDS scale at which 

the transistor enters saturation on the specific VGS curve being manipulated (specified using 

VGSindex). In LinearIgmVGS=if (VDS[VGSindex,::]<VDSSat) then 

Ids[VGSindex,::] else LinearIgm[VGSindex], the Igm current level in each 

VGS curve is modified to the new value taken from the linear tangent line after the saturation 

point (on the VDS scale). This is done by searching all VDS values if they were smaller or 

larger than the saturation point of that VGS curve. If it is below, the value of 

LinearIgmVGS is taken from the original nonlinear current table (Ids[VGSindex,::]), 

if it is on or after saturation, the value of Igm is given its value from the linearised ܫ௚೘-ܸீ ௌ 

characteristic line in Figure 4.30. [VGSindex,::] indicates that the whole (on the VDS 

scale, specified by ‘::’) of a single VGS curve (specified by VGSindex) is being handled 

at a time. In Figure A.12.e, a single VGS curve is selected using 

TableIgmSelect=TableIgm[VGSindex,::]to demonstrate how the current changes, 

the resultant curve is shown in Figure 4.31.  

Eqn VDSSatPoint=VDS[SatPointIndex]

Eqn VDSSat=VDSSatPoint[VGSindex]

Eqn LinearIgmVGS=if (VDS[VGSindex,::]<VDSSat) then Ids[VGSindex,::] else LinearIgm[VGSindex]

VDSSatPoint_Info
Dependency  : [VGS] 

Num. Points : [61 ] 

VDSSat_Info
Dependency  : [ ]   
Num. Points : [1]   

Eqn TableIgmSelect=TableIgm[VGSindex,::]



 
 
 
 
 
 
 
 
 
 

 

Appendix B IIP3 DERIVATION FOR A COMMON-SOURCE MOSFET 
USING VOLTERRA AND TAYLOR SERIES 

In this appendix, a full derivation is provided for the IIP3 of a common-source transistor with an input 

matching impedance and a source degeneration inductance. The purpose of this is to demonstrate how 

Volterra and Taylor series can be combined to describe the nonlinearities of the transistor considering both 

its memory and memory-less nonlinear parameters.  

 
Figure B.1 A simplified MOSFET model with input matching impedance 

Nonlinearity of frequency-independent part (Taylor series) 

݅ௗ ൌ ݃ଵݒ௚௦ ൅ ݃ଶݒ௚௦
ଶ ൅ ݃ଷݒ௚௦

ଷ ൅  (B.1) ڮ

Nonlinearity of frequency-dependant part (Volterra series)     

௚ೞݒ ൌ ௫ݒሻݏଵሺܣ ൅ ,ଵݏଶሺܣ ௫ݒଶሻݏ
ଶ ൅ ,ଵݏଷሺܣ ,ଶݏ ௫ݒଷሻݏ

ଷ ൅  (B.2) ڮ

Nonlinearity of both parts (Volterra series) 

݅ௗ ൌ ௫ݒሻݏଵሺܤ ൅ ,ଵݏଶሺܤ ௫ݒଶሻݏ
ଶ ൅ ,ଵݏଷሺܤ ,ଶݏ ௫ݒଷሻݏ

ଷ ൅  (B.3) ڮ

The Volterra series in (B.3) effectively combines the Taylor series in (B.1) and the Volterra series in (B.2) in 

such a manner where ܤଵሺݏሻ is determined in terms of the 1st-order terms in (B.1) and (A.2), ܤଶሺݏଵ,  ଶሻ isݏ

determined in terms of the 2nd- and lower-order terms of (B.1) and (B.2), and ܤଷሺݏଵ, ,ଶݏ  ଷሻ is determined inݏ

terms of and the 3rd- and lower-order terms of (B.1) and (B.2). 

First Step: To determine ܤଵሺݏሻ, ܤଶሺݏଵ, ,ଵݏଷሺܤ ଶሻ andݏ ,ଶݏ ,ଵݏଶሺܣ ,ሻݏଵሺܣ ,ଷሻ in terms of ݃ଵ, ݃ଶ, ݃ଷݏ  ଶሻ andݏ

,ଵݏଷሺܣ ,ଶݏ  .ଷሻ. This is done by substituting (B.2) in (B.1) and comparing the resulting terms with (B.3)ݏ

G D

S

+

-
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(B.2) in (B.1) gives 

݅ௗ ൌ ݃ଵሾܣଵሺݏሻݒ௫ ൅ ,ଵݏଶሺܣ ௫ݒଶሻݏ
ଶ ൅ ,ଵݏଷሺܣ ,ଶݏ ௫ݒଷሻݏ

ଷሿ
      ൅݃ଶሾܣଵሺݏሻݒ௫ ൅ ,ଵݏଶሺܣ ௫ݒଶሻݏ

ଶ ൅ ,ଵݏଷሺܣ ,ଶݏ ௫ݒଷሻݏ
ଷሿଶ

      ൅݃ଷሾܣଵሺݏሻݒ௫ ൅ ,ଵݏଶሺܣ ௫ݒଶሻݏ
ଶ ൅ ,ଵݏଷሺܣ ,ଶݏ ௫ݒଷሻݏ

ଷሿଷ
 (B.4) 

Collecting ݒ௫ terms from (B.4)  

݅ௗ ൌ ݃ଵܣଵሺݏሻݒ௫ (B.5) 

Comparing with (B.3) 

ሻݏଵሺܤ ൌ ݃ଵܣଵሺݏሻ (B.6) 

Collecting ݒ௫
ଶ terms from (B.4) 

݅ௗ ൌ ݃ଵܣଶሺݏଵ, ௫ݒଶሻݏ
ଶ ൅ ݃ଶሾܣଵሺݏሻሿଶݒ௫

ଶ ൌ ݃ଵܣଶሺݏଵ, ௫ݒଶሻݏ
ଶ ൅ ݃ଶܣଵሺݏଵሻܣଵሺݏଶሻݒ௫

ଶ (B.7) 

Comparing with (B.3) 

,ଵݏଶሺܤ ଶሻݏ ൌ ݃ଵܣଶሺݏଵ, ଶሻݏ ൅ ݃ଶܣଵሺݏଵሻܣଵሺݏଶሻ (B.8) 

Collecting ݒ௫
ଷ terms from (B.4)  

݅ௗ ൌ ݃ଵܣଷሺݏଵ, ,ଶݏ ௫ݒଷሻݏ
ଷ ൅ 2݃ଶܣଵሺݏሻܣଶሺݏଵ, ௫ݒଶሻݏ

ଷ ൅ ݃ଷሾܣଵሺݏሻሿଷݒ௫
ଷ 

݅ௗ ൌ ݃ଵܣଷሺݏଵ, ,ଶݏ ௫ݒଷሻݏ
ଷ ൅ 2݃ଶܣଵሺݏଵሻܣଶሺݏଶ, ௫ݒଷሻݏ

ଷ ൅ ݃ଷܣଵሺݏଵሻܣଵሺݏଶሻܣଵሺݏଷሻݒ௫
ଷ (B.9) 

Comparing with (B.3) 

,ଵݏଷሺܤ ,ଶݏ ଷሻݏ ൌ ݃ଵܣଷሺݏଵ, ,ଶݏ ଷሻݏ ൅ 2݃ଶܣଵሺݏଵሻܣଶሺݏଶ, ଷሻݏ ൅ ݃ଷܣଵሺݏଵሻܣଵሺݏଶሻܣଵሺݏଷሻ (B.10) 
              
Second Step: To determine ܣଵሺݏሻ, ܣଶሺݏଵ, ,ଵݏଷሺܣ ଶሻ andݏ ,ଶݏ  ଷሻ using the harmonic input methodݏ

This needs working out KVL and KCL for the small signal circuit, 

௫ݒ ൌ ݅௚௦ܼଵ ൅ ௚௦ݒ ൅ ൫݅ௗ ൅ ݅௚௦൯ܮݏ 

݅௚௦ ൌ  ௚௦ܥݏ௚௦ݒ

௫ݒ ൌ ௚௦ܼଵܥݏ௚௦ݒ ൅ ௚௦ݒ ൅ ൫݅ௗ ൅  ܮݏ௚௦൯ܥݏ௚௦ݒ

௫ݒ ൌ ௚௦ܼଵܥݏ௚௦ݒ ൅ ௚௦ݒ ൅ ݅ௗܮݏ ൅  ܮ௚௦ܥଶݏ௚௦ݒ

௫ݒ െ ݅ௗܮݏ ൌ ௚௦ܼଵܥݏ௚௦൫ݒ ൅ 1 ൅  ൯ܮ௚௦ܥଶݏ

௚௦ݒ ൌ
௫ݒ െ ݅ௗܮݏ

௚௦ܼଵܥݏ ൅ 1 ൅ ܮ௚௦ܥଶݏ
 

Letting ܽሺݏሻ ൌ ௚௦ܼଵܥݏ ൅ 1 ൅ ሻݏand ܾሺ ܮ௚௦ܥଶݏ ൌ  (B.11) ܮݏ

Then  

௚௦ݒ ൌ
௫ݒ െ ݅ௗܾሺܵሻ

ܽሺܵሻ
 (B.12) 

To apply the harmonic input Method: 

1- Let ݒ௫ ൌ ݁௦௧ for ܣଵሺݏሻ, ݒ௫ ൌ ݁௦భ௧ ൅ ݁௦మ௧ for  ܣଶሺݏଵ, ௫ݒ  ଶሻ andݏ ൌ ݁௦భ௧ ൅ ݁௦మ௧ ൅ ݁௦య௧ for ܣଶሺݏଵ, ,ଶݏ  ଷሻ inݏ

(B.2) and right hand side of (B.12) 
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2- Substitute new (B.2) in (B.1) 

3- Substitute new (B.2) and new (B.1) in (B.12) 

4- Compare ste terms on both sides of new (B.12) 

 
 ሻݏଵሺܣ

In every step, only substitutions that would eventually result in ݁௦௧ terms on either side of (B.12)1 (B.12 

revaluated for determination of ܣଵሺݏሻ) are processed.  

(B.2)1: ݒ௚௦ ൌ  ሻ݁௦௧ݏଵሺܣ

Substituting (B.2)1 in (B.1) (Considering (B.5) to locate 1st-order terms) 

(B.1)1: ݅ௗ ൌ ݃ଵܣଵሺݏሻ݁௦௧ 
 
Substituting (B.2)1 and (B.1)1 in (B.12) 

(B.12)1: 

ሻ݁௦௧ݏଵሺܣ ൌ
݁௦௧ െ ݃ଵܣଵሺݏሻ݁௦௧ܾሺݏሻ

ܽሺݏሻ  

 

ሻ݁௦௧ݏଵሺܣ ൅
݃ଵܣଵሺݏሻ݁௦௧ܾሺݏሻ

ܽሺݏሻ ൌ
݁௦௧

ܽሺݏሻ 

 
ሻݏሻ݁௦௧ܽሺݏଵሺܣ ൅ ݃ଵܣଵሺݏሻ݁௦௧ܾሺݏሻ ൌ ݁௦௧ 
 
(B.12)1: ሺ ܣଵሺݏሻ݁௦௧൫ܽሺݏሻ ൅ ݃ଵܾሺݏሻ൯ ൌ ݁௦௧ 

Comparing ݁௦௧ terms on both sides of (B.12)1 

ሻݏሻሺܽሺݏଵሺܣ ൅ ݃ଵܾሺݏሻሻ ൌ 1 
 

ሻݏଵሺܣ ൌ
1

ܽሺݏሻ ൅ ݃ଵܾሺݏሻ (B.13) 

 
,ଵݏଶሺܣ  ଶሻݏ

In every step, only substitutions that would eventually result in ݁ሺ௦భା௦మሻ௧ terms on either side of (B.12)2   (B.12 

revaluated for determination of ܣଶሺݏଵ, ௫ݒ ଶሻ) are processed. ݁ሺ௦భା௦మሻ௧ terms will come whereverݏ
ଶ is present 

since ሺ݁௦భ௧ ൅ ݁௦మ௧ሻଶ ൌ ݁ଶ௦భ௧ ൅ ݁ଶ௦మ௧ ൅ 2݁ሺ௦భା௦మሻ௧. 

(B.2)2: ݒ௚௦ ൌ ,ଵݏଶሺܣ ௫ݒଶሻݏ
ଶ ൌ ,ଵݏଶሺܣ ଶሻݏ כ 2݁ሺ௦భା௦మሻ௧ ൌ ,ଵݏଶሺܣ2  ଶሻ݁ሺ௦భା௦మሻ௧ݏ

Substituting (B.2)2 in (B.1) (Considering (B.7) to locate 2nd-order terms) 

(B.1)2: ݅ௗ ൌ 2݃ଵܣଶሺݏଵ, ଶሻ݁ሺ௦భା௦మሻ௧ݏ ൅ 2݃ଶܣଵሺݏଵሻܣଵሺݏଶሻ݁ሺ௦భା௦మሻ௧ 

 (B.12)2: 

,ଵݏଶሺܣ2 ଶሻ݁ሺ௦భା௦మሻ௧ݏ ൌ
െൣ2݃ଵܣଶሺݏଵ, ଶሻ݁ሺ௦భା௦మሻ௧ݏ ൅ 2݃ଶܣଵሺݏଵሻܣଵሺݏଶሻ݁ሺ௦భା௦మሻ௧൧ܾሺݏሻ

ܽሺݏሻ
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Dividing (B.12)2 by 2 and moving ି௚భ஺మሺ௦భ,௦మሻ௘ሺೞభశೞమሻ೟௕ሺ௦ሻ
௔ሺ௦ሻ

 to its left hand side 

,ଵݏଶሺܣ ଶሻ݁ሺ௦భା௦మሻ௧ݏ ൅
݃ଵܣଶሺݏଵ, ሻݏଶሻ݁ሺ௦భା௦మሻ௧ܾሺݏ

ܽሺݏሻ ൌ
2݃ଶܣଵሺݏଵሻܣଵሺݏଶሻ݁ሺ௦భା௦మሻ௧ܾሺݏሻ

ܽሺݏሻ  

Simplifying  

,ଵݏଶሺܣ ሻݏଶሻ݁ሺ௦భା௦మሻ௧ܽሺݏ ൅ ݃ଵܣଶሺݏଵ, ሻݏଶሻ݁ሺ௦భା௦మሻ௧ܾሺݏ
ܽሺݏሻ

ൌ
2݃ଶܣଵሺݏଵሻܣଵሺݏଶሻ݁ሺ௦భା௦మሻ௧ܾሺݏሻ

ܽሺݏሻ
 

,ଵݏଶሺܣ ሻݏଶሻ݁ሺ௦భା௦మሻ௧ሾܽሺݏ ൅ ݃ଵܾሺݏሻሿ ൌ 2݃ଶܣଵሺݏଵሻܣଵሺݏଶሻ݁ሺ௦భା௦మሻ௧ܾሺݏሻ 

Using (B.13),  

,ଵݏଶሺܣ ଶሻ݁ሺ௦భା௦మሻ௧ݏ ൤
1

ሻݏଵሺܣ
൨ ൌ 2݃ଶܣଵሺݏଵሻܣଵሺݏଶሻ݁ሺ௦భା௦మሻ௧ܾሺݏሻ 

 
With 2nd-order harmonic input ܣଵሺݏሻ ֜ ଵݏଵሺܣ ൅ ሻݏଶሻ and ܾሺݏ ֜ ܾሺݏଵ ൅  ଶሻݏ

(B.12)2: ܣଶሺݏଵ, ଶሻ݁ሺ௦భା௦మሻ௧ݏ ൌ െܣଵሺݏଵ ൅ ଵݏଶሻ݁ሺ௦భା௦మሻ௧൧ܾሺݏଵሺܣଵሻݏଵሺܣଶሻൣ݃ଶݏ ൅  ଶሻݏ
 
Comparing ݁ሺ௦భା௦మሻ௧ terms on both sides of (B.12)2 

 

,ଵݏଶሺܣ ଶሻݏ ൌ െܣଵሺݏଵ ൅ ଵݏଶሻܾሺݏଵሺܣଵሻݏଵሺܣଶሻ݃ଶݏ ൅  ଶሻ (B.14)ݏ
 
 
,ଵݏଷሺܣ ,ଶݏ   ଷሻݏ

In every step, only substitutions that would eventually result in ݁ሺ௦భ,௦మ,௦యሻ௧ terms on either side of (B.12)3 

(B.13 revaluated for determination of ܣଷሺݏଵ, ,ଶݏ ଷሻ) are processed. ݁ሺ௦భ,௦మ,௦యሻ௧ terms come wherever 3ݏ
xv  is 

present having that ሺ݁௦భ௧ ൅ ݁௦మ௧ ൅ ݁௦య௧ሻଷ will produce 1 2 3( , , )6 s s s te  

(B.2)3: ݒ௚௦ ൌ ,ଵݏଷሺܣ ,ଶݏ  ଷሻ݁ሺ௦భ,௦మ,௦యሻ௧ݏ
 
Substituting (B.2)3 in (B.1) (Considering (B.9) to locate 3rd-order terms) 
 
(B.1)3: ݅ௗ ൌ 6݃ଵܣଷሺݏଵ, ,ଶݏ ଷሻ݁ሺ௦భ,௦మ,௦యሻ௧ݏ ൅ 6݃ଶܣଵሺݏଵሻܣଶሺݏଶ,  ଷሻ݁ሺ௦భ,௦మ,௦యሻ௧ݏ

        ൅6݃ଷܣଵሺݏଵሻܣଵሺݏଶሻܣଵሺݏଷሻ݁ሺ௦భ,௦మ,௦యሻ௧ 
 

 
Substituting (B.2)3 and (B.1)3 in (B.12) 

(B.12)3: 

,ଵݏଷሺܣ6 ,ଶݏ ଷሻ݁ሺ௦భ,௦మ,௦యሻ௧ݏ ൌ 
െ6݁ሺ௦భ,௦మ,௦యሻ௧ൣ݃ଵܣଷሺݏଵ, ,ଶݏ ଷሻݏ ൅ 2݃ଶܣଵሺݏଵሻܣଶሺݏଶ, ଷሻݏ ൅ ݃ଷܣଵሺݏଵሻܣଵሺݏଶሻܣଵሺݏଷሻ൧ܾሺݏሻ

ܽሺݏሻ  

              

Dividing (B.12)3 by 6 and moving ି௚భ஺యሺ௦భ,௦మ,௦యሻ௕ሺ௦ሻ௘ሺೞభ,ೞమ,ೞయሻ

௔ሺ௦ሻ  to the left hand side 

,ଵݏଷሺܣ ,ଶݏ ଷሻ݁ሺ௦భ,௦మ,௦యሻ௧ݏ ൅
݃ଵܣଷሺݏଵ, ,ଶݏ ሻ݁ሺ௦భ,௦మ,௦యሻݏଷሻܾሺݏ

ܽሺݏሻ ൌ 
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െ6݁ሺ௦భ,௦మ,௦యሻ௧ൣ2݃ଶܣଵሺݏଵሻܣଶሺݏଶ, ଷሻݏ ൅ ݃ଷܣଵሺݏଵሻܣଵሺݏଶሻܣଵሺݏଷሻ൧ܾሺݏሻ
ܽሺݏሻ  

                        

Simplifying 

,ଵݏଷሺܣ ,ଶݏ ሻݏଷሻ݁ሺ௦భ,௦మ,௦యሻ௧ܽሺݏ ൅ ݃ଵܣଷሺݏଵ, ,ଶݏ ሻ݁ሺ௦భ,௦మ,௦యሻݏଷሻܾሺݏ ൌ 
݁ሺ௦భ,௦మ,௦యሻ௧ൣ2݃ଶܣଵሺݏଵሻܣଶሺݏଶ, ଷሻݏ ൅ ݃ଷܣଵሺݏଵሻܣଵሺݏଶሻܣଵሺݏଷሻ൧ܾሺݏሻ 

                                          
,ଵݏଷሺܣ ,ଶݏ ሻݏଷሻ݁ሺ௦భ,௦మ,௦యሻ௧ሾܽሺݏ ൅ ݃ଵܾሺݏሻሿ ൌ 

݁ሺ௦భ,௦మ,௦యሻ௧ൣ2݃ଶܣଵሺݏଵሻܣଶሺݏଶ, ଷሻݏ ൅ ݃ଷܣଵሺݏଵሻܣଵሺݏଶሻܣଵሺݏଷሻ൧ܾሺݏሻ 

Using (B.13),  

,ଵݏଷሺܣ ,ଶݏ ଷሻ݁ሺ௦భ,௦మ,௦యሻ௧ݏ ൤
1

ሻ൨ݏଵሺܣ ൌ ݁ሺ௦భ,௦మ,௦యሻ௧ൣ2݃ଶܣଵሺݏଵሻܣଶሺݏଶ, ଷሻݏ ൅ ݃ଷܣଵሺݏଵሻܣଵሺݏଶሻܣଵሺݏଷሻ൧ܾሺݏሻ 

 

With 3rd-order harmonic input ܣଵሺݏሻ ֜ ଵݏଵሺܣ ൅ ଶݏ ൅ ൅ݏଷሻ  and ܾሺݏሻ ֜ ܾሺݏଵ ൅ ଶݏ ൅ ൅ݏଷሻ 

(B.12)3: ܣଷሺݏଵ, ,ଶݏ ଷሻ݁ሺ௦భ,௦మ,௦యሻ௧ݏ ൌ 
െ݁ሺ௦భା௦మା௦యሻ௧ܣଵሺݏଵ ൅ ଶݏ ൅ ,ଶݏଶሺܣଵሻݏଵሺܣଷሻൣ2݃ଶݏ ଷሻݏ ൅ ݃ଷܣଵሺݏଵሻܣଵሺݏଶሻܣଵሺݏଷሻ൧ܾሺݏଵ ൅ ଶݏ ൅ ൅ݏଷሻ 

 

Comparing ݁ሺ௦భା௦మା௦యሻ௧ terms on both sides of (B.12)3 

,ଵݏଷሺܣ ,ଶݏ ଷሻݏ ൌ 
െܣଵሺݏଵ ൅ ଶݏ ൅ ,ଶݏଶሺܣଵሻݏଵሺܣଷሻൣ2݃ଶݏ ଷሻݏ ൅ ݃ଷܣଵሺݏଵሻܣଵሺݏଶሻܣଵሺݏଷሻ൧ܾሺݏଵ ൅ ଶݏ ൅ ൅ݏଷሻ (B.15) 

Third Step: To determine IIP3 from (B.3) using  

ூ௉ଷܣ ൌ ඨ
4
3

ฬ
ሻݏଵሺܤ

,ଵݏଷሺܤ ,ଶݏ ଷሻݏ
ฬ (B.16) 

To do this for a two-tone input ߱௔ ൅ ߱௕, set ݏଵ ൌ ଶݏ ൌ ଷݏ ௕ andݏ ൌ െݏ௔ to represent the IMD3 component 

2߱௕ െ ߱௔. Assume closely spaced frequencies, hence ݏ௔ ൎ ௕ݏ ൎ  then changes to (B.16) .ݏ

ூ௉ଷሺ2߱௕ܣ െ ߱௔ሻ ൌ ඨ
4
3

ฬ
௔ሻݏଵሺܤ

,௕ݏଷሺܤ ,௕ݏ െݏ௔ሻ
ฬ 

And having   ܫܫ ଷܲሺ2߱௕ െ ߱௔ሻ ൌ
ூ௉ଷሺ2߱௕ܣ െ ߱௔ሻଶ

8 כ Ըሾܼଵሺݏ௔ሻሿ  

Then 

ܫܫ ଷܲሺ2߱௕ െ ߱௔ሻ ൌ
1

6Ը൫ܼଵሺݏ௔ሻ൯
ቤ

௔ሻݏଵሺܤ
,௕ݏଷሺܤ ,௕ݏ െݏ௔ሻቤ (B.17) 

                                 

Applying the two-tone input to (B.10) 

,௕ݏଷሺܤ ,௕ݏ െݏ௔ሻ ൌ ݃ଵܣଷሺݏ௕, ,௕ݏ െݏ௔ሻ ൅ 2݃ଶܣଵሺݏ௕ሻܣଶሺݏ௕, െݏ௔ሻ ൅ ݃ଷܣଵሺݏ௕ሻܣଵሺݏ௕ሻܣଵሺെݏ௔ሻ  
 
,௕ݏଷሺܤ ,௕ݏ െݏ௔ሻ ൌ ݃ଵܣଷሺݏ௕, ,௕ݏ െݏ௔ሻ ൅ 2݃ଶܣଵሺݏ௕ሻܣଶሺݏ௕, െݏ௔ሻ ൅ ݃ଷܣଵሺݏሻ|ܣଵሺݏሻ|ଶ                         (B.18) 
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,௕ݏଷሺܤ ,௕ݏ െݏ௔ሻ is determined in terms of ܣଵ, ܣଶ and ܣଷ, which have to be resolved first 

Applying the two-tone input to (B.15) 

,௕ݏଷሺܣ ,௕ݏ െݏ௔ሻ ൌ െܣଵሺݏሻܾሺݏሻൣ2݃ଶܣଵሺݏ௕ሻܣଶሺݏ௕, െݏ௔ሻ ൅ ݃ଷܣଵሺݏሻ|ܣଵሺݏሻ|ଶ൧                                            (B.19) 

Because  ܣଵሺݏଵሻܣଶሺݏଶ, ଷሻݏ ൌ ଵ
ଷ

ሾܣଵሺݏଵሻܣଶሺݏଶ, ଷሻݏ ൅ ,ଵݏଶሺܣଶሻݏଵሺܣ ଷሻݏ ൅ ,ଵݏଶሺܣଷሻݏଵሺܣ  ଶሻሿݏ

Then  ܣଵሺݏ௕ሻܣଶሺݏ௕, െݏ௔ሻ ൌ
1
3

ሾܣଵሺݏ௕ሻܣଶሺݏ௕, െݏ௔ሻ ൅ ௕ݏଶሺܣ௕ሻݏଵሺܣ െ ௔ሻݏ ൅ ,௕ݏଶሺܣ௔ሻݏଵሺെܣ  ௕ሻሿݏ
          

,௕ݏଶሺܣ௕ሻݏଵሺܣ െݏ௔ሻ ൌ
1
3

ሾ2ܣଵሺݏ௕ሻܣଶሺݏ௕, െݏ௔ሻ ൅ ,௕ݏଶሺܣ௔ሻݏଵሺെܣ  ௕ሻሿ (B.20)ݏ

 
Substituting (B.14) into (B.20) 
,௕ݏଶሺܣ௕ሻݏଵሺܣ െݏ௔ሻ ൌ 

െ
1
3

ሾ2ܣଵሺݏ௕ሻܣଵሺݏ௕ െ ௕ݏ௔ሻܾሺݏଶሺെܣ௕ሻݏଵሺܣ௔ሻ݃ଶݏ െ ௔ሻݏ ൅ ௕ݏଵሺܣ௔ሻݏଵሺെܣ ൅ ௕ݏ௕ሻܾሺݏଶሺܣ௕ሻݏଵሺܣ௕ሻ݃ଶݏ ൅  ௕ሻሿݏ
 
,௕ݏଶሺܣ௕ሻݏଵሺܣ െݏ௔ሻ ൌ 

െ
1
3

ሾ2ܣଵሺݏ௕ሻܣଵሺݏ߂ሻ݃ଶܣଵሺݏ௕ሻܣଵሺെݏ௔ሻܾሺݏ߂ሻ ൅  ௕ሻሿݏ௕ሻܾሺ2ݏଵሺܣ௕ሻݏଵሺܣ௕ሻ݃ଶݏଵሺ2ܣ௔ሻݏଵሺെܣ

,௕ݏଶሺܣ௕ሻݏଵሺܣ െݏ௔ሻ ൌ െ
1
3 ݃ଶܣଵሺݏ௕ሻଶܣଵሺെݏ௔ሻሾ2ܣଵሺݏ߂ሻܾሺݏ߂ሻ ൅  ௕ሻሿݏ௕ሻܾሺ2ݏଵሺ2ܣ

   

,௕ݏଶሺܣ௕ሻݏଵሺܣ െݏ௔ሻ ൎ െ
1
3

݃ଶܣଵሺݏ௕ሻଶܣଵሺെݏ௔ሻܣଵሺ2ݏ௕ሻܾሺ2ݏ௕ሻ 
                                   

That is since ݏ߂ ൌ ௕ݏ െ ௔ݏ ൎ 0 due to the closely spaced two-tones, which also implies a bs s≈ . 

It follows 

,௕ݏଶሺܣ௕ሻݏଵሺܣ െݏ௔ሻ ൌ െ
݃ଶܣଵሺݏሻ|ܣଵሺݏሻ|ଶ

3  ሻ (B.21)ݏሻܾሺ2ݏଵሺ2ܣ

 

substituting (B.21) into (B.19) 

,௕ݏଷሺܣ ,௕ݏ െݏ௔ሻ ൌ െܣଵሺݏሻܾሺݏሻ ቊ2݃ଶ ቈ
െ݃ଶܣଵሺݏሻ|ܣଵሺݏሻ|ଶ

3
ሻ቉ݏሻܾሺ2ݏଵሺ2ܣ ൅ ݃ଷܣଵሺݏሻ|ܣଵሺݏሻ|ଶቋ 

 

,௕ݏଷሺܣ ,௕ݏ െݏ௔ሻ  ൌ െܣଵሺݏሻܾሺݏሻ ቈ
െ2݃ଶ

ଶܣଵሺݏሻ|ܣଵሺݏሻ|ଶ

3 ሻݏሻܾሺ2ݏଵሺ2ܣ ൅ ݃ଷܣଵሺݏሻ|ܣଵሺݏሻ|ଶ቉ 

                    

,௕ݏଷሺܣ ,௕ݏ െݏ௔ሻ ൌ െܣଵሺݏሻଶ|ܣଵሺݏሻ|ଶܾሺݏሻ ቈ
െ2݃ଶ

ଶܣଵሺ2ݏሻܾሺ2ݏሻ
3 ൅ ݃ଷ቉ 

 

,௕ݏଷሺܣ ,௕ݏ െݏ௔ሻ ൌ െܣଵሺݏሻଶ|ܣଵሺݏሻ|ଶܾሺݏሻ ቈ݃ଷ െ
2݃ଶ

ଶܣଵሺ2ݏሻܾሺ2ݏሻ
3

቉ (B.22) 

Substituting (B.21) and (B.22) into (B.18) 

,௕ݏଷሺܤ ,௕ݏ െݏ௔ሻ ൌ 
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െ݃ଵܣଵሺݏሻଶ|ܣଵሺݏሻ|ଶܾሺݏሻ ቈ݃ଷ െ
2݃ଶ

ଶܣଵሺ2ݏሻܾሺ2ݏሻ
3

቉ ൅ 2݃ଶ ቈെ
݃ଶܣଵሺݏሻ|ܣଵሺݏሻ|ଶ

3
 ሻ቉ݏሻܾሺ2ݏଵሺ2ܣ

൅݃ଷܣଵሺݏሻ|ܣଵሺݏሻ|ଶ 
 

,௕ݏଷሺܤ ,௕ݏ െݏ௔ሻ ൌ ሻ|ଶݏଵሺܣ|ሻݏଵሺܣ ቊെ݃ଵܣଵሺݏሻܾሺݏሻ ቈ݃ଷ െ
2݃ଶ

ଶܣଵሺ2ݏሻܾሺ2ݏሻ
3

቉ െ
2݃ଶ

ଶܣଵሺ2ݏሻܾሺ2ݏሻ
3

൅ ݃ଷቋ 

 

,௕ݏଷሺܤ ,௕ݏ െݏ௔ሻ ൌ ሻ|ଶݏଵሺܣ|ሻݏଵሺܣ ቊቈ݃ଷ െ
2݃ଶ

ଶܣଵሺ2ݏሻܾሺ2ݏሻ
3

቉ ሾ1 െ ݃ଵܣଵሺݏሻܾሺݏሻሿቋ 

Substituting for ܣଵ (from (B.13)) in ቂ݃ଷ െ ଶ௚మ
మ஺భሺଶ௦ሻ௕ሺଶ௦ሻ

ଷ
ቃof ܤଷሺݏ௕, ,௕ݏ െݏ௔ሻ 

,௕ݏଷሺܤ ,௕ݏ െݏ௔ሻ ൌ ሻ|ଶݏଵሺܣ|ሻݏଵሺܣ ൞൦݃ଷ െ
2݃ଶ

ଶ ܾሺ2ݏሻ
ܽሺ2ݏሻ ൅ ݃ଵܾሺ2ݏሻ

3
൪ ሾ1 െ ݃ଵܣଵሺݏሻܾሺݏሻሿൢ 

 

,௕ݏଷሺܤ ,௕ݏ െݏ௔ሻ ൌ ሻ|ଶݏଵሺܣ|ሻݏଵሺܣ ൞൦݃ଷ െ
2݃ଶ

ଶ ܮݏ2
ሻݏ௚௦ܼଵሺ2ܥݏ2 ൅ 1 ൅ ሺ2ݏሻଶܥ௚௦ܮ ൅ ݃ଵ2ܮݏ

3
൪ ሾ1 െ ݃ଵܣଵሺݏሻܾሺݏሻሿൢ 

 

,௕ݏଷሺܤ ,௕ݏ െݏ௔ሻ ൌ ሻ|ଶݏଵሺܣ|ሻݏଵሺܣ ൞൦݃ଷ െ
൬2݃ଶ

ଶ

3 ൰ ܮݏ2

ሻݏ௚௦ܼଵሺ2ܥݏ2 ൅ 1 ൅ ܮ௚௦ܥଶݏ4 ൅ ݃ଵ2ܮݏ൪ ሾ1 െ ݃ଵܣଵሺݏሻܾሺݏሻሿൢ 

 

,௕ݏଷሺܤ ,௕ݏ െݏ௔ሻ ൌ ሻ|ଶݏଵሺܣ|ሻݏଵሺܣ ൞൦݃ଷ െ
൬2݃ଶ

ଶ

3 ൰

௚௦ܥ
ܮ ܼଵሺ2ݏሻ ൅ 1

ܮݏ2 ൅ ܮ௚௦ܥݏ2 ൅ ݃ଵ

൪ ሾ1 െ ݃ଵܣଵሺݏሻܾሺݏሻሿൢ 

 
 

Letting  ߝ ൌ ݃ଷ െ
൬2݃ଶ

ଶ

3 ൰

௚௦ܥ
ܮ ܼଵሺ2ݏሻ ൅ 1

ܮݏ2 ൅ ܮ௚௦ܥݏ2 ൅ ݃ଵ

 (B.23) 

Then 

,௕ݏሺܤ ,௕ݏ െݏ௔ሻ ൌ ሻ|ଶሾ1ݏଵሺܣ|ሻݏଵሺܣ െ ݃ଵܣଵሺݏሻܾሺݏሻሿߝ (B.24) 
 
Substituting (B.6) and (B.24) in (B.17) 

ܫܫ ଷܲሺ2߱௕ െ ߱௔ሻ ൌ
1

6Ը൫ܼଵሺݏ௔ሻ൯
ቤ

݃ଵܣሺݏሻ
ሻ|ଶሾ1ݏሺܣ|ሻݏሺܣ െ ݃ଵܣଵሺݏሻܾሺݏሻሿߝ

ቤ 

 
ܫܫ ଷܲሺ2߱௕ െ ߱௔ሻ ൌ

݃ଵ

6Ը൫ܼଵሺݏ௔ሻ൯|ܣሺݏሻ|ଶሾ1 െ ݃ଵܣଵሺݏሻܾሺݏሻሿߝ
 (B.25) 

 
  

Finding Ը൫ܼଵሺݏ௔ሻ൯  
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ܼଵሺݏሻ ൌ ܼ௜௡ሺെݏሻ when the input is conjugately matched 
 

In order to determine ܼ௜௡ሺݏሻ, the input matching impedance ܼଵሺݏሻ is ignored and hence  

௫ݒ ൌ ௚௦ݒ ൅ ൫݅ௗ ൅ ݅௚௦൯ܮݏ                                                                                                                              (B.26) 
                                                                                                           

But also  ݒ௚௦ ൌ
݅௚௦

௚௦ܥݏ
, ݅ௗ ൌ ݃ଵݒ௚௦ (B.27) 

 
Substituting (B.27) into (B.26)  

௫ݒ ൌ
݅௚௦

௚௦ܥݏ
൅ ݃ଵݒ௚௦ܮݏ ൅ ݅௚௦ܮݏ ൌ

݅௚௦

௚௦ܥݏ
൅

݃ଵ݅௚௦ܮݏ
௚௦ܥݏ

൅ ݅௚௦ܮݏ ൌ ݅௚௦ ቆ
1

௚௦ܥݏ
൅

݃ଵܮݏ
௚௦ܥݏ

൅  ቇܮݏ

 

௫ݒ ൌ ݅௚௦ ቆ
1 ൅ ݃ଵܮݏ ൅ ܮ௚௦ܥଶݏ

௚௦ܥݏ
ቇ (B.28) 

From the small signal circuit 

ܼ௜௡ሺݏሻ ൌ
௫ݒ

݅௚௦
 (B.29) 

Substituting (B.28) into (B.29) 

ܼ௜௡ሺݏሻ ൌ
1 ൅ ݃ଵܮݏ ൅ ܮ௚௦ܥଶݏ

௚௦ܥݏ
 

It follows 

ܼଵሺݏሻ ൌ ܼ௜௡ሺെݏሻ ൌ
1 ൅ ݃ଵܮݏ ൅ ܮ௚௦ܥଶݏ

െܥݏ௚௦
 (B.30) 

Taking the real part of (B.30) 

Ը൫ܼଵሺݏሻ൯ ൌ
െ݃ଵܮݏ
െܥݏ௚௦

ൌ
݃ଵܮ
௚௦ܥ

 (B.31) 

 

Using (B.11), (B.13) and (B.30) it can be algebraically shown that  

݃ଵܣଵሺݏሻܾሺݏሻ ൌ
1
2

 (B.32) 

 
Finding |ܣଵሺݏሻ|ଶ: 

From (B.32),        

ሻݏଵሺܣ ൌ
1

2݃ଵܾሺݏሻ 

And since ܾሺݏሻ ൌ  then ,(from (B.11)) ܮݏ

ሻ|ଶݏଵሺܣ| ൌ ቤ
1

4݃ଵ
ଶݏଶܮଶቤ ൌ ቤെ

1
4݃ଵ

ଶ߱ଶܮଶቤ ൌ
1

4݃ଵ
ଶ߱ଶܮଶ (B.33) 

 
Using (B.31) and (B.33) 
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Ը൫ܼଵሺݏሻ൯|ܣଵሺݏሻ|ଶ ൌ
1

4߱ଶܥܮ௚௦݃ଵ
 (B.34) 

 
Substituting (B.32) and (B.34) in (B.25)  

ܫܫ ଷܲሺ2߱௕ െ ߱௔ሻ ൌ
݃ଵ

6
4߱ଶܥܮ௚௦݃ଵ

ቂ1 െ 1
2ቃ ߝ

 

 
Rearranging 
 

ܫܫ ଷܲሺ2߱௕ െ ߱௔ሻ ൌ
4݃ଵ

ଶ߱ଶܥܮ௚௦

ߝ3
 

 
 

 



 
 
 
 
 
 
 
 
 
 

 

Appendix C FULL RESULTS OF HARMONIC AND IMD 
FEEDBACK ANALYSIS 

This Appendix lists the full results of the analysis in Section 5.4. The tables below show which 

frequency components were taken from each single-order of nonlinearity (with their magnitude 

coefficients) and fed back to the input, and the resulting 3rd-, 5th- or 7th-order intermodulation 

components (where available). These results were obtained using the math software 

Mathematica as explained in Section 5.4.1 

C.1 Fed-back Components From 2nd-order Nonlinear Term 
 from 2nd  

 
 

IMD3 IMD5 IMD7 

2nd    

3rd  
 

  

4th  
 

  

5th 
 

 
 

 
 

 
 

6th 
 
 

 
 

 
 

7th 

 
 
 

 

 
 

 

 
 
 

 
 
 
 
 
 
 
 

2 ω

+
1
2

 b A2  Cos@2 ω1D

+
1
2

 b A2  Cos@2 ω2D

−4 A3 b2 Sin@2 ω1 −ω2D
+
3
4
A3 c Sin@2 ω1 − ω2D

+
3
8
A5 b2 c Sin@2 ω1 −ω2D

+
3
8
A5 b2 c Sin@3 ω1 −2 ω2D

−3 A5 b d Sin@2 ω1 − ω2D
−
9
16

A7 b3 d Sin@2 ω1 −ω2D
−A5 b d Sin@3 ω1 − 2 ω2D
−
3
16

A7 b3 d Sin@3 ω1 −2 ω2D
−
3
16

A7 b3 d Sin@4 ω1 −3 ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

+
175
32

A7 b2 e Sin@2 ω1 −ω2D

+
15
32

A9 b4 e Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

+
105
32

A7 b2 e Sin@3 ω1 −2 ω2D

+
15
32

A9 b4 e Sin@3 ω1 −2 ω2D

+
35
32

A7 b2 e Sin@4 ω1 −3 ω2D

+
15
128

A9 b4 e Sin@4 ω1 −3 ω2D

−
495
32

A7 b f Sin@2 ω1 − ω2D

−
75
8

A9 b3 f Sin@2 ω1 −ω2D

−
75
128

A11 b5 f Sin@2 ω1 −ω2D

−
225
32

A7 b f Sin@3 ω1 − 2 ω2D

−
45
8

A9 b3 f Sin@3 ω1 −2 ω2D

−
75
256

A11 b5 f Sin@3 ω1 −2 ω2D

−
45
32

A7 b f Sin@4 ω1 − 3 ω2D

−
45
16

A9 b3 f Sin@4 ω1 −3 ω2D

−
75
256

A11 b5 f Sin@4 ω1 −3 ω2D

+
735
64

A7 Sin@2 ω1 − ω2D

+
1365
32

A9 b2 Sin@2 ω1 −ω2D

+
3465
256

A11 b4 Sin@2 ω1 −ω2D

+
525 A13 b6 Sin@2 ω1 −ω2D

1024

+
245
64

A7 Sin@3 ω1 − 2 ω2D

+
819
32

A9 b2 Sin@3 ω1 −2 ω2D

+
5005
512

A11 b4 Sin@3 ω1 −2 ω2D

+
525 A13 b6 Sin@3 ω1 −2 ω2D

1024

+
35
64

A7 Sin@4 ω1 − 3 ω2D

+
1365
128

A9 b2 Sin@4 ω1 −3 ω2D

+
2695
512

A11 b4 Sin@4 ω1 −3 ω2D

+
105
512

A13 b6 Sin@4 ω1 −3 ω2D
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 from 2nd  
 

IMD3 IMD5 IMD7 

2nd    
3rd    
4th   
5th    

6th  
 

 
 

 
 
 

7th  
 

 
 

 

 
from 2nd 

 
IMD3 IMD5 IMD7 

2nd    
3rd  

 
  

4th  
 

  

5th  
 

 

 
 

 
 

6th  
 

 
 

 
 

7th  
 
 

 
 
 

 
 
 

C.2 Fed-back Components From 3rd-order Nonlinear Term 
from 3rd  

 
IMD3 IMD5 IMD7 

2nd    
3rd    

4th    
5th  

 
 

 
 

 

6th    
7th 

ω1 + ω2

+A2 b Cos@ω1 + ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

−2 A5 b d Sin@2 ω1 − ω2D
+
25
8

A5 e Sin@2 ω1 − ω2D

+
35
8

A7 b2 e Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

−
225
16

A7 b f Sin@2 ω1 − ω2D

−
15
2

A9 b3 f Sin@2 ω1 −ω2D

−
45
16

A7 b f Sin@3 ω1 − 2 ω2D

+
735
64

A7 g Sin@2 ω1 − ω2D

+
1365
32

A9 b2 g Sin@2 ω1 −ω2D

+
385
32

A11 b4 g Sin@2 ω1 −ω2D

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

+
273
32

A9 b2 g Sin@3 ω1 −2 ω2D

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

ω1 − ω2

−A2 b Cos@ω1 − ω2D
−2 A3 b2 Sin@2 ω1 −ω2D
+
3
4
A3 c Sin@2 ω1 − ω2D

+
3
4
A5 b2 c Sin@2 ω1 −ω2D

+
3
4
A5 b2 c Sin@3 ω1 −2 ω2D

−
9
2
A5 b d Sin@2 ω1 − ω2D

−
3
2
A7 b3 d Sin@2 ω1 −ω2D

−
3
2
A5 b d Sin@3 ω1 − 2 ω2D

−
1
2
A7 b3 d Sin@3 ω1 −2 ω2D

−
1
2
A7 b3 d Sin@4 ω1 −3 ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

+
75
8

A7 b2 e Sin@2 ω1 −ω2D

+
5
4
A9 b4 e Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

+
45
8

A7 b2 e Sin@3 ω1 −2 ω2D

+
5
4
A9 b4 e Sin@3 ω1 −2 ω2D

+
15
8

A7 b2 e Sin@4 ω1 −3 ω2D

+
5
16

A9 b4 e Sin@4 ω1 −3 ω2D

+
165
8

A7 b f Sin@2 ω1 − ω2D

+
75
4

A9 b3 f Sin@2 ω1 −ω2D

+
15
8

A11 b5 f Sin@2 ω1 −ω2D

+
75
8

A7 b f Sin@3 ω1 − 2 ω2D

+
45
4

A9 b3 f Sin@3 ω1 −2 ω2D

+
15
16

A11 b5 f Sin@3 ω1 −2 ω2D

+
15
8

A7 b f Sin@4 ω1 − 3 ω2D

+
45
8

A9 b3 f Sin@4 ω1 −3 ω2D

+
15
16

A11 b5 f Sin@4 ω1 −3 ω2D

+
735
64

A7 g Sin@2 ω1 − ω2D

+
525
8

A9 b2 g Sin@2 ω1 −ω2D

+
945
32

A11 b4 g Sin@2 ω1 −ω2D

+
105
64

A13 b6 g Sin@2 ω1 −ω2D

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

+
315
8

A9 b2 g Sin@3 ω1 −2 ω2D

+
1365
64

A11 b4 g Sin@3 ω1 −2 ω2D

+
105
64

A13 b6 g Sin@3 ω1 −2 ω2D

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

+
525
32

A9 b2 g Sin@4 ω1 −3 ω2D

+
735
64

A11 b4 g Sin@4 ω1 −3 ω2D

+
21
32

A13 b6 g Sin@4 ω1 −3 ω2D

2 ω1 + ω2

+
3
4

 A3 c Sin@2 ω1 + ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

−
9
16

A5 c2 Sin@2 ω1 −ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

−
255
64

A7 c e Sin@2 ω1 − ω2D

+
135
64

A9 c2 e Sin@2 ω1 −ω2D

−
405
512

A11 c3 e Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

−
15
16

A7 c e Sin@3 ω1 − 2 ω2D

+
735
64

A7 g Sin@2 ω1 − ω2D +
245
64

A7 g Sin@3 ω1 − 2 ω2D +
35
64

A7 g Sin@4 ω1 − 3 ω2D
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from 3rd  

 
IMD3 IMD5 IMD7 

2nd    
3rd  

 
 
 

 

4th    
5th  

 
 
 

 
 

 
 

 
 
 

 

6th    
7th  

 
 
 

 
 

 

 

 

 

 
 

 

 

 

 

 
 from 3rd  

 
 

IMD3 IMD5 IMD7 

2nd    
3rd    

4th   
5th  

 
 
 

 

 
 
 

 

 
 

 
 

 
6th    
7th    

−
5481
256

A9 c g Sin@2 ω1 − ω2D

+
10395
512

A11 c2 g Sin@2 ω1 − ω2D

−
48195 A13 c3 g Sin@2 ω1 − ω2D

4096

+
25 515 A15 c4 g Sin@2 ω1 − ω2D

8192

−
25 515 A17 c5 g Sin@2 ω1 − ω2D

32768

−
63
8

A9 c g Sin@3 ω1 − 2 ω2D

+
4725 A11 c2 g Sin@3 ω1 −2 ω2D

1024

−
2835 A13 c3 g Sin@3 ω1 −2 ω2D

1024

−
315
256

A9 c g Sin@4 ω1 − 3 ω2D

+
189 A11 c2 g Sin@4 ω1 −3 ω2D

1024

2 ω1 − ω2

−
3
4

A3 c Sin@2 ω1 − ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

−
9
4
A5 c2 Sin@2 ω1 −ω2D

−
81
256

A9 c4 Sin@2 ω1 −ω2D

−
9
8
A5 c2 Sin@3 ω1 −2 ω2D

+
27
64

A7 c3 Sin@3 ω1 −2 ω2D

+
27
64

A7 c3 Sin@4 ω1 −3 ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

−
135
16

A7 c e Sin@2 ω1 − ω2D

+
405
128

A9 c2 e Sin@2 ω1 −ω2D

−
405
128

A11 c3 e Sin@2 ω1 −ω2D

−
1215 A15 c5 e Sin@2 ω1 −ω2D

8192

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

−
45
8

A7 c e Sin@3 ω1 − 2 ω2D

+
405
128

A9 c2 e Sin@3 ω1 −2 ω2D

−
405
256

A11 c3 e Sin@3 ω1 −2 ω2D

+
405 A13 c4 e Sin@3 ω1 −2 ω2D

1024

−
45
32

A7 c e Sin@4 ω1 − 3 ω2D

+
405
128

A9 c2 e Sin@4 ω1 −3 ω2D

−
135
512

A11 c3 e Sin@4 ω1 −3 ω2D

+
405 A13 c4 e Sin@4 ω1 −3 ω2D

1024

+
735
64

A7 g Sin@2 ω1 − ω2D

−
8715
256

A9 c g Sin@2 ω1 − ω2D

+
14175
512

A11 c2 g Sin@2 ω1 − ω2D

−
25515 A13 c3 g Sin@2 ω1 − ω2D

1024

+
42525 A15 c4 g Sin@2 ω1 − ω2D

8192

−
25515 A17 c5 g Sin@2 ω1 − ω2D

8192

−
76 545 A21 c7 g Sin@2 ω1 − ω2D

1048576

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

−
1575
64

A9 c g Sin@3 ω1 − 2 ω2D

+
2835
128

A11 c2 g Sin@3 ω1 −2 ω2D

−
17955 A13 c3 g Sin@3 ω1 − 2 ω2D

1024

+
25515 A15 c4 g Sin@3 ω1 − 2 ω2D

4096

−
25515 A17 c5 g Sin@3 ω1 − 2 ω2D

16384

+
76545 A19 c6 g Sin@3 ω1 − 2 ω2D

262144

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

−
315
32

A9 c g Sin@4 ω1 − 3 ω2D

+
4725
256

A11 c2 g Sin@4 ω1 −3 ω2D

−
16065 A13 c3 g Sin@4 ω1 − 3 ω2D

2048

+
25515 A15 c4 g Sin@4 ω1 − 3 ω2D

4096

−
25515 A17 c5 g Sin@4 ω1 − 3 ω2D

65536

+
76545 A19 c6 g Sin@4 ω1 − 3 ω2D

262144

3 ω1

+
1
4

A3  c Sin@3 ω1D

+
1
4

A3  c Sin@3 ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

−
3
8
A5 c2 Sin@2 ω1 −ω2D

−
3
16

A5 c2 Sin@3 ω1 −2 ω2D

+
3
32

A7 c3 Sin@3 ω1 −2 ω2D

+
3
32

A7 c3 Sin@4 ω1 −3 ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

−
75
32

A7 c e Sin@2 ω1 − ω2D

+
45
64

A9 c2 e Sin@2 ω1 −ω2D

−
45
256

A11 c3 e Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

−
25
16

A7 c e Sin@3 ω1 − 2 ω2D

+
45
64

A9 c2 e Sin@3 ω1 −2 ω2D

−
45
512

A11 c3 e Sin@3 ω1 −2 ω2D

+
15
512

A13 c4 e Sin@3 ω1 −2 ω2D

−
25
64

A7 c e Sin@4 ω1 − 3 ω2D

+
45
64

A9 c2 e Sin@4 ω1 −3 ω2D

−
15
512

A11 c3 e Sin@4 ω1 −3 ω2D

+
15
512

A13 c4 e Sin@4 ω1 −3 ω2D

+
735
64

A7 g Sin@2 ω1 − ω2D

−
3087
256

A9 c g Sin@2 ω1 − ω2D

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

−
2205
256

A9 c g Sin@3 ω1 − 2 ω2D

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

−
441
128

A9 c g Sin@4 ω1 − 3 ω2D
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from 3rd  

 
IMD3 IMD5 IMD7 

2nd    
3rd    

4th    
5th  

 
 

 
 

 

 
 

6th    
7th  

 

 
 

 

 
 
 

 

 

 

 
 

 

 
from 3rd  

 
IMD3 IMD5 IMD7 

2nd    
3rd   
4th    
5th  

 
 

 

 

6th    
7th  

 
 

 

 
 
 

 

 
 

 
 
 
 

+
6615 A11 c2 g Sin@2 ω1 −ω2D

1024

+
1575 A15 c4 g Sin@2 ω1 −ω2D

4096

−
525 A17 c5 g Sin@2 ω1 −ω2D

8192

−
4725 A13 c3 g Sin@2 ω1 −ω2D

2048

+
1323
256

A11 c2 g Sin@3 ω1 −2 ω2D

−
6825 A13 c3 g Sin@3 ω1 −2 ω2D

4096

+
945 A15 c4 g Sin@3 ω1 −2 ω2D

2048

−
525 A17 c5 g Sin@3 ω1 −2 ω2D

16384

+
525 A19 c6 g Sin@3 ω1 −2 ω2D

65536

+
2205
512

A11 c2 g Sin@4 ω1 −3 ω2D

−
3675 A13 c3 g Sin@4 ω1 −3 ω2D

4096

+
945 A15 c4 g Sin@4 ω1 −3 ω2D

2048

−
525 A17 c5 g Sin@4 ω1 −3 ω2D

32768

+
525 A19 c6 g Sin@4 ω1 −3 ω2D

65536

ω1 − 2 ω2

+
3
4

A3 c Sin@ω1 − 2 ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

−
9
8
A5 c2 Sin@2 ω1 −ω2D

−
9
16

A5 c2 Sin@3 ω1 −2 ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

−
45
8

A7 c e Sin@2 ω1 − ω2D

+
315
128

A9 c2 e Sin@2 ω1 −ω2D

−
405
256

A11 c3 e Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

−
15
4

A7 c e Sin@3 ω1 − 2 ω2D

+
135
128

A9 c2 e Sin@3 ω1 −2 ω2D

−
405
512

A11 c3 e Sin@3 ω1 −2 ω2D

−
15
16

A7 c e Sin@4 ω1 − 3 ω2D

+
135
128

A9 c2 e Sin@4 ω1 −3 ω2D

+
735
64

A7 g Sin@2 ω1 − ω2D

−
105
4

A9 c g Sin@2 ω1 − ω2D

+
23625 A11 c2 g Sin@2 ω1 − ω2D

1024

−
8505
512

A13 c3 g Sin@2 ω1 −ω2D +

+
31185 A15 c4 g Sin@2 ω1 − ω2D

8192

−
25515 A17 c5 g Sin@2 ω1 − ω2D

16384

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

−
4725
256

A9 c g Sin@3 ω1 − 2 ω2D

+
6615
512

A11 c2 g Sin@3 ω1 −2 ω2D

−
46305 A13 c3 g Sin@3 ω1 − 2 ω2D

4096

+
8505 A15 c4 g Sin@3 ω1 −2 ω2D

4096

−
25515 A17 c5 g Sin@3 ω1 − 2 ω2D

32768

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

−
945
128

A9 c g Sin@4 ω1 − 3 ω2D

+
4725
512

A11 c2 g Sin@4 ω1 −3 ω2D

−
945
256

A13 c3 g Sin@4 ω1 −3 ω2D

+
8505 A15 c4 g Sin@4 ω1 −3 ω2D

4096

ω1 + 2 ω2

+
3
4

 A3 c Sin@ω1 + 2 ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

−
15
8

A7 c e Sin@2 ω1 − ω2D

+
135
64

A9 c2 e Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

−
15
64

A7 c e Sin@3 ω1 − 2 ω2D

+
735
64

A7 g Sin@2 ω1 − ω2D

−
945
64

A9 c g Sin@2 ω1 − ω2D

+
19089 A11 c2 g Sin@2 ω1 − ω2D

1024

−
2835
512

A13 c3 g Sin@2 ω1 −ω2D

+
25515 A15 c4 g Sin@2 ω1 − ω2D

8192

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

−
1071
256

A9 c g Sin@3 ω1 − 2 ω2D

+
945
256

A11 c2 g Sin@3 ω1 −2 ω2D

−
2835 A13 c3 g Sin@3 ω1 −2 ω2D

4096

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

−
63
128

A9 c g Sin@4 ω1 − 3 ω2D
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C.3 Fed-Back Components From 4th-order Nonlinear Term 
from 4th 

 
IMD3 IMD5 IMD7 

2nd  
3rd  
4th    

5th  
 

  

6th  
 

 

 
 

 

 
 

 
 

7th  
 

 

 
 

 

 
 
 

 
 from 4th  

 
IMD3 IMD5 IMD7 

2nd    
3rd   
4th   
5th    

6th  
 

 
 
 

 
 
 

7th 
 

 
 

 

 
from 4th  

 
 

 

IMD3 IMD5 IMD7 

2nd    
3rd     

4th     

5th   
 

 
 

 
 

2 ω1 − 2 ω2

−
3
4

A4 d Cos@2 ω1 − 2 ω2D

−24 A5 b d Sin@2 ω1 − ω2DM −24 A5 b d Sin@3 ω1 − 2 ω2D
+
3
4
A3 c Sin@2 ω1 − ω2D +

27
64

A9 c d2 Sin@4 ω1 −3 ω2D

−
27
8

A7 d2 Sin@2 ω1 −ω2D

−
81
128

A13 d4 Sin@2 ω1 −ω2D

−
27
8

A7 d2 Sin@3 ω1 −2 ω2D

−
81
128

A13 d4 Sin@3 ω1 −2 ω2D

−
9
8
A7 d2 Sin@4 ω1 −3 ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

+
135
64

A11 d2 e Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

+
135
128

A11 d2 e Sin@3 ω1 −2 ω2D

+
405
128

A11 d2 e Sin@4 ω1 −3 ω2D

+
405 A17 d4 e Sin@4 ω1 −3 ω2D

1024

−
225
16

A9 d f Sin@2 ω1 − ω2D

−
3645
512

A15 d3 f Sin@2 ω1 −ω2D

−
3645 A21 d5 f Sin@2 ω1 −ω2D

8192

−
225
16

A9 d f Sin@3 ω1 − 2 ω2D

−
3645
512

A15 d3 f Sin@3 ω1 −2 ω2D

−
3645 A21 d5 f Sin@3 ω1 −2 ω2D

8192

−
225
32

A9 d f Sin@4 ω1 − 3 ω2D

−
1215
512

A15 d3 f Sin@4 ω1 −3 ω2D

+
735
64

A7 g Sin@2 ω1 − ω2D

+
10395
512

A13 d2 g Sin@2 ω1 − ω2D

+
25515 A19 d4 g Sin@2 ω1 − ω2D

8192

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

+
6615
512

A13 d2 g Sin@3 ω1 −2 ω2D

+
8505 A19 d4 g Sin@3 ω1 −2 ω2D

4096

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

+
4725
256

A13 d2 g Sin@4 ω1 −3 ω2D

+
25515 A19 d4 g Sin@4 ω1 − 3 ω2D

4096

+
76545 A25 d6 g Sin@4 ω1 − 3 ω2D

262144

2 ω1 + 2 ω2

−
3
4

A4 d Cos@2ω1+ 2ω2D

+
3
4
A3 cSin@2 ω1− ω2D

−
3
8
A7 d2 Sin@2 ω1 −ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

+
135
64

A11 d2 e Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

−
135
32

A9 d f Sin@2 ω1 − ω2D

−
405
512

A15 d3 f Sin@2 ω1 −ω2D

−
27
32

A9 d f Sin@3 ω1 − 2 ω2D

+
735
64

A7 g Sin@2 ω1 − ω2D

+
4725
256

A13 d2 g Sin@2 ω1 −ω2D

+
25515 A19 d4 g Sin@2 ω1 − ω2D

8192

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

+
945
256

A13 d2 g Sin@3 ω1 −2 ω2D

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

4ω

+2 d A4  Cos@2 ω1D
+2 d A4  Cos@2 ω2D

−4 A5 b d Sin@2 ω1 − ω2D
+
3
4
A3 c Sin@2 ω1 − ω2D

+6 A9 c d2 Sin@2 ω1 −ω2D

+6 A9 c d2 Sin@3 ω1 −2 ω2D

−12 A7 d2 Sin@2 ω1 −ω2D
−36 A13 d4 Sin@2 ω1 −ω2D

−4 A7 d2 Sin@3 ω1 −2 ω2D

−12 A13 d4 Sin@3 ω1 −2 ω2D

−12 A13 d4 Sin@4 ω1 −3 ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

+
175
2

A11 d2 e Sin@2 ω1 −ω2D

+120 A17 d4 e Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

+
105
2

A11 d2 e Sin@3 ω1 −2 ω2D

+120 A17 d4 e Sin@3 ω1 −2 ω2D

+
35
2

A11 d2 e Sin@4 ω1 −3 ω2D

+30 A17 d4 e Sin@4 ω1 −3 ω2D
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6th   
 

 
 

 

7th   
 
 
 

 
 
 

 

 
from 4th 

 
IMD3 IMD5 IMD7 

2nd     
3rd    
4th   
5th     

6th    

7th   
 

 
 

 

 
from 4th 

 
IMD3 IMD5 IMD7 

2nd   
3rd    
4th     

5th     

6th   
 

 
 

 
 

7th   
 

 
 

 
 

 
4 ω from 4th  

 

 

IMD3 IMD5 IMD7 

2nd    
3rd    
4th  
5th     

−
495
8

A9 d f Sin@2 ω1 − ω2D

−600 A15 d3 f Sin@2 ω1 −ω2D
−600 A21 d5 f Sin@2 ω1 −ω2D

−
225
8

A9 d f Sin@3 ω1 − 2 ω2D

−360 A15 d3 f Sin@3 ω1 −2 ω2D
−300 A21 d5 f Sin@3 ω1 −2 ω2D

−
45
8

A9 d f Sin@4 ω1 − 3 ω2D

−180 A15 d3 f Sin@4 ω1 −3 ω2D
−300 A21 d5 f Sin@4 ω1 −3 ω2D

+
735
64

A7 g Sin@2 ω1 − ω2D

+
1365
2

A13 d2 g Sin@2 ω1 −ω2D

+3465 A19 d4 g Sin@2 ω1 −ω2D
+2100 A25 d6 g Sin@2 ω1 −ω2D

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

+
819
2

A13 d2 g Sin@3 ω1 −2 ω2D

+
5005
2

A19 d4 g Sin@3 ω1 −2 ω2D

+2100 A25 d6 g Sin@3 ω1 −2 ω2D

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

+
1365
8

A13 d2 g Sin@4 ω1 −3 ω2D

+
2695
2

A19 d4 g Sin@4 ω1 −3 ω2D

+840 A25 d6 g Sin@4 ω1 −3 ω2D

3 ω1 + ω2

−
1
2

A4 d Cos@3 ω1 + ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

−
3
4
A7 d2 Sin@2 ω1 −ω2D −

1
4
A7 d2 Sin@3 ω1 −2 ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

+
15
16

A11 d2 e Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

−
153
32

A9 d f Sin@2 ω1 − ω2D

−
45
64

A15 d3 f Sin@2 ω1 −ω2D

−
75
32

A9 d f Sin@3 ω1 − 2 ω2D

−
15
64

A15 d3 f Sin@3 ω1 −2 ω2D

−
15
32

A9 d f Sin@4 ω1 − 3 ω2D

+
735
64

A7 g Sin@2 ω1 − ω2D

+
525
64

A13 d2 g Sin@2 ω1 −ω2D

+
315
512

A19 d4 g Sin@2 ω1 −ω2D

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

+
105
64

A13 d2 g Sin@3 ω1 −2 ω2D

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

3 ω1 − ω2

+
1
2

A4 d Cos@3 ω1 − ω2D

−4 A5 b d Sin@2 ω1 − ω2D −4 A5 b d Sin@3 ω1 − 2 ω2D
+
3
4
A3 c Sin@2 ω1 − ω2D

−
9
4
A7 d2 Sin@2 ω1 −ω2D

−
3
16

A13 d4 Sin@2 ω1 −ω2D

−
9
4
A7 d2 Sin@3 ω1 −2 ω2D

−
3
16

A13 d4 Sin@3 ω1 −2 ω2D

−
3
4
A7 d2 Sin@4 ω1 −3 ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

+
15
16

A11 d2 e Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

+
5
32

A11 d2 e Sin@3 ω1 −2 ω2D

+
15
32

A11 d2 e Sin@4 ω1 −3 ω2D

−
75
8

A9 d f Sin@2 ω1 − ω2D

−
135
64

A15 d3 f Sin@2 ω1 −ω2D

−
15
256

A21 d5 f Sin@2 ω1 −ω2D

−
75
8

A9 d f Sin@3 ω1 − 2 ω2D

−
135
64

A15 d3 f Sin@3 ω1 −2 ω2D

−
15
256

A21 d5 f Sin@3 ω1 −2 ω2D

−
75
16

A9 d f Sin@4 ω1 − 3 ω2D

−
45
64

A15 d3 f Sin@4 ω1 −3 ω2D

+
735
64

A7 g Sin@2 ω1 − ω2D

+
2205
256

A13 d2 g Sin@2 ω1 −ω2D

+
315
512

A19 d4 g Sin@2 ω1 −ω2D

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

+
945
256

A13 d2 g Sin@3 ω1 −2 ω2D

+
35
256

A19 d4 g Sin@3 ω1 −2 ω2D

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

+
525
128

A13 d2 g Sin@4 ω1 −3 ω2D

+
105
256

A19 d4 g Sin@4 ω1 −3 ω2D

−
1
8

 A4 d Cos@4 ω1D

−
1
8

 A4 d Cos@4 ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D +

3
128

A9 c d2 Sin@4 ω1 −3 ω2D

−
3
16

A7 d2 Sin@2 ω1 −ω2D −
3
16

A7 d2 Sin@3 ω1 −2 ω2D −
1
16

A7 d2 Sin@4 ω1 −3 ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

+
15
128

A11 d2 e Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

+
15
256

A11 d2 e Sin@3 ω1 −2 ω2D

+
45
256

A11 d2 e Sin@4 ω1 −3 ω2D
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6th     

7th   

 
 

 

 

 

 
 

 
 from 4th 

 
IMD3 IMD5 IMD7 

2nd     
3rd    
4th  
5th     

6th     

7th   
 

 
 

 
 

 
 from 4th 

 
IMD3 IMD5 IMD7 

2nd     
3rd    
4th     
5th     

6th  
7th   

 
 

 
 

 
from 4th 

 
IMD3 IMD5 IMD7 

2nd     
3rd    
4th    
5th     

6th   
 

 

  

+
15 A17 d4 e Sin@4 ω1 −3 ω2D

8192

−
45
32

A9 d f Sin@2 ω1 − ω2D

−
135 A15 d3 f Sin@2 ω1 −ω2D

4096

−
45
32

A9 d f Sin@3 ω1 − 2 ω2D

−
135 A15 d3 f Sin@3 ω1 −2 ω2D

4096

−
45
64

A9 d f Sin@4 ω1 − 3 ω2D

−
45 A15 d3 f Sin@4 ω1 −3 ω2D

4096

+
735
64

A7 g Sin@2 ω1 − ω2D

+
1155 A13 d2 g Sin@2 ω1 −ω2D

1024

+
945 A19 d4 g Sin@2 ω1 −ω2D

65536

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

+
735 A13 d2 g Sin@3 ω1 −2 ω2D

1024

+
315 A19 d4 g Sin@3 ω1 −2 ω2D

32768

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

+
525
512

A13 d2 g Sin@4 ω1 −3 ω2D

+
945 A19 d4 g Sin@4 ω1 −3 ω2D

32768

+
525 A25 d6 g Sin@4 ω1 −3 ω2D

4194304

ω1 − 3 ω2

+
1
2

A4 d Cos@ω1 − 3 ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

−
3
4
A7 d2 Sin@2 ω1 −ω2D −

3
4
A7 d2 Sin@3 ω1 −2 ω2D −

1
4
A7 d2 Sin@4 ω1 −3 ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

+
15
16

A11 d2 e Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

−
75
16

A9 d f Sin@2 ω1 − ω2D

−
45
64

A15 d3 f Sin@2 ω1 −ω2D

−
75
16

A9 d f Sin@3 ω1 − 2 ω2D

−
45
64

A15 d3 f Sin@3 ω1 −2 ω2D

−
75
32

A9 d f Sin@4 ω1 − 3 ω2D

−
15
64

A15 d3 f Sin@4 ω1 −3 ω2D

+
735
64

A7 g Sin@2 ω1 − ω2D

+
2121
256

A13 d2 g Sin@2 ω1 −ω2D

+
315
512

A19 d4 g Sin@2 ω1 −ω2D

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

+
525
256

A13 d2 g Sin@3 ω1 −2 ω2D

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

+
105
128

A13 d2 g Sin@4 ω1 −3 ω2D

ω1 + 3 ω2

−
1
2

A4 d Cos@ ω1 + 3 ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

+
15
16

A11 d2 e Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

−
45
32

A9 d f Sin@2 ω1 − ω2D −
15
32

A9 d f Sin@3 ω1 − 2 ω2D −
3
32

A9 d f Sin@4 ω1 − 3 ω2D

+
735
64

A7 g Sin@2 ω1 − ω2D

+
525

64
A13 d2 g Sin@2 ω1 −ω2D

+
315
512

A19 d4 g Sin@2 ω1 −ω2D

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

+
105
64

A13 d2 g Sin@3 ω1 −2 ω2D

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

ω1 + ω2

+3 A4 d Cos@ω1 + ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

−6 A7 d2 Sin@2 ω1 −ω2D
+
25
8

A5 e Sin@2 ω1 − ω2D

+
315
8

A11 d2 e Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

−
675
16

A9 d f Sin@2 ω1 − ω2D

−
405
2

A15 d3 f Sin@2 ω1 −ω2D

−
135
16

A9 d f Sin@3 ω1 − 2 ω2D
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7th   
 

 
 

 

 
from 4th 

 
IMD3 IMD5 IMD7 

2nd    
3rd     

4th     
5th   

 
 

 
 
 

6th   
 

 
 

 
 

7th   
 

 

 
 

 

 
 
 
 

C.4 Fed-Back Components From 5th-order Nonlinear Term 
from 5th  

IMD3 IMD5 IMD7 

2nd     
3rd    

4th     
5th   

 
 

 
 

 

 
 
 

6th     
7th   

 

 

 
 

 
 

 
 

 

 
 
 
 

 

 
 
 
 
 

+
735
64

A7 g Sin@2 ω1 − ω2D

+
12285
32

A13 d2 g Sin@2 ω1 − ω2D

+
31185
32

A19 d4 g Sin@2 ω1 − ω2D

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

+
2457
32

A13 d2 g Sin@3 ω1 −2 ω2D

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

ω1 − ω2

−3 A4 d Cos@ω1 − ω2D
−6 A5 b d Sin@2 ω1 − ω2D
+
3
4
A3 c Sin@2 ω1 − ω2D

+
27
4

A9 c d2 Sin@2 ω1 −ω2D

+
27
4

A9 c d2 Sin@3 ω1 −2 ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

+
675
8

A11 d2 e Sin@2 ω1 −ω2D

+
405
4

A17 d4 e Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

+
405
8

A11 d2 e Sin@3 ω1 −2 ω2D

+
405
4

A17 d4 e Sin@3 ω1 −2 ω2D

+
135
8

A11 d2 e Sin@4 ω1 −3 ω2D

+
405
16

A17 d4 e Sin@4 ω1 −3 ω2D

−
495
8

A9 d f Sin@2 ω1 − ω2D

−
2025
4

A15 d3 f Sin@2 ω1 −ω2D

−
3645
8

A21 d5 f Sin@2 ω1 −ω2D

−
225
8

A9 d f Sin@3 ω1 − 2 ω2D

−
1215
4

A15 d3 f Sin@3 ω1 −2 ω2D

−
3645
16

A21 d5 f Sin@3 ω1 −2 ω2D

−
45
8

A9 d f Sin@4 ω1 − 3 ω2D

−
1215
8

A15 d3 f Sin@4 ω1 −3 ω2D

−
3645
16

A21 d5 f Sin@4 ω1 −3 ω2D

+
735
64

A7 g Sin@2 ω1 − ω2D

+
4725
8

A13 d2 g Sin@2 ω1 −ω2D

+
76545
32

A19 d4 g Sin@2 ω1 − ω2

+
76545
64

A25 d6 g Sin@2 ω1 − ω2D

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

+
2835
8

A13 d2 g Sin@3 ω1 −2 ω2D

+
110565

64
A19 d4 g Sin@3 ω1 − 2 ω2D

+
76545
64

A25 d6 g Sin@3 ω1 − 2 ω2D

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

+
4725
32

A13 d2 g Sin@4 ω1 −3 ω2D

+
59535
64

A19 d4 g Sin@4 ω1 − 3 ω2D

+
15309
32

A25 d6 g Sin@4 ω1 − 3 ω2D

2 ω1 − 3 ω2

+
5
8

A5 e Sin@2 ω1 − 3 ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

−
15
32

A7 c e Sin@2 ω1 − ω2D

−
15
16

A7 c e Sin@3 ω1 − 2 ω2D −
15
32

A7 c e Sin@4 ω1 − 3 ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

−
25
8

A9 e2 Sin@2 ω1 −ω2D

+
375
256

A13 e3 Sin@2 ω1 −ω2D

−
1875 A17 e4 Sin@2 ω1 −ω2D

4096

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

−
75
16

A9 e2 Sin@3 ω1 −2 ω2D

−
1875 A17 e4 Sin@3 ω1 −2 ω2D

2048

−
25
8

A9 e2 Sin@4 ω1 −3 ω2D

+
125
512

A13 e3 Sin@4 ω1 −3 ω2D

−
1875 A17 e4 Sin@4 ω1 −3 ω2D

4096

+
735
64

A7 g Sin@2 ω1 − ω2D

−
7875
512

A11 e g Sin@2 ω1 − ω2D

+
13125 A15 e2 g Sin@2 ω1 − ω2D

1024

−
13125 A19 e3 g Sin@2 ω1 − ω2D

2048

+
196875 A23 e4 g Sin@2 ω1 − ω2D

131072

−
328125 A27 e5 g Sin@2 ω1 − ω2D

1048576

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

−
2625
128

A11 e g Sin@3 ω1 − 2 ω2D

+
13125 A15 e2 g Sin@3 ω1 − 2 ω2D

4096

−
39375 A19 e3 g Sin@3 ω1 − 2 ω2D

4096

−
328125 A27 e5 g Sin@3 ω1 − 2 ω2D

524288

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

−
7875
512

A11 e g Sin@4 ω1 − 3 ω2D

+
13125 A15 e2 g Sin@4 ω1 − 3 ω2D

4096

−
13125 A19 e3 g Sin@4 ω1 − 3 ω2D

2048

+
21875 A23 e4 g Sin@4 ω1 − 3 ω2D

65536

−
328125 A27 e5 g Sin@4 ω1 − 3 ω2D

1048576



Appendix C: FULL RESULTS OF HARMONIC AND IMD FEEDBACK ANALYSIS 
 

 237 

from 5th 
IMD3 IMD5 IMD7 

2nd     
3rd    
4th     
5th   

 
  

6th     
7th   

 

 

 

 
 

 

 
 

 
from 5th  

 
IMD3 IMD5 IMD7 

2nd     
3rd     

4th     
5th   

 
 

 
 

 

 
 
 

6th   
7th   

 
 

 
 
 

 

 
 

 

 
 

 
from 5th 

 
IMD3 IMD5 IMD7 

2nd     
3rd    
4th     
5th   

 

 
 

 

6th   
 

  

2 ω1 + 3 ω2

−
5
8

A5 e Sin@2 ω1 + 3 ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

−
25
128

A9 e2 Sin@2 ω1 −ω2D

+
375
256

A13 e3 Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

+
735
64

A7 g Sin@2 ω1 − ω2D

−
1785
512

A11 e g Sin@2 ω1 − ω2D

+
13125 A15 e2 g Sin@2 ω1 − ω2D

1024

−
13125 A19 e3 g Sin@2 ω1 − ω2D

32768

+
196875 A23 e4 g Sin@2 ω1 − ω2D

131072

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

−
105
128

A11 e g Sin@3 ω1 − 2 ω2D

+
2625 A15 e2 g Sin@3 ω1 −2 ω2D

1024

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

−
35
512

A11 e g Sin@4 ω1 − 3 ω2D

3 ω1 − 2 ω2

−
5
8

A5 e Sin@3 ω1 − 2 ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

−
15

16
A7 c e Sin@2 ω1 − ω2D

−
15
8

A7 c e Sin@3 ω1 − 2 ω2D

−
375 A15 c e3 Sin@3 ω1 −2 ω2D

2048

−
15
16

A7 c e Sin@4 ω1 − 3 ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

−
75
16

A9 e2 Sin@2 ω1 −ω2D

+
375
256

A13 e3 Sin@2 ω1 −ω2D

−
1875 A17 e4 Sin@2 ω1 −ω2D

2048

+
5

8
A5 e Sin@3 ω1 − 2 ω2D

−
225
32

A9 e2 Sin@3 ω1 −2 ω2D

−
1875 A17 e4 Sin@3 ω1 −2 ω2D

1024

−
15625 A25 e6 Sin@3 ω1 − 2 ω2D

262144

−
75
16

A9 e2 Sin@4 ω1 −3 ω2D

+
375
512

A13 e3 Sin@4 ω1 −3 ω2D

−
1875 A17 e4 Sin@4 ω1 −3 ω2D

2048

+
735
64

A7 g Sin@2 ω1 − ω2D

−
2625
128

A11 e g Sin@2 ω1 − ω2D

+
13125 A15 e2 g Sin@2 ω1 − ω2D

1024

−
39375 A19 e3 g Sin@2 ω1 − ω2D

4096

+
196875 A23 e4 g Sin@2 ω1 − ω2D

131072

−
328125 A27 e5 g Sin@2 ω1 − ω2D

524288

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

−
875
32

A11 e g Sin@3 ω1 − 2 ω2D

+
7875 A15 e2 g Sin@3 ω1 −2 ω2D

2048

−
118 125 A19 e3 g Sin@3 ω1 − 2 ω2D

8192

−
328125 A27 e5 g Sin@3 ω1 − 2 ω2D

262144

−
2734 375 A35 e7 g Sin@3 ω1 − 2 ω2D

134217728

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

−
2625
128

A11 e g Sin@4 ω1 − 3 ω2D

+
13125 A15 e2 g Sin@4 ω1 − 3 ω2D

2048

−
39 375 A19 e3 g Sin@4 ω1 − 3 ω2D

4096

+
65625 A23 e4 g Sin@4 ω1 − 3 ω2D

65536

−
328125 A27 e5 g Sin@4 ω1 − 3 ω2D

524288

3 ω1 + 2 ω2

−
5
8

A5 e Sin@3 ω1 + 2 ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

−
25
32

A9 e2 Sin@2 ω1 −ω2D

+
375
256

A13 e3 Sin@2 ω1 −ω2D

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

−
25
128

A9 e2 Sin@3 ω1 −2 ω2D
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7th   
 

 
 

 
 

 

 

 
 

 
from 5th  

IMD3 IMD5 IMD7 

2nd     
3rd   

 
  

4th     
5th   

 

 

 
 

 
 

 

 

 

 

 
 

 
6th     
7th   

 
 
 

 
 

 

 

 

 

 
 

 
 
 

 

 
from 5th 

 
IMD3 IMD5 IMD7 

2nd     
3rd    
4th     
5th   

 
 

 
 

6th     
7th   

 

 

 

 
 

 

 

 
 

 

 

+
735
64

A7 g Sin@2 ω1 − ω2D

−
105
16

A11 e g Sin@2 ω1 − ω2D

+
13125 A15 e2 g Sin@2 ω1 − ω2D

1024

−
13125 A19 e3 g Sin@2 ω1 − ω2D

8192

+
196875 A23 e4 g Sin@2 ω1 − ω2D

131072

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

−
1295
512

A11 e g Sin@3 ω1 − 2 ω2D

+
2625 A15 e2 g Sin@3 ω1 −2 ω2D

1024

−
13125 A19 e3 g Sin@3 ω1 − 2 ω2D

32768

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

−
105
256

A11 e g Sin@4 ω1 − 3 ω2D

3 ω

+
25
16

A5 eSin@3 ω1D

+
25
16

A5 e Sin@3 ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

−
75
32

A7 c e Sin@2 ω1 − ω2D

−
75
64

A7 c e Sin@3 ω1 − 2 ω2D

+
1875
512

A11 c e2 Sin@3 ω1 −2 ω2D

+
1875
512

A11 c e2 Sin@4 ω1 −3 ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

−
1875
128

A9 e2 Sin@2 ω1 −ω2D

+
28125 A13 e3 Sin@2 ω1 − ω2D

1024

−
703125 A17 e4 Sin@2 ω1 − ω2D

16384

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

−
625
64

A9 e2 Sin@3 ω1 −2 ω2D

+
28125 A13 e3 Sin@3 ω1 − 2 ω2D

1024

−
703125 A17 e4 Sin@3 ω1 − 2 ω2D

32768

+
5859 375 A21 e5 Sin@3 ω1 − 2 ω2D

131072

−
625
256

A9 e2 Sin@4 ω1 −3 ω2D

+
28125 A13 e3 Sin@4 ω1 − 3 ω2D

1024

−
234375 A17 e4 Sin@4 ω1 − 3 ω2D

32768

+
5859 375 A21 e5 Sin@4 ω1 − 3 ω2D

131072

+
735
64

A7 g Sin@2 ω1 − ω2D

−
77175 A11 e g Sin@2 ω1 − ω2D

1024

+
4134 375 A15 e2 g Sin@2 ω1 − ω2D

16384

−
73828 125 A19 e3 g Sin@2 ω1 − ω2D

131072

+
615234 375 A23 e4 g Sin@2 ω1 − ω2D

1048576

−
5126 953125 A27 e5 g Sin@2 ω1 − ω2D

8388608

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

−
55125 A11 e g Sin@3 ω1 − 2 ω2D

1024

+
826875 A15 e2 g Sin@3 ω1 − 2 ω2D

4096

−
106640 625 A19 e3 g Sin@3 ω1 − 2 ω2D

262144

+
369140 625 A23 e4 g Sin@3 ω1 − 2 ω2D

524288

−
5126 953125 A27 e5 g Sin@3 ω1 − 2 ω2D

16777216

+
128173 828125 A31 e6 g Sin@3 ω1 − 2 ω2D

268435456

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

−
11025
512

A11 e g Sin@4 ω1 − 3 ω2D

+
1378 125 A15 e2 g Sin@4 ω1 − 3 ω2D

8192

−
57421 875 A19 e3 g Sin@4 ω1 − 3 ω2D

262144

+
369140 625 A23 e4 g Sin@4 ω1 − 3 ω2D

524288

−
5126 953125 A27 e5 g Sin@4 ω1 − 3 ω2D

33554432

+
128173 828125 A31 e6 g Sin@4 ω1 − 3 ω2D

268435456

4 ω1 + ω2

−
5

16
A5 e Sin@4 ω1 + ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

−
75
128

A9 e2 Sin@2 ω1 −ω2D

+
375 A13 e3 Sin@2 ω1 −ω2D

1024

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

−
25
64

A9 e2 Sin@3 ω1 −2 ω2D

−
25
256

A9 e2 Sin@4 ω1 −3 ω2D

+
735
64

A7 g Sin@2 ω1 − ω2D

−
4235 A11 e g Sin@2 ω1 − ω2D

1024

+
13125 A15 e2 g Sin@2 ω1 − ω2D

4096

−
39375 A19 e3 g Sin@2 ω1 − ω2D

131072

+
196875 A23 e4 g Sin@2 ω1 − ω2D

2097152

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

−
1575
512

A11 e g Sin@3 ω1 − 2 ω2D

+
2625 A15 e2 g Sin@3 ω1 −2 ω2D

4096

−
13125 A19 e3 g Sin@3 ω1 − 2 ω2D

65536

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

−
315
256

A11 e g Sin@4 ω1 − 3 ω2D

−
13125 A19 e3 g Sin@4 ω1 − 3 ω2D

262144
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from 5th 

 
IMD3 IMD5 IMD7 

2nd     
3rd    

 
 

4th     
5th   

 

 

 
 

 

 

 

6th     
7th   

 

 

 

 

 
 

 

 

 

 

 

 
5 ω from 5th  

 

 

IMD3 IMD5 IMD7 

2nd     
3rd    
4th     
5th   

 
 

 
 

 

6th     
7th   

 

 

 

 
 

 

 

 

 

 
from 5th 

 
IMD3 IMD5 IMD7 

2nd     
3rd    
4th     
5th   

 
 

 
 

4 ω1 − ω2

+
5

16
A5 e Sin@4 ω1 − ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

−
15
64

A7 c e Sin@2 ω1 − ω2D

−
15
32

A7 c e Sin@3 ω1 − 2 ω2D −
15
64

A7 c e Sin@4 ω1 − 3 ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

−
25
16

A9 e2 Sin@2 ω1 −ω2D

+
375 A13 e3 Sin@2 ω1 −ω2D

1024

−
1875 A17 e4 Sin@2 ω1 −ω2D

32768

+
5
8
A5 e Sin@3 ω1 − 2 ω2D

−
75
32

A9 e2 Sin@3 ω1 −2 ω2D

−
1875 A17 e4 Sin@3 ω1 −2 ω2D

16384

−
25
16

A9 e2 Sin@4 ω1 −3 ω2D

−
1875 A17 e4 Sin@4 ω1 −3 ω2D

32768

+
735
64

A7 g Sin@2 ω1 − ω2D

−
7875 A11 e g Sin@2 ω1 − ω2D

1024

+
13125 A15 e2 g Sin@2 ω1 − ω2D

4096

−
13125 A19 e3 g Sin@2 ω1 − ω2D

16384

+
196875 A23 e4 g Sin@2 ω1 − ω2D

2097 152

−
328125 A27 e5 g Sin@2 ω1 − ω2D

33554432

+
245
64

A7 g Sin@3 ω1 − 2 ω2D

−
2625
256

A11 e g Sin@3 ω1 − 2 ω2D

+
11025 A15 e2 g Sin@3 ω1 − 2 ω2D

16384

−
39375 A19 e3 g Sin@3 ω1 − 2 ω2D

32768

−
328125 A27 e5 g Sin@3 ω1 − 2 ω2D

16777216

+
35
64

A7 g Sin@4 ω1 − 3 ω2D

−
7875 A11 e g Sin@4 ω1 − 3 ω2D

1024

+
2625 A15 e2 g Sin@4 ω1 −3 ω2D

16384

−
13125 A19 e3 g Sin@4 ω1 − 3 ω2D

16384

−
328125 A27 e5 g Sin@4 ω1 − 3 ω2D

33554432

−
1

16
A5 e Sin@5 ω1D

−
1

16
A5 e Sin@5 ω2D

+
3
4
A3 c Sin@2 ω1 − ω2D

+
25
8

A5 e Sin@2 ω1 − ω2D

−
5
64

A9 e2 Sin@2 ω1 −ω2D

+
15
512
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