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Abstract

Device scaling has resulted in large scalegiated, high performance, low-power, and
low cost systems. However the move towards subsifi0technology nodes has increased
variability in device characteristics due to langecess variations. Variability has severe
implications on digital circuit design by causingning uncertainties in combinational
circuits, degrading yield and reliability of memoejements, and increasing power density
due to slow scaling of supply voltage. Conventiodasign methods add large pessimistic
safety margins to mitigate increased variabilitpwever, they incur large power and

performance loss as the combination of worst casesrs very rarely.

In-situ monitoring of timing failures provides an opporitynto dynamically tune safety
margins in proportion to on-chip variability thaarc significantly minimize power and
performance losses. We demonstrated by simulatimosdelay sensor designs to detect
timing failures in advance that can be coupled witferent compensation techniques such as
voltage scaling, body biasing, or frequency scalingavoid actual timing failures. Our
simulation results using 45 nm and 32 nm technolB§M4 models indicate significant
reduction in total power consumption under tempeeatand statistical variations. Future

work involves using dual sensing to avoid useledtage scaling that incurs a speed loss.

SRAM cache is the first victim of increaseaqgess variations that requires handcrafted
design to meet area, power, and performance regemts. We have proposed novel 6
transistors (6T), 7 transistors (7T), and 8 transss(8T)-SRAM cells that enable variability
tolerant and low-power SRAM cache designs. Increasmse-amplifier offset voltage due to
device mismatch arising from high variability inases delay and power consumption of
SRAM design. We have proposed two novel designnigcies to reduce offset voltage
dependent delays providing a high speed low-powRANS design. Increasing leakage
currents in nano-CMOS technologies pose a majdtectye to a low-power reliable design.
We have investigated novel segmented supply voliagj@tecture to reduce leakage power of
the SRAM caches since they occupy bulk of the totap area and power. Future work
involves developing leakage reduction methods Her dcombination logic designs including
SRAM peripherals.
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Chapter 1
1. Introduction

1.1 Motivation

The semiconductor industry has benefited fritv@ relentless scaling of metal-oxide-
semiconductor (MOS) transistors for four decadesibling number of transistors per unit
area in each new generation that follows the famMosre’s Law [1]. Aggressive scaling has
lead to vast adaptation of highly dense, high perémce, low power, and low cost systems.
Additional improvements in functionality were pdsdsi by increasing the die sizes and
utilizing the large logic density available on aphAlthough the Moore’s law has helped in a
phenomenal growth of the semiconductor industrypit/ faces serious challenges of intrinsic
device variability that exists even under tightqass control [2]. MOS transistors show large
deviation in their electrical behaviour due to amaties in manufacturing process and an
increase of intrinsic device variability that assgue to discreetness of the charge and matter
[3, 4]. Other challenges to the continuous scaling large dynamic variations, aggressive
wear out mechanisms and the increasing soft eater[].

The traditional method to cope with the imsed variability, for combinational logic
circuits, is to add pessimistic safety marginsha torm of higher supply voltages [6, 7] or
lower clock frequencies [8, 9]. However these mdthancur a large power/ performance
overhead as worst case conditions happen veryyrarel most of the chips meet desired
design targets. New adaptive designs are therefareired that minimize the pessimistic

margins and allow a fully functional design usingeliable transistors.

SRAM caches represent an important part ofdem processors as they have an
increasingly large influence on the system speebpawer consumption [10]. Standard 6T-

SRAM cells are carefully designed to achieve armaabetween conflicting read and write
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requirements [11]. Increased variations can eatg@gtroy this balance and cause different
kinds of failures. New cell topologies are therefoequired for a robust SRAM design under
variability. A sense amplifier is used to detectraall differential voltage developed at bit-
lines during a SRAM read operation and converitat full rail output voltage, thereby
enhance system speed and power consumption. Mdyiabi the sense amplifier circuit
introduces an offset voltage that needs to be oweecby the bit-line differential voltage to
enable a reliable sense operation [12], therebytitignthe power/performance of SRAM
design. Conventional sizing methods incur high gn@nd area overheads [13, 14], therefore

new design techniques are required to mitigate&SRRAM sense amplifier offset voltage.

Leakage power consumption represents an anctiedlenge to the further scaling of
SRAM [15]. Supply voltage scaling is required fétwetreliability concerns as devices are
scaled down. This requires a proportionate scalintipe device threshold voltage to achieve
the performance gains. However lower threshold agals lead to high leakage power
consumption. Drowsy architectures provide a metioodecrease the power consumption in
the idle periods [16, 17]. However, they incur gn#ficant latency and energy overhead. A
low overhead leakage power reduction method isstbez needed for the low-power circuit
operation in nano-CMOS technologies.

This thesis explores the above mentioned aoéassearch. We proposed novsisitu
designs for the combinational circuits [18, 19]veloSRAM cell topologies [20, 21], sense
amplifier offset mitigation methods, and a low lagk-power SRAM architecture that provide
a foundation for the robust low-power nano-CMOSiglesWe have used 45 nm BSIM4
models from the University of Glasgow to includatsstical variability (random dopant
fluctuations, line-edge-roughnesses, and poly-gw@nations) [4, 22, 23]. However these
models don't include the temperature variationsreéfore we used 32 nm PTM models from
the Arizona State University [24] to include temggere variations in our delay sensor
designs. In addition, 65 nm PTM device and intenemh models were used for the
asymmetric 6T-SRAM design to include interconneapacitances. These interconnect
models were scaled to get approximate capacitaiocabe 45 nm designs. In addition, we
have used the 350 nm Austria Micro System (AMShietogy in different layouts for area

comparisons.



1.2 Aims and objectives

The aim of this work is to develop low-powetiable digital circuit designs in the face of
increased variability in nano-CMOS technologiese Tollowing are the key areas addressed

in this research,

1. To develop a new design methodology for the conlminal logic circuits that can

minimize increasingly pessimistic design margins.

2. To develop novel SRAM cell topologies that are mareust to statistical variability

as compared to the standard SRAM design.

3. To improve the SRAM discharge delays by minimizihg SRAM sense amplifier

effective offset voltage.

4. To develop a new architecture that minimizes tta&dge power consumption of the
SRAM arrays.

1.3 Thesis outline

The rest of the thesis is organized as followhe second chapter presents some
background information to variability, its impaat design, and previously proposed methods
to counter variability. Different types of statianations (including random discrete dopant
fluctuations, line edge roughness, and oxide thesknvariations) and dynamic variations
(including temperature and IR drop variations) @iscussed. Impact of variability on design
including frequency, leakage, SRAM design, sofoesrand hard logic faults is explored in
details. Finally we provide an overview of previaesearch in the areas iofsitu design,
SRAM, sense amplifiers, and SRAM leakage powerctdn.

The third chapter focuses on low-power reBabircuit operation for the combinational

logic circuits. It presents an introduction to thesitu monitoring of timing failures to reduce
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worst case design margins. A 45 nm and a 32 nnydadasor are then proposed to detect
timing failures in advance. Design, implementatiand simulation results under statistical

and temperature variations are described for bentba@'s.

Chapters 4-6 focus on robust low-power cir@geration for the sequential circuits and
discuss novel SRAM cell designs, SRAM sense aneplidiffset voltage mitigation methods
and SRAM array leakage power reduction technigueschapter four, we present an
asymmetric 6T-SRAM, SNM free 7T-SRAM, and a fullfferential 8T-SRAM design. An
efficient application of write and read assist gite helps achieve higher noise margins for
these designs. HSPICE simulations results are miessdéor noise margin comparisons under

statistical variations.

The fifth chapter describes the background ®SRAM sense amplifier and its impact on
the SRAM read delays. It also presents two novgitali methods to minimize the sense
amplifier offset voltage dependent delays. A prargle select and a discharge assist technique
are proposed to minimize the effective offset \gdtafor the sense amplifiers. Design,
implementation, and HSPICE simulation results agcdbed in detail. HSPICE simulations
are carried out under statistical variations usireg45 nm BSIM4 models from the University

of Glasgow.

The sixth chapter focuses on leakage powerctedufor the SRAM array. Considering the
fact that the SRAM cache takes a major portionheftotal chip area, leakage reduction for
the SRAM has therefore high impact on the total goweduction. A segmented supply
voltage architecture is presented to reduce thkatga power of SRAM arrays during a
drowsy mode. HSPICE simulation results are presefde the energy reductions and the

performance overheads.

Chapter 7 concludes this work. A summary of ek done in previous chapters is
presented and future directions are laid out.



Chapter 2

2. CMOS variability, challenges and
solutions

The great success of the semiconductor industrybeaattributed to the scaling of devices
to lower dimensions in order to achieve large irdégn, improved performance, and reduced
power consumption at a lower cost. Scaling hasltezsin a 0.7X reduction of the vertical
and lateral dimensions of MOS transistors in eatessive generation that has translated to
doubling the number of transistors on the sameudia [25]. Increasing the die size improved
the total transistor count by 3.3X for each proaesde. Scaling devices increased the clock
speed by 1.4X, whereas the use of additional s&orsiogic further improved it to 1.7X.
Table 2. 1 illustrates the scaling trend that hagnbfollowed across different process
technologies [26]. This has enabled current higfiopmance processors to operate up to 3-4
GHz [10] with 1.72 billion transistors on each clifY]. However higher clock frequencies
lead to an increase of the power consumption by @@t¥every 400 MHz rise in speed [28].
While the dynamic power consumption per transistas decreased with scaling, the total
power consumption per chip has increased due toge Idie size [29]. The supply voltage
scaling and the use of multi-core processors halygell achieve high performance gains due

to transistor size scaling without increasing tbever dissipation.

As the device scaling moves to sub-100 nm neldgies, CMOS devices show
considerable spread in their characteristics thatilt in more dies failing to meet design
specifications (power or performance budget). Thidss that don’t meet desired targets, even
if they are functional, are either discarded odsaila lower price which results in a low yield
and less revenue [30]. While the threshold voltage scaled to achieve performance goals,

the variations in the threshold voltage have ineedahat resulted in the percentage variations
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to rise with each new technology node [31]. Proacessations have a severe impact on the
performance, power consumption, reliability, anélgiof the VLSI chips. Decreasing the

yield and increasing the cost per die lowers tHect@fieness of scaling devices to nano

dimensions.
Table 2. 1: Principles of device scaling in nano ¢&nologies
Scaling parameters Relationship Constant fieldsg#5>1)
Width, W y
Length, L S
Oxide thicknessT
Supply voltage, VDD, y
Threshold voltagéy S
Device area, A WL % s
Gate oxide capacitance }/ S
per unit aree Tox
Gate capacitanc€,,, wLC , %
Saturation currentl_, WVC %
On resistanc \Y 1
Fon N
Device delay, R0 C gaee

Power, P |

Variability can be categorized as static (z&mee variation) or dynamic that changes
device behaviour with time [32]. Static variatiofrendom dopants, line-edge-roughness,
oxide thickness, etc.) and dynamic variations (terature, IR drop) result in variations in the
electrical behaviour (gate capacitance, threshallage, saturation current, etc.) of the
CMOS devices [33]. Variations in the electrical graeters of the devices results in large
variations in delay and power consumption of thgidogates that leads to an unreliable
system with a low-yield. Figure 2.1 illustrateg tbrigin and manifestations of variability at
different levels of abstraction.
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Figure 2.1:Origins and manifestations of variability.
*(Figures of parameter variations are taken from [  23])

2.1 Types of variability

Variability can also be categorized in two basipety depending on if it is possible to
predict it from the layout or not, further class#tion is made on the spatial reach of

variability [33].

2.1.1 Systematic variations

Systematic variations are deterministic and campreglicted in advance by analyzing the
layout. Even when the transistors may have the ggateelength or width, there exists a clear
difference in their layout or neighbourhood [32h€eBe include variations due to the optical

proximity effects, chemical mechanical polishindE), and metal fills.

2.1.2 Non-systematic variations
Non-systematic variations have a statistical natmd therefore can’'t be predicted in
advance before manufacturing. However they candpeesented by random variables to
model their statistical characteristic. Furthersslfication of the statistical variability exists
7



on the basis of its spatial reach to identify tlw®trcauses of variations and possible

improvement methods [32].

2.1.2.1 Die-to-Die (global or inter-die) variations

“Die-to-die” variations manifest due to the pessing shifts that occur from lot to lot, wafer
to wafer, and reticle to reticle [33]. However thegve a similar impact on all devices on the
same die that result in similar electrical parameggiations. All devices may have shorter or
longer gate lengths than the mean on a certairduaieto the die-to-die variations, but this
effect may be different on some other die. Expenitaleresults of a 29 stage ring oscillator
frequency indicate that 67% of the total frequeneyiations arise due to the die-to-die

variations in a 90 nm process [34].

2.1.2.2 With-in-Die (local or intra die) variations

“Within die” variations arise from the process shifts that occur across each die,
therefore each device may be affected differedtyyan example, the unwanted process shifts
can cause different devices to have different oxideknesses on the same die. Within die
variations can be correlated as devices in neigiitomad suffer a similar process shifts as
compared to the far ones. Certain within die vaoret are totally independent from each other
and can cause even neighbourhood transistors taveeiuite differently. For independent
variations, knowing the characteristic of a tratmwisloesn’t provide any useful information
about others. It includes variations due to randtistrete dopants (RDD) and line edge

roughness (LER).

2.2 Sources of variability

Variability can be classified as static or dynardepending on the sources of variation.
Static variability arises from the manufacturingogess and occurs during fabrication,

whereas the dynamic variability is time and contégpendent [5].



2.2.1 Static variability

Static variability can be broadly categorized dkegiintrinsic or extrinsic variability. The
intrinsic variability arises from the discreteneésharge and matter which exists even with a
tight process control [2] and has become a majuoitdtion to the future scaling [4]. The
extrinsic variability arises from the lack of tigptocess control or from the inability to
precisely transfer the mask pattern to a wafer.[32fse include the transistor dimension
variations across chip, die-to-die, and wafer-tdenaThe intrinsic variability includes
random discrete dopants (RDD), line-edge-roughn¢&gsR), oxide thickness variations
(OTV), polysilicon granularity (PoG), and high-ketectric morphology [4, 23, 32, 35].

The intrinsic variability adversely affectsetheliability of a static random access memory
(SRAM), increases the timing violations, and mattesleakage current problem worse. It is
believed that RDD fluctuations are the major soutentrinsic variability for channels >
18nm channel lengths. For channels lengthd8nm, LER will take over [4]. The impact of
poly silicon gate granularity will increase withfarther reduction of gate oxide thickness.
High-K dielectrics are used in th&5nm technologies to provide the thicker gate oxidetay
in order to reduce the gate leakage currents, hemtdne Si/High-k dielectric interface itself
introduces a large variability [35]. Static vargis in process parameters can cause a 20X

variation in the chip leakage power and a 30% vVanan the operating frequency [36].

2.2.1.1 Random Discrete Dopant (RDD) fluctuations

RDD fluctuations arise from the granularity of ofparand atomicity of matter [23] and
therefore has a significant impact on the threshaltlage variations of the nano-CMOS
devices. Channel doping controls the thresholdageltof MOS devices. Due to aggressive

scaling, the number of dopants have decreased I6§1@’s (lumtechnology) to a few dozen

(in 45 nm and below), even when the doping cone#iotr increases with the scaling of

dimensions. Considering the fact that there araratd. 00 dopants in the channel for a current
generation (45nm) transistor [35], the number apsitipn of dopants can make geometrically
identical devices behave quite differently in tlwufe technologies. It was found that RDD

contributes 65% of the threshold variations in NM&35 nm and 60% of PMOS at 45 nm

[37].



Figure 2.2: Sketch of a 20nm MOSFET having less than 50 dopants  in the channel [23].

2.2.1.2 Line-edge-roughness (LER)

Using a wavelength of 193 nm for fabricating nacaled transistors introduces a large
variations in the deep sub-micron technologies 1(b3@ll present) and is the primary reason
for LER [5]. The impact of LER is expected to sig@ete RDD at a gate lengths of 18 nm and
below [38], until extreme ultra-violet wavelength used for patterning devices that will
minimize the LER and line-width-roughness (LWR).eBva shift from 193 nm to a lower
lithography wavelength will not remove all problenssnce many variations come from the
step-and-repeat process that can cause stepperhbatsg, lens focusing, and other
aberrations [30]. LER is found to be around 5 nrd doesn’t scale with the device scaling
[35], therefore, the influence of LER is expectedricrease with the further scaling of MOS
gate length as predicted in [4, 38].

Figure 2.3: Line edge roughness of 6nm of a 30 x8 MOSFET [23].
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2.2.1.3 Oxide thickness variations

Gate oxide thickness is another source of highstiolel variations in the deep sub-micron
CMOS devices. As the length of gate oxide approaehiew atomic layers with the interface
roughnesses of 1 or 2 atomic layers, oxide roughwiklead to more than a 50% variation in
the oxide thickness [23, 35]. It is expected tle oxide thickness variations will cause a
large threshold variations comparable to RDD foe ttonventional MOS devices with

dimensions 30 nm and below [37].

2.2.2 Dynamic variability

Dynamic variability originates from temperatwaned voltage variations across the die. The
heat flux across the chip varies as different doblve different switching activities and
loads. This uneven power dissipation results invandemperature variations. Blocks with a
higher heat flux put more load on the power distitn network, resulting in a time
dependent variations in the supply voltage [5].sThas an adverse effect on the circuit

performance and sub-threshold leakage [36].

250
200
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100

Heat flux (W/cnf)

50

y X

Figure 2.4: Heat flux across in Watts per square centimetre acr  0ss a die [5].

Figure 2.4 shows heat flux across a high perdmce microprocessor chip [5], indicating
large uneven temperature variations. The temperatariations can cause degradation of
device and interconnect delays. This can causeonpeance mismatch between two
communication blocks on a chip that can lead tonaetional failure. A temperature difference

of 4 °-5 °C can result in a 20% performance variations in mogeocessors [39]. The
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impact of supply voltage variations will also gebrae in future technologies as the small

voltage fluctuations will results in large curreatriations.

2.3 Impact of variability on design

Variability in nano scaled devices leads to anease in the unpredictability of delay and
power consumption of VLSI systems. Power and dekaye a negative correlation with faster
devices contributing more power consumption thandlower devices. Increased variability
increases this two sided constraint and therefesalts in a low yield [40]. Moreover it has a
severe impact on the functionally of the SRAM dasigeducing its noise margins and
increasing the leakage power [32]. Other aspdotiewdces and circuits that suffer from the
increased variability are device aging [8, 41]tsofors [42, 43], and hard logical faults [44].

This section gives a brief insight of the challengenfronted due to the increased variability.

2.3.1 Frequency and leakage variations

Worst case delays and some safety margins are taks&st a processor clock frequency in
order to obtain fully functioning chips under worsase conditions [30]. However, as
increased variability will lead to the high threkhwoltage variations, the delay spread of
devices and circuits will rise as well. Thereforem larger design margins will be required
for functional designs that will lower the perfomnea gains from scaling. It has already been
reported that the worst case margins for a relidbkgn are increasing due to high variability
in scaled technologies [32]. A 30% variation ingliequency has been observed due to the

large process variations for a 180 nm CMOS profes3t].

Increased variability has a significant effentthe total power consumption encompassing
both static and dynamic components. The devicengcdlas been accompanied with the
supply voltage scaling to lower the total power suomption, and dynamic power in
particular. However, an increasing threshold vamat that approaches VDD
(consideringo,,, from the mean threshold voltage) will limit the ¥23scaling to reduce the
power consumption. Increasing leakage power dué¢héolower threshold voltages now
accounts for a major portion of the total chip pow&0% [41]). The mean off-currents
(leakage) are found to have an exponential relatibim the off-current variations. Therefore,

the high leakage variations will increase the Igakgower, and hence the total power
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consumption of ICs [32]. Variability can cause 5ltbtimes variations in the leakage power,
since the leakage power itself is 30 to 50% oftttal power, therefore variability can cause
up to a 50% variation in the total power consump{i®]. Figure 2.5 shows the impact of

variability on the frequency and leakage powerrifigtions of a microprocessor.
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Figure 2.5: Impact of variations on microprocessor’s frequency and leakage power [36].

2.3.2 SRAM reliability

The SRAM caches are an integral part of mogeocessors taking up to, in some cases,
90 % of the total chip area (Montecito process@n).[ To achieve a high density level, the
SRAM cells are designed using near minimum lengtviaks. However the increased
variability makes them susceptible to differentdsrof failures including the read, write, and
hold failures [32]. Since SRAM cells are quite wealdischarge the large capacitive bit-lines
during a read operation, sense amplifiers are tseétect a small voltage differential on the
bit-lines and convert it to a full rail output [31However the sense amplifier itself suffers
from an increased variability as mismatch in itmgyetrical transistors induce a large offset
voltage variation. A large voltage differential,gher than the offset voltage of the sense
amplifier, is required on the bit-lines to alloweliable sensing [12]. As the required bit-line
differential voltage approaches the range of suppbitages for a high reliability

(60 ), the probability of the read failures also in@es incurring more power and

offsetvoltage.
performance overhead for the longer discharge g@erio/ariability also increases the
minimum retention voltage needed for a non destrechold during idle periods which

increases the leakage power consumption.
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2.3.3 Device wear out & degradation

Wear out mechanisms (NBTI, HCI) have a negatimpact on performance as devices
degrade with time and become slower. Although theunt of degradation varies with
temperature, voltage and workload profiles for ectuip, a pessimistic performance margin is
added to the clock speed to obtain working chipdeurthe worst case conditions [8]. The
main degradation mechanisms are negative bias tatope instability (NBTI) and hot carrier
injection (HCI) [9]. NBTI occurs due to the genaoatof the interface traps and positive fixed

charges from the electrochemical reaction of Sidd &oles atsi-sio,interface [8]. This

decreases the driving strength of PMOS FETs aneases the device delay. HCI occurs due
to the injection of hot electrons into the gatedexiof NMOS FETs that increases the

threshold voltage of the devices making them sld@kr

There is an exponential dependence of diffel@ntls of wear out mechanisms on
temperature. Increasing leakage current due t@ leagiations in the scaled technologies can
increase the die temperature, and therefore leadfaster wear out of devices. The time 1%
of the processors will have failed can decreaseal§0 % depending upon the heat sink

resistance and the total leakage power of the psacd41].

2.3.4 Testing and fault modeling

Initial burn-in testing has been a simpler andxpensive choice to test chips after
fabrication. However the reliability of the burn-testing is threatened by the increased
leakage current variations due to a low threshallfage and its large variations in scaled
technologies. Increased latent defects due toyhardic variations (aging) and the absence of
burn-in testing will reduce the effectiveness oé #tandard present day one time factory
testing [5]. IDDQ testing is another inexpensivetmod of screening faulty chips. IDDQ
testing is based on the principal that CMOS devamesume almost zero static current when
not switching, quiescent state [27]. A faulty clipe to a metal lines short or gate oxide short
consumes a few orders magnitudes higher leakagentuhan a fault-free chip. Therefore
monitoring the power supply current during the IDD&3ting, we can distinguish faulty and

fault-free dies. However, IDDQ testing method issleeffective in the presence of high
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leakage current. Since the failure mechanisms baaging, new testing strategies with an

advanced test equipment are necessary that wilt imgh test overheads [45].

Different kinds of effects like process vaoas, fabrication defects, and high noise can
appear as delay defects. Due to variability thedfeatls have a statistical nature that threatens
the effectiveness of corner based models. Therefeew test and diagnosis methods are
necessary in fields of the statistical delay fasithulations, statistical path selection for
testing, statistical automatic test pattern gemmmatand fault diagnosis using statistically
generated information [45]. Moreover it may notdussible to achieve the same level of the
temperature and switching activity during testiagpecially for the structured testing where
circuits are broken into pieces to simulate wom$ecdynamic variations [39]. Therefore
pessimistic or optimistic estimates of the tempematvariations may affect system

performance or reliability of testing, respectively

2.3.5 Hard logical faults

An important challenge for the future generadiovill be the introduction of hard logical
faults. This will happen when a gate (e.g. invérteill not flip logic state because its
threshold voltage will either be very near to themy or ground voltage, or a small amount
of noise will be sufficient to flip its output cang hard logical faults. We performed
statistical variability simulations using the 45 rohevice models from the University of
Glasgow to investigate the inverter threshold e shown in Figure 2.6. Although a
significant amount of variation in the thresholdtage is observed there is still a large noise
margin (amount of noise require to flip its outpat)VDD=1V. Therefore the probability of
stuck-at faults due to extreme variability is veoyv (10 tol0°) [44]. However, as the
supply voltage is scaled to minimize the power comstion, these noise margins are severely

degraded as shown in Figure 2.7. At a supply velta§ 300 mV, the6o

inverter threshold
approaches VDD (300 mV) or ground (0 mV) resultingthe hard logical faults. These
results indicate that variability will limit the aant of voltage scaling in the future generation

due to emergence of the hard logical faults.
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2.3.6 Soft error rate

Increasing soft error rate is another areaasfcern for a reliable design in the scaled
technologies. These errors occur due to the al@récles emitted from the packaging
materials and cosmic rays (neutrons) from spacég®,In the case of combination circuits,
soft errors appear as noise or glitches that capgmate to a latch element and result in a bit
error, called a single event transient (SET). Femaory circuits they can flip the state (bit)
held by a storage element, and is called a singlataupset (SEU) [9].
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Although transistor scaling results in a lowgrithe probability of collecting the critical
charge that can upset a circuit, the value of titeal charge itself decreases even faster at
the lower dimensions resulting in an increasing sobr rate in scaled technologies [47]. Itis
expected that the soft errors will rise by 8 petgagr logic state-bit with each technology
generation [5]. Increased variability has a negaiimpact on soft errors as value of the
critical charge changes with parametric variatibkes gate length, width, threshold voltage,
and temperature variations [42]. Previous reseshchws that value of the critical charge can
vary from a -33.5% to 81.7% compared to when naabdity is taken into considerations
[43]. It shows that the increasing variability wilhve a significant impact on the soft error

rate in future generations.

2.4 Variability tolerant design techniques

This section provides a brief overview of ttéferent design techniques previously
proposed to provide a robust circuit operation urtle increased variability. These include
in-situ design methods to detect timing failures for tleenbinational circuits, and robust
SRAM cell designs, sense amplifier offset mitigatitechniques, and the SRAM cache

leakage power reduction techniques for the secplesitcuits.

2.4.1 In-situ design

The era of happy scaling is over as the futureirsgaif devices confronts challenges like
large process and environmental variability, aggweswear out, and increasing soft error
rate, while the user demand for a reliable low-podesign is even higher [5]. Variability in
the device behavior arising from the process, geltand temperature variations results in
large circuit delay variations [30]. To achieve dtional dies, the worst case delay [8, 9] or
the voltage margins [6, 7] are added to typicakcaaslues to account for the process and
environmental variations that results in a poorfggerance and power loss, respectively.
Since combination of the worst cases happens vargly; in-situ designs provide an
opportunity to tune the design margins dynamicatigucing the overhead costs and resulting

in an improved yield and higher revenues.
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Different sensor designs have been propos#ukipast to detect timing errors that can be
used with the dynamic compensation techniques (baaly; voltage scaling, and/or frequency
scaling [48, 49]) to minimize the delay failuresan acceptable level. Two typesiofsitu
designs are generally presented, error detectidesenor predictive. Error detection methods
allow errors to occur and use data dependencydadge higher energy savings, but require
an error recovery mechanism. Error predictive desidetect timing failures iadvanceand
therefore don’t require an error recovery circhdyever the energy reductions are less. Error
detection methods use the Razor flip-flop [6, 7] &3d error predictive methods use the
Canary flip-flop based approach [8, 9, 51]. Fewans®r designs were presented that could

provide soft error corrections [9, 46]. This sect@rovides an overview of these methods.

2.4.1.1 Error detection methods

The Razor flip-flop [6, 7] was designed to reduice pessimistic voltage margins and use
the delay dependence of data to drop the suppkag®lwell below its critical value while
maintaining an acceptable error rate. The criticdtage is selected to ensure robust circuit
operation under the worst case process and envaotanvariations. It consists of a main
flip-flop equipped with a shadow latch that holdgadid data and operates at a delayed clock
signal as shown in Figure 2.8. In the case of antinerror, the shadow latch keeps a correct
data and the error recovery mechanism is usedstoreethe correct value in the main flip-
flop. SPICE-level simulations indicate a substdrdigergy saving using this technique (up to
a 64%).

2x1 Mux  Main flip-flop
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Figure 2.8: Razor flip-flop design.
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Two major problems with the Razor flip-flop ate susceptibility to the short path delay
and the meta-stability. Meta-stability representsaae when the clock signal and the data
signal make a simultaneous transition that resnltsutput voltage to hover around VDD/2.
Short path delay problem puts a constraint on tienmum path delay in the Razor based
designs to be longer than half the clock cycle.atidition it requires an error recovery
mechanism since it allows errors to occur resultm@ high performance overhead (about
3%). Razor Il [50] is a modified version of the ginal Razor flip-flop. Based on the
architectural replay to execute an erroneous iostm, the Razor Il greatly simplifies the
error recovery path and reduces the complexity/sizée original Razor flip-flop. However,

replaying an erroneous instruction incurs a highsiruction-Per-Cycle (IPC) overhead.

2.4.1.2 Error prediction methods

A degradation sensor was proposed to allowaaty detection of the timing errors by pre-
sampling data [8]. It avoids the requirement foreawor recovery circuit as the timing errors
are detected in advance. However, selection ofpipeopriate guard band remains a key issue
for the aging sensor. A large guard band resultdimminishing benefits while too small a
guard band makes it difficult to design such citguiue to the large process variations [9]. In
addition, there is no soft error protection ash@ tase of the Razor flip-flop.
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Figure 2.9: Built In Soft Error Resilience (BISER) flip-flop d  esign.

Built In Soft Error Resilience (BISER) [46] waroposed to provide soft error correction
without any variation detection. Moreover it hakigh power (up to 10%) and performance
(up to 5%) overhead. Figure 2.9 shows schematiBER flip-flop with soft-error

correction C element. In the case of a soft erroamy of the flip-flops, the outputs of both the
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flip-flops differ and the C-element is turned off that the output latch holds the correct value.
Adaptive Variation-and-Error Resilient Agent (AVERA9] is a variant of BISER and was

proposed to provide variation diagnosis, degradatietection, and soft error protection.
However, it can only do one job at a time and #lection of the mode is an important issue

that needs to be addressed.

Main flip-flop
Data 9———D Q
LA
Buffer Error signal
IpNE-
C
Clock & Comparator
Canary flip-flop

Figure 2.10: Canary flip-flop design.

The Canary flip-flop [51] was presented to pdevthe pre-detection of a timing failure
using a delay buffer at the data input. Figure Zhows the circuit diagram of the Canary
flip-flop. It consists of a main flip-flop and a @ary flip-flop to store a delayed input using a
delay buffer at the data input. The Canary flipfldoesn’t require an error recovery
mechanism and eliminates the need of a delay liniehwsimplifies the clock tree design.
However it is susceptible to invalidation due tazdvas [8] that may happen when a fast
switching signal on one branch increases the dafaghe slow switching path resulting in a
false error signal. In addition the delay buffen ¢teve a significant area and power overhead.
A modified version of the Canary flip-flop was peased in [52] to perform dual sensing in
order to avoid performance loss due to the vol@gmllations. However, this would worsen

its susceptibility to invalidation due to hazarasl durther increase the area/power overhead.

2.4.2 SRAM cell design
SRAM caches play a key role in modern VLSI systdipsroviding the highest access

speeds among the embedded memories. An effectiteothéo improve system speed is to
add more SRAM cache. Increasing the cell densisyresulted in the SRAM cache to occupy
over 70% of the total chip area and a significamtipn of the total chip power [10]. Device

scaling has resulted in doubling the density of 8Réache with every new process node.

However the small dimensions of the transistorsduise SRAM cells make them more
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vulnerable to failures under increased processatrans. Variability has a significant impact

on the reliability of the SRAM read, write, and tiaperations. Moreover a conventional 6T-
SRAM has constrained read/write requirements asdhas required to be weak enough to be
overwritten easily while also strong enough to eres its data during the read phase.
Conflicting design requirements make it more susbkpto failures and the achievable noise
immunity is limited. Although all sources of varibiy have a significant impact on the yield

of SRAM caches, statistical variability poses a anaghallenge. It can cause symmetric
transistors of a SRAM cell, sitting side by side,behave quite differently and can induce

different types of failures [4].

A standard 6T-SRAM cell has a poor read Stalvsepresented by the static-noise-margins
(SNM). The SNM reflects the maximum noise that tentolerated at the storage nodes
without destroying cell data. Device sizing is nafiy used to enhance the read stability
(SNM) of a SRAM cell. However conventional sizingncbe ineffective in nano-scaled
technologies due to the large threshold variati@® 54]. Different SRAM designs have
previously been presented that use 6T [55-58],581, [8T [60-62], 9T[63], and 10T [64-66]
(T-transistors) to provide a reliable and/or lowwgo operation. This section provides an

overview of these SRAM designs.

2.4.2.1 6T SRAM designs
An SNM free 6T-SRAM cell was proposed for tgvivoltage applications in the scaled

technologies [56, 67]. Two virtual grounds are ded to achieve expanded read and write
margins as shown in Figure 2.11. Write operatiopeidormed by turning on the write access
transistor M1, while the ground terminal of thedback inverter is floating to assist the write
operation by weakening the cell storage. Read tipar& performed by turning on the read
assist transistor MR that allows discharge of titdire if the cell stores a one. However this
method will increase the write delay because oingls ended operation. Moreover, it can
consume large amounts of power during the writeapm due to the common ground. For
example, two or more cells sharing common groumdesones that will turn on the read
access transistor M6 for those cells and theilifés are shorted. If a write operation is
performed that writes zeros and ones on differénines, a short current will flow since the
bit-lines are connected through the shared vigualind. This can result in increased power

consumption and may cause write failures.
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Figure 2.11: Single ended 6T-SRAM cell.

To achieve a design with ultra low power operatiarsub-threshold 6T-SRAM cell was
proposed [55]. Virtual ground and supply termirais provided to assist the write operation
by collapsing the supply voltages of the feedbaekiter as shown in Figure 2.12. However a
single ended write operation is slower than a ckffiéial write operation. A driving source line
6T-SRAM cell was proposed to increase the bit-lageess speed by driving the bit-line
negative during the read and left floating durihg twrite [58]. This design provided an
improvement by 1/2 in the access delay and redtloedvrite power consumption by 1/10.
However the read margins were not improved sineecthrent ratio of the driver and access
transistors remain the same as the conventionaBBAM design. Moreover it requires

generation of a negative voltage during the readrain that may degrade the device

reliability.
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Figure 2.12:Single ended sub-threshold 6T-SRAM.
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An asymmetric 6 T-SRAM cell was proposed touaalthe leakage current for a zero state,
however the SNM was degraded and the access dasyhigher [68]. Another asymmetric
6T-SRAM was proposed in [57] with an enhanced raad write margins. However the
improvements in the noise margins are limited wiitle conventional sizing due to the

constrained requirements for the read and writeatjoms.

2.4.2.2 7T-SRAM design

A 7T-SRAM cell was presented for a low volta8slM free operation [59] shown in
Figure 2.13. A data protection NMOS transistor, Mbadded between node V2 and driver
transistor, M7. M5 is turned off during the readtcess which prevents the node V2 from
decreasing even when the disturbance at the nodes Véry high during a read operation.
However it suffers from the dynamic retention pesbl[59] and the cell may loose its data for
the longer read delays since the other node (VHpading when reading a 1. The proposed
7T-SRAM results in a 13% increase in area overtemdompared to a conventional 6T-
SRAM design.
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Figure 2.13: SNM free 7T-SRAM cell design.

2.4.2.3 8T-SRAM designs
To further improve the read margins without inaugrany loss of stability, 8T-SRAM cell

designs have been proposed [60-62]. The ideausd¢ca separate port for the read operation
as shown in Figure 2.14. This allows use of theimimn size NMOS driver transistors for a

low leakage current and provides an SNM free opmratHowever the write margins remain
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the same and an additional 30% [60] area overheeaars as compared to a standard 6T-
SRAM design.
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Figure 2.14:An 8T-SRAM cell design.

2.4.2.4 9T and 10T-SRAM designs
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Figure 2.15: A 10T-SRAM cell for high SNM and low bit-line leak  age.

To enable a sub-threshold ultra-low voltage openativith reduced bit-line leakage
current, 10T-SRAM cell designs have been propoédebp] as shown in Figure 2.15. Two
extra transistors are added to the conventionaBRAM cells creating a strong stacking
effect that significantly reduces the bit-line lagk and hence a greater number of cells can be
connected to each bit-line. A 9T-SRAM was propogett eliminates the additional PMOS,
M10, in the buffer circuit of the 10T-design to asre similar leakage reductions [63]. Their
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results indicate that the additional PMOS incursignificant standby leakage current.
However both designs increase the area overheaa BY% or more as compared to the
standard 6T-SRAM design.

2.4.3 Mitigation of the sense amplifier offset volt  age

SRAM cell sizes have reduced by a half evesyt process generation thereby doubling
the on-chip SRAM capacity following the Moore’s Las described earlier. Near minimum
length devices are used to achieve a small sizedlVSeell. However weaker transistors in
the SRAM cell reduce its driving current. On théest hand, the bit-line capacitance is not
scaling in proportion to the scaling of logic cirtsy therefore the bit-line discharge times tend
to increase [27]. A full discharge of these higbapacitive bit-lines will take a long time and
have large power consumption. A sense amplifieised to detect a small differential voltage
developed at the bit-lines and convert it to a fail output, increasing the speed and reducing
the power overhead.

To ensure reliable sensor operation, the mimndifferential voltage on the bit-lines must
be greater than the mismatch induced offset voltddgbe sense amplifier [12]. A high offset
voltage will therefore require long discharge dslay order to develop the necessary large
voltage differential at the bit-lines. This resuitsa high power and performance penalty.
With the increased process variations, greatentisenatch of the symmetric sense amplifier
transistors, higher is the offset voltage. Henceimizing the required bit-line differential is
considered the key to the low power SRAM designcihs limited by the offset voltage
margins [69]. Maximum SRAM speed is therefore lgditby the weakest SRAM cell to
discharge a bit-line and by the worst case offedtage margin of the sense amplifier [70].
Large variations in nano-scaled technologies wotkenoffset voltage of a sense amplifier.
Due to its significant impact on the total SRAM arspeed, yield, and power, increasing
offset of the sense amplifier now requires a spatiantion. Embedded memories face a clear
challenge of the amplifier sense margins in the BR¥esign as predicted by ITRS 2009 [71].

Different methods have been proposed in bathatialogue and digital domains to mitigate
mismatch of the symmetric designs like SRAM, diéfgial amplifiers, comparators, etc. As
the SRAM caches take a large portion of the totahaand power in modern processor
designs, minimizing the mismatch in SRAM desigwesy important for the high speed and
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low power designs. This work focuses on minimizthg mismatch of the sense-amplifier
circuit to reduce its offset voltage in order tonimize the energy consumption and enhance
system performance. Previously conventional sifn#g 73], digital trimming [74, 75], and a
tuneable sense amplifier [14] have been used tamza the sense amplifier offset voltage.

This section will provide an overview of the prevsty proposed offset reduction methods.

2.4.3.1 Conventional transistor sizing

A conventional method is to employ large sidedices in the sense amplifier design to
minimize the delay degradation that arises fromelatively slow scaling of the bit-line
capacitance and achieve a near constant offsedgeolacross different process generations
[13]. Recent studies of the sizing techniques tuce the sense amplifier offset voltage,
especially in the presence of statistical souréesnability, can be found in [72, 73]. Figure
2.16 shows the impact of transistor sizing on thiufe probability of the sense amplifier.
Large sized transistors increase the size of aesamplifier circuit. Therefore scaling has a
low impact on the sense amplifier circuit area asgared to scaling of the SRAM bit cell
itself (reduces by half). This increases the ama§v overhead of the sense circuit [70] and
poses a major challenge to further scaling of SR8L. Large size transistors also increase
the energy consumption during sense amplifier suvitz. A bit-line differential voltage of
less than 50 mV&c ) is no longer economical due to high energy ovadhid4]. The sense
amplifier can consume over a 40% of the total epergnsumption of the SRAM for a

differential voltage of 50 mV&o ) for sub-90 nm technologies.
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Figure 2.16:Impact of transistor sizing on failure probability for current latch sense amplifier

(CLSA) and voltage latch sense amplifier (VLSA). [7 2]
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2.4.3.2 Digital trimming

Due to the large overhead of the conventisimhg, new techniques have been proposed
that perform a dynamic compensation of the sengdif@n offset voltage by analysing the
post-silicon data. Digital offset compensation noeth add extra transistors to the sense
amplifier circuit that are turned on or off by parhing a post-silicon calibration [74, 75] The
idea is to use these elements (called kicks) tob@dance current flow in two identical
branches of the sense amplifiers to reduce thetofisltage. However, the use of additional
transistors negatively impacts both the speed ameepconsumption of the sense amplifier
circuit. Figure 2.17 shows a schematic of the dibittrimmed sense amplifier circuit.
Another method is to use multiple copies (N) of Hemse amplifier and select, during the
calibration phase, the optimum one i.e. has a mimnoffset [61]. Run time selection of the
sense amplifier introduces an energy and delayheael and the offset compensation does not

improve substantially with the increasing numbereafundant sense amplifiers (N-1) [14].
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Figure 2.17: Digitally trimmed sense amplifier design.

2.4.3.3 Tunable sense amplifier design
Another method similar to the digital trimming to employ multiple reference supply
voltages. An appropriate reference voltalye,() is selected during calibration that minimizes

the current difference in the two branches of thiese amplifier to reduce the offset voltage

[14]. Figure 2.18 shows a schematic of the tuneabtese amplifier. However, the generation
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of a large number of precise supply voltages cseatkigh overhead considering the fact that
near zero offset may not be necessary or optimah®dSRAM sense amplifier [74].

Reference voltage selectors
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Figure 2.18: Tuneable sense amplifier design.

2.4.4 SRAM cache leakage reduction techniques

As devices are scaled and the cache densitgased, the supply voltage must also scale
down. This is required to maintain the device talisy and to decrease the dynamic power
consumption of devices. However, lowering the syppltage will increase the device delay.
Therefore the threshold voltage of transistors malsb be decreased to achieve the
performance gains with scaling [76]. Due to the angntial dependence of the leakage
current on the threshold voltage, a reduced thitdsholtage results in an increase of the
leakage power consumption. The leakage power igoptional to the number of transistors
[68]. Since the SRAM cache memories now may ocawmr 70% of the total chip area [10,
77], the cache leakage power consumption takesga fgortion of the total power. An energy
break down of the 8KB instruction cache of multinee@2-bit RISC (M32R) embedded
processor showed that the leakage power now takes @ 50% of the total power
consumption at 45 nm technology node [77]. Latgeghold variations will result in higher
leakage current variations in SRAM arrays. Minimgithe leakage power of SRAM cache is
essential in a nano-CMOS low power design duedcutbstantial impact on the total chip

power, cooling system requirements, and reliability
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In the past, many architectural, softwarecwt, and device based designs have been
proposed to reduce the leakage power of the SRAdhesa This section provides a brief
overview of these techniques. Our work mostly fesusn the SRAM array since the bulk of
the total SRAM cache is occupied by the SRAM calhys that remain in an active state to
hold data. Sleep stacking can be effectively usekduce the leakage power of the SRAM
periphery [78]. To reduce the leakage power ofSRAM array itself, several strategies, such
as different SRAM cell topologies [65, 66, 68], kdiasing techniques [79-81], power gating
methods [76, 82-84] and drowsy cache design [16, 85], have been proposed and

investigated.

2.4.4.1 Novel SRAM cell topologies

A low leakage 6T-asymmetric SRAM cell was pregad to reduce the leakage current when
storing “zeros” in SRAM cells [68]. However the egg reductions are much smaller when
storing “ones”. Furthermore the topology resultaimincrease of the read delays and requires
changes to the peripheral circuitry. The staticsaanargins (SNM) are also degraded due to
the asymmetrical nature of the cell. Figure 2.18wsha circuit schematic of the asymmetric
6T-SRAM cell.
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Figure 2.19:Low leakage asymmetric 6T-SRAM cell.

A 10T design [65, 66] was proposed to prowadsub-threshold SRAM for an ultra-low
voltage operation. These cells were designed taceedhe bit-line leakage to increase the
number of cells per bit-line. Each cell had an nwebuffer to provide the SNM free read
operation at a reduced leakage. A variant of thE 3BRAM cell consisting of 9 transistors

was proposed in [63] to lower the high area ovethda both cases, however, the area
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overhead was 50% or more as compared to a conwahted-SRAM design. Figure 2.15

shows schematic of the proposed 10T SRAM cell.

2.4.4.2 Back biasing techniques

Reverse body biasing NMOS or PMOS devices danrease the leakage current
exponentially as it increases the threshold vol@geonentially due to the body effect. This
method has been used in [79-81] to reduce the d¢eakarrent of the SRAM cache. Figure
2.20 shows reverse body biasing of a 6T-SRAM deldoesn’'t impact the access delays
during the discharge periods in the active modes dke case with the gated-VDD designs
[82, 83]. However a large delay and energy overtmairs for a body transition due to the

large substrate capacitance and a lavgg, swing [80]. This method is also less effective in

scaled technologies due to the small body coefficand an increase in the band-to-band
tunnelling due to reverse biasing. Band-to-bandhéllmg occurs when electrons tunnel
through a reverse biased p-n junction under hightet fields, especially when highly doped

shallow junctions are used in scaled technolo@ég [
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Figure 2.20: Reverse body biasing of SRAM cell.

To improve the back biasing, forward biasing witte thigh threshold voltageV(,)
transistors has been proposed [80]. The idea isséosuper high/, devices to suppress

leakage in unselected parts of the cache and fdrisasing the selected section to speed up
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the read operation. However this technique alsarga large energy and delay overhead for

switching a large substrate or body capacitancsd®st the active mode and sleep mode.

2.4.4.3 Power gating methods

Gated-VDD design was introduced to reducedgeakcurrent of the unused sections of the
cache by turning off the ground terminal of the elasted cells [82]. Figure 2.21 shows a
gated-VDD SRAM cell. A highv,, transistor (M7) is inserted between the actualigdo

terminal (GND) and a virtual ground. It is turned when the cell is accessed and is turned
off during the idle periods to reduce the leakaggent because of the stacking effect and

exponential dependence of leakage \6p [17]. Although this method is very effective to

reduce the leakage current (up to 97%), the mapwidack comes from the fact that the cell
losses its information when put in an idle modeerEfore a large performance penalty may
occur when data in the cache is accessed and watigercache policies may be required.

Moreover putting an extra transistor in the reagtldarge path increases the access delay.
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Figure 2.21: Gated-VDD SRAM cell.
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DRG-cache was proposed [76] to provide a datantion capability to the gated-VDD
design by using sophisticated sizing techniques d@ha sensitive to noise during the sleep
periods. This also results in less energy redustias compared to the gated-VDD caches
(97% vs. 47%) with a 5% increase in the executime.t An extension of the DRG-cache is
proposed in [84] where the sleep transistor is rnogned to achieve the desired level of
ground voltage. This reduces the rail to rail vptan a SRAM cell and significantly reduces
the leakage current. However a significant latemoyurs for complete discharge of the virtual
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ground terminal. A similar design was presented8i8] to provide a virtual ground to a
selected segment of the cache. However the acedsg Wwas degraded by a 7%. Moreover
this method requires three reference voltages lamd¢neration of these voltages will incur a

high power overhead.

2.4.4.4 Drowsy cache designs

Drowsy caches [16, 17] lower the supply vadtagf the un-accessed cells to reduce the
leakage current in the drowsy mode, and a stansiap@ly voltage is provided during the
active mode. Drowsy mode refers to idle periodgnvthe SRAM cache segments receive a
lower supply voltage to reduce the leakage powéromi losing cell data. The supply voltage
is kept higher than the retention voltage (200 n®@-3nV) to preserve cell data during the
sleep mode. Dropping the supply voltage is effectivreducing all kinds of leakage currents,
therefore significant energy savings are achiewmer(70%). Figure 2.22 shows a drowsy
cache cell with the supply voltage control circhtoreover there is no impact on the access

delay during the active period as in the case ®igdited-VDD technique.

vdd (1V)  Viow (0.3V)

LowVolt —0"-I P1 P2 _l |O—/LoonIt
] ® *

o | L
r
| S e Y s e
M1 "_”JM5 M2
M4 _||o—u
M6 5?—

BL Gnd hd BLB

Figure 2.22: Drowsy cache design.

However, switching between the sleep and activdes imposes a significant latency (one
to two cycles) and energy overhead. The greatestlthck comes from the increased bit-line
leakage due to un-accessed cells having low noliteges as compared to the bit-lines. Using
high V,, access transistors can minimize this leakage.d¥ewthis would increase the access
delay. One method is to leave the bit-lines flagtiluring the sleep period to reduce bit-line

leakage current without degrading the access délayaggressive drowsy mode cache [85]
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was proposed to maximize energy reductions withocrring wake-up latency. However,
this may result in a cell data corruption during tead operation as the SRAM cell voltage

can be lower than the pre-charged bit-line voltage.

2.5 Chapter summary

Device scaling has enabled production of lgrggegrated, high performance, low power,
and low cost VLSI chips. However a move to sub-fi60technologies has resulted in rise of
process variations, aggressive device wear-out, iantkased soft errors. This chapter
provides a background to the research in the figddability, its implications for design, and
a review of previously established techniques tanter variability. Large variability poses a
major challenge to future scaling. Variability caave a systematic or statistical component.
While the systematic variability can be compensdtedome extent by design, statistical
variability (RDD, LER, oxide thickness variationsy harder to cope with. Statistical
variability has worsened frequency/leakage poweiatians, degraded SRAM stability, and

threatened the reliability of popular test methods.

In-situ methods have been presented to detect timing rdailuhat use different
compensation techniques to provide a robust low goowoperation. Novel SRAM cell
topologies are discussed that increase robustniesseoread/write operations in SRAM
design. Degraded sense margins of the sense amplifiesent a major challenge to the future
scaling of SRAM design. Adaptive digital methodsdompensate for an increased offset
voltage are discussed for a low energy/area ovdrls#®AM sense circuit. Leakage power
reduction is an important area of research as \t tekes up to 50% of the total power
consumption in scaled technologies. Finally a bimgéfoduction of the previously proposed

SRAM leakage reduction techniques is presented.

Chapters 3 - 6 present proposed design tegbsitp mitigate variability that enable a
robust low - power design verified by HSPICE sintiolas for different test benches. Chapter
3 describes two novel sensor designs to detectnginfailures in advance for the
combinational circuits. Voltage scaling is employeaked on the timing errors information
generated by the sensors to provide a robust tiopération at a low voltage margin that

reduces the power overhead. Chapter 4 presentd 6dye/T, and 8T SRAM cells that
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provide high read/write noise margins even whenjesied to high statistical variability.

Chapter 5 introduces two novel techniques to rediieesffective offset voltage of the sense
amplifier that minimizes the area and energy ovadhes compared to a conventional design.
Chapter 6 presents a new architecture to redudadeapower of the SRAM cache array
without incurring any wakeup latency. Chapter 7 atodes our work and presents future

directions.
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Chapter 3
3. In-situ design techniques

The semiconductor industry has been scaling MO®istors for decades to achieve large
integration, high performance, and low power constimn. However increasing variability
and device degradation in deep submicron technedpgioupled with the quest towards low
power applications and stringent reliability demangrovide major challenges to future
scaling [5]. Increasing soft error rate due to $emajeometries further worsens this problem.
Large parametric variations can lead to a excedsniag and power violations that can cause
functional failures. One method to cope with theréased variability is to add worst case
voltage or frequency margins, however they incghhpower/performance loss. Worst case
voltage designs select a critical supply voltage #nsures correct circuit operation under the
worst case temperature and process variations].[6)atst case frequency designs consider
pessimistic circuit delays and safety margins émsure a correct circuit operation under large
variability [8, 9]. Operating chips at a higher plypvoltage significantly increases the power
consumption because of its cubic dependence osughydy voltage. This may be unnecessary
for most of the cases since the combination of incase conditions happens very rarely, and
bulk of the chips lie near the target frequency. l8imilarly adding large delay margins
degrades system performance as the combinationotstwase conditions that can violate
delay constraints happen rarely. Sensor basedrdasmds large safety design margins, and
allows most of the circuits to operate at a lowmyoltage that is selected at run time and

corresponds to on-chip variability.

One of the methods to detect the extent ofabdity or degradation is to detect timing
failures of the combinational logic circuits. Cirsuwith large variability or degradation can
cause timing failures that can be detected or ptediin advance. Different compensation
techniques like dynamic voltage scaling, body Ioigsor frequency scaling [48, 49] can then
be used to avoid the actual timing errors. The Régsflop [6, 7] was developed to detect the
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minimum supply voltage that maintains an acceptater rate. Razor is based on error
detection, i.e. it allows errors to occur and tfae requires an error recovery circuit that
increases the complexity of the design and reguklshigher performance overhead [7]. Major
problems with the Razor flip flop are its susceptipto short path delay and meta-stability.
Adaptive Variation and Error Resilient Agent (ARB) was presented to provide the
variation diagnosis, degradation detection an@t soror correction [9]. But it can do only
one job at a time. Therefore, selecting an appatgnmode of operation at a particular time
remains a critical issue. Built in soft error resice (BISER) [46] was proposed to provide soft
error correction for the combinational and latcltenaénts by increasing the flip-flop
redundancy. However it doesn’t provide any varrataetection or correction. The Canary
flip-flop [51] was proposed to provide the pre-aien of timing errors using a delay buffer at
the data input. The Canary flip-flop doesn’t requar delayed clock signal hence it simplifies
the clock tree design as compared to the Razofléijpp However, this type of logic is more
prone to invalidation due to hazards [8]. Moreovitie delay buffer can't be shared for
different sensors; this will cost an extra powe#aoverhead. ElastlC [87] was proposed to
provide a highly adaptive architecture based onesgiyve self diagnosis, adaptation, and self
healing that may achieve highest robustness toatami in deeply scaled technologies.
However the high amount of redundancy and adaptatises major obstacles to the practical
implementation of this architecture. The detailstioé previously proposeth-situ design

techniques can be found in Chapter 2.

In this chapter, we present two novel delayseemesigns (45 nm and 32 nm) that can
detect timing failures for the combinational logiccuits in advance and therefore don't need
an error recovery mechanism. The proposed 45 naydensor uses the output of the master
latch in a conventional master-slave flip-flop t@{uletect timing violations. It avoids the use
of an additional delay buffer at the data inpuisassed in the Canary flip-flop [51]. Therefore
it has a negligible impact on the combinationalidadelay, reduces the power overhead, and
doesn’t suffer from invalidation due to hazards.or&bver it does not suffer from the short
path delay and meta-stability constraints as i eeith the Razor flip-flop. Since the master
latch has always a positive delay, the sensor lis @bpre-detect timing failures even when
there are high temperature and process variatidfes.have extended the sensor to also
provide soft error correction without the requiretneof mode selection. The total

performance overhead was found to be less than B% 32-bit Carry Select Adder (CSA)
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and a 16x16 Carry Save Multiplier (CSM). The poweerhead was about 5.5% when the
sensor was pessimistically applied on 50% of aldtitical paths of the CSM. However, this

overhead can be minimized by carefully applyingssemonly on the most critical paths.

The proposed 32 nm delay sensor uses actwk signal and an advanced clock signal
to create a guard band for sampling data that alldstection of the timing failures in advance.
This method is similar to the Razor flip-flop, hovee using an advanced clock signal removes
the need for an error recovery circuit as erroegliot timing failures but don’t correspond to
the actual failures. The proposed design can redlbeepower consumption by 1/1.7 as
compared to the worst case design. The proposegndatso avoids the meta-stability and

short path delay constraints and can easily bendgteto provide soft error correction.

3.1 In-situ monitoring of timing failures

Number of chips

Acceptable frequency
& power consumption

Too slow Too leaky
frequency
fw fn fb
worstcast nomina cast bestcast

Figure 3.1: Frequency distribution of a typical deggn.

Variability in nano-CMOS devices is very high, alalge safety margins are therefore
needed that degrade the usefulness of scaling.id&rres sample design A that can operate at
a maximum clock speed 6f. Process variations cause a large spread in tbeitcdelay of
design A and a distribution of the operating fragpyeis obtained as shown in Figure 3.1.

Although most of the chips fall in the nominal fuemcy/ power bin, a significant number of
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chips either have excessive leakage or are too. <love design method is to increase the
supply voltage to recover slow chips by increadimgir clocking frequency. However this
will unnecessarily increase power consumption afséhchips which meet the frequency
requirements. Another design method is to operthtehgps at a lower frequency (than the
nominal frequency) to increase the number of fumeti chips. However this will result in a

loss of performance for chips which fall in the noat and high frequency bins.

In-situ monitoring of the timing errors provides a meclkamito dynamically tune chip
frequency or supply voltage in proportion to theohip variations. The idea is to sample data
with an early clock edge, called pre-sampling [9] 6r sample data with a delayed clock
edge, called post-sampling [6, 7]. Pre-samplinteyues are simple and have less overhead
as they don't allow errors to occur. In contrasistepsampling techniques allow errors to
occur, thus permitting even more down scaling & gupply voltage for higher energy
savings, but require an error recovery mechanisah lths a higher performance overhead.
The Canary flip-flop was presented to provide thegampling of data without the need of a
delay line. A buffer is put at the input to the @anflip—flop to sample data before the main
flip-flop as shown in Figure 3.2. Any mismatch beem the outputs of the Canary flip-flop
and the main flip-flop is flagged as an error sigile present a 45 nm delay sensor in the
next section that extends the idea of Canary fop-tind incurs very low power/performance
overhead.

Main flip-flop

Data g————pn [—@

A Q

D
Euffer
} Error signal
‘D D 7

C

Clock =——g—> Comparator

Canary flip-flop

Figure 3.2: Circuit diagram of the Canary flip-flop.
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3.2 A 45 nm delay sensor

We propose a 45 nm delay sensor [19] to ptede timing failures for the combinational
logic due to large variations and degradation. pitoposed design avoids the need of an error
recovery circuit, simplifies clock design, and ircua very low area/power overhead
compared to the previously proposed delay senssigmie This section provides design,

implementation, and simulation results of the psgab45 nm delay sensor.

3.2.1 Proposed 45 nm sensor design
Figure 3.3(a) illustrates a circuit level iraplentation of the proposed sensor. It consists of

a main master-slave flip-flop augmented with angemanaster-slave flip-flop to pre-sample
data. Any difference between the values storedhbytwo flip-flops is indicated as an error
signal. Instead of putting an additional buffeitteg input of the image flip-flop, we use the
output of the master latch in the main flip-flopaadelayed input to the image flip-flop. Latch
A now acts as master to latch B as well as a dbldfer to latch C. This minimizes the
performance overhead, an increase in the critiath jplelay, and makes it more robust to
invalidation due to hazards as compared to the @atti@-flop. Moreover removing the

additional delay buffer decreases the area and povezhead of the sensor.

Both latch A and C become transparent on fgaledge of the clock signal and a delayed
data is latched by latch C, while latch B and D @paque during this interval and do not pass
this data at the output. Since latch A always rtbutes some positive delay to the input to
latch C, a positive guard band in capturing datatah A and C is ensured even when there
are high process and temperature variations. Becaluthis resilience to variability we can
detect variations and degradation before the aetuwats start to occur. Any signal transition
in this guard band is captured by latch A providisdsetup timing requirements are met.
However latch C can't capture any transition ingo@rd band as its setup timing requirement
is violated and an error signal is flagged. The parator is pre-charged when the clock signal
is high to avoid generation of a spurious erronaigand it is discharged if the outputs of
latches B and D mismatch during the negative ckigkal. We have used an error generation
circuit [6] that does a logical OR-operation of thlé error signals™ generated by each sensor
for each pipelined stage as shown in Figure 3.3(Isgts the ‘Error out’ signal high when the

clock signal is low and at least one error siginak‘high during that period. Since there are
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some transients at the start of clock cycle, tlmesfit latches data during the negative clock
cycle when these transients have settled.

Main flip-flop

1
1
1
A : Out
1
1

Clk_inv

Image flip-flop

Clk Clk_inv

Clk_inv —q
Error out
Error1 Error2 Error3 Error | °
rror rror rror rror i
- —| [ oo b
Clk inv
Clk_inv —

(b)

Figure 3.3: Circuit level implementation of the (a)sensor (b) error generation circuit.

Figure 3.4 shows the timing diagram of the eemperation. The image flip-flop receives
the Data_delayed signal which is a delayed versfahe Data signal. When Clock=0 during
the first clock cycle, latches A and C are transpaand pass correct data at their input as
their set up time requirement is met. When Cloclufing the second clock cycle, latches A
and C store correct data and output this to lat@hemnd D respectively, which are now
transparent. The comparator is pre-charged to alow transients at the output latches to
settle. When Clock=0 during the second clock cylelesh A becomes transparent again and
passes the correct data. However, latch C cantuoagorrect data as the delayed data misses
its set up time requirement. The error signal resmdow since both latch B and D store
correct data. When Clock=1 in the third clock cydétch B receives correct data from latch
A and latch D receives wrong data from latch C.e&ror signal is flagged when Clock=0 in
the third clock cycle to indicate a pre-detecteahiig error. This method avoids data
transitions at the main flip-flop when the clocgrsal makes a transition. This minimizes the
chance of meta-stability. Moreover the existenca short path doesn’t invalidate data in the
shadow flip-flop which avoids the short path detaystraint.
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Figure 3.4: Timing diagram of sensor operation irmultiple clock cycles. Data signal makes transitioim

the guard band in the second clock cycle, and corpeently different values are stored in both flip-fops.
An error signal is flagged in the third clock cycle

Figure 3.5 illustrates application of the proposedsor at different stages of a pipelined
system. At each stage, the sensor can be careifpfijed at the most critical paths only to
avoid extra power and area overhead. The errorutaitpf all the sensors at each stage are
compressed using the error generation circuitry argingle error signal is outputted. The
output signals at each stage can be further cosgue® generate a single error out signal for
the whole system. Since the error signal represamtearly timing failure, the system can
avoid the actual timing errors using different cemgation techniques [48, 49].
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Figure 3.5: Application of the proposed sensor in @ipelined system.
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The proposed design removes some serious dckwbassociated with the Razor and
Canary flip-flops. The main flip-flop in the Razdesign can suffer meta-stability due to
simultaneous switching of the data and clock sgnBhat can flag a timing error and trigger a
complex error recovery mechanism. In the propo®=igd the main flip-flop does not suffer
from meta-stability since the data transitions odwefore the clock signal changes. However
it is possible that the input signal at the imadjp-ffop and the clock signal change
simultaneously, resulting in a meta-stability o flmage flip-flop. This event may result in a
flagging of the Error out signal. Since the datared in the main flip-flop is not invalidated,
an error recovery circuit is not required. In casghe Razor flip-flop, the short path delay

constraint requires that the minimum path delayukhbe larger than the clock delat,,’

elay

plus the hold time of the shadow latct,,,’. Since the path delays can be of any minimum

value for the proposed design without invalidating outputs, our design doesn’t suffer from
short path problem, i.e. a single phase clockirhtes the short path constraint [51].

The delay buffer at the data input makes thaaty flip-flop prone to invalidation due to
hazards as in case of the path delay testing [8]ayDtesting is invalidated when a fast
switching path pre-empts another path that shacesremon segment with it [88]. Therefore a
fast switching branch can increase the delay abther branch of the Canary flip-flop thus
can result in a timing error. Cross talk betweenttho input segments of the Canary flip-flop
can alter the max-path delay that can also resuitiing failures. Since both the main flip-
flop and the image flip-flop share a single critipath, the proposed design is more robust to
hazards and cross talk. Moreover the delay buffeurs significant area and power overhead,
especially when a longer guard band is requirezbpe with input/process variations. A large
number of critical paths might require-situ monitoring due to high variability in future
technologies. The proposed sensor avoids the additdelay buffer used in the Canary flip-

flop and therefore incurs lower area/power overhead

3.2.2 Soft error correction

We have also added a soft error correctionutif, 46] to extend the sensor’s capability to
provide robustness against soft errors as shovngure 3.6. The proposed design provides a
protection against soft errors in the combinatiarieduit (SET) and in memory elements or
flip-flop (SEU). Using the fact that the soft ersom the combinational logic appear as

glitches [46], we sample data using the main flgpfand its delayed version using image
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flip-flop. Both flip-flops store different valuesiicase of a soft error in the combinational
logic. The soft error correction element latchedeom the main flip-flop as it keeps correct
output. In case of SEU, we assumed that all fatehles (A, B, C, D, and the output latch) can
flip their state due to a soft error. When the Rlsignal is high, latches B and D pass correct
data (assuming latches A and C are not affected Bgft error during this interval). The
chances of latches B and D getting a soft errovarg low since they are driven by master
latches. Similarly the output latch is less susbépto a soft error when it is driven by latch
B. When the clock signal becomes low, then latcar® C becomes transparent. They have
very little chance of having a soft error as they driven by the input signal. However latch
B, D and the output latch can be affected by softre. A soft error may occur when a
particle strike flips the state of latch B or latioh Since their outputs mismatch, the soft error
correction element will not propagate any daténatdutput and the output latch will hold the
correct data in its feedback loop. Similarly if tharticle strike flips the state of the output
latch, it will recover correct state since it isl feorrect data by latch B and D.
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Image flip-flop
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Figure 3.6: Sensor design with soft error correctin.

3.2.3 Simulation results

In order to assess the usefulness of the peapdS nm delay sensor for a robust low power
circuit operation in nano-CMOS technologies, weiglesd a 32 bit Carry Select Adder (CSA)
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and a 16x16 Carry Save Multiplier (CSM) as combore! logic test benches for the circuit
level simulations. Table 3.1 shows the specificaiof both test circuits for our simulations.
Two different design methods were used to add sipéstic design margin in terms of delay
and power. Static and dynamic variability was thgacted separately into different designs
to extract possible energy reductions in the césbfferent variations. We have used the 32
nm Predictive Technology Models (PTM) from Arizo&tate University [24] and 45 nm High

Performance BSIM4 model cards from the UniversityGtasgow [22, 89] to carry out our

simulations. Figure 3.7 illustrates our method gate level simulation of temperature and
statistical variability. Gate level descriptiontbe test bench circuits was given in the form of
a HSPICE netlist. C/MATLAB scripts were used to gess this list to insert statistical and
temperature variations. C-scripts were then useiddert random input vectors in HSPICE
netlists for circuit simulation at different clookycles. Finally MATLAB was used for

processing HSPICE generated data.

Table 3.1: Specification of the test circuits.

Number of | Number of Number of
Number | Number | Outputs | Outputs| transistors | transistors transistors
Test of of with with (with flip- (with (with Canary
circuit inputs | outputs | sensors| flip-flop | flops only) proposed flip-flops)
Sensors)
32-bit
CSA 64 33 13 20 2760 3203 3255
16x16
CSM 32 32 16 16 8896 9438 9502
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Figure 3.7: Design flow for gate level simulationfadaemperature and statistical variability.

3.2.3.1 Temperature Variations

The 32-bit CSA was designed using 32 nm PTM ef®tb evaluate sensor’s robustness
and to quantify energy savings in the case of teatpee variations. We applied 12,000
random input vectors to the CSA to identify theical paths and the maximum circuit delay.
In order to minimize the power overhead, the sems® applied only on 40% of all the paths
that had maximum delay. The critical voltage wasfibto be 1.02V by running circuit level
simulations at 90% of the base line clock perioch aemperature of 88C to account for
process and temperature variations [7]. The samefsandom input vectors was applied to
the CSA when equipped with and without the sensatifferent voltage and temperature
conditions. Figure 3.8 illustrates the average pgvee cycle consumed by the CSA based on
the worst case design and the sensor based désigalarity only those points are plotted for
the sensor based design where the circuit opertedminimum voltage without any pre-
detected or actual error. It was found that serizased design can reduce the power

consumption by 1/1.5146p Wvs 97uW ) as compared to the worst case design. The device

delay degrades with the temperature rise and tloeicidelay increases. This increases the

pre-detected error rate as more outputs fall indideguard band. The average power for the
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worst case design remains nearly the same asdlyalaperates on the same voltage selected
at the design time. However for the sensor basetyulesoltage is increased or decreased
depending upon the detection of pre-detected efmrsa defined number of cycles. The

amount of energy saving reduces with increasingé&rature since the sensor detects more
errors.
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Figure 3.8: Power consumption for two different deign methods.

Approximately 60,000 HSPICE simulations wereried out that applied random input
vectors to the CSA at different voltage and temjpeeaconditions in order to assess the
sensor’s robustness against temperature variatidhs.results indicate that the sensor is able
to pre-detect timing errors at each temperaturadition before they actually happen as
illustrated in Figure 3.9. The sensor detects npoeedetected and actual errors as the supply
voltage is dropped or the temperature is increasée. circuit delay increases and more
output transitions either fall inside the guard dbar miss their setup time requirements
resulting in pre-detected or actual error respebtivl he total number of actual errors exceeds
pre-detected errors at very low voltages sinceatputs of all the sensors are OR-ed to
generate single ‘Error out’ signal. This providesiethod to drop the supply voltage to a very
low level that is well below its critical value thensures correct operation. Moreover there is

no need for an error recovery circuit since eresesdetected before they actually occur.
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Figure 3.9: Error plot at different temperature and voltage conditions.

Figure 3.10 shows the average power consumedcyde at different voltage and
temperature conditions. Since the circuit delayrdases with a rise in temperature or a
decrease in the supply voltage, the sensor datemts errors in these conditions. The system
then responds by increasing the supply voltage dkenthe circuit run faster and avoid any
timing failure. However choosing high supply vokagosts higher power consumption as
shown in Figure 3.10. This reduces the power rediuahargin at a high temperature. This
margin would further decrease in the presenceaticsvariations. However the combination

of all worst case conditions occurs very rarely.
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Figure 3.11 describes the relationship betwdle®m error rate and average power
consumption with decreasing the supply voltage i#erdnt temperature conditions. A
decrease in the supply voltage results in highergnreductions at the cost of higher error
rate. An increase in the temperature results argelincrease in the error rate. However, the
average power consumption increases very littlés Bhows that a supply voltage can be
selected either to maintain a given error rate @rmnieet certain power consumption

requirements.
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Figure 3.11: Relation between error rate and poweconsumption at different temperature conditions.

3.2.3.2 Statistical Variations
A 16x16 Carry Save Multiplier (CSM) was desidnesing 45 nm BSIM4 models from the

University of Glasgow. These models are based Bnn@ gate length devices [89].
Approximately 200 models were extracted based enviriability simulations of different
sources of statistical variability including Randdbimscrete Dopant (RDD), Poly-Si Gate
Granularity (PGG), and Line Edge Roughness (LER)ofbination of C and MATLAB
scripts were used to insert devices randomly frdra ensemble of 200 models. Ten
randomized versions of CSM (with sensor) were ggedr to observe robustness of the

proposed sensor in case of statistical variability.
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Figure 3.12: Error rate comparison for two extrenstances of the CSM.

Over 12,000 random input vectors were appleethé CSM to find out the maximum path
delay and the critical paths in the circuit. Inst@d increasing the supply voltage, we added a
20% delay guard band (GB) to the clocking frequetocgccount for process and temperature
variations. The sensor was applied on 50% of al ¢htical paths to pre-detect timing
failures. Since a large computational time is rezfliifor the gate level simulation of our
design, therefore we selected 100 worst case wef@tom the random input vectors. The
impact of statistical variability on the designegident in terms of two extreme cases of the
same circuit as illustrated in Figure 3.12. Aboli0® HSPICE simulations were performed
that applied worst case vectors to both worst ¢2S#s at different supply voltages. The
sensor was able to detect timing failure at 0.70Y the best case CSM providing the
maximum power reduction. The power reduction ismatimum for the worst case instance of
the CSM when the sensor starts pre-detecting tirfadigre at 0.86 V. The sensor was able to
pre-detect timing errors before the actual errauaed for both the extreme case designs.

Figure 3.13 illustrates the error rate plot i@y randomized instances of the CSM. We
applied the same 100 worst case vectors to alhese¢ CSM circuits at different supply
voltages to give a fair comparison. For simplicitye results are sorted by the error rate to
give a clear picture of the outcomes for each dircthe sensor was able to detect timing

failure in all the cases, since the shaded surf@egmesenting pre-detected errors) occur
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before the transparent surfaces (actual errors).c#/e see two extreme cases where the
statistical variability causes a large differenoethe CSM delays. However the error rate
remains comparable for most of the circuits. Tfoeeg using a high voltage or adding a large
timing guard band indiscriminately for all the cirts will result in a waste of the useful
energy. In contrast the sensor based design sele@ppropriate supply voltage or frequency
depending on the actual variability or device waatrwith time.

To test the efficiency of proposed sensor endiinamic power regulation, we consider the
case where each of these CSM is equipped with tgelregulator which increases or
decreases the supply voltage by observing the eaterfor a defined number of clock cycles.
The system starts of with pessimistic guard ban®.a8T (T is the clock period) and the
voltage regulator decreases the supply voltagel antpre-detected error occurs. The
simulation results show that the proposed 45 nraydstnsor reduces the power consumption

by 1/1.4 328uW vs.239uW ) on average as compared to the worst case deSiyn.
maximum of 1.7X B27uW vs198uW ) and a minimum of 1.1X 328uW vs.305uW)

improvements in the average power of the CSM iendesl as compared to the worst case
design. For high performance applications, thisictidn in power can be exploited to boost
clocking speed.
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! . </
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Figure 3.13: Error rate plot with decreasing supplyvoltage for randomized CMS circuits.
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Figure 3.14 shows the relationship betweenreat® and the average power consumption
for the worst case instance of the CSM. As the@kluyoltage is dropped, the average power
consumed by the CSM decreases proportionally. Hewavdecrease in the supply voltage
increases the circuit delay which results in margot signal transitions in the guard band of
the sensor. These are flagged by the sensor adefreted errors and the error rate rises
exponentially with the decreasing supply voltagesrall decrease in the supply voltage
results in a large increase in the error rate efioee, the voltage supply step size should be
kept small to maintain an acceptable error rateopiimal supply voltage can be selected for

each CSM that meets given power requirements antaiag an acceptable error rate.
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Figure 3.14: Relation between power reduction andreor rate for CSM (worst case).

An important observation from these simulatimthat a guard band of 20% might not be
enough to account for both the process and temperaariations. It should be noted that an
additional guard band is needed for the degradaisothevices wear out with time and become
slower. For illustration, we designed a 30 stageiiter chain and the sensor was applied at
the output. MATLAB scripts were used to mimic atagle regulator that would increase or
decrease the supply voltage depending on when i@aglgiected error is detected, or not, on
each clock cycle. Again MATLAB and C scripts wensed to create 200 randomized
versions of the inverter chain circuit. A guard tari 10%, 20%, 30% and 40% was added to
all of these circuits and HSPICE simulations weagied out for 50 clock cycles. The results
of these simulations for GB=0.1T and GB=0.4T (wh&neepresent typical case clock period

without guard band) are shown in Figure 3.15.
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The voltage regulator starts with an ihigapply voltage of 0.9V and then decrements
this voltage in next clock cycle to reduce desigargins provided there is no pre-detected
error. When a timing failure is detected then isea the supply voltage in the next clock
cycle, therefore it follows a zig-zag path aftewfelock cycles. As the length of guard band is
increased, the clock speed gets slower. Howeverg raotputs can now meet their timing
requirements even under high statistical variatioftse voltage regulator had to increase
supply voltage to avoid timing failure when the glband was 0.1T. As the length of guard
band increased, more outputs met their timing requents and the voltage regulator could
drop supply voltage to save power. The greatestepaeduction is achieved with a guard
band of 0.4T when most of the circuits could opeedta very low supply voltage. Figure 3.16
demonstrates the impact of guard band on the asexagply voltage of different randomized
instances of a 30 stage inverter chain circuit. aherage supply voltage decreases with the
increase in the guard band. This provides higheveporeductions at the cost of a low

operating frequency.

These simulations indicate that a guard bankrgth 0.3T-0.4T (30% - 40%) would be
needed to avoid timing failure for these circultscan be concluded that future technology
nodes will require even large guard bands to atidtional and timing failures. Moreover,
the device degradation is expected to get worseoritey32 nm technology node [5].
Therefore, a sufficiently large guard band willneeded that will have a significant impact on
the performance. This necessitates the use of sbased designs to avoid large pessimistic
guard bands. Another way to use this sensor indease the operating frequency to reduce
performance overhead for a large guard band, atdkeof lower energy savings. There is a
trade off between the maximum clock frequency aodigy reductions achieved for both
cases. However the sensor based design providestahgent utilization of the useful

performance and power resources.
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Figure 3.16: Impact of guard band on the average gply voltage of a 30 stage inverter chain.

3.2.4 Area and power comparison

We simulated both test circuits (CSA and CSM) uanQanary flip-flop and the proposed
sensor for a comparative analysis. For a fair perémce comparison, a set of 2000 worst case
vectors were applied to each of the test circiie. found that the proposed 45 nm delay
sensor had a lower performance overhead (0.9%)rapared to the Canary flip-flop (1.4%).
For area and power comparison, we appended thehipaflop and the proposed sensor on
40% and 50% of the critical paths of the CSA andMC&spectively. Approximately 1500
worst case vectors were applied to both designsglifterent lengths of the guard bands, the
results of these simulations are shown in Figufe’.3The Canary flip-flop based design
incurs a significant power overhead as compardtidgroposed sensor design for both CSA
(12% vs. 7%) and CSM (11% vs. 3%) for a guard b&®E=35ps. Similar improvements in
the area overhead are observed for the proposéghdesoth test cases, CSA (22% vs. 16%)
and CSM (8% vs. 6%). It is expected that the nunatbaritical paths will increase in future
generations due to a rise in process variationsréfbre more critical paths will requine-
situ monitoring. Moreover since the predictive-situ monitoring doesn’t have an error
recovery mechanism, a longer guard band would bengigl to minimize the chances of
timing failure due to input variations. The propdsensor design presents a more area and

power efficient alternative to the Canary flip-flop
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Figure 3.17: Area and power overhead vs. guard banfibr both test circuits.

3.3 A 32 nm delay sensor

The previously proposed 45 nm delay sensoriges an extension to the Canary flip-flop
design by using the master latch of the main figp-fas a delay buffer to detect the timing
failures. We now present a 32 nm delay sensortfistjuses an advance clock signal to pre-
detect the timing failures. This design works samtb the Razor flip-flop; however, the errors
are predicted as opposed to detected in the Réipefiop. This section provides design,
implementation, and simulation results of the psgab32 nm delay sensor.

3.3.1 Proposed 32 nm sensor design

The structure of the proposed 32 nm delapaeis very similar to the Razor flip-flop
however the difference lies in sampling of the dfmiaboth designs. The Razor flip-flop
performs post-sampling of the data by using a aelagtock for the shadow latch. It allows
the data to violate timing margins of the main fligp in order to achieve higher energy
savings using the data dependency. However it regjan error recovery circuit that incurs a
performance penalty and increases the complexithefdesign. The proposed 32 nm delay
sensor uses an advanced clock signal to samplerdtta shadow latch first and then with a

delayed signal (original clock) in the main fligf, this method is called pre-sampling. Errors
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are predicted in advance before an actual timimgretoes occur. Therefore it avoids the
requirement for an error detection and recoveryhaeism. However it doesn't utilize higher

data dependency and therefore has lower energgtieds compared to the Razor flip-flop.

Figure 3.18 illustrates the timing operatiohthe pre-sampling (proposed) and post-
sampling (Razor) methods. The gap between the Glimglal and the D_clock forms a guard
band to detect timing failures for the proposedgiesAny errors after the rising edge of the
Clock signal are detected timing failures for thestpsampling design. There is no timing
violation during the first clock cycle for both dgss; therefore the error signals are low. The
Data signal makes a transition inside the guardl banthe proposed design in the second
clock cycle and an error signal is flagged. Theoregignal for the post-sampling (Razor)
remains low as it doesn't predict timing failur@hie Data signal violates setup time in the
forth clock cycle, therefore the post sampling rodttilags a timing failure. However the
proposed design can't detect this error becausérttieg violation (data transition) occurred

outside the guard band interval of the proposeddes

cyclel | | cycle2 | | cycle3 | | cycle4
GB
Clock _I | ' I |
D Clock ] ' | I L
o LT
Error signal Ql | d? )/—l\g_
Proposed sensor f f
Error signal U | | | |
g o 5y \) /

Razor flip-flop

Figure 3.18: Timing diagram illustrating pre/post-sampling of data.

Figure 3.19(a) shows the detailed circuit lewvglementation of the proposed 32 nm delay
sensor. The proposed sensor consists of a conaahtimaster-slave flip-flop augmented with
a shadow latch that operates at an advanced cigell 20 detect timing failures in advance.
An error signal is flagged by the comparator (Essta OR) to predict a timing failure when
the latches A and C hold different values. Latcétdres data when the delayed clock signal is

high and becomes transparent when the delayed slgdal is low. Latch C is transparent
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when the clock signal is low and becomes opaqueratike. The delay between the clock and
its delayed version creates a guard band to d#tediming failures. Any signal transition in
this interval is detected and flagged as the tinfailyire due variation, degradation or a too
small voltage required in case of dynamic voltag@exd (DVS) processors. The propagation
delay of the clock buffer ensures a positive guzadd even when the process variations are
high that makes it very robust to variability [5The shadow latch experiences a timing
failure earlier than the main flip-flop and thenefat can detect timing errors in advance. The
delay buffer doesn’t add any overhead to the ckpeed and it serves only to delay the clock

signal.

Figure 3.19(b) shows the error generationudir®] to perform a logical OR of the error
outputs of the individual delay sensors. It is pharged to output a zero error when the
delayed clock signal is low. An error signal is geated when any sensor flags an error signal
‘N’ while the delayed clock signal is high as wdlsing the delayed clock signal avoids
generation of a false error signal that may occhemthe latches A and C output different
values before the falling edge of the delayed clsigkal. It may happen when the latch C,
operating with the clock signal (advanced), stov@s data while the latch A, operating with a
delayed clock signal, still holds an old data. Tifeerence in stored values can raise an error
flag by the comparator. Clocking the error generatircuit avoids any unwanted spurious
error signal (occurring outside the guard band deky sensor) to discharge the circuit and

signal false errors.

Delay buffer
Clock |I: Clock_delayed
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(a) Sensor circuit
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Figure 3.19: Circuit implementation of (a) sensorlf) error generation circuit.

Figure 3.20 shows the timing operation of tmeppsed delay sensor for different clock
cycles. The data signal makes transition beforesttue of the guard band, and therefore meets
timing requirements of the both latches A and Ce @klayed clock signal raises high at the
start of second clock cycle. The latch B becomassjparent and passes the data stored by
latch A to the output. The error signal remains kince both latches store the same values.
The data signal makes a transition inside the gummd in the third cycle. The signal
transition satisfies the setup timing requiremesftshe latch A and a correct data is stored.
However latch C misses its set up timing require@nd a wrong data is saved. The
comparator generates an error signal in the thiogkccycle indicating a timing failure.
Compensation methods like voltage scaling or bodgibg can then be used to avoid the
actual timing failures. Since this method keepsdai transitions to occur before the start of
the guard band therefore the chances of the simedtss data and clock signal transitions are
minimized, i.e. it is more robust to meta-stability addition any short path doesn’t invalidate
data in the shadow latch as the main flip-flop etothe correct data; therefore it avoids the
short path constraint as well.
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Figure 3.20: Timing diagram of sensor operation.

Figure 3.21 shows an application of the propodeldy sensor in different stages of a
pipelined processor. Each stage uses a set of defeprs embedded at the critical paths only
to avoid a higher area and power overhead. Thdligs and the sensors at each stage run on
the delayed clock signal while the shadow latchraes at normal clock signal (advanced in
this case). The error generator circuit is usedddogical OR of errors at each stage that
generates an error signal if any path experiencdslay failure. The error signals at each
stage are further OR-ed to generate a global sigoal. Different compensation schemes can
then be applied to avoid actual timing failuresuay of the stages of the pipelined system. For
a fine grained system, each stage can have anandept control mechanism that can adjust
the supply voltage, frequency or the body biasvimdaactual delay failures of that stage only.
This allows maximizing the energy reductions asheatage operates according to its
variability. Therefore no worst case matrices @gé# or frequency) are chosen to operate all
stages that degrade possible improvements ofirik&tu design. However this would

complicate the design as each stage requires easegampensation mechanism.

The delayed clock signal can be locally gemetdor each stage to avoid having an extra
clock tree. However this method is more prone tocess and environmental variations as
each delay buffer (delay element) may give diffediay to the original clock signal that can
lead to synchronization problems. A single clockagldouffer can avoid an extra overhead of

local generation of the delayed clock signal anan@e robust to variations. However it
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increases the clock tree capacitances and may watgthe clock tree design.
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Figure 3.21: Application of the sensor in differentpipeline stages.

3.3.2 Simulation results

We have used the 32 nm PTM models and 45 niM8Snodel cards to evaluate
effectiveness of the proposed delay sensor undepdrature and statistical variations,
respectively. This section discusses the resultowf simulations for temperature and

statistical variations.

3.3.2.1 Statistical variations

To illustrate the application of the proposethg sensor for am-situ design, we designed
a simple 30 stages inverter chain circuit as tedtdnd embedded the proposed sensor at the
output. We used 45 nm BSIM4 model cards with thésttcal sources of variability to verify
functionality of the proposed 32 nm delay sensar tfos simple test circuit. A voltage
regulator was used to increment or decrement tpplgwoltage after each cycle depending
on if a timing failure occurs or not. The voltagmulator is simulated to decrease the supply
voltage until a timing failure is detected. It themises the supply voltage to avoid any timing
failure in future. Since a single critical path =iand circuit delay is dictated by this path,
therefore the supply voltage follows a zig-zag grattafter initial cycles that calibrate the
circuit according to variability. Figure 3.22 showbke result of statistical variability

simulations of the inverter chain for 4 differensiances. The voltage-time graphs are plotted
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for 50 cycle cycles only for simplicity. The initisupply voltage for the test circuit is set high
(1V) to avoid any timing errors (actual). The vgkaregulator then keeps decrementing the
supply voltage after each cycle as long as no eigmal (predicted) is flagged. Once a error
signal is flagged by the delay sensor, the regukstirts to increment the supply voltage until
the timing error (predicted) is avoided. We obsettvat a minimum supply voltage can be
selected for each instance that will minimize tingirtg error and provide the highest energy
savings. In contrast a conventional design selbesvorst case supply voltage (1V) for all
instances of the circuit that does incur high epengerhead. Our simulations indicate that the

in-situ design using timing sensors (proposed) can pravigle energy savings compared to a
conventional worst case design.

0.81

0.8+

0.791

0.78+1

0.77¢

0.761

Supply voltage (V)

0.75}

0.741

0.73

0 5 10 15 20 25 30 35 40 45 50
Clock cycles

Figure 3.22: Inverter chain simulation under statigical variability.

3.3.2.2 Temperature variations

A 32 bit Carry Select Adder (CSA) was desijrusing Predictive Technology Models
(PTM) [24] for 32 nm technology node in order toaqtify possible power reductions using
the proposed sensor design for the combinatiorgc loircuits. C / MATLAB scripts were
used to insert random vectors in HSPICE net list the simulations were carried out at
different temperature and voltage conditions. Razor flip flop and the Canary flip flop
were applied separately to the CSA to have a famparison with earlier sensor designs. It
was found that the proposed sensor had a much lpgrésrmance overhead, less than 0.5%

as compared to 1.4% for the Canary logic and 2.2%® Razor flip-flop. Addition of the
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delay buffer causes higher performance overhease of the Canary logic. However it is
still less than Razor flip flop since it doesn’'tquére an error recovery circuit. For power
comparison, we applied the same set of inputs veaotdhe CSA equipped with different

sensors under the same process, temperature, hadevoonditions. The Razor flip-flop had

the highest power overhead of 7.3% due to a comgtex recovery circuitry. Whereas the
proposed 32 nm delay sensor had a 4% power ovethati$ lower than the overhead for the
Canary flip-flop (6.7%). The delay buffer at theiun of the Canary flip flop is non-sharable
and therefore incurs a extra power overhead, whaeseause a single clock delay buffer for

all the sensors that reduces the power overhead.
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Figure 3.23: Plot of actual and pre-detected errors

To verify the functionality of our sensor cirtuve performed 42000 HSPICE simulations
that applied random inputs to the CSA at diffenesitage and temperature conditions. Plot of
the actual errors and pre-detected errors at diftelemperature and supply voltage conditions
is shown in Figure 3.23. For each temperature ¢@mdihe sensor was able to pre-detect
timing failure at a higher voltage before the atte@ors. The system can then use some
compensation schemes like adaptive voltage scalaugptive body bias, or adaptive
frequency scaling to avoid the actual errors. tiherefore possible to use such a sensor in a

DVS processor where the supply voltage can be @éapp a low voltage that ensures the
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correct operation without the need for an errorexion operation. More errors are detected
either at a high temperature or low supply voltdge to a rise in the circuit delay. Because of

its resilience to process and temperature varigfithe sensor does not fail even at worst case

temperature of 85C.

The proposed sensor was applied to only 40%l ¢fie paths which had a maximum delay
to minimize the power overhead. The critical vo#tagas found to be 1.02 volts by running
circuit simulations with 90% of the base line clquriod at a temperature of 86 to account
for process and environmental variations [7]. FégBr24 shows a plot of the average power
consumed per cycle by the CSA based on the wosst dasign and with the proposed sensor.
For comparison only those points are chosen wiereénsor operated at a minimum voltage
without any pre-detected error. The device delaygases with temperature and more outputs
fall within the guard band. Thus the sensor detewise errors as the temperature is raised.
These results in lower power savings as it therdsi¢e be operated at a higher voltage to

avoid the actual timing failures, highest powerugtns by 1/1.7 277uW vs162uW) are

observed at 25C. There is very little increase in the average growith a temperature rise

for the CSA worst case design as it always opesdtadixed supply voltage.

Figure 3.25 illustrates the relationship betwdenpower consumption and the error rate at
different temperature and voltage conditions. Threreate falls exponentially as the supply
voltage increases and the power consumption riseause of its non linear dependence on
the supply voltage. A rise in temperature signifitaincreases the error rate, however, the
power consumption increases very little indicatingweak dependence of power on
temperature. This plot also shows that a supplyagel can be selected for a sensor based
design that either meets power requirements or taias a given error rate at different

temperature conditions.

63



g I | I |
- I I I I
Nad) ___I____I__]___l_—_ -
o EJ‘D_I—E |-E|—|
p—
) -E-—-E _ k- -4 - - e - - - - =
> I I I I
Q | | | |
53 I I I R I
2. I I I I

S TR RO I B
E | | | )/
3 I I I
o} TTTrrTTIT T T T T T T T
e | I w7 |
) L __ 1 _ _l___L___
%1) I I I
b Cd | | |
‘1>’ — @m“r —|[-® Sensor based destgr
< [ [ Worst case design

e i = e

50 60 70 80 90
Temperature (C)
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Figure 3.25: Relation between power consumed andrer rate at different temperatures with decreasing
supply voltage.

3.4 Chapter summary

Large variations, aggressive degradation, ewodeasing soft error rate pose serious
challenges for a reliable circuit design in futteehnologies. Conventional design methods
add pessimistic voltage or frequency margins taiobfully functional designs. However
these methods incur high power/performance overlasadnost of the dies meet desired

delay/power specification#n-situ monitoring of the timing failures provides a hantth tune
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chip voltage/frequency that corresponds to thelop-eariability, thereby allows an efficient
use of power/frequency resources. We have presdntedhovel delays sensors to detect
timing failures in advance. The proposed 45 nmydsémnsor uses the delay of a master latch
in a conventional master-slave flip-flop to preatgttiming failures before they cause the
actual errors. This provides a handle to eitheretese the supply voltage to save energy or
increase the clocking frequency for high perfornearapplications while keeping an
acceptable error rate. The sensor can avoid laegsimistic design margins for a robust
design in future technologies at a minimum perfaroga and power overhead. It has
negligible impact on the maximum path delay, wile total performance overhead is also
very small (less than 0.9%). The power overheabaut 5.5% when the sensor is applied on
50% of all the critical paths. However, this canni@imized by applying the sensor on fewer
but more probable critical paths. The proposed@ecan be extended to provide soft error
correction simultaneously at the cost of a smaltgrooverhead. HSPICE simulations carried
out on a 32bit CSA with temperature variations gs32 nm PTM indicate that the proposed
design can reduces the average power consumptidilldy as compared to the worst case
design. We are able to extract a reduction by 1ifi the average power consumption of a
16x16 CSM with statistical variations (RDD, LER,daRGG). Our simulations also indicate
that future technologies might require very largearg band for reliable design that would

cost high power/performance overhead in the casermfentional worst case designs.

The proposed 32 nm delay sensor uses an eartk eédge to detect timing failures in
advance. It can be applied to a DVS processortecta minimum supply voltage that ensures
correct operation without requiring a complex emegovery mechanism which is essential for
the Razor based design. By avoiding the delay bwaffedata input, it significantly reduces
performance overhead as compared to the Canasfydppand the total performance overhead
is less than 0.5% which is much smaller comparedatdier designs. Similarly the power
overhead is about 4% which is quite small as coetdo the Razor flip-flop (7.3%).
Simulation results indicate that the proposed 32detay sensor based design can reduce the

power consumption by 1/1.7 as compared to the veast design.

Both the delay sensors can be used to redueedésign margins for lower process
technologies as well as their operation remainsstmlee, however the energy reductions may

be different. The proposed 32 nm delay sensor hiasver area overhead (less number of
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transistors per sensor) as compared to the 45 tay densor, however it may complicate the
clock tree design due to the requirement of a @elagfock signal. The energy reductions are
higher for the 32 nm delay sensor as it has a Ilguard band and therefore can reduce the
design margins further. The proposed delay senediss section can provide robust circuit
operation for the combinational logic. It is imot to note that variability has even higher
impact on the sequential elements like SRAM cdls@mpared to the combinational logic due
to their symmetrical nature. Increased variatioas easily disturb the symmetrical balance
achieved for latch elements (e.g. SRAM cells, samsplifiers) through careful sizing that can
lead to functional failures. The next chapters @néour work on SRAM design due to its

higher influence on system performance, power,carstl
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Chapter 4
4. Variability resilient SRAM designs

SRAM cache has been the preferred choicedoades to occupy the upper level memory
hierarchy, including registers, on chip caches, arnory buffers, because it provides the
highest access speed in embedded memories andessantkegration with the logic circuits
[10]. Increasing size of the SRAM cache memory thasefore been an effective method to
enhance system performance since it allows fastarsa to most of data/instructions. Current
on-chip SRAM caches achieve performances that nsth-of-the-art processor core speeds
(3-4 GHz) whereas their counterpart, the off-chiBAM caches, operate just around 600
MHz [10]. However the DRAM caches have capacitiegigabytes as compared to a few
kilobytes for the on-chip caches. The emergenaaulfi-core architectures has driven the use
of large SRAM cache memories to support high badtiwand capacity requirements. This
has resulted in SRAM caches to take up to a 90%eofotal chip area [27]. Similarly SRAM
caches take large portion of the total chip povwmrsamption, especially the leakage power

consumption which is proportional to the numbetrahsistors [68].

SRAM cell sizes have reduced nearly by a fadiotwo with successive generation,
doubling the number of on chip transistors to iaseecache density that follows the Moore’s

Law. Aggressive scaling had lead to fabricationoeér a 208 Mbit of SRAM caches in a
100mm? area, with each cell taking an area of 0.3#6°, in 45 nm technology node for

Intel [10]. However scaling the SRAM cells in na@MOS technologies faces different
challenges including low noise margins and decikas# currents. Standard 6T-SRAM cells
are carefully designed to meet the constrained\wedd requirements without increasing the
area overhead. However increasing parametric vamgiand decreased supply voltages have
reduced the cell noise margins, thereby decreattiagreliability of read/write and hold
operations. Statistical variability in particulaarcresult in each device of a SRAM cell to

behave differently, disturbing the symmetrical bak achieved with sizing. Large threshold
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voltage variations can cause functional failuregreding the reliability of SRAM design [4].
Small cell sizes result in low cell currents theltd longer to discharge the bit-lines, therefore

lead to a higher discharge delay and large poweswaption.

Different SRAM cell topologies have been pragab# the past that increase the robustness
of read and write operation. Since SRAM cells haveelatively poor read stability as
compared to the write operation, most of the pneslyp proposed designs increase read
stability. These include 6T [55, 57, 67], 7T [58], [60-62], 9T [63], and 10T [65, 66] SRAM
designs. A detailed discussion of these designdeaiound in Chapter 2. This chapter will
present operation of a conventional 6T-SRAM desgiability matrices for SRAM design,
proposed asymmetric 6T-SRAM design [21], proposd¥Sree 7T-SRAM design [20], and
proposed fully differential 8T-SRAM design.

4.1 Standard 6T-SRAM design

A standard 6T-SRAM cell consists of two cressipled inverters (M3-M6) to hold the
storage data and two access transistors (M1-M2prtivide controlled access for the
read/write operation. Figure 4.1(a) shows the direchematic of a standard 6T-SRAM cell.
The cross coupled arrangement allows a SRAM cédibtd data as long as the power supply
is available due to the regenerative mechanismhefitverters. This avoids the need of
refresh cycle required in the case of DRAM cellse ccess transistors connect the bit-cells
with the corresponding bit-lines (BL, BLB) and pid& isolation in non-accessed periods.
The word select line, WS, is held high to turn be ticcess transistors during a read/write
operation. Figure 4.1(b) shows architectur@a @bnventional SRAM design. Bit cells are
arranged in form of a matrix of size M x N, whererdpresents the number of rows and N
represents the number of columns. A single worecsdihe, "'WSi’ is connected to a complete
word. SRAM caches are arranged to have multipkediltarrays. A row decoder is used to
select a particular row, and a column decoder & thsed to select a particular word that

enables sharing of the sense amplifier with muétimt-lines.

The bit-lines (BL, BLB) are pre-charged to VI¥Dd the word select line, WS, is turned
high to perform a cell read operation. The bit-liB&, gets discharged when the internal cell
node, V1, holds a ‘zero’. The other bit-line, BL&nnected to the node, V2 that holds a ‘one’
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remains pre-charged. A voltage differential creatadthe bit-lines is then amplifier by the
sense-amplifier to detect a zero or one being r&adtage division between the access
transistor, M1, and the driver transistor, M6, eaishe voltage at node V1. This can cause a
read failure if the raised voltage at node V1 ghlerr than the threshold voltage of the inverter
(M3-M5) that can flip cell data. In the case of t@roperation, complementary data is loaded
on the bit-lines and the word select line, WS,eklhigh. Strong full rail voltages on the bit-
lines force the bit-cells to overwrite new datawAte failure occurs when a new data can't be

loaded in the bit-cells.

WS [ O

BLB

TS
“ B - B

15 IR E6

(b)
Figure 4.1: Standard 6 T-SRAM design (a) 6T-SRAM cél(b) array architecture.
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4.2 SRAM stability metrices

The robustness of a SRAM cell is measureteims of its static-noise-margin (SNM),

write-noise-margin (WNM), hold-noise-margin (HNMgnd cell current I(_,,). Continuous

scaling has lead to a decrease in the noise mavgihsthe increased process variations.
Similarly the supply voltages have been scaled daownorder to reduce the power

consumption. This has resulted in reduced cellecusr and consequently degrading the
discharge delays. This section explains these mesaso quantify the stability improvements

with the proposed cell designs that are presemtéaei next sections.

4.2.1 Read margin

A standard 6T-SRAM cell has a very poor retabitity and is more prone to failures
under increased variations in scaled technologié® read operation stability margin is
expressed in terms of the static-noise-margin (S} is defined as the maximum amount
of noise tolerable at either storage nodes of hvaghout causing loss or corruption of the
stored data [10]. A widely used method to reprefemtSNM is by the use of butterfly curves
to show the cross coupled inverters characteridtigsire 4.2 shows a graphical illustration of
butterfly curves and the corresponding circuit fogy. The access transistors are turned on
and connected to the supply voltage, VDD, to gheefire-charge voltages. The input voltage
is swept from O V to 1 V (VDD) and the output nogdtage (V1, V2) is plotted. The SNM is
represented by an edge of the largest square edchysthe two curves, taking the length of
the minimum of the two squares (s2). Larger islémgth of the square edge, the larger is the
SNM and hence the read stability of the cell. lasmeg the cell ratio is a common method to

increase the SNM, where the cell ratio (CR), [27] represents width ratio of the driver (M5,
M6) and access transistors (M1, M2), shown in Feglul(a).

Cell ratio (CR) =3 = Wus — Wue qE4. 1
WMZ WMl
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Figure 4.2: SNM of standard 6T-SRAM.

4.2.2 Write margin

The write stability is described by the WNMafSRAM cell that represents the minimum
bit-line voltage that can flip the state of a bétd27]. Figure 4.3 shows the butterfly curves
and the corresponding circuit topology to measheeWNM of a standard 6T-SRAM cell. As
we can see the maximum square that can be endiogrdterfly curve is much larger than
the read butterfly curve, therefore, a standardS&RAM cell has a much higher write noise
immunity as compared to read. The stability of erdperation, called the pull-up ratio
(PU),y [27], depends on the width ratio of the pull upngistors (M3, M4) and access

transistors (M1, M2) shown in Figure 4.1(a). Highke y ratio, lowe is the WNM of a
standard SRAM cell.

W
Pull up ratio=y = =— qiE4. 2
W
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Figure 4.3: WNM of standard 6 T-SRAM.

4.2.3 Hold margin

The hold margin represents the maximum amofinbise tolerable at the storage nodes of
a SRAM cell during hold/idle periods without caugiany loss of cell information. Figure 4.4
shows the butterfly curves and the correspondinguitiarrangement to determine the hold-
noise-margin (HNM). Both the access transistorstaned off (connected to the GND) as
they isolate the bit-cell from the bit-lines duriaghold period. Although a SRAM cell has a
relatively large hold noise margin as comparedh® read operation, however, the bit-cells
are put in a low voltage operation in idle peritalseduce the leakage currents that results in
a degraded HNM. Increased process variations trésuan even further degraded hold

stability margins.
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Figure 4.4: Hold noise margin of standard 6T-SRAM.

Storage node V2(V)

4.2.4 Cell current

Once the word line is selected for the readratpmn, one of the bit lines gets discharged
depending if the access transistor connects itrtode holding a ‘zero’. The discharge time of
the bit-lines depends on the bit-line capacitarma| current, and the required voltage
differential for a reliable sensing [10]. The diache current depends on the strength of pull
down and access transistors that form a series qaathg the bit-line discharge. Although
device scaling has reduced cell size, reducing gedlr capacitance, however, the bit-line
capacitance is not scaling proportionally that ddgs the access delay overhead [13].

Moreover, low supply voltages reduce the cell auisehat further degrades read delays.

4.3 An asymmetric 6T-SRAM design

Previously proposed single ended 6T-SRAM desi§5, 67] included an assist circuit to
improve the read/write margins, however, a singldeel write operation degrades the access
delay. Another 6T-SRAM design was presented toaedhe write power consumption by a
1/10 and decreased the access delay by a 1/44b@ aiwirtual ground line [58]. The ground
line is floating during the write operation and egative voltage is applied during the read
operation. However this design doesn’t provide emgrovement in the read noise margins,
while the use of negative supply voltage may deg@delice reliability. An asymmetric 6T-
SRAM design [57] was proposed to provide a difféedrwrite operation and a single ended
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read operation. It thus avoids the write delay ddgtion, and improves the SNM by
strengthening the feedback pull down transistor/@ndeakening the forward pull down
transistor. However, the constrained nature of diesign doesn’t allow further improvements
in the noise margins. For example, it relies oarggthening the access transistors to increase
the WNM that results in the degraded SNM. Thusisedaescribes design, implementation,
and simulation results for the proposed low-powsynametric 6T-SRAM design. The
proposed asymmetric 6T-SRAM design achieves a hegld stability by strengthening the
pull-down transistor of the feedback inverter fosiagle ended read operation. The access
transistors can be kept minimum sized to suppressit-line leakage current and increase the
SNM, without any degradation in the WNM. The impegawents in the WNM come from a
low overhead write assist transistor that is turo#diuring the write operation to weaken cell

storage for the low-power write operation.

4.3.1 Proposed asymmetric 6T-SRAM cell

Figure 4. 5 shows the circuit schematic ofoaventional symmetric 6 T-SRAM cell and
the proposed asymmetric 6T-SRAM cell. Both cells ascross-coupled inverter pair for data
storage, however, the proposed design uses an adyiqimverter pair to enhance the SNM
by taking advantage of the single ended read dparad single ended read operation can
result in cell disturbance at only one end of tek that is connected to the bit-line. Therefore
the driver transistor (M6 in (b)) can be made ggeanto increase the cell ratio for a higher
SNM. Since the other end of the cell is isolatedirduthe read operation, therefore the
forward inverter (M3, M5) can be kept minimum sizex reduce cell area. The access
transistors are kept minimum size to increase #lk ratio thereby increasing the SNM.

However a lower pull-up ratig,- ratio, degrades the WNM. Increasing the size caeas

transistors can improve WNM at the cost of degraB&tM as in the case of previously
proposed asymmetric 6T-SRAM cell [57].

In contrast to the conventional sizing, we use ievassist transistor, NW, to increase the
WNM without compromising the SNM as shownHigure 4. §b). The write assist transistor,
NW, is turned off during a write operation thatnalates the ground path for the cross
coupled inverter pair, providing a virtual groundrminal, Gnd_vir. This stops the

regenerative feedback mechanism and weakens ogdiget The cell can quickly change its
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state and the write power is reduced due to absehtiee true ground terminal (0 V). The
write assist transistor is turned on during thedreperation or hold period that allows the
proposed SRAM cell to retain its data. To allowiffedential write and a single ended read
operation, the proposed design employs two wordcsdines, W and WS. The write word
select line, W, is turned on only during a writeeggiion that turns on the access transistor,
M2, to provide differential write operation. The rcselect line WS is turned on for both the
read and write operations. Figure 4.6 shows thagjirdiagram from HSPICE simulation for
the conventional 6T-SRAM (Figure 4.6(a)) and thepmsed asymmetric 6 T-SRAM (Figure
4.6(b)). A single write assist transistor, NW, sarged for a complete word to minimize the
area overhead, providing a virtual ground, Gnd_tarall cells connected to the word select
line. A 350 nm process was use to do an area awsopaby drawing the cell area layouts for
both the conventional and the proposed 6T-SRAMsceftigure 4.7 shows the area
comparison for the layout of both conventional gwdposed 6T-SRAM cells. Since the

proposed design relies on using the minimum acirassistors and minimum sized forward
inverter, therefore, a 3% (141.@6°vs. 145.6um?) area reduction is possible with the

proposed design even when the driver transistor,i8®ade larger.

WS @ @

GND
BL BLB
M1=M2=L/1.44L M5=M6=L/2.3L M3=M4=L/1.2L L=35nm

(a) Conventional 6T-SRAM cell
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Figure 4. 5: Circuit schematic (a) conventional 6TSRAM cell (b) proposed 6 T-SRAM cell.
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(a) HSPICE timing simulation for conventional 6T/R design.
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Figure 4.6: Timing diagram HSPICE simulation (a) cawentional 6T-SRAM (b) proposed asymmetric 6T-
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Figure 4.7: Cell area comparison (a) symmetric 6 TH8AM cell (b) proposed asymmetric 6T-SRAM cell.

4.3.2 Simulation results for the proposed A- 6T SRA M design

We have used HP-45 nm BSIM4 MOSFETs models §2 with statistical sources of
variability including random discrete dopants, ledge roughness, and poly grain granularity
variations for comparing the noise immunity of stard and proposed 6T-SRAM designs. A
64x32 bits SRAM array was designed using 65 nm RIEMce models [24] for delay and

power comparison of both designs.

4.3.2.1 Noise margins comparison

A comprehensive SNM analysis is carried outjgantify the improvements in the SNM
for the proposed design. Figure 4.8 shows the sitiaul results for both 6T-SRAM cells
(S/A) using uniform 45 nm device models without amyiations. Figure 4.8(a) shows the
butterfly curve for the standard 6T, proposed asgmnm 6T, and SNM free 8T SRAM cells.
The proposed design provides a 1.6X (168 mV vs. @8 improvement in the SNM over
conventional 6T-SRAM design with cell ratios given Figure 4. 5 It is evident that the
proposed design provides better stability with Emcell area as compared to a symmetric
6T-SRAM cell. The butterfly curve (left upper sidey the proposed design resembles the
butterfly curve for a SNM free 8T-SRAM design dwesingle ended read operation. Device
sizing can be used, as it is a conventional practcincrease the SNM for the conventional
6T-SRAM design. However, the advantages of scadirggnullified for low voltage SRAM
designs as shown in Figure 4.8(b). By contrast, pitgposed design achieves much better
noise immunity at low voltages which is only po$sibecause of the novel cell topology.

This can be explained with the following equatifi2],
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2
Linear region: Iy = ,unCOX%[@/gS -V, )\/dS —%J Equ 4.3

Sub-threshold region:

gs Vds

nkT, KT
= le el 1-e"s

Equ 4.4

Where,

M, --- Effective carrier mobility.
C,, - Gate capacitance per unit area.

V,, --- Gate to source voltage.

V, --- Drain to source voltage.

W, L — Width and length of the device.
I andn --- Empirical parameters.

K ---Process transconductance.
T --- Absolute temperature.
g ---- Electric charge.

Equ. 4.3 shows that the drive current hasi@ali dependence on device width that results

in some improvements in the SNM in the linear ragiblowever the drive current has a

quadratic dependence on the supply voltege that results in aggressive degradation in the

SNM when the supply voltage is scaled. In the $ubshold region, the device on-current has

an exponential dependence on the threshold voNggeand supply voltage, while there is no

dependence on the sizing (Equ. 4.4). Therefore), iooteasing the size of the transistors (cell

ratio) has a negligible impact on the SNM at lowltages for conventional design and

requires new cell topologies [55].
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Figure 4.8: SNM comparison (a) Butterfly curves (p SNM vs. Supply voltage plot.

An ensemble of 200 BSIM4 model cards with stetal sources of variability was used to
investigate the impact of random variations on SRé&signs. Each transistor from both the
cells (S-6T, A-6T) was replaced with a randomlykeid model card from the ensemble to
simulate statistical variations in SRAM designs.a®&end write noise margins were then
calculated for each randomized instance of bothc#iefor the noise margin comparison.
Figure 4.9 shows the results of 8000 randomizecuitisimulations to calculate the noise
margins. Proposed asymmetric 6T-SRAM design previdel.9X (175 mV vs. 92 mV)
improvement, on average, in the SNM over the cotiweal design for similar cell areas
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when subjected to statistical variability as showirigure 4.9(a-b). Large eye opening of the
butterfly curves for the proposed design indicaighér noise immunity with improved
robustness to variations. The improvements in SNB ldagher than found with uniform
devices probably because one end of the propose€sR#AIM cell remains noise free for the
single ended read operation, whereas both endsr safiation and noise for the conventional
6T-SRAM design. The use of write assist circuitufessin significant improvements in the
WNM as shown in Figure 4.9(c-d). Virtual floatingognd terminal during a write operation
weakens cell storage and the cell is easily ovéem; therefore expanded write stability
results in a 2.1X (380 mV vs. 789 mV) improvementhie WNM.
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Figure 4.9: Noise margins comparison (a) SNM symmet 6T-SRAM (b) SNM proposed asymmetric 6T-
SRAM (c) WNM symmetric 6 T-SRAM (d) WNM proposed asynmetric 6 T-SRAM.
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4.3.2.2 Power and delay comparison

We designed a 64x32 bit SRAM array using 65 nm Pfibtels for power and delay
comparison of both S/A (symmetric/asymmetric) SRAlesigns. The 65 nm was chosen
because its device and interconnect PTM modelsaaéable online. Turning off the write
assist transistor during a write operation weakegls storage that enables a faster write
operation. Our simulations results indicate that whrite delay reduces by 1/1.5 (3.11 ns vs.
2.13 ns) for a 1 V of supply voltage as shown iguré 4.10(a). Similar improvements in the
write delay are observed at very low supply voltageat makes the proposed design a
suitable option for the low voltage applicationsiring off the ground path for the cross
coupled inverter pair avoids the flow of short aitccurrent during switching of the inverter
pair. A small short current may flow between thélines (BL-M1-M6-M5-M2-BLB in
Figure 4. §b)) during the write operation that result in grsficant write power reduction. We
found that the write power consumption reduces Hy41(35QuW vs. 26QuW ) for the
proposed asymmetric 6T-SRAM design as comparechéocbnventional symmetric 6T-
SRAM design shown in Figure 4.10(b). A single endestl operation means only one bit-line
is pre-charged and discharged during the read tperthat results in the read power to
reduce by 1/1.8 (14BN vs. 82 pW). The total power consumption reduces by 1/1.5
(214pW vs. 143uW ) for the proposed asymmetric 6T-SRAM design.
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Figure 4.10: Power and delay comparison (a) writeelay (b) power.

4.4 An SNM free 7T-SRAM design

A number of 6T SRAM designs have been presetatechprove the SNM as compared to
the standard 6T-SRAM design, however either theytduwovide a SNM free operation [21,
55, 57, 58] or they had high delay/power overheé#®] p7]. To provide an SNM free read
operation without increasing the delay and power TeSRAM design was presented [59].
However it suffers from dynamic retention when arel storing a ‘zero’ floats for long
periods during the read operation. Moreover thdewmbise margin is decreased at the low
supply voltages and the read operation can desglhydata. The cell area overhead is about
13% as compared to the standard 6T-SRAM design-SBAM designs [60-62, 70] do
provide an SNM free operation, however they incl80&o area overhead over standard 6T-
SRAM. We propose a 7T-SRAM cell for the SNM freeemion without incurring any
increase in the write delay and power consumpt@ur. design is also free from dynamic
retention problem found in previously proposed RAM design. The cell area overhead is
16% as compared to the standard 6T-SRAM cell design

4.4.1 Proposed 7T-SRAM cell
Figure 4.11(a) shows the circuit schematithef proposed 7T-SRAM cell. It consists of

two cross coupled inverters (M3-M5) to provide atgw for the cell data as in case of the
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standard 6T-SRAM cell. However unlike standard 6IAM cell, we provide a virtual
ground terminal Gnd_virl to the inverter pair thitfloating during a write operation to
weaken cell storage. Therefore it is easily ovetemi and the write delay is reduced, while
the write power consumption is also improved asdioss coupled inverters don’t consume
high dynamic switching power. The two access tsioss (M1-M2) are dedicated for a
differential write operation only and not used dgrihe read operation. The word select line,
W, is turned high only during the write operati@nttirn on the write access transistors (M1-
M2). An extra transistor, M7, is added in the pregad SRAM cell to provide an SNM free
operation. One end of the cell is connected toréael bit-line, RBL, for the read operation
and the other end is connected to the virtual gip@nd_vir2, that provides a real ground (0O
V) only during the read operation. The gate termisaconnected to one of the storage

terminals to indicate if a zero or one is beinglrdaring the bit-line read operation.

A conventional 6T-SRAM is prone to read fa@sioecause it provides a direct access to
the storage nodes during the read operation. Hawneeproposed design doesn't allow a
direct node access that avoids the chances ofla&llbeing corrupted. This also allows us to
optimize the read and write operations indepenygesitice read/write operation is controlled
by separate access transistors. For example, itver tiransistors (M5, M6) in Figure 4.11(a)

can be sized minimum with hight;, to reduce the leakage current without degradinigilgta

of the read operation or without increasing thelrégalay because of the low cell currents. Use

of high-V, (low leakage) devices is very important to redube total leakage power

consumption during hold periods when the cells reoe accessed. Similarly the read assist
transistor can be made larger to minimize the digian in read delays. The virtual grounds
are shared for a complete word line to minimizedtea overhead as shown in Figure 4.11(b).
Figure 4.11(c) shows the timing operation of thepmsed 7T-SRAM using HSPICE. A 350
nm process was used to do the layout of both (ctiroweal 6T and proposed 7T) cells using 2
metal layers for the cell area comparison as shavwigure 4.12. The proposed design incurs
a 16% area overhead as compared to a standard AM$RBIl when both were designed for
minimum dimensions. We don’t include the area ogath by assist circuit for cell area

comparison as it is common for a complete word. line
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85



- BLr
y [ \ [
00 = I — R
08
15
1 ( BLB
9, Y
a0 i\ BL
-0s
10
08
064
044 W
024
004 L3
15
i V(2
|\ v(1)
-05
T T T T T T T T T T T T T
0.0 500p in 150 2n 25n 3n a5n An LR &n 85n &n B.En

(c) HSPICE timing operation for proposed 7T-SRAMide
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(a) Conventional 6 T-SRAM cell
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(b) Proposed 7T-SRAM cell

Figure 4.12: Cell area comparison (a) Layout of theonventional 6T-SRAM cell (b) Layout of the
proposed 7T-SRAM cell.

We have used a write assist transistor, MVyrtwide a virtual ground, Gnd_virl shown in
Figure 4.11(a). It is turned off during the writeewation to weaken cell storage by eliminating
the regenerative feedback mechanism that holdsde&ll. This allows new data to be easily
overwritten and improves the write delay. The wm@rgins are improved since a small
differential voltage can be loaded on the bit littest can overwrite old cell data due to sense
amplifier behavior of the proposed cell. When therdvline, W, is held high for the write
operation, its complement, W_b, is turned low thains off the write assist transistor
providing a floating gate to the inverter pair. TWwerd line, W, is held low during other
periods (hold and read), therefore its complem@htb, is high that turns on the write assist
transistor, MW, and provides a true ground termii@l) to inverter pair connected to the
virtual ground, Gnd_virl. A floating ground terralrduring the write operation puts driver
transistors (M5-M6) and write access transistor (MR) in series with the bit-lines (BL,
BLB) that minimizes the short current that flowsridg the write operation, yielding
significant energy reductions over a conventioredign. The write assist transistor can be
design for the minimum dimensions to reduce tha areerhead as it only serves the purpose
of weakening cell storage during the write operatibhe other virtual ground terminal for the

read operation, Gnd_vir2, is floating during a eidiperation.
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To provide an SNM free read operation, weeada read assist transistor, MR, to provide
a virtual ground, Gnd_vir2, to read access traosi®fl7, as shown in Figure 4.11(b). A read
signal, R, is held high to turn on the read ags@itsistor that then provides a true ground
terminal (OV) to M7. An ON read assist transistdiR, thus allows bit-line discharge for a
read ‘zero’ if the storage node V1 turns on thelraecess transistor, M7. If a zero is stored at
node V1, then the read access transistor is offta@dead bit-line, RBL, remains charged at
VDD, indicating a read ‘one’. The read assist tistos is turned off by keeping the read
control signal, R, low during write or hold opeaats to provide a floating ground terminal to
read access transistor, M7. The read bit-lines, RBimain pre-charged since the ground
terminal is floating and no major current (shortreat) flows between the bit-lines. The read
assist transistor is shared for a complete worel ttnminimize the area overhead. However it
requires careful sizing to achieve performance goaithout incurring high cell area
overhead. The write assist transistor, MW, is tdroa during a read operation to provide a
real ground terminal (0 V) to the cross coupleceier pairs connected to the virtual ground

terminal, Gnd_virl.

4.4.2 Simulation results of a 45 nm 7T-SRAM design

We have used 45 nm BSIM4 model cards for nmaegins and energy/delay comparisons
of the proposed 7T-SRAM design with conventionadSRAM design. This section provides
a discussion on the simulation results.

4.4.2.1 Noise margins comparison

Figure 4.13 shows the read and write stadslittalculated for both designs using 45 nm
models without any variations included. The proposesign provides a very high read
stability due to the SNM free topology, and a 2(2X2 mV vs. 299 mV) improvement in the
SNM in observed as shown in Figure 4.13(a). The SMA4 calculated from the butterfly
curves with cell ratio, CR=1.5, for the conventibdasign and a cell ratio, CR=1, for the
proposed design. Although this improvement in tiN\MScomes at the cost of adding an
additional transistor to basic 6T-SRAM cell, howeaemove to SNM free designs using 7T
and 8T SRAM cells would be necessary to providé higbustness in future technologies.
Although a standard 6T-SRAM cell provides relatweigh write stability compared to its

read operation, however the degrading write stghilue to high variability may become as
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serious problem as is the read stability. Use of toverhead write assist circuit for the
proposed design provides very high write noise imityuas shown in Figure 4.13(b). The
WNM improved by a 2.1X (406 mV vs. 861 mV) for theposed design as compared to the
conventional 6T-SRAM cell.

~_T T T T T v =&

[ |
e B T-SRAM |

|
|
- - 2 TSRAM,
|
|
|

0 ‘
0 01 02 03 04 05 06 07 08 09 1
V1 (V) V1(V)

(@) (b)

Figure 4.13: Noise margins comparison (a) SNM (b) WM.

A straight forward method to improve the SNfaoconventional 6T-SRAM cell is to
perform conventional sizing of the SRAM cell trasters. This is normally accomplished by
increasing the cell ratio to increase the SNM areasing the pull up ratio to increase the
WNM. Our simulation results indicate that even camional sizing may not be sufficient to
provide a very large SNM even at the cost of a leglharea. Figure 4.14 shows the impact of
supply voltage scaling and increasing the celbra@R, on the SNM/VDD of a conventional
6T-SRAM. There is a reduction in the SNM as thppby voltage is scaled down. Although
increasing the cell ratio provides some improvema&nhigh voltages, the advantages of
device scaling are negligible at low supply volwder the conventional design, as explained
for the asymmetric 6T-SRAM design previously. A eentional design can’t achieve a high
SNM even with a large cell ratio, e.g. CR=4, therefa topological change in circuit design
is required for high SNM as provided by the propgbs&-SRAM design. These results
indicate the sizing is less effective to cope wiitl increase variations and voltage scaling for
conventional 6T-SRAM design.
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Figure 4.14: Impact of supply voltage scaling on SM for different cell ratios.

Symmetrically designed SRAM cells are pronaandom variations as they can cause
each device to behave independently of others, statistical variations pose a major
challenge for robust SRAM design. We performed idtaal variability simulations to
compare the stabilities of both (standard 6T amp@sed 7T) designs under high variability.
A set of 200 randomized BSIM4 model cards were usesimulate impact of RDD, LER,
and PoG variations on SRAM noise margins. Figuit® 4hows the SNM comparison of both
designs when subjected to statistical variabilifhe proposed design provides an SNM free
operation and achieves a 3X (98 mV vs. 294 mV) oupment in the SNM over the standard
6T SRAM design with a higher cell ratio, CR=1.5gttie 4.16 shows an instance of read
failure for the standard 6T-SRAM cell (CR=1) whenobgcted to extreme statistical
variations. The non-overlapping butterfly curvedioate a negative SNM would be required

for a reliable read operation.
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Figure 4.15: SNM comparison (a) standard 6T-SRAM, ®=1.5 (b) proposed 7T-SRAM, CR=1.
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Figure 4.16: Read failure due to high statistical &riability.

Figure 4.17 shows the results of 4000 stasiktvariability simulations to compare the
WNM of standard 6T and the proposed 7T SRAM desigihe butterfly curves indicate a
relatively high WNM for the standard 6T SRAM whesntpared to its read margin. However
the WNM may be a case of concern under high vanatin nano technologies considering
the 60 stability requirements for multi billion bits SRANhIips. With increasing variations,

the spread in the WNM butterfly curves increasesd dhe required noise margin
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(Msom — 604,,) is degraded. A small amount of noise may be defiit to cause write failures

under extreme variations. The proposed design gesvihigher write stability and achieves a
2.2X (850 mV vs. 380 mV) improvement in the WNM.

0
0 01020304 050607 0809 1
V1 (V) V1(V)

(@) (b)

Figure 4.17: WNM comparison under statistical variadility (a) standard 6 T-SRAM, CR=1.5 (b) proposed
7T-SRAM, CR=1.

4.4.2.2 Power and delay comparison

We designed a 45 nm 64 x 32 bits SRAM arrayddgom power consumption and delay
comparisons for both SRAM designs (6T vs. 7T). Fegd.18 shows the write delay plot at
different supply voltages for both designs. Theppsed design reduces the write delay by a
1/1.3 (55 ps vs. 42 ps) at a 1 V of supply voltagee weakened cell storage for the proposed
design is easily overwritten and a substantial cgdn in the write delay is observed. Similar
improvements are observed at the low supply votagewell. The write delay increases with
the decrease in the supply voltage. The read digeldelay is higher for the proposed design
as a single read assist transistor provides vigualind to a complete row of SRAM cells.
However it depends on sizing of the read assistsistor. A large sized transistor can
minimize degradation of the discharge delay but ldichigher cost area/power overhead.
Table 4. 1 shows the sizing arrangement of bothctreventional 6T and the proposed 7T-

SRAM designs for our power/delay simulations.
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Table 4. 1: Transistor sizing for 45 nm 64x32 bit BAM

Width | M1,2 | M3,4 | M5,6 | M7 | MW | MR

(L=35nm)
6T L L |15L] - - -
T L L L L | L |16L
300 - PEEEREEE R RS FEREEREE g
S R
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Figure 4.18: Write delay comparison of standard 6Tand proposed 7T SRAM designs.

Figure 4.19 shows the plot of power consumpfimnboth designs at different supply
voltage for power comparison. By eliminating theetrground terminal of the inverter pair
during the write operation, we minimize the dynam@mwver consumption of the inverters
during switching. A small amount of short currenaymflow between the bit-lines as the
floating ground puts the driver and access tramssn series with the bit-lines (BL-M1-6-

M5-M2-BLB). Therefore the proposed design redudes write power by 1/1.3 (98v vs.
75uw) as compared to conventional 6T-SRAM design. Tke of single ended read
operation results in low pre-charge and discharge/ep consumption compared to the
conventional design and the read power decreasd$lly (46.Qw vs. 29.3iw). The total
power consumption decreases by a factor of 1/13®(@ vs. 44.4\w) as compared to the
conventional design.
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Figure 4.19: Power consumption comparison of standd 6T and proposed 7T SRAM design.

4.5 Fully differential 8T-SRAM design

Different 8T- SRAM cells have been proposedhia past to provide differential write and
a single ended read operation [60, 62]. Two extasistors and a separate read bit line is
added to a conventional 6T-SRAM cell that isolatesd and write operations, providing the
SNM free read operation. 8T-SRAM designs provid#debestability than either 6T or 7T-
SRAM cells. However a single ended read operatasdinegative impact on the read speed
since a differential sense amplifier is more seresito a small differential voltage and has a
better common-mode-rejection-ratio (CMRR) as cora@dp a single ended sense amplifier.
A 9T-SRAM cell was proposed for a fully differerti@ad/write operation [90]. However it
doesn’t improve write margin and has a very higraaverhead.

We present an 8T-SRAM cell that provides sikhigh speed fully differential read and
write operations under increased variability. A lowerhead write assist transistor is added to
avoid the supply voltage to ground path of the srmsupled inverter pair to weaken cell
storage during a write operation as describednerasymmetric 6T and SNM free 7T- SRAM
designs. This increases the write stability, insesathe write speed, and decreases write
power. A separate read assist transistor is adoledrf entire word line to provide the SNM
free differential read operation that provides Bigant improvements in the read delay as
compared to the conventional single ended SRAMgtssi
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4.5.1 Proposed 8T-SRAM cell design

A conventional 8T-SRAM cell provides an SNM freperation by adding two additional
transistors (M7-M8) and a separate read bit-lineRBto the conventional 6T-SRAM cell
structure, shown in Figure 4.20(a). The bit-linsctliarge occurs when the read word line, R,
is held high while the node stores a ‘one’ thansuon M8. Figure 4.20(b) shows the proposed
8T-SRAM cell with its associated read/write assistuits. It consists of a cross coupled
inverter pair as in the case of a conventional &ABI for storage purpose, two access
transistors (M7-M8) used only during the read opena and another two access transistors
(M1-M2) used only during the write operation. Wadawo additional lines (BL_r, BLB_r)
for the read operation only, and the two separaténes (BL_w, BLB_w) for the write
operation only. It allows an independent optimzatiof the SRAM cell design for both

read/write operations.

The write access transistors (M1-M2) conneated with the write bit-lines (BL_w,
BLB_w) when the write signal, W, is turned on. Tlead access transistors (M7-M8) connect
the SRAM cell with the read bit-lines (BL_r, BLB_when the read signal, R, is held high.
The two virtual grounds (Vgndl1 and Vgnd2) are pded to assist read and write operations.
During a write operation, the write assist trarsisNW, provides a floating ground ‘Vgnd2’
to the inverter pair of the cell selected. For adreperation, the read assist transistor, NR,
provides virtual ground, Vgnd1, and is connectethtoread access transistors (M7-M8). The
write assist transistor can be of minimum sizetapurpose is to weaken cell storage during a
write operation, however the read assist transidiB’ is carefully selected to minimize the
access delay degradation. The driver transisto&sNM) can be of minimum size and high
threshold to reduce the leakage current withoutatBgg the read stability and speed. Figure

4.21 shows the timing diagrams for the conventiamal the proposed 8T-SRAM designs.
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Figure 4.20: Circuit schematic (a) conventional 8TSRAM cell (b) proposed 8T-SRAM cell.
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Figure 4.21: Timing diagram (a) conventional 8T-SRM (b) proposed differential 8T-SRAM.
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4.5.2 Simulation results of a 45nm 8T-SRAM design

In order to investigate the impact of statmitivariability on the reliability of SRAM
design, we have used 45 nm BSIM4 models for ouulsitions. An ensemble of 200 model
cards that included statistical variability wasdigecombination with C/MATLAB scripts for
Monte Carlo simulations. During randomization owrigs randomly picked model cards
from the ensemble and inserted in design. We haed a 350 nm process to perform cell
area comparison of the conventional 6T-SRAM andptioposed 8T-SRAM cell. Figure 4.22
shows the layout for the proposed 8T-SRAM cell. phaposed 8T-SRAM cell incurs a 30%

cell area overhead as compared to the conventtdnr&RAM cell (shown in Figure 4.12(a)).

| Vir_BND1
Vir_6ND2|

i
|
o

Figure 4.22: Layout proposed 8T-SRAM cell.

4.5.2.1 Noise margins comparison

A. Read operation

The read bit lines (BL_r, BLB_r) are first pcearged to VDD and the read signal ‘R’ is
turned on during the read operation. The gate teatwmiof the read access transistors are
connected to the outputs of inverter pairs. Asstimestorage node connected to the bit-line,
BL_r, by the write access transistor, M1, hold &DQring a read ‘O’ operation, BL_r gets
discharged through the read assist transistor NRMin, while BLB_r stays at pre-charged
level. A correct output can then be evaluated loyffarential sense amplifier. When reading
‘1’ on bit line BL_r, it stays at pre-charged lewaid BLB_r gets discharged through the read
assist transistor NR and M8. Since the read operatioesn’t disturb the cell content,
therefore an SNM free, high performance read omerad performed.
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Figure 4.23: SNM plot of both SRAM cell designs (6 &nd 8T).

Figure 4.23 shows the SNM plot for a convamdi 6T-SRAM cell and the proposed 8T-
SRAM cell using 45 nm uniform models (without angriability source). The proposed
design provides about 2.6X (296 mV vs. 112 mV) ioyement in the SNM for a cell ratio,
CR=1, over the conventional 6T-SRAM design withedl catio, CR=1.5. This improvement
comes from the fact that an 8T-SRAM design doesfoiv a direct access to storage nodes of
the cell during a read operation. In order to itigage the impact of statistical variability on
the read stability of both SRAM designs (converaio®T and proposed 8T), we carried out
4000 HSPICE simulations of the randomized instan¢d®th SRAM cells (conventional 6T
and proposed 8T). The results achieved show sinmigrovements in the SNM as for the
proposed SNM free 7T-SRAM design, shown in Figudéb4

B. Write operation

During a write operation the data to be writisenloaded on the write bit-lines (BL_w,
BLB_w), and the write select line, W, is pulled lhig'his turns on the access transistors (M1-
M2) and the data is written into the cells seledtgdhe write select line. When the word line,
W, goes high, W_b goes low and turns off the waisist transistor, NW. This eliminated the
supply to ground path for the inverter pair of te#l selected. This breaks the feedback path,
and stops regeneration of cell data that weakelhstoeage and the cell data is easily over-
written as explained for previously proposed 6T @neSRAM designs.
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As discussed before for the asymmetric 6T-SR&M SNM free 7T-SRAM designs, we
created 4000 randomized versions of the converlt®heé&SRAM cell and the proposed 8T-
SRAM cell to analyze the impact of statistical ahility on the write stability. Figure 4.24(a)
provides write stability comparison of conventiof@l' and 8T) SRAM design vs. proposed
8T-SRAM design using uniform 45 nm devices. A cartianal design provides little
improvement in WNM over 6T design, however propodesign improves it by 2X (861 mV
vs. 436 mV) and by a 2.1X (861 mV vs. 406 mV) ampared to conventional 8T and 6T
SRAM designs, respectively.

Figure 4.24(b-c) shows impact of statisticatiability on the WNM of both 8T-designs.
Although a conventional 8T-SRAM cell provides highite noise margins, however extreme
statistical variability can significantly reducdgmargin, and in worst cases can cause write
failure. Figure 4.24(c) illustrates the impactstdtistical variability on WNM of the proposed
8T-SRAM cell. By providing a floating ground to tlwverter pair during a write operation,
we significantly improve the write noise marginntiation results indicate on average 2X
(430 mV vs. 850 mV) improvement in the write stabifor the proposed 8T-SRAM cell over
conventional 8T-SRAM design.
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(a) Write margins comparison- without variations
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Figure 4.24: Write stability comparison (a) WNM margins without variability (b) WNM conventional 8T-
SRAM (c) WNM proposed 8T-SRAM.

4.5.2.2 Read/write delay comparison

In order to carry out read/write delay anayfeir a comparative study of both designs, we
designed a 45 nm 64X32 bit SRAM array using botls qgonventional 8T and proposed
8T). Consecutive read after write operation wergopmed for a 3 bit sequence ‘010’ at

different supply voltage conditions. Figure 4.25¢hpws the write delay comparison for both
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SRAM designs. The write time is improved by 1/13Z ps vs. 31 ps) at a supply voltage of 1
V due to weakened cell storage during the writaapen. This trend in speed improvement is
followed even at very low voltages and the writéaglemproves by 1/1.3 (242 ps vs. 192 ps)
at a supply voltage of 0.4 V. Figure 4.25(b) shtlmesread delay comparison for both designs
when a discharge differential of 400 mV (singe e€h8&-SRAM) and 200 mV (proposed
differential 8T-SRAM) is required. A single ende@sthn would require twice as much
discharge on a single bit line as compared to fffferential discharge [14], therefore it
requires more read discharge delay for a reliablesiag. The proposed design provides an
improvement by 1/1.3 (208 ps vs. 159 ps) in thel iiacharge delay at a supply voltage of 1
V. Similar delay reductions are achieved at low mypvoltages as well. Although pre-
charging both bit-lines results in a higher reasv@oconsumption for the proposed design.
However the low discharge period for differenti@nsing offsets this overhead for the

proposed design and the total energy consumptiensimilar for both designs.

457\~ —o=Conventional 8T-SRAM
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(a) Delay-read operation
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Figure 4.25: Delay comparison of a 45 nm 64X32 b8RAM design (a) read operation (b) write operation.

4.5.2.3 Energy comparison

Figure 4.26 shows the energy plot for bibiln conventional 8T and the proposed 8T-
SRAM designs. The proposed design has a fastes sped and consumes less power due to
a floating ground terminal during the write opesati Therefore the write energy reduces by
1/1.7 (100 fJ vs. 59 1J) at 1 V of supply voltagee read delay was calculated for 200 mV of
the discharge differential voltage for the propodéterential 8T-SRAM design and 400 mV
discharge differential for the conventional singleded 8T-SRAM design. Therefore the read
discharge period was lower for the proposed desigmvever it required a pre-charge of both
the bit-lines. The energy comparison shows that lblesigns consume similar read energies
(the overhead is less than 1% at 1 V of supplyaga} as small discharge delay compensates
for an increase in the energy consumption duefferditial sensing.
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Figure 4.26: Energy comparison of conventional angroposed 8T-SRAM designs.

4.6 Summary and conclusion

SRAM caches are an important part of modemcegssor technology and require a
handcrafted design to meet constrained stabiliyirements. Increased process variations in
nano-CMOS technologies and the supply voltage rsgdiiave threatened the reliability of
conventional 6T-SRAM design. We have presented symmetric 6T-SRAM cell that
provides a 1.9X improvement in the SNM and a 2.drovement in the WNM for similar
cell areas. Proposed design use a single endedopsadtion with a strong driver transistor
for the feedback inverter to improve the SNM. Aterrassist transistor is added to provide a
floating ground terminal to the cross coupled iteex during the write operation. It increases
write margins, write speed, and decreases writeepovihe write delay improves by 1/1.5 and
the write power improves by 1/1.4.

Although proposed 6T-STAM design provides Bigant improvement in the SNM over a
conventional 6T-SRAM design, however, increasedatians may cause stability problems.
A 7T-SRAM design is presented for the SNM free repdration. A read access transistor is
added to a conventional 6T-SRAM cell structure &md virtual grounds are provided for

read and write operations. A floating ground isvisted to the latch structure of the cell
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during the write operation and a true (0 V) grouednminal is provided during the read
operation to read access transistor for the SNM.rBeoposed 7T-SRAM design provides a
3X improvement in the SNM and 2.24X improvementhe WNM. The delay decreases by
1/1.3 and the write power decreases by 1/3, whaetotal power reduction is by 1/1.4. The
circuit incurs a 16% area overhead compared tadatdn6T-SRAM cell. To further improve
on our 7T-SRAM cell in terms of high speed readrapen, we propose an 8T fully
differential SNM free SRAM design. The proposed igiesallows differential sensing
operation that result in a 1/1.3 improvement in thecharge delays. The write delay
improves by 1/1.2 and the write energy decreasel’hy. The proposed design incurs about

30% increase in cell area compared to conventiohibRAM cell.

The read delays can be too long if the biedirare required to be fully discharged, this
would degrade the system speed and cost high poamsumption. A sense amplifier is used
to detect a small differential on the bit-lines acmhvert it to a full rail output, thereby
increases the system speed and reduces power qotigunA minimum bit-line differential
voltage is required, higher than the offset voltafi¢he sense amplifier, to enable a reliable
read operation. However the offset voltages ar¢ingetworse due to large increase in
variability. The next chapter presents novel desiginreduce offset voltage dependent read

delays for conventional 6T-SRAM design when sulgeédb large statistical variability.
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Chapter 5
5. Sense-amplifier offset voltage mitigation

techniques

We examined novel SRAM cell designs in thecpdéng chapter to provide noise tolerant
SRAM read/write operations. In this chapter, we niowestigate the impact of statistical
variations on the SRAM sense amplifier and possib@asures to counter its offset voltage.
As described earlier, SRAM cache is probably onethef most vulnerable and valuable
resources on a VLSI chip that requires handcrafiesign so that it is very robust against
device variations. SRAM now accounts over 70% af tbtal chip area [10], and has a
substantial impact on the system speed and totabpcoonsumption. Sense amplifier is a
critical component in SRAM design that is used tophfy a small differential signal
developed between the bit-lines during a read ¢jperaA good sense amplifier will improve
system speed and reduce the power consumptiongdtiven bit-line discharge. For reliable
data sensing, the sense amplifier is triggered afilgr the value of differential voltage
developed at the bit-lines has exceeded its offskage [12]. Minimizing the voltage swing
on highly capacitive bit-lines is considered as Key to lower the power dissipation of
SRAM read operation. However the minimum voltagengws limited by sense amplifier
offset voltage [69]. Similarly the maximum SRAM sgkis limited by a weakest bit-cell and
the input offset voltage of an worst case senselibeng70] since the delay margins are

added considering the worst cases.

Offset voltage arises from the mismatch betwetherwise identical transistors in a sense
amplifier. Devices show deviation in their nomi&haviour due to geometrical or statistical
variations that makes a sense amplifier asymmgt#c Systematic components of variability
can be minimized through a careful layout desigh.[3tatistical variability arising from the
discreetness of the charge and matter is a majdation to device scaling and has adverse

effects on SRAM design [4]. Different sources odtistical variability include random
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discrete dopant fluctuation, line edge roughnesgerface roughness, oxide thickness
variations, and high k-dielectric morphology, artede sources can cause neighbouring
transistors in a sense amplifier to behave quitéereéintly even if they have the same
geometry and dimensions in design, resulting irewaer increased offset voltage. Due to its
significant impact on the total SRAM area, speedldy and power, increasing offset of the
sense amplifier now requires special attention.ofding to ITRS 2007, embedded memories

face a clear challenge of the amplifier sense marigi SRAM design [71].

In this chapter, two novel digital method® aresented to reduce the offset voltage
dependent SRAM read delay. First proposed methes aslischarge assist circuit for a faster
development of the required differential voltagespeed up the read operation. Depending on
the asymmetry of the sense amplifier, dischargestasscuit creates an additional discharge
path on a bit-line to reinforce the bit-line disoa There is no performance overhead since
this method doesn’t add any corrective elementthéosense amplifier structure. Moreover,
the energy overhead due to simultaneous dischdrgestandard 6T-SRAM cell read and
assist circuit) is compensated by lower dischaejays. The proposed discharge assist design
results in a 20% reduction in the read energy ald8% reduction in the sense area over

conventionally sized sense amplifier design.

The second method is to add a pre-chargetssteuit that chooses an appropriate supply
voltage for the bit-line pre-charge that minimizée discharge differential required for a
reliable sense operation. Monte Carlo simulatioricate a 37% reduction in the effective

offset voltage using 4o . . calibration for the proposed design when subjetbestatistical

offset

variability. The kick size can be made 8§ that can reduce the effective offset voltage

offset

by3o ... for the worst case sense amplifiers whose offséages lie in the rang&o

offset offset ™

60 The proposed design results in a 42% reductigdheémread energy consumption and a

offset *

15% reduction in the sense area as compared tov@wbonal sized sense amplifier design.

The chapter presents some background to SR&idesamplifier, impact of variability on
the SRAM read delays, the proposed offset mitigatimethods, and a discussion on the
simulation results. The details of previously pregd techniques to mitigate SRAM sense

amplifier are given in Chapter 2.
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5.1 Background to SRAM sense operation

Figure 5.1 shows the circuit schematic obaventional 6T-SRAM cell. It consists of a
cross-coupled inverter pair for data storage armdecess transistors to control cell read and
write operations. Data is loaded on the bit-linBk,(BLB) during a write operation and the
world select line, WS, is held high to write newtadan the bit cell. For a read operation, the
bit-lines are first pre-charged to supply voltay®D. The word select line, WS, is turned
high to allow the bit-line discharge. Considerirgda V1=0, the bit-line BL gets discharged
through driver transistor M6. Due to low cell curreand large capacitive bit-lines, the
discharge time can be very long, and it would dégr&RAM speed and cost high energy
consumption. A sense amplifier is used to detectllstifferential signal developed at the bit-
lines during the read operation and convert iutbrail output. This result in a high speed and

low power read operation.

WS —@ @
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o ©
) - GND
BL BLB

Figure 5.1: Circuit schematic of a conventional 6TSRAM cell.

Figure 5.2(a) shows circuit schematic ouaent mode sense amplifier [91]. It consists
of two differential input transistors (M1, M2) salty connected to a latch circuit (M3-M6), a
clocking transistor (M7), and two pre-charging sigtors (M8-M9). A current difference is
created between the input differential transis{M&, M2) due to a differential input voltage.
This difference is converted to a large voltagéed#nce by the latch circuit (M3-M6) when
the clocking transistor (M7) is turned on [12]. &haurrent that flows during switching of the

cross-coupled inverter pair automatically stops nwitke sense amplifier outputs settle.
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Therefore the circuit doesn’t dissipate static podigring the read operation [91]. Moreover
the current flow itself is small because the latoicuit doesn’t drive highly capacitive bit-

lines (BL, BLB) directly.
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(a) Circuit diagram of conventional current modesseamplifier
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(b) Timing diagram of conventional current modesgeamplifier operation
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[

(c) HSPICE timing simulation of a current mode seasplifier operation.

Figure 5.2: Current mode sense amplifier (a) circdischematic (b) timing diagram (c) HSPICE simulatia.

Figure 5.2(b) shows the timing diagram smting the transient behaviour of the sense
amplifier. The bit-lines are pre-charged and egeaito VDD before the read operation
commences. The word select line, WS, is held toghllow the bit-line discharge during the
read operation. Assuming the bit-line, BL, is costed to node V1 of the read bit cell that
holds ‘0. Therefore the bit-line, BL, gets dischad through a path (BL-M1-M6) terminating
at SRAM bit cell transistor M6 as shown in Figur&.5Sense amplifier is in a sleeping state
since the clocking transistor M7 is off and thepatis (Out, Out_b) are held at VDD by the
sensor amplifier pre-charge transistors (M8-M9). iNajor current flows during this period
except for the leakage currents. A delay margiseisbetween the bit-line discharge and the
start of sensing operation for a reliable SRAM repdration. This delay depends upon the bit
cell discharge current, bit-line BL capacitanceuieed bit-line discharge level, and the sense
amplifier timing margin [10]. We refer the required-line discharge level as offset margin
Vos_margin since it depends on the offset voltage. higher offset margin
(Vv

>no wheren is a multiple of standard deviation of the offgettage) would

0s_margin offset?

be selected for high reliability that would resuitlonger discharge delay and higher power

consumption.

The sensing operation starts when the corsigiial V_, is set high that turns on the

clocking transistor M7. A small current starts limaf through the two branches (M7-M1-M5-
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M3 and M7-M2-M6-M4) of the sense amplifier that betp discharge the output nodes (Out,
Out_b). The branch current is determined by thehdigge voltage drop developed at its
respective bit-line connected to the input traesistince one of the bit-line gets discharged
(in this example,BL), a differential voltage drop at the input tresters results in an
imbalanced current flow in two branches of the seamplifier. This difference is then
amplified by the latch circuit (M3-M6) and convettéo a full rail output voltage. Ideally a
branch (M7-M2-M6-M4) connected to a higher voltdmeline (BLB in this example) current
would discharge the corresponding output node nguriekly as shown in Figure 5.2(b).
However the two branches can have imbalanced dutoendue to variability even when the
bit-lines (BL, BLB) have the same voltage. This m#ch in matched devices of the sense
amplifier results in its offset voltage. Therefae input differential voltage higher than the
offset voltage of sense amplifier is required feliable sensing. Figure 5.2(c) shows an actual

timing diagram of a 45 nm sense amplifier operatisimg HSPICE.

5.2 Impact of statistical variations on SRAM read

delay

Figure 5.3 illustrates the combined impact of celirent variation and the offset voltage
variation of the sense amplifier due to variability the read delay of the conventional 6T-
SRAM design. Figure 5.3(a) shows the timing diagrai the read operation and
corresponding discharge delay probability distitmutfunction (PDF). When the word select
line, WS, is held high to start the read operatitwe, bit-line BL gets discharged to a given

offset voltage marginV ., depending upon the discharge current of the dlit and the bit-

line capacitance. Both the cell current and thesetffvoltage variations degrade the read
delays, therefore, impact of variability on bothneentional 6T-SRAM cell and sense

amplifier is taken together to estimate the woestecdelays.

The variability in matched devices of the seaswlifier require a certain amount of offset

voltage marginy to be met during the read operation. Meanwhikiability in the

osm?
conventional 6 T-SRAM cell itself will result in Ige cell current variations. A cell with high

cell current will quickly discharge the bit-lines.¢. BL_min in Figure 5.3(a)), whereas a
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weak cell will take longer to establish desired diféerential voltagey . This will result in

a discharge delay PDF as illustrated in Figured),34 sense amplifier with small offset

margin (V) results in a small mean discharge delay withlbnaaiations as compared to a

sense amplifier with large offset margis ( , ).

Sensing is delayed to cover worst-case digehaurrent for the weakest SRAM cell
(corresponds to discharge of the bit-line BL_ma¥)e increased variability in nano-scaled
technologies will result in high offset voltage wions and large cell current variations.
Large delay margins will, therefore, be necessaryttie reliable sense operation that would
incur a high power and performance overhead. Fi§uBé) shows discharge delay PDF on a

bit-line (Cg g5 =48 fF) connected to a 45 nm technology generation cdioveal 256-

SRAM cells column simulated for an offset voltagargin V =300 mV (no..), when

offset

statistical variability including RDD, LER, and PG@as inserted in SRAM cells
(WM1,2,3,4 =L, Wyse =15L ).

Figure 5.4 shows the relationship of the disgk delays with offset voltage (margin) and
SRAM cell current, which subjected to statisticatigbility. The mean delays correspond to
the discharge delays for a given offset margirhefgdense amplifiers, and the 6f the delay
is taken to consider extreme case cell currenatians. Figure 5.4(a) shows an increase in the
mean delays with the increase of required difféaénbltage margin. The conventional 6T-
SRAM cell current variations increase when largéseaif margin is required as seen by
increasingo of the discharge delays. However the sense ampbfiset margin has a higher
impact on the total discharge delay as shown imreid.4(b). Over 60% of the discharge
delay is attributed to offset voltage margin anssl¢han 40% is due to SRAM cell current
variations, considering thed6 delay variations. The higher the sense ampliffexet voltage,

higher is the impact on the discharge delays byémse amplifier.
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Figure 5.3: The impact of variability on read delay(a) Timing diagram and (b) simulation result.
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5.3 Proposed discharge assist design

A straight forward method to achieve a rgklyy constant offset voltage, across different
generations, is the use of traditional sizing & #mplifier transistors. It avoids the delay
degradations that arises due to device scalingpenlawer technologies [13]. A number of
sizing based techniques have been presented patitdo mitigate the offset voltage [72, 73].
However the size of the sense circuit doesn’t sedtle technology as rapidly as it does for
SRAM cells, that increases the sense circuit o\atH&O0]. It represents a major trade off
between the size of the sense amplifier and anptedole offset voltage [61]. Large sized
sense amplifiers consume a large dynamic energynthkes a significant portion of the total
energy consumption. One method is to add correaieenents to a conventional sense
amplifier and use digital trimming after fabricatito recover worst case amplifiers [74, 75].
However the addition of corrective elements to Hasic structure of the sense amplifier
increases its delay and power consumption. Sengéfimredundancy can be used to select
best case amplifier during run time, however itintsreases run time cost [61]. A number of

reference voltage¥/,s, can be generated and a particular voltage carsebected that

minimizes the offset voltage [14]. However the dvead is the generation of multiple precise

voltages and a number of storage devices to saveggacation settings.

5.3.1 Proposed discharge assist circuit

The proposed design uses asymmetry informatidhe sense amplifier, generated during
the post-silicon calibration [74], to assist thellie discharge process during the SRAM read
operation. Figure 5.5(a) shows the circuit schemattithe proposed design. A 1-bit storage
node S1 (flip-flop or latch) keeps configuratiorttegs for each sense amplifier to allow
intelligent assisted bit-line discharge. The disgkaassist transistors (M3 and M4 in
Figure 5.5(a))) are turned on when the read ommratiarts with the read signal, R, held high.
Depending upon the values in the storage nodesctragspond to asymmetry of the sense
amplifier, a discharge control transistor (M5 or M6Figure 5.5(a)) is turned on to enable
assisted discharge on the bit-line connected &steif branch of the sense amplifier. Proposed
assisted discharge method therefore improves thehalige process to quickly overcome a
voltage or current imbalance (offset) in the sesrsglifier to allow a reliable sense operation

at a reduced discharge delay.
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Figure 5.5(b) illustrates the timing operatifox the proposed discharge assist method.
Assuming the faster branch of the sense amplifieconnected to the bit-line BL and the
slower branch is connected to the bit-line, BLB.pfgpriate values are loaded in the storage
devices during calibration phase that configurepghmposed circuit to turn on the discharge
control transistor M5 (Figure 5.5(a)) to speedup thscharge of the bit-line BL. For a
differential read operation, the bit-line dischagn occur on both the bit-lines (BL, BLB)
depending upon the stored value in the SRAM cehlideead. There are two possible cases
for the discharge, one when the SRAM cell and #stséed discharge occur on the same bit-
line (case 1), or when the cell and assisted digelsaoccur on different bit-lines (case 2) as
shown in Figure 5.5(b). When the assisted dischargethe SRAM cell discharge (read 0)
occur on the same bit-line (e.g. BL), in such dagebit-line for the proposed design, BL_P,
establishes required bit-line differential moreaily at timet; as compared to a conventional
design that takes timg (wheret; < t;) to develop same differential voltage as shown in
Figure 5.5(b-i).

The other case can be when assisted bit-iseharge occurs on a bit-line (e.g. BL) and
the discharge by the SRAM cell (read 1) occurs diffarent bit-line (e.g. BLB) as shown in
Figure 5.5(b-ii). In such a case, the proposedgtlequires a significantly longer discharge
delay, compared to the conventional sensing, teldpvthe same bit-line differential since
both the bit-lines (BL_P, BLB_P) are simultaneoudiycharged by the SRAM cell read and
assisted discharge circuit. However, we don’t needait for the same differential voltage to
be developed on the bit-lines, as in the casecohaentional design, since the sense amplifier
is skewed (faster) on the side connected to théneitBL_P. Therefore we can trigger the
sense amplifier at; (as shown in Figure 5.5(b-i) and still sense adr@tput as long as
assisted discharge on the bit-line BL_P is loweantlthe SRAM cell discharge (read 1).
Discharge speed is limited by the required voltdg® on the bit-line Blfor correct sense
operation on read 0, since the sense amplifierbeafired as soon as the bit-line discharge
starts in case 2. Figure 5.5(c) shows the resutSPICE simulation of a 45 nm randomized
sense amplifier for the case 1 with the standarth¥256x1 6T-SRAM cell array. Note the
bit-line differential developed in case 1 is larg#an the bit-line differential voltage
developed by a conventional design simulated inufgéig5.2(c), considering the same
discharge period. Figure 5.5(d) shows HSPICE sittmraf a 45 nm randomized instance of

the sense amplifier for the case 2. The bit-lindtage differential is lower than the
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conventional design, for the same discharge pehiodgever it still yields a correct output due
to asymmetry of the sense amplifier arising froatistical variations.
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Figure 5.5: Proposed discharge assist circuit (a)ifcuit schematic and (b) timing diagram (c) HSPICE
simulation assisted discharge case 1 (d) HSPICE gdimation assisted discharge case 2.

Excessive assisted discharge on a bit-linecease read failures when it is higher than the
SRAM cell discharge. Therefore we employ minimuzedi high threshold (weak) discharge
assist and control transistors to avoid unwantststesl discharge, as the transistor pairs M3,
M5 or M4, M6 (Figure 5.5 (a)) form an additionasdnarge path. An actual 6T-SRAM cell is
designed to achieve high speed discharge with eepsable read margins by keeping a high

cell ratio (CR),, where the cell rati@ represents the width ratio of the driver and pass
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transistors. Since minimum sized transistors ael der the assist/control transistors, weak
discharge is ensured by the proposed dischargeast ascuit. For an ideal SRAM cell
without variation, the maximum delay improvemenattttan be achieved by the assist

discharge approach would be 50% when cell andtagsients are the same.

380 ...............................................

360 [Discharge delay for.conventional design .
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Number of discharge assist transistors

Figure 5.6: Impact of discharge assist transistorsen read delay.

High process variations, especially due tdistteal sources of variability, cause large
threshold variations in scaled technologies. Whesisted and SRAM cell discharge occur on
different bit-lines, large variability can weakeelldrive currents during the read operation to
be lower than the assisted discharge current tlagtlead to read failures. One method is to
use long channel devices to weaken assist curhamtiricreases read stability. An alternate
method is to put multiple assist transistors ineseto minimize the unwanted discharge. We
employ multiple discharge assist transistors is thork due to availability of the minimum
length device models for our simulations. Figuré Shows the impact of multiple assist
transistors (1-6) on the discharge delay when redua 200 mV differential on the bit-lines
(BL, BLB). Using 1-4 assist transistors improveg ttead delay by boosting the discharge

process. Maximum delay improvement of a 45% (354/9s194 ps) is observed for one
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control/assist transistors, however it may increasad failures due to large threshold
variations. Having 5 or more assist transistorslifred the proposed design, as assist
discharge current is too small to overcome theydelareases due to the additional bit-line
loading. Using 2-4 assist transistors (in seriggyipes a trade-off between the maximum

delay improvement and error rate (stability).

5.3.2 Statistical variability simulation results

Figure 5.7 shows discharge current distrim#iobtained from 14,000 simulations of a 45
nm 256x1 conventional 6T-SRAM column array. Statatvariability was inserted in both
(conventional and the proposed) designs, and teehdige currents were calculated after
some fixed discharge period. Figure 5.7(a),(b)st®dw discharge current for the proposed
design in case 2 (SRAM cell and assist dischargaraan opposite bit-lines) when using one
(AT=1), two (AT=2), three (AT=3) assist transistorespectively. A current overlap with
conventional design in Figure 5.7(a) indicates phdé read failures at the tails of these
distributions when assist discharge may become ehighan conventional SRAM cell
discharge. However increasing the number of assissistor to two (AT=2) in Figure 5.7(b)
and three (AT=3) in Figure 5.7(c) removes this taeven at the tails of the distributions.
This removal of the tails indicates that althoughréasing the number of assist transistors
decreases assist discharge current, it can incteaseeliability of correct sense operation.
However this decreases the total discharge cuimerdse 1 (assist and SRAM cell discharge
occur on the same bit-line). The decreasing gapdet the current distributions, of the
proposed and conventional designs, with the inargasumber of assist transistors is shown
in Figure 5.7(d). Therefore, longer discharge delajll be required to achieve the required
bit-line differential voltage due to reduced totiidcharge currents when using large number
of assist transistors.
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Figure 5.7: Discharge current distributions (a) cas 2 AT=1 (b) case 2 AT=2 (c) case 2 AT=3 (d) case 1

We designed a 45 nm 256x1 bit conventionaB&RAM array (columnCy, g . =48fF) in

order to quantify effectiveness of the proposedgies reducing read failures by assisting
discharge process during the SRAM read operattonys in Figure 5.8. Over 100,000 Monte
Carlo simulations were performed by inserting statal variability (RDD, LER, and PGG) in
both the conventional 6T-SRAM cells and sense dimaplicircuit to analyse error rate
reductions at different discharge delays using ipleltnumber of assist transistors. This
allows a more comprehensive SRAM read delay armlysder variability when taking into

account both discharge current variation of the BR#ells and offset voltage variations of
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the sense amplifier. For 100,000 Monte Carlo sitmhg, an error rate of 0% is required for
reliable SRAM read sense operation. Simulationevperformed using one control transistor
in series with one, two, and three assist transsfAT) in our discharge assist circuit for
comparative study. The results of these simulatayesshown in the error rate plot in Figure
5.9 for both the proposed and conventional desig¢pe. proposed design provides significant

reduction in the error rate for low discharge dslay

BL1 BLB1 BL2 BLB2 BLN BLBN
— Cell 1 |1 — Cell 1 — Cell 1
— Cell 2 | — Cell 2 | M Cell 2 1
° ° °
b ° e o © ®
[ J [ ] [ J
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48fF$ 48fF$ 48fF$ 48 fF == 48fF€ 48fF$

Figure 5.8: 256)N SRAM array setup for statistical variability simulation.

Increasing the number of assist transist@gratles error rate performance for low
discharge delays since the assisted dischargentug@uces that offsets effectiveness of the
proposed design. However, for a reliable SRAM samgation, it's important to look at the
lowest delay time required for a 0% error rate. #@ conventional design, a 325 ps delay
time is required in order to guarantee the sucaoesséd operation. For the assist discharge
approach with only one assist transistor (AT=1gaih achieve the highest error rate reduction
in low discharge delays compared with the conveaficounterpart. However, it can not
achieve error rate of 0% due to the huge conveali®T-SRAM cell discharge current
variation and the relatively large assist dischangeent. Using two assist transistors (AT=2)
provides both the high robustness and speed imprents, as evident by the low error rate at
both high and low discharge delays (shown in Fighi/®) for AT=2. It can reduce the
discharge delay time to 200 ps for a read erroe k&t 0%, which represents a 38%

improvement as compared to a conventional desifis. improvement reduces to 23% (325
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ps vs. 250 ps) when using three assist transigfofs3) due to weak assisted discharge

currents.
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Figure 5.9: Error rate comparison at different discharge delays.

5.3.3 Energy and area comparisons
For a comparative study with the conventigiaing technique, we carried out an energy
and area analysis, on a 45nm 256x1 bit conventi6hébRAM SRAM column array for the

same performance requirement (..., + Tgscnae =124 PS). For the conventional design,

traditional sense amplifier sizing technique [72smapplied to achieve a differential swing of

60 ... =53mV [14] to meet the given delay requirement. The pseplocircuit was designed

offset

using one assist and one control transistors. Ensesamplifier was sized smaller for the

proposed design to achieve a differential @ _. . =102mV, in order to meet given

offset
performance metric (124ps). Note the fact thatdifferential required for the given discharge

delay is halved when cell and assist dischargesntsrare equal,

= VC EGul

l cell + I assist
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Large sizing of the sense amplifier NMOS tistoss was performed for a low offset
margin that resulted in a high energy and areah®aat for the conventional design. For the
proposed discharge assist design, small size $tansihave been employed in the sense
amplifier circuit since it can accommodate reldinarge offset voltage (102 mV vs. 53 mV),
which increases the energy dissipation by 77%fBw&. 5.8 3fJ) during the bit-line discharge
process, however, there was a 62% (6.65 fJ vs. f)68duction in energy consumption
during the sensing period (20 ps) and a total 6 18.95 fJ vs. 8.35 JYeduction in the total
energy consumption over a traditional design. Sepszation took 67% of the total energy
consumption for a traditional design as compare@0% for the proposed design. The total
energy reductions improved by 20% (9.95 fJ vs. #B6for a two assist and one control
transistor configuration due to reduced bit-lingatliarge current. However the sense amplifier

was sized larger to achieve low offset margifo (.., =88mV) that met the delay

set

requirements (124 ps), however this in turn ledrioncreased area overhead.

Table 5. 1: Energy comparison

Discharge energy

Sense energy

Total energy

(f) (fJ) (fJ)
Conventional sense
amplifier 3.3 6.65 9.95
(60 jyeer = 53MV)
Proposed sense
amplifier 5.83 (779 ) 2.53 (629% ) 8.35 (169 )
(60 e =102MV)

A layout study of the sense amplifier for the cami@nal design and the proposed design

(one assist/control circuit and sense amplifier3 baen carried out. It was found that the
proposed design requires a 38%il9um? vs322um?) less sense area as compared to the
conventional design. Figure 5.10 shows the layoubbth sense amplifier designs. The area
savings reduce to a 27%19um?*vs378um?) for one control and two assist transistors

configuration due to large sized sense amplifiel athditional assist transistors. The proposed

method can also be used in addition to the conmeatisizing to reduce read delays. The area
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overhead in that case is less than 2882um? vs16742um?) for a 256 bit SRAM column

array (cell area x word length0.9x6x256m?* =16742um?).

(a) Conventionally sized sense amplifier layout

Veo.

veo

(b) Sense amplifier layout for the proposed design
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BEB

(c) Proposed discharge assist circuit layout

Figure 5.10: Area comparison (a) conventional sizegense amplifier Area:46.8x11.[]1m2 =519.5 pm2 (b)
sense amplifier for proposed design Area= 21.6x11;1m2:240 pm2 (c) proposed discharge assist circuit
Area=7.4x11.4um?= 82 um?.

5.4 Proposed pre-charge select design

Device mismatch in a sense amplifier resuitan unbalanced current flow in the two
branches of a sense amplifier even when the sapug woltage is applied that appears as the
sense amplifier offset voltage. The input offsettage of the sense amplifier refers to the
differential voltage that will force the latch aii¢ (M3-M6 in Figure 5.2(a)) to enter meta-
stability, V(Out) = V(Out_b) [12]. We use this fatd provide a lower bit-line pre-charge
voltage at an input transistor of a faster branctine sense amplifier. The pre-charge voltage
is selected during the calibration phase that wilhimize the differential (offset voltage)
required to achieve meta-stable outputs. Sincentkeifiod doesn’t change the total differential
voltage required to achieve meta-stable outputh®fsense amplifier, therefore, the intrinsic
offset voltage of the sense amplifier remains thenes However the bit-line discharge
differential voltage required for meta-stable ougpchanges after calibration that we refer as

the effective offset voltage.
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Figure 5.11(a) shows a SRAM array structordlie proposed design. Each column of the
array is provided with a pre-charge select cirtiigt is calibrated to minimize the required

discharge differential for reliable sensing of twresponding sense amplifier. Only two DC
supply voltages (1V, V_pre), where V_pre = VDDNO 4, and n is an integer multiple, are

provided for selection of the pre-charge levels ia cycle calibration process. These voltages
are selected depending upon the intrinsic offsdtage of the sense amplifier that will
minimize the effective offset voltage. A single jmigarge select circuit can be used for
multiple columns to minimize area overhead, whesingle sense amplifier is shared by N

columns (N>1).

During calibration, which is performed at iait system power-on phase, each sense
amplifier is calibrated to identify the pre-chargeltages that minimize its effective offset
voltage. The calibration starts by applying the eavibD voltage on both the bit-lines and
then sensing the output of the sense amplifier.eDdimg on if the output is zero or one, one
branch of the sense amplifier is identified as tasslow. In the next cycle, the storage nodes

are loaded with an appropriate value to apply a |[oe-charge voltage, V_pre=VDD -

30 4t (N=3), on a faster branch to minimize the currdifference between the two

branches. If the outputs are flipped this timeshibws the offset lies in the range 80 e

and no correction is therefore needed. The stonages are loaded with the default values
that select VDD as the pre-charge voltage for hbébit-lines. In the other case, when the

outputs don't flip, it indicates a worst instandetloe sense amplifier whose offset lies in the

range 30 yeer - 00 o1ser - Therefore the lower pre-charge voltage (VDBG ) is selected

to kick it back in the range 030 ., effectively recovering nearly all instances a thiorst

case sense amplifiers.

Figure 5.11(b) shows a detailed implementatibthe proposed pre-charge select design.
Two supply voltages (1 V, V_pre) are shown hereaasexample of a 2-step bit line pre-
charge voltage calibration for the sense amplilepre-charge select circuit is added to each
bit-line pair (BL, BLB) that selects an appropriatdtage during the calibration phase for pre-
charging. A 2-bit storage register is provided timres the configuration setting that is derived

from the asymmetry information of the sense angliflhe storage element is pre-set at start
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to select VDD for both bit-lines (BL, BLB). At thend of the first calibration cycle, the
system can identify a faster branch of the sensplifn connected to the bit-lines (BL,
BLB), and a lower pre-charge voltage is selectedie corresponding bit-line attached to the
input transistor of the sense amplifier. Outputs éndOut_b of the sense amplifier (Figure
5.2(a)) indicate which bit-line should receive avéw pre-charge voltage to minimize the
effective offset voltage. Assuming the branch catee to the bit-line BLB (M9-M2-M6) is
slower than the other branch connected to ther@tBL (M9-M1-M5) that causes the output
node, of the sense amplifier, Out, to dischargeeto. Therefore a lower pre-charge voltage is
selected for the bit-line BL during calibration gleathat reduces the discharge differential

needed for reliable sensing, that in turn minimittesseffective offset voltage.

Figure 5.11(c) shows timing diagram of tlemse amplifier operation for the proposed
design. We assume that one branch (M7-M1-M5-M3hefsense amplifier connected to the
bit-line BL is faster than the other branch (M7-WMB-M4) that is connected to the bit-line

BLB. Therefore a lower pre-charge voltayg,,, is selected for the bit-line BL during

calibration phase that will minimize the effectiofiset voltage. During the pre-charge phase,

the bit-line BL is charged t¥ ., and BLB to VDD=1 V. Sense amplifier is triggeretd;afor

the proposed design and tatfor the conventional design that allows same ib&-oltage
differential but different effective offset voltagjeNotet; <t, because the proposed design has
a lower effective offset voltage (Voffset-P) thasngentional design (Voffset-C). Therefore a
lower delay margin for the proposed design willuiesn a high speed and low energy
consumption. Figure 5.11(d) shows the timing opemasimulated using HSPICE for a
randomized 45 nm sense amplifier. A lower pre-caaglect voltage results in early start to
the sense operation for the proposed design comhpatde conventional design, simulated in

Figure 5.2(c). The relation between effective artdnsic offset is given as,

V... =(V

offset-c

+V ) — VDD Equ. 5.2

offset-p

A positive effective offset indicates that tlaster branch of the sense amplifier is still faster
after compensation, but a lower discharge diffea¢img required for correct operation. For a
negative effective offset voltage the opposite wél true, however, the absolute value of the

128



effective offset voltage will be always smaller ththe voltage step, in this cas8@ ye .

Since two different pre-charge voltages are apptiedhe bit-line pair (BL, BLB) in this
circuit, the bit-lines may not require an equal@afcircuit. However an equalization circuit is
useful to speed up the pre-charge phase. If we &emmventional equalization scheme in the
design, we avoid any speed and power penalty (Wmtdine bias conditions) that occurs
when the bit-lines have no equalization. Howeves treduces the bit-line pre-charge
differential voltage due to a voltage division bétpre-charge differential between pre-charge
and equalization transistors. We avoid this probtgnmncreasing the step size (decreasing the
resolution) to achieve the desired differentialtagé at the bit-lines. Lower pre-charge
voltages result in a low pre-charge power conswnptMoreover, the static noise margins
(SNM) improve since a lower pre-charge voltage poas$ a small disturbance on the storage
node (holding 0) during the SRAM cell read.

1.00V —¢ L 4 L 4
V_pre I I
Pre-charge select| [Pre-charge select Pre-charge select
circuitry - 1 circuitry - 2 circuitry - m
L spamtcell 1 H - Hsramcell ns1 H oA eel 1
Il
L shamtcel 2 H HsmamcelnH{ @ @ @ L] ORANCel |
[ [ [ ]
o ° o
[ ] [ ] L]
SRAM cell
H seamceln H H SRaMcell 2n H ot
H Sense AmplifierTff ~ Hoense Amplifier-2H Bense Amplifier-mf
BL1 BLB1 BL2 BLB2 BLm BLBm

(a) Array structure for proposed design.
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(c) Timing diagram for the proposed design
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(d) HSPICE simulation of the proposed pre-selestgte

Figure 5.11: Proposed pre-charge select design @yay structure (b) circuit schematic (c) timing diagram
(d) HSPICE simulation.

5.4.1 Stability analysis

Pre-charging the bit-lines (BL, BLB) to a \age below VDD results in faster and low
power pre-charge operation due to the reduced gmltaving required at the bit-lines [92].
Decreasing the pre-charge voltage reduces thegeolige at the storage node ‘0, thereby
increases the SNM [93]. However when the pre-ahargtage falls below a certain value

then it may degrade read speed and SRAM cell gtabilt may not be a problem for the
proposed design as kick size 80 . Wouldn't be very large considering the fact thae t

required voltage differential is normally very sin@100 mV [31]). Figure 5.12 shows the
SNM plot for different pre-charge voltages. Reaabsity increases till 0.65 V of pre-charge
voltage, reaching a maximum at 0.7 V. Below 0.65hé, SNM starts to fall below the SNM

value at 1 V pre-charge voltage.
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Figure 5.12: Impact of pre-charge voltage on SNM.

Figure 5.13(a) shows the set-up for stabditplysis using open loop inverters with access

transistors. A reference voltagé,, representing the bit-line pre-charge voltage slied to

observe the behaviour of the storage nodg,. Simulation results of the given setup to

observe cell stability are plotted in Figure 5.)3(d'he storage node holding a ‘1’ (Vin =0)
keeps holding a strong ‘1’ as long ¥, is higher than 0.7 V for 1 V of VDD, below which

the storage node gets weakened. However this wiilaffect discharge delay as long as VDD

- V,, is less than the threshold voltage of PMOS cotatkto the storage node holding a ‘1’

in a SRAM cell. We set a margin to account for timeshold variations due to variability, it

now requires that we us¥ , values for which VDD -V , <<V swos =30 pwos 1O

account for worst case conditions. We call thisopsrating region to avoid any read speed

penalty. When VDD -V, falls below the threshold of the PMOS connected/{, in close

out
loop configuration, it (PMOS) is turned on that dedes the discharge speed. We call it a low
performance region since the discharge delay iseseander this condition. However the cell

storage remains intact unM_ . falls below the inverter threshold voltage.

out
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Figure 5.13: Stability analysis (a) open loop SRAMell (b) simulation results.

To account for process related inverter shodd voltage variations, it requires that

V s should be selected such thgf, >V, ., +30,,, ;,, , any values below that are referred

as failure region. Figure 5.14 shows result of iterethreshold variations under statistical
variability. Mean inverter threshold lies on 502 mAth 28 mV of standard deviation (STD).
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Figure 5.13(b) shows that > 320 mV (V,, ;,, +30,, ;,,) Would be sufficient to avoid a

destructive read due to the low pre-charge voltblgsvever a pre-charge level lower than 0.6

VDD degrades the sense

charge voltage for the proposed pre-charge seésigl.
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Figure 5.14: Inverter threshold plot under statistical variations (a) DC plot (b) PDF of inverter threshold.

The proposed pre-charge select design chasas supply voltage for the bit-line pre-

charge that may impact

offset voltage of the seamaplifier. A lower discharge voltage is

developed at input transistors of the sense araplifhen the initial pre-charge levels are low.
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This results in a lower drain current flow in theot branches of the sense amplifier that
causes a large initial voltage difference in theHaircuit of the sense amplifier [12]. A high
initial voltage difference results in a better segsability of the sense amplifier that
corresponds to a lower offset voltage. Figure Si&ws the impact of low pre-charge levels
on the standard deviation of the offset voltaga otirrent mode sense amplifier. Variations in
the offset voltage decrease as the pre-chargegeottee lowered. There is no speed penalty of
the sense amplifier as long as pre-charge voltagé0% of VDD [12], below which
operational current decreases due to a low drasotwce voltage of the clocking transistor
(M9 in Figure 5.2(a)). Therefore lowering the pteage levels for the proposed design
reduces the offset variations without incurring aeyformance overhead.

18
16 |
147

10

A O

Improvement in offset voltaeg (%)

N

o

0.75 0.8 0.85 0.9 0.95 1
Pre—charge voltage (V)

Figure 5.15: Impact of low pre-charge on offset véhge.

5.4.2 Statistical variability simulations

In order to investigate offset reductions gsthe proposed design, we implemented a
45nm 256x1 bit conventional 6T-SRAM column arrayl @appended a sense amplifier with
optimized sizing given in [72] to minimize offsebltage. An ensemble of 45 nm 200 model
cards with random dopant fluctuations, line edgeghmess, and poly-granularity [4] were
used to insert statistical variability in designgl¥e 5.16 shows result of 6,000 statistical
variability simulations to calculate offset voltafm a comparative analysis. Conventional
design has a 46 mV STD (standard deviation) obffset voltage. Proposed design reduces it

to 29 mV using a calibration of kick SiZe ,..; =46 mV, resulting in a 37% reduction in the
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STD of the offset voltage. Increasing the kick siae20 4 =92 mV reduces the effective
offset variations to 44 mV that results in a 4% ioyement. Although the improvement is
less, however it can squeeze the worst case sergiiers in the rang@0 yee - 40 ofser 10 @
range 0 -20 ... Large numbers of simulations are required to sioprovements in the

offset reduction with higher kick sizes.
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Figure 5.16: Offset voltages (a) conventional desigb) proposed design forNO g = 46 mV, N=1(c)
proposed desigiO .o =92 MV, N=2.

5.4.3 Energy and area comparisons

For a comparative analysis with the cotiemal sizing technique, we designed a 45 nm 256x1

bits conventional 6T-SRAM array and measured eneapsumption of both designs (conventional

and proposed) for similar performance requiremémts, ..., * Tuischare =124 PS) Conventional

design requires a minimum differential voltage 8frBV (60 ..,) t0 achieve a given performance

target (126 ps), while the proposed design requaré®6 mV 6o using 30 e Kick)

offset
voltage differential to achieve the required disgeadelay targets. Since large sized devices
are used for the conventional design to achievenadffset margin, therefore it costs a high
dynamic power overhead. Proposed design provide¥/a (9.95 fJ vs. 5.78 1J) reduction in
the read energy as compared to the conventionajrdesote the fact we didn’'t consider the
case when both the bit-lines have different pre-gdaoltages for the proposed design. Since
a short current may flow during equalization whexthbthe bit-lines have different voltages
and are connected by an equalizer. However, theapifity of such a case (worst case), when

the low pre-charge voltages are selected for thdinei pre-charge, is very small, Pr
(0ffset>30 et ) < 1%.
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Figure 5.17: Proposed pre-charge select circuit As= (164x7.2— 89— 2) um?* =100.28um?.

A 350 nm process was used for the sense ampléiedsthe proposed pre-charge select
circuit layouts in order to carryout the area congmm of conventional and the proposed

designs. Although the sense amplifier for the psgpbdesign takes nearly half the area

required by a conventional sense amplifisdgum? vs240um?), however large sized pre-

charge select transistors (W=16L), of a@20.5um?, were used to allow a faster pre-charge
of the bit-lines, therefore the total area redutiowere reduced to a 15%
(519um?vs.440.5um?). Figure 5.17 shows the layout of the proposedcharge select

circuit with pre-charge select transistors. Theoldayof the sense amplifier for the proposed

and conventional designs is given in Figure 5.10.

5.5 Chapter summary

Large parametric variations in the scaled tetdgies increase the offset variations of a
typical SRAM sense amplifier design. To overcome #iffect of variability the sense
operation has to be delayed longer for a reliadRAM read operation. However this
increases the power consumption and decreasesdldespeed. In this chapter, two novel
digital methods are presented to mitigate the bfiedtage dependent discharge delays in
order to minimize energy consumption and boostgoerance. The proposed discharge assist
design method adds a discharge assist circuit ppove the bit-line discharge based on the
asymmetry information of the sense amplifier. Mo@&rlo statistical variability simulations
indicate a 38% improvement in the discharge defayyever, energy reductions (16%) are

not very substantial as compared to the performanpeovements since this method results
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in simultaneous discharge by the assist circuitSRAM cell. The proposed design requires a
38% less area and consumes 16% less energy feathe speed measure when compared to a

traditionally sized sense amplifier.

The other method adds a pre-charge seleaticia select an appropriate supply voltage
for the bit-line pre-charge that reduces the d#ffial voltage required for a reliable sensing.
The pre-charge voltage on a bit-line, which is @uoted to a faster branch of the sense
amplifier, is dropped to minimize the current diffiece in the two branches of the sense

amplifier. Statistical variability simulations sha37% reduction in the offset voltage using a
10 . Kick to recover the worst case sense amplifien® Jense area reduction is 15% and

the read energy reduction is 42% for the propossigd over a conventionally sized sense
amplifier. The proposed pre-charge select methadoge energy efficient as compared to the
proposed discharge assist design since a singtbaige path exists. However the proposed
discharge method is more area efficient due towadweerhead assist circuit. The proposed
design methods provide a means to low power rodBR#tM design usingn-situ digital offset
compensation. The next chapter considers leakafection of the SRAM caches in idle

periods.
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Chapter 6
6. SRAM cache leakage power reduction

CMOS technology has been the preferred chdi¢gbeosemiconductor industry as CMOS
devices consumed power only when switching. Howedevice and threshold voltage scaling
has resulted in a high rise in the static powersaomption of these devices, degrading the
advantages of CMOS logic. Device miniaturizatios hesulted in a scaling of the lateral and
vertical dimensions of CMOS transistors. Supplytagé has been scaled to maintain device
reliability and low power consumption. The threghebltage has scaled proportionally to the
voltage in order to maintain the performance gaihdevice scaling. However, narrow oxide
thicknesses and low threshold voltages resulthoge rise in gate leakage and sub-threshold
leakage currents, respectively. Leakage power rakest a major portion of the total chip
power and may exceed the dynamic power in futureeiggions if left unchecked. Increased
leakage power also degrades the reliability of pepiest methods such as IDDQ and burn-in

tests, tightens the requirements of cooling systamd degrades system reliability.

SRAM caches are an important part of microgssors as they typically take over 70% of
the total chip area [10]. Since the total leakagevey is proportional to the number of
transistors [68], a reduction of the SRAM cachedege is therefore critical for low power
design. The cache memory can stay in long idleoderwhen not accessed, especially L2
cache. In those circumstances the leakage poweBRé&M caches can exceed the dynamic
power as seen for the 8KB instruction cache oMBE2R processor at 45 nm technology [77].
Coupled with high leakage, SRAM caches face othallenges, such as small signal voltages
and a large device mismatch of symmetric MOS tstoss in SRAM cells and sense
amplifiers. Increasing the device size can redhierhismatch. However it increases the area
overhead and will result in a rise in sub-thresHekage current which is proportional to the

device size.
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This chapter will provide an introduction tevice leakage, in the case of SRAM cache,
and a proposed leakage minimization technique. Woik focuses on SRAM cache arrays
since they take the largest portion of the totaRBRcache area. Previously proposed leakage
reduction techniques include power gating meth@és $2-84], drowsy caches [16, 17, 85],
and body biasing [79-81]. A brief overview of theepous research for cache leakage power

reduction can be found in Chapter 2.

6.1 Types of MOS transistor leakage

Device scaling has resulted in improvemehftdewice delay by approximately 30% every
two years. However, to keep the power consumptiatet control, supply voltage scaling
was also necessary. A low supply voltage has ativegempact on the device and circuit
delay, therefore, the threshold voltage was scaldegroportion with the voltage scaling to
keep leaps in performance gains. Threshold volsggéng has resulted in a huge rise in the
sub-threshold leakage current for sub-100 nm tdolgies. Scaling of the gate oxide
thickness was also necessary to achieve a cordtsttic field scaling and minimize short
channel effects. The short channel effect is theradse in threshold voltage with a decrease
in device gate length [86]. However, very smalldexthicknesses of a few atomic layers in
nano-CMOS technologies have lead to a high gateatgacurrent. The classical model of
infinite gate input impedance of MOS transistorthesrefore no longer valid for deeply scaled
devices due to high gate leakage currents. Inttamluof the High-K devices at 45 nm
technologies reflects a move to reduce the high [gatkage current by many folds, however,
it may confront with the same challenges of scaliagvith the current silicon-dioxide (SiO2)
dielectrics. While the sub-threshold leakage cuream be minimized better in design, the
gate leakage has to be controlled through procdmoblogy [15]. Other kinds of leakage
mechanisms are band to band tunnelling (BTBT),ndiraduced barrier lowering (DIBL), and
body effect. The total leakage current dependserstipply voltage, threshold voltage, oxide

thickness, drain/source junction depths, and dediiceensions [86].

6.1.1 Sub-threshold leakage
Sub-threshold current refers to the drain eurtieat flows from the source to the drain of a
MOS device when the gate voltage is below the Hulesvoltage, V,, [86]. Technology
scaling has lead to the scaling of supply voltamepbwer reduction that requires threshold
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voltage scaling to achieve a 30% delay reducti@ryenext generation. For an ON transistor

with the gate source voltag® () higher than the threshold voltage, drift currisnthe major

current from source to drain. Drift current is pogjional to (V, —V,,)%, wherel<a <2
and Vis drain to source voltage [15]. Therefore to agki reductions in the device delay
while exploiting the supply voltage scaliny, is also required to be scaled. The MOS
transistor is OFF when the gate source voltageeiis\z,=0, diffusion becomes the major

source of drain to source (threshold) leakage otirteow threshold voltages have therefore
lead to large sub-threshold currents in scaledntelcigies.

6.1.1.1 Drain induced barrier lowering (DIBL)

DIBL refers to a decrease in the thresholttage at high drain voltages in the short
channel devices. High drain voltages have a littipact on the sub-threshold current for long
channel devices. However, a significant increasiéndrain to source current occurs in short
channel devices due to DIBL. A high drain voltagevérs the barrier potential causing the
source terminal to inject more carriers into tharatel, independent of the gate voltage [86].
This can be mitigated to some extent by increagiegchannel doping concentration near the
source and body junctions to reduce barrier lovggraalled halo doping [15]. However the
source to body and the drain to body junctions Haviée lengths, limiting the minimum

channel length, below which they are shorted teealirect tunnelling current.

6.1.2 Gate oxide leakage

As scaling moves to nano dimensions, short chagifietts (SCE) pose a major challenge
to device reliability. SCE lead to a low gate cohwtf the transistors in order to completely
turn them on-off and a threshold voltage dependencthe device gate length. With smaller
gate lengths, a MOSFET doesn’t behave as a plamgactor. To achieve ideal MOS
behaviour, proportionate scaling of the lateral aadical dimensions of devices is required
to have good aspect ratio [15]. Aspect ratio regmesthe ratio of the vertical and horizontal
dimensions of a MOS transistor. Gate oxide thicknssreduced to mitigate short channel
effects [86] by providing an electrostatic fieldathresembles a planar capacitor. However,
small oxide thicknesses and high electric fieldmlléo a very high gate tunnelling leakage

from gate to substrate through the oxide, and verea. With very low oxide thicknesses, the
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gate leakage currents may approach off-state gelttbld leakage current level when the
oxide thickness approaches 1 nm, limiting furthealisg of the gate oxide thickness.
However High-K devices provide a means to decrdaskage current and allow further

scaling of the oxide thickness.

6.2 SRAM cell leakage mechanisms

SRAM caches can cause significant leakageestuwhen put in an idle state because a
minimum supply voltage is required all the timehtdd data. Moreover, the SRAM cells are
designed to be high speed to meet processor freguaguirements. High speed devices
however contribute more to leakage currents dulevothreshold voltages as explained in
section 6.1.1. Figure 6.1 shows different leakagthg of an unselected SRAM cell. The
leakage path L1, passing through the access ttansisll, and driver transistor, M6,
contributes a high amount of leakage since théires are pre-charged high normally. The
other leakage path L3, passing though the pullrapststor, M3, and driver transistor, M5,
can contribute high leakage as the node voltadmgis, 1V. A negligible amount of current
flows on the leakage path L2 since the pull updistors (M3, M4) are normally kept hiyh,
to minimize leakage and improve write stabilitym8arly, the leakage current on path L4

through access transistor, M2, and driver transidf®, is negligible since both of them are
OFF.

WS

BL(1V) BLB(1V)

Gnd
Figure 6.1: Leakage paths in an unselected SRAM ¢el
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6.3 Proposed segmented supply voltage method

for leakage power reduction

The idea of decreasing the supply voltage of SRANMys during idle periods, in order to
reduce the leakage current, has been previousksiigated for drowsy caches [16, 17].
Leakage power reductions are quite high as decrgdlse supply voltage decreases all kinds
of leakage currents. However this method incurga Wwakeup latency and energy overheads.
An aggressive drowsy cache was proposed to elimitia wakeup latency [85]. But the
access delay was degraded and read failures may wdeen the bit-lines are pre-charged
higher than the cell node voltages. Moreover tleess energy overhead can be substantial if

the cells are accessed often and put into idle naftde each access.

We propose a segmented supply voltage desigediace the leakage power consumption
of SRAM cache. A standard supply voltage is progide an entire segment of the SRAM
cache during an active mode period to achieve tobemd and write operations with a
minimum power/delay overhead. The supply voltagéhefun-accessed segments is lowered
to reduce the leakage power consumption in idlegsr Once accessed, each segment is left
in an active state for a definite number of cydese future accesses are expected to take
place in that segment. There is no wakeup latemeyhead for the transition from the drowsy
mode to an active mode and the energy overheagrysswall as it is amortized over a large
number of access cycles. The chances of read dailare minimized by activating the high
voltage (VDD) on the virtual supply line of the seted segment before the word line selects a
particular word in that segment for a read openatichis allows the virtual supply voltage to
achieve a voltage level that can enable a reliabbel operation with a minimum delay
degradation. Weak node voltages during a write aijmer are easy to be overwritten by full
rail bit-lines voltage, therefore the write opeoatisuffers no delay degradation and has a

relatively low energy overhead.

Figure 6.2 shows an SRAM cell when used iegreented drowsy cache. A virtual supply
voltage, Vvdd, is provided to a complete cache sagnThe voltage control transistors (MH,
ML) allow switching between active and idle modepending upon the activation signals
(HighVolt, LowVolt). We avoid the initial wakeup tency by using the fact that address
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decoding takes place in a hierarchal order. A sgwmthe segment can therefore be selected
earlier to wakeup before the word line is activatedad failures may occur if the bit-lines are
pre-charged to VDD and the read operation commewbds the cell node voltages are not
strong, a possible case for the aggressive droaslyec We observed that the bit-lines can be
pre-charged to a lower voltage, less than VDDntwaase the robustness against read failures
with a negligible increase in access delay. Thesim®e in the discharge delay is very small as
compared to a high discharge delay overhead indurrghe case of the segmented virtual
ground architecture [83]. Moreover, the delay ddgt@n is graceful, and is proportional to
the pre-charge voltages. Low pre-charge voltageease robustness against read failures at
the cost of a small increase in the discharge délayever the pre-charge voltages may not
be lower than 0.6VDD, below which the sense anwlifielay tends to rise [12]. The accessed
segment can be put to remain in an active modefdefinite number of clock cycles to
reduce the wakeup energy overhead. The energy eagnay be quite high if the word lines
are accessed often and put into idle mode soonedt# access. The bit-lines are left floating
during the idle period to minimize the bit-line kage currents. It also removes the need of
high threshold access transistors to minimize igh hit-line leakage when bit-lines are kept
pre-charged during the idle periods as well.

Vdd=1V  VLow=0.3V

HighVoIt—O"JMH MLP|O— LowVolt

L - @-Lloeoowvdd
WS ? -
—o|[ M3
® i —Q—'_l—‘
M1 M2
Il M5
M4 ||o—
M6 |—
BL BLB

Gnd

Figure 6.2: Segmented drowsy cache cell.
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Figure 6.3(a) shows a hierarchal design oBaP56 bits decoder. For clarity only two
stages of decoding are displayed that select 1@eeig each of 16 words from a 256 rows
cache array. A 2x4 decoder can be used as a baitiiing block of this decoding process,
consisting of 4 NAND gates. Once the enable sighakt high and a data/instruction address
is placed at the input (AOA1A2A3..1), the decoder selects first an accessed segmiaigt us
the first four bits (AOA1A2A3). The supply voltagd the selected segment is then turned
high upon selection. The time taken by the redhefdecoding stages and the time taken by
the word line driver to raise a word line high igfient to enable a robust read operation
with a negligible delay degradation. Figure 6.3%hpws HSPICE-simulation results of a 45
nm 8x256 bits decoder implemented with NAND gafése word line capacitance was
approximated to be 24 fF. A 6 stages word line elriwas used to drive the output of the
decoder on a high capacitive word line, WS. Theodec takes 46 ps to select a 16 words
segment from the 256x128 bits SRAM array, each vimaigi 128 bits. A total of 77 ps is taken
for the rest of the decoding, from the selectionl6f segments to a particular word line

selection, including the delay of the word lineveri

Figure 6.4 shows the wakeup latency of atitigathe virtual supply voltage from an idle
(drowsy) state (0.3 V) to an active state (1 V)eMirtual voltage supply line, Vvdd, was
connected to 16 words in each particular segmezglecgon of too small (fine) a segment
results in a small delay margin between segmergcseh and the word line activation.
Therefore the cells may not achieve very high nealeages when the word line is selected,
that can lead to a corrupt cell data. An altermag¢hod is to use low pre-charge voltages that
don’t exceed node cell voltage to avoid corruptbthe cell data. However this will result in
an increase in the access delay, albeit it is sab large a segment selection can avoid any
access delay degradation, however it lowers thex@feness of the drowsy schemes, as large

segments may stay in the active state for a lopgeod of time.
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147



180

1607

140}

120}

ps)

—100¢

Latency
(o]
o

o—rr
02 03 04 05 06 07 08 09 1

Cell voltage (V)

Figure 6.4: Wakeup latency of raising the virtual gound.

The virtual supply voltage, Vvdd, was approaied to have a 24x16 fF=384 fF total line
capacitance. In Figure 6.2, the high voltage céntransistor, MH, was sized larger
32Lx16=512 L, where L is the minimum channel lendth wake up the highly capacitive
virtual supply line. The wakeup latency is not Ergshen the high voltage is less than
VDD=1V, e.g., the voltage controller takes aboutpgxo raise the supply voltage level from
0.3 V to 0.8 V, however it takes 171 ps to raise virtual supply to 0.99 V. The decode
process from 16-64-256 with word line driver tak@sps, therefore, the virtual supply can be
raised up to 0.8 V without incurring any wakeupagsl We found that the degradation in the
discharge delay is quite graceful if the virtugbgly is lower than VDD. Therefore the access
delay overhead is small even if the virtual suppijtage reaches 0.7 V. The results of these
simulations indicate that the virtual supply voktagan be raised to a high voltage this enables
reliable SRAM read operation without incurring amakeup latency, while a negligible

increase in read delay occurs.
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6.3.1 Architecture of the proposed segmented supply voltage

design

Figure 6.5 shows an implementation of the psepl segmented supply voltage
architecture. A 45 nm 16x128 SRAM array segment \@asigned to demonstrate the
proposed architecture. Each word line had 128 wvetls 24 fF line capacitance. The bit-lines
were approximated to have 19.2 fF bit-line capaciés. A virtual supply voltage was
provided to the entire segment with a line capaciaof 16x24 fF=384 fF. The voltage levels
of the virtual supply are controlled through vokagontrol transistors, MH and ML. The
voltage control signal HighVolt is held low to wakethe drowsy segment when a segment is
to be selected for a read or write operation. Addaad supply voltage (1 V) is then provided
to the entire segment. The control signal LowVslturned low and the HighVolt is held high
to put the entire segment in the drowsy state. Sihe of the MH transistor is kept large to
enable quick recovery of the standard supply veltagm a drowsy mode. ML transistor can
be kept minimum sized since a fast transition togty state isn’t necessary. We used a 512 L
wide MH transistor and a 10 L wide ML transistor fwur simulations, where L denotes

minimum gate length, 35 nm.
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Figure 6.5: Proposed virtual supply voltage architeture.
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Figure 6.6 shows a detailed implementatiothefcontrol circuit and gating mechanisms
for the proposed segmented supply voltage desigsimple latch is used to hold the drowsy
bit for each segment. When it holds a 0, M4 trdosis turned on to keep the segment in
drowsy mode. To put a segment in drowsy mode, tl@SMransistor MS is turned on by
holding the Set signal high. A drowsy signal is gaed for all segments and is AND with
each Segment select signal (SS) to turn the Satlslygh. The set transistor MS can be
minimum sized as its output is driving a weakertagé control transistor, M4. To reset the
drowsy bit of a segment, a Reset signal is helth hogturn on the reset transistor, M3. The
reset signal is an AND of the /Drowsy signal and 8egment select signal (SS). Since the
standard supply control transistor, M3, is verygé&(512L, L is 35 nm), we sized the reset
transistor MR to be large enough (200 L) to quialdget the drowsy bit and enable a fast turn
ON of M3. The world select line, WSL, is gated wilie /Drowsy signal to select a word line,
WL, only when the segment is to be activated frov@ drowsy state. The inverted drowsy
signal, /Drowsy, is set low and the Segment segrtal (SS) is held high to put a segment in

the drowsy mode without activating the word line.
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Figure 6.6: Detailed implementation of the controkircuit for segmented supply architecture.
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6.4 Simulation results and discussion

We have used 45 nm BSIM4 model cards with stasiktiariability [4, 22] to evaluate the
effectiveness of the proposed segmented supphagelarchitecture. This section provides
simulation results of leakage power reductions, SMNalysis, and a comparison of

power/delay overheads to conventional designs.

6.4.1 Read noise margins

A decrease in the supply voltage resultslmagering of the read margins that degrade the
stability of the SRAM read operation. SNM analysiscarried out for the proposed design
because it uses the fact that bit-lines can bepaeged low (<VDD) and the supply voltage

may not be VDD during the read operation. Figuie shows SNM (i, - 30,,,) of a 6T-

SRAM cell for 8000 randomized simulations undetistizal variability at different supply
voltages. As evident in the plot, a supply voltafi¢ess than 0.4 V may not be sufficient even
for a 30 design as some of the cells may have negative SNi4. plot also shows that the
aggressive drowsy cache may be more prone to esladels as the SNM is not sufficient at
low supply voltages. The proposed design raisestipply voltage of a selected segment in
advance before a word line is selected. This pes/glfficient margin for the cell voltages to
rise higher than noise margins to enable reliade operation. In the case of write operation,

weak cell voltages are easier to be overwrittehigher bit-lines voltage.

Another important consideration for the leakggower reduction is the selection of
minimum retention voltage. The dynamic retentioritage (DRV) should be chosen to
minimize leakage power without destroying the dalta during hold. A uniform device may
behave robustly up to 200 mV of the supply voltagthe hold period. However it will not be
sufficient considering the impact of high varialyilwith 60 design, for a large number of
SRAM cells. Figure 6.8 shows simulations resultsth@ hold margins at different retention
voltages. We observe that at a 200 mV retentiotagel many instances of the SRAM cells
suffer from extreme variability and may lose celtal However the cells are more stable at a
300 mV retention voltage even forGa design. We have chosen 300 mV as the low voltage

for the idle state to provide maximum energy sasviwgh acceptable reliability.
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6.4.2 Leakage reductions

A 45 nm 16x128 bits SRAM segment was designed thighvoltage control circuitry as
described in section 6.3. Figure 6.9 shows thedgalpower reductions achieved for different
retention voltages. As expected, the greatest poskrctions are achieved when a minimum
retention voltage of 300 mV is adopted. Maximum powreductions of 69%
(7uW vs.22uW) are achieved at 300 mV retention voltage. Thesegs decrease to 42%
(13uW vs.22.6uW) for 800 mV retention voltage. Increasing the méten voltage
exponentially increases the total leakage poweteakage currents have an exponential
dependence on the supply voltage. It should alswobed that maximum power reductions are
achieved at a cost of low hold noise margins. Lavis& margins therefore degrade the
stability of the SRAM cells during hold periods.
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Figure 6.9: Leakage power reduction for a 16x128 t8§ SRAM cache segment.
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6.4.3 Impact on discharge delay and power consumpti  on

The transition from the drowsy state to anv&cttate requires some wake up delay and
energy overhead. We avoid wakeup delay by restdtiegstandard supply voltage of the
selected segment in advance. However, when thagaliground is not at VDD, some loss in
performance occurs due to a small increase in ifeharge delay. The wake up latency was
calculated for a 16x128 bit segment. The supplg Was approximated to have a 384 fF of
capacitance. When the pre-charge voltages are ocséf/DID for a read operation, the
performance loss is only 2.2% (140 ps vs. 137 . delay was calculated as the time taken
for the development of a 200 mV discharge diffeedntoltage on the bit-lines. Although this
results in a negligible impact on total read dedaythe bit-line discharge is a small fraction of
the total read access delay which includes addnef$sr delay, decoder delay, bit-line, sense-
amplifier delay, data bus, and output buffer dg§B8]. However, the bit-lines may be pre-
charged to a voltage, slightly less than VDD, fooren stability which results in lower
discharge delays, as shown in Figure 6.10. Wherbitiknes are pre-charged to 0.8 V, an
increase of 5.8% (145 ps vs. 137 ps) occurs indikeharge delay. However, it has a very
small impact on the total read access delay. Tivaseno degradation in the write delay as the

weak cell node voltages during the wakeup perieceasily overwritten by full rail bit-lines.

The increase in the read energy was 50% (JAs.f517 fJ) when the segment makes a
transition from the drowsy state to an active stbdewever, this is amortized over a large
number of access cycles when the segment is lefttive mode after being accessed for a
read/write operation. There is no power overheathduhe active mode, however a small
energy (power x time) overhead of 2% (525 fJ v&l &) is incurred as the discharge delays
take longer to account for the worst case delaymguvakeup. The write energy increases by
18% (1.73 pJ vs. 1.47 pJ) during the wakeup pehogiever, it remains the same as for the
conventional design in the active mode, i.e. naevenergy overhead occurs during write

operation in the active mode.
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Figure 6.10: Increase in discharge delay with decesse in pre-charge voltage.

6.5 Chapter summary

SRAM caches occupy the bulk of the total chipa and take a major share of the total
chip power since the leakage power is proportiemahe number of transistors. An effective
method to reduce the leakage power is to put the\EBaches in a low voltage drowsy mode
during idle periods since it reduces all kinds edlages. Previously proposed drowsy mode
designs either have a high performance overheadegrade the reliability of the read
operations. We propose a segmented supply voltegetecture that provides up to 69%
reduction in the total leakage power without inmgrany wakeup latency while the discharge
delay increase is very small (2.2%). The fact ttet address decoding takes place in a
hierarchal fashion, it means an array segment easelected before a word line is selected.
The delay between the selection of a segment amdvtird line gives sufficient time to
wakeup the supply line this can minimize the chanoé read failures during the read
operation. One other finding is that the use of lore-charge voltages results in graceful
degradation of the discharge delay. Therefore ifiknles can be pre-charged to low voltages
for robust read operation without incurring highkeap latency and with very small impact

on the total read delay.
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Chapter 7

7. Conclusion and future works

The aim of this research was to develop nevigdesand methodologies that enable the
low-power robust circuit operation in nano-CMOShiealogies. Increased variability arising
from the manufacturing process and environmentalditions pose major challenge to
reliable circuit design. Manufacturing processesultein identically designed devices to
behave differently from each other due to the inemcies in fabricating nano-scaled
geometries. Large variations in device behavioilir aise even under tight process control
due to the discrete nature of the charge and m#&f@b, LER, and PoG are a few of those
sources of statistical variations that may limiufe scaling of transistors. Due to the random
nature of these variations they can cause eachistanto behave differently from the others
in its neighbourhood and can result in timing/powiedations and even functional failures.
The other type of variability, environmental vaila, includes temperature and IR drop

variations that arise from the varied load and chitg activities in different blocks.

Static variations, especially the intrinsic whility can lead to high frequency and leakage
power variations that may require large marginddoctional design, lowering the power and
performance gains of scaling. Variability has semwpact on the reliability of the sense
amplifier and SRAM designs that lead to degradezldyand lower revenue. The supply
voltage has been scaled slower due to large vanmtihat lead to high power consumption.
High power density and switching activities resnlgeneration of temperature hot-spots and
large supply voltage variations. Dynamic variati@as cause timing failures for different
functional blocks and high temperature variatiorss/speed up the degradation of the devices
with time. In addition, the soft error rate riseghascaling and large variations in soft error
rate are observed due to variability that furthersens the prospects of a robust low-power

design in nano-scaled technologies.
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Variability results in large timing variation® the combination elements, therefore
observing the timing failures provides an oppottyto quantify the extent of variability and
counter measures can be taken to minimize its itngaifferent pre-sampling and post-
sampling techniques can be used to pre-detecttectdeming failures, respectively. We have
presented two delay sensors (32 nm and 45 nm)isnwtbrk that are based on timing error
prediction. Simulations results indicate high rabess to detect timing failures in advance
under different variations and significant reduetian the energy consumption are achieved
as compared to the conventional worst case deSiga.impact of variability can be even
worst for the sequential elements as compared dactimbinational circuits since different
kinds of failures (read, write, hold, access, eah occur for the conventional 6T-SRAM
design, due to high variability. We have presemntiéigrent SRAM cell designs to meet high
robustness, improved performance, and low-poweuireqients. Two novel digital offset
mitigation methods are presented to decrease Htedelays that result in a reduced energy
and area overhead of the sense circuits as compathd conventional sizing methods. Last
part of the work focused on minimizing the leakagever of the SRAM arrays at a reduced
wakeup overhead. The proposed in-situ designs Hercdombination circuits (e.g. in the
pipeline stages) can be combined with the propasethbility resilient sequential circuits
(SRAM and sense amplifiers) to enable a robust power digital circuit design in scaled
technologies. We didn’t focus on system level impdatation (that includes combinational
elements working with the sequential elements)his tvork due to large computational

constraints, and this remains a part of future work

Chapter 2 presented a background to the soofoesriability, their impact on design, and
previously proposed techniques to counter varighih design. The sources of variability can
be static that occurs during fabrication or theyp t® dynamic that originate at run time.
Statistical variability represents a major obstadefuture scaling since it can cause each
transistor to behave differently from others evernts neighbourhood. It can lead to large
timing/leakage violations for the combinational ib@nd degraded stability in the case of
SRAM design. Previously proposed methodologiescamdit designs for a low-power and/or
robust circuit design were described in detailshwtiteir constraints laid out to build a

foundation to present the proposed designs indtiee thapters.

157



Chapter 3 presented the proposed 32 nm amim8elay sensors that enable low-power
robust circuit operation for the combinational aits. The proposed 45 nm delay sensor uses
the delay offered by the master latch in a conesati master-slave flip-flop to create a guard
band to detect timing failures before they causacinal timing error. The delayed data and
the original data, stored in the main flip-flopeatompared to detect any signal transition in
the guard band that flags a timing error signale Pnoposed 32 nm delay sensor uses an
advanced clock signal for the shadow latch as ogpts a delayed clock signal in the Razor
flip-flop to capture timing violations. Any mismdtdn the data stored by the main flip-flop
and by the shadow latch indicates a timing faildree errors flagged by both the sensors
predict possibility of an actual timing error ifwater measures are not taken. Since an actual
error doesn’t occur, therefore an error recoverychmaism isn’'t necessary and different
compensation techniques (body bias, voltage scatindgrequency scaling) can be used to
avoid actual timing errors in future. The propo82dnm delay sensor may complicate clock
tree design due to generation of a delay clockaigdowever the energy reductions are
higher than the 45 nm delay sensor. Both designsheaextended for lower technologies,

however further work is required to quantify theggy reductions.

The sequential elements (SRAM cache) repregeother area of the digital design that
requires careful attention under high process tiaria in scaled technologies. Conventional
6T-SRAM design provides very low read stability daeconstraint requirements for the read
and write operations. Chapter 4 presented 6 T-asynon8NM free 7T, and fully differential
8T SRAM cell designs that enable low-power and lyigioise tolerant SRAM read/write
operations. The proposed asymmetric 6T-SRAM cedingithens the driver transistor of the
feedback inverter in a 6T-SRAM cell, taking advaetaf the single ended read operation to
increase the SNM. A write assist transistor is usegbrovide virtual ground to the cross
coupled inverter pairs of the cell connected to awed line. The virtual ground is left
floating during the write operation weakening ctrage and thereby increasing write speed,
enhancing write margins and lowering write powenstonption. Although the asymmetric
6T-SRAM cell provides significant improvement iret8NM over a conventional 6T-SRAM
design, however the read operation is still pranéatlures under large variations. A single
ended 7T-SRAM design is therefore presented toigeo®NM free read operation and a
highly robust low power write operation. We imprdvéhe 7T-SRAM design further to

improve read delays and presented a fully diffeaér8T-SRAM, as the differential sense

158



operation is faster than the single ended readatipar The asymmetric 6T-SRAM design
provides a better option when no area overheadsosemted with some improvements in
write margins. The 7T-SRAM design provides SNM fageeration at the cost of 16% cell
area overhead, and is useful when robust operaiogquired with moderate increase in the
cell area. Whereas the fully differential 8T-SRAMsthn presents an option of highly robust
and high speed design at the cost of large arehexd (30%).

Large offset voltage variations of the senseldmrs pose serious challenge for robust
SRAM design, as they result in a high power andoperance loss. Chapter 5 presented two
novel digital techniques to mitigate SRAM sense ldmap offset. The proposed pre-charge
select design selects a low pre-charge voltage bit-lane which is connected to a faster
branch of the sense amplifier. This minimizes theent difference that is responsible for the
large offset voltage of the sense amplifier in th® branches, and allows a low-power
reliable read sense operation. The proposed desgyits in a 15% reduction in sense area
and a 42% reduction in the energy consumption aveonventionally sized sense amplifier
for similar performance metrics. The second metfuischarge assist design) is based on the
idea of minimizing the offset voltage dependentagdly assisting the bit-line discharge on a
bit-line connected to a faster branch of the semsglifier. The assisted discharge method
results in a faster development of the requirefedshtial voltage, improving performance
and saving energy. It results in a 27% reductiothensense area and a 20% reduction in the
total energy consumption during the read senseatipar The discharge assist method is a
better choice when area overhead is of major cengiibn, while the pre-charge select design

may be used when large energy reductions are esuiith lower area savings.

Chapter 3-5 presented different design mettomie$ and designs to mitigate the impact of
variability on digital design. The last part ofgshivork was focused on reducing the leakage
power consumption for digital designs. Chapter é&spnted the proposed segmented supply
voltage architecture to reduce the leakage powe&FRAM arrays. SRAM caches are put in
the drowsy mode during idle periods to save leakzsayeer; however they incur a significant
latency and energy overhead during wakeup. The gsexp segmented supply voltage
architecture selects a larger segment to wake fquebthe word line selects a particular word.
This avoids the wakeup latency incurred in the jones drowsy cache designs. Using the fact
that address decoding takes place in a hierarctlat,onve can select a larger segment to wake
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up before an actual word line is selected. We &sod that the pre-charge voltages can be
kept lower to enable more robust read operatiothéncase of drowsy caches and it incurs
very small delay overhead. The proposed leakagectiexh design can be combined with in-
situ timing error monitoring and novel SRAM desigimsoposed SRAM cell designs and
offset voltage mitigation methods) to enable vdlightolerant low-power digital design for

future technologies.

7.1 Future work

There are a number of designs presented sntlleisis which can be further investigated.
For the combinational logic circuits, the delaysms can be extended to provide dual sensing
that avoids performance loss due to useless volsogding that can introduce voltage
oscillation. Another area of improvement for theoepredictivein-situ designs is to avoid an
actual timing failure. Since there is no error rey mechanism present in these designs, an
actual timing error due to high variability and alalependency may occur. For the sequential
circuits, it would be interesting to implement cdetp SRAM design including SRAM
arrays, decoders, sense-amplifiers, output bufétcsfor a more detailed performance/power
analysis. However it would require a system lewedign that may involve use of RTL or C
languages for simulation. The proposed SRAM sengdifier offset mitigation methods are
implemented for differential sense amplifiers. wd be a useful investigation to implement
them for single ended SRAM read designs to detexraimy energy/delay improvements. The
final area of research that needs more investigasothe leakage power reduction for
peripheral components of the SRAM or combinatiamauits. We have investigated leakage
reductions for SRAM arrays only in this work asytheke bulk of the SRAM cache area and
require a constant supply voltage to retain datavéver, the peripheral components such as
row decoders and word line drivers consume a sogmf portion of the leakage power
consumption. An interesting setup would be to Umeproposed supply voltage architecture
along with peripheral leakage reduction methodsttogr to achieve maximum leakage power

savings.
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Appendix 1: Acronyms

SNM Static Noise Margin

WNM Write Noise Margin

HNM Hold Noise Margin

BTBT Band to Band Tunnelling

RDD Random Discrete Dopants

LER Line Edge Roughness

PoG Polly Granularity

SCE Short Channel Effects

DIBL Drain Induced Barrier Lowering
SiO2 Silicon Di-oxide

DRV Dynamic Retention Voltage

STD Standard Deviation

PDF  Probability Distribution Function
SRAM Static Random Access Memory
DRAM Dynamic Random Access Memory
MOS Metal Oxide Semiconductor

PTM Predictive Technology Model

CMP Chemical Mechanical Planarization
OPC Optical Proximity Correction

LWR Line Width Roughness

NBTI Negative Bias Temperature Instability
HCl Hot Carrier Effect

SET Single Event Transient

SEU Single Event Upset
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