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Abstract

The incessant technology scaling has enabled the integratidanctionally complex
System-on-Chip (SoC) designs with a large number ofdgé@eous systems on a single
chip. The processing elements on these chips are intégrdte®ugh on-chip
communication structures which provide the infrastructucessary for the exchange of
data and control signals, while meeting the strenuousigdiyand design constraints. The
use of vast amounts of on chip communications will berabtd future designs where
variability is an inherent characteristic. For thiagen, in this thesis we investigate the
performance and variability tolerance of typical onpcliommunication structures.
Understanding of the relationship between variability amdroanication is paramount for
the designers; i.e. to devise new methods and techniqueedaning performance and
power efficient communication circuits in the forefrasf challenges presented by deep
sub-micron (DSM) technologies.

The initial part of this work investigates the impact o¥ide variability due to Random
Dopant Fluctuations (RDF) on the timing characteristicsasic communication elements.
The characterization data so obtained can be usedinmagsthe performance and failure
probability of simple links through the methodology propbse this work. For the
Statistical Static Timing Analysis (SSTA) of largercaits, a method for accurate
estimation of the probability density functions of diffet circuit parameters is proposed.
Moreover, its significance on pipelined circuits isHighted. Power and area are one of
the most important design metrics for any integratedutir(IC) design. This thesis
emphasises the consideration of communication ratyaklrhile optimizing for power and
area. A methodology has been proposed for the simoltan@ptimization of performance,
area, power and delay variability for a repeater insantetdconnect. Similarly for multi-
bit parallel links, bandwidth driven optimizations haveoabeen performed. Power and
area efficient semi-serial link¢ess vulnerable to delay variations than the correspgndin
fully parallel links are introduced. Furthermore, due ttht®logy scaling, the coupling
noise between the link lines has become an importame.isNith ever decreasing supply
voltages, and the corresponding reduction in noise mwrgsevere challenges are
introduced for performing timing verification in the presen€eariability. For this reason
an accurate model for crosstalk noise in an intercoiumeas a function of time and skew
is introduced in this work. This model can be used fordbkatification of skew condition

that gives maximum delay noise, and also for efficiestgiheverification.
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Chapter 1 Introduction

Chapter 1

Introduction

As transistor gate lengths continue to shrink accgrtinMoore’s law [1], designers are
able to integrate increasingly complex systems in aesimitrochip. Although in principle
it is possible to construct a multi-billion transistinip in today's technology, the practical
problems faced while designing and testing such designs hawenpto be too arduous, as
evidenced by the increasing designer's productivity gap [50]. Terawi such as SoC
design, where the design complexity is managed by the fisa bierarchy of
interconnected modules, have been introduced to overdaménitation. A typical SoC
may include different functional units (FUs) like MiprocessorgpPs), Digital Signal
Processors (DSPs), Random Access Memory (RAM), RegdMemory (ROM), Digital

to Analog Converters (DACs), Analog to Digital Coneest (ADCs), Video Controllers
(VCs) and several other Intellectual Property (IP) elsjewhich typically have already
been designed and validated independently (perhaps by thirglspafihe current state-of-
the-art SoCs allow the design and integration of highherdified and complex systems
using adaptive circuits and increased parallelism [2]. Eijut shows the example of a
SoC with diversified functionalities. For such systethe designer still faces a number of
challenging problems in the design, project managemenulagion and verification of
these devices. For instance, as the number of FUs atéelinto a SoC increases, the role
played by the on-chip communication structures becomegrgssively important.

However the semiconductor industry predicts that futuremgeion of SoCs may possibly
1
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contain several thousands of cores. According to therrational Technology Roadmap
for Semiconductors (ITRS), on-chip communication is b@og the limiting factor in
designing high performance and power efficient SoCs.
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Figure 1.1: Typical system implementation of Marvell 88F638¢ [3].

1.1 Interconnect-Centric Design Paradigm

Historically, the performance of designs was limited tbgt tof the individual functional
units, as communication (through wires) was substaytfalter than computation (via
transistors). However, the effect of technologylisgais not equally favourable for
transistors and wires. With technology scaling, thefopmance of the devices is
continuously improving, whereas the wires are becomingivekla slower, as highlighted
by the ITRS [4] and shown in Figure 1.2. Several clockesyalre required for the signals
to travel across newer chips. Therefore modern So@rdgswhich are abundant with
interconnects, are faced with the difficult task ofleestrating the computation of a large
number of fast local islands, across the whole chipudigg (relatively) progressively
slower interconnects. In order to mitigate this probldme, design paradigm has shifted
from computation-centric to interconnect centric,imelwith the SoC methodology as we
have seen. In DSM region, the interconnect has bectihm main bottleneck in the
designing of high performance and complex SoCs [5], [6f Tesign of efficient
interconnects is affected by many issues, as detailée folowing subsections.
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Figure 1.2: Projected relative delay of devices and iaterects (local and global) for different technology

generations. The relative performance of the gloital¢onnect is decreasing with technology scaling.
1.1.1 Scaling

The objective of the technology scaling is to produce¢efadevices, increase on-chip
component density and reduce energy per storing [7]. Thectropéechnology scaling on
the computational units is that they can now be corgdua smaller sizes (due to device
scaling) with same or even with much more functiorlitTherefore the local wires in the
cores reduce. However, the global wires which are usembrinect cores do not reduce.
This allows the cores to operate at a higher frequemtywreas the communication
between the cores do not speeds up in the same prog@&itickgain according to ITRS
the interconnect width and pitch decreases with teogyokcaling, while chip size
increases. The result is that the devices and locabwitales with the process technology,

whereas the global interconnect do not improve much [9].
1.1.2 Power Dissipation

The circuits are designed to operate at higher and higbguencies in the interest of
improved performance. However very dense interconneatshsng at high frequencies
becomes a major source of power consumption in thaitsrand this trend is continuously
growing with technology scaling. It has been reported itha 130nm microprocessor,
about 50% of the total power is consumed in the intercorfd@¢t In circuit designing,

power consumption is taken as a design constraint [Hlflasigners are always struggling

3
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to reduce it. However, in DSM technologies, reducing poe@nsumption is quite
challenging. The supply voltages are decreasing with ¢tdogy scaling, requiring
threshold voltages to decrease to prevent junctiomkdavn due to higher fields.
However, there is an exponential dependence of the deakarrent on the threshold
voltage so it is expected to become the prevailing dattieototal power [12]. Thus the
dynamic power which was the dominant component of theepalissipation may not
account for the maximum share of the total power in D8dhnologies.

1.1.3 Crosstalk

In order to incorporate more and more functionality,theber of transistors on a chip is
continuously increasing for every new generation of §&Bjs Reduction in the gate delay
of devices has made it possible to switch the circtiitsgier frequencies to obtain higher
performance. But this has introduced an important iss@rasstalk, which can introduce
functional noise and delay variation. The main reagdnna the emergence of crosstalk in
DSM region is the increase of capacitive and inductivgpliog due to the shrinkage of
geometries. The functional noise can cause a ghitcthe victim line which can travel to
the dynamic node causing circuit state to change anétingsin functional failures. Each
victim line in a bus may experience different coupling c#pace due to which their
propagation delay may vary significantly under differexwtitching patterns of the
neighbouring lines. Therefore, this introduces uncertamtiie timing of the signals, thus
affecting the communication reliability. As we will demstrate, crosstalk failures are
particularly sensitive to skew variations, which areaofirse a prevailing characteristic of
future designs.

1.1.4 Variability

In the semiconductor industry, variability is often defireedthe deviation of the process
parameters from their intended or designed values. lalags/s been an important aspect
of semiconductor manufacturing, process control and itidesign. As the semiconductor
feature sizes continue to shrink with every new teadmpbeneration, the importance of
the underlying variability is increasing; so much in faeit h DSM region, variability has
become one of the major design challenges and isdayesi as the hindrance in the way
of technology scaling [14]-[16]. The variability affects dms as well as interconnects
causing significant unpredictability in the performance andigoocharacteristics of the
integrated circuits (ICs). This can lead to certain uinglele effects such as malfunctioning
of circuits or performance degradation.
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Amongst various sources of device variability, intrinsargmetric fluctuations play an
increasingly important role in contemporary and future GVi@evices [17]. These
variations are introduced due to the discreteness afyehand matter and cannot be
controlled or diminished by tightening the process tolesanSome of the sources of

intrinsic device variability are

* Random dopant fluctuation (RDF)
» Local oxide thickness variation (OTV)
* Gate line edge roughness (LER)

e Strain variations

For state-of-the-art nano-scale circuits and systemisnsic parametric fluctuations have
significantly affected the signal system timing [18] amdhdoviour of the circuits at higher
frequencies [19]-[20]. In the circuits, it results in gmment mismatch and thus can reduce
the yield and performance.

Figure 1.3: Random discrete dopant effects in deep sub-nmeteor@MOS devices [21]. The figure on the
left hand side is a solid model of a CMOS transistor &adl on the right side is its transparent version
showing the discreteness due to dopants in the channel.regio

One of the most important sources of intrinsic pataméuctuations is random dopant
fluctuation (RDF) [17] which is caused by the randomnesthefdopant position and
number in the devices, thus making every device microschpidéferent from its
counterparts. Therefore, the devices which are macrasdlyp identical will have
different performance characteristics, mainly dueht \tariation in the threshold voltage
(Vt). Figure 1.3 shows the significance of RDF in deep subemeter CMOS

technologies. The normalized magnitude of the variatidonge to random dopant
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fluctuations increases steadily with technology scalasggfewer number of dopant atoms
are now left in smaller devices (see Figure 1.4 and [21]).
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Figure 1.4: Impact of technology scaling on the averageber of dopant atoms in the channel.

Variability is also affecting interconnects in deep sulbanidechnologies causing variation
in their width, spacing, thickness and inter-layer diele¢hickness. However, there could
exist strong spatial pattern dependencies, especially witencannect variability in
chemical mechanical polishing (CMP) is considered. Theeeftotal variability can be
classified into systematic and random components. Afgignt portion of the systematic
component of variations can be modelled by analyzinday®ut characteristic; whereas

random variations cannot be modelled.
1.2 Research Overview

The challenges imposed by interconnects in the develdpofdengh performance SoCs,
and ways to overcome them are an active field of acedesearch. The aim of this thesis
is to advance this effort, in particular on understandong tariability intrinsically affects

communication performance, fault tolerance, signabrity area and power consumption

of the interconnect. To achieve this goal the followoigectives are defined.

1.2.1 Research Objective 1

On-chip communication involves the use of differentwtrelements and interconnects to
move data from one location of the circuit to anatidre communication performance
entirely depends on these elements. The intrinsiccderariability cannot be eliminated in

nanometer CMOS devices as it is process independent. Timegda minimum amount of
6
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variations in the circuit parameters for a particieze of the devices. In order to design
communication structures for DSM technologies, an atewand realistic estimation of the
delay performance of all related circuit elementsrdgquired. Unfortunately, there is

insufficient data available in this regard. Thereforedbjective is:

Accurate characterization of the delay performance of on-chip communicaticunt ci
elements for future CMOS technologies in the presence of variahiktyo RDF.

This data is required to estimate the performance afnaptete channel. Based on this
information, it is possible to explore and design dirtavel fault tolerant communication
(sub) systems.

1.2.2 Research Objective 2

In the presence of characterization data of circieiments, it iS more convenient to use
computationally efficient analysis techniques like Stafining Analysis (STA) or
Statistical Static Timing Analysis (SSTA). Presen8{TA is preferred over STA, being
computationally efficient and more accurate than STi#e $STA technique can be used to
evaluate the performance of a communication link. Howetgeaccuracy strongly depends
on accurate representation of the characterizationafaf@e associated circuit elements.
So far, underlying timing distributions are assumed to beridh but its validity needs to
be investigated in DSM technologies. Therefore objeiwf this thesis is:

Study the nature of the timing distributions of communication elements aoditrg their
accurate probability density function. Once this is done, apply thesédi®ns for the
SSTA of a large communication channel.

1.2.3 Research Objective 3

As pointed out in [10], as much as 50% of the chip powepisumed by the global
interconnects. This power is mainly dissipated in theedsi and repeaters used to improve
the delay performance of interconnects. Different mgdechniques are used at software
level for efficient data transmission [22], [23]. A poweptimal repeater insertion
technique proposed in [24] is commonly used along with dategoT his technique gives
excellent results in terms of power and area savingbBeatost of nominal performance
degradation. However, the implications of this techniquee yat to be investigated for
DSM technologies where variability and leakage powegcesf become quite prominent.
Therefore objectives 3 of this thesis is:
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To measure different components of power dissipation in repeaters o fatimology
generations. This data can be useful by the designers to make a choicenb&iwe
activity parallel links or high activity serial links (as low adty parallel links will

dissipate a large amount of the leakage power as compared to the lseksl for

particular data requirements). Similarly, a power-optimal repeater rirwe technique
which accounts for delay variability is required to be developed.

1.2.4 Research Objective 4

Quite significant amount of academic work has been takiem in finding the optimum
configuration of a multi-bit communication channel foisbeossible performance under
power and area constraints [25]-[27]. Again very little kvas found in this area
considering variability in the figure of merit. So objeet4 is:

Find the optimum configuration of the channel link which gives best bandundtér
power, area and variability constraints. Moreover, a comparison of seandl parallel

links is also required to be made in this perspective.

1.2.5 Research Objective 5

In order to ascertain signal integrity in the channe| hasurate modelling of the crosstalk
in aggressor and victim lines is required. In the past, nnasgarchers have published
crosstalk analysis models and algorithms [28]-[30] but ahem either require numerical

techniques to solve them or do not give sufficient irsigto the underlying crosstalk

effects on signal responses. In order to reduce thisudi#f, this thesis aims:

To find closed form expressions that give accurate voltages for thessggrand victim
lines in time domain, as a function of wire length, due to switchingiti@ms on them.
Also study the effect of variability on the delay performance ofcorieects in the
presence of crosstalk.

2.1 Thesis Organization

The rest of the thesis is organized as follows:

Chapter 2- In the beginning of the chapter, different structures used oh-chip
communication are briefly discussed. Subsequentlyerifit performance metrics that
have been used throughout the thesis to evaluate thermparfce of on-chip

communications are defined.

Chapter 3- In this chapter, the performance of on-chip communicaticuctsires under

device variabilty has been characterized through HSPIGBEulations. The
8
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characterization results of all the basic elementg leeen included and discussed. At the
end of the chapter, a methodology is given that camsbd to estimate the performance of
a complete channel link using the characterization dataedwer, link failure probability

has been estimated using this approach.

Chapter 4- If we talk about core-to-core or router-to-router (fdoCs) communication
links, flip-flops are normally used at the input and outiguhe functional units. Therefore,
the output of a router or functional unit is emittedhirthe flip-flops and is then amplified
through the tapered buffer drivers before transmittimgugh the link. Similarly, at the
receiving end, flip-flops are used at the input of the funetinit or router. Again, flip-
flops are also used in pipelined interconnects. Thereforegrder to estimate the
performance of a link using Statistical Static Timing Kes (SSTA), accurate
representation of the characterization data of theng parameters of the flip-flops (in the
form of PDFs) is required. Furthermore, accurate apprdiamaof the probability
distribution functions is also required. In this chaptbis aspect has been described in
detail and its application in pipelined communicationuitschas been discussed.

Chapter 5- In the start of this chapter, the measurement refsulthe power dissipation in
repeaters for the given three technology generations bagn presented. The impact of
device variability on the leakage power has also beenestwadid its implication on NoC
links has been discussed. In the next part of this chafiter,optimization of the
performance of a single wire link under area, power axdébility constraints has been
described. The impact of repeater size and inter-repsatgnent length on the delay,
power, area and variability has been discussed and anizgiton scheme has also been
proposed.

Chapter 6- This chapter describes the performance of a multi-bitllpalmk under area
and power constraints. The optimization of bandwidtden area, power and variability
constraints has been discussed. Moreover, a comparigmarallel vs. serial links has also
been described.

Chapter 7- In this chapter analytical model for the voltages at aggmreand victim lines
under crosstalk effects have been presented. The yabflthe data through comparison
with the simulation results has been demonstrated edd@r, the effect of crosstalk on
input skew variability has been studied.

Chapter 8- This chapter makes a conclusion of the study and alsoiansrgome future

work.
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Chapter 2

On-Chip Communication

Structures

A SoC design typically consists of many functionaltsir(FUs) that work together to
perform desired functions. The FUs always need to commenwith each other during
the execution of the application and it is the resjaitg of the on-chip communication
structure/ architecture to provide a mechanism for theecorand reliable transfer of
information from the source units to the destination yBidg. In addition to this, the on-
chip communication structure must satisfy certain melikeslatency, bandwidth, area and
power dissipation. The performance of SoC designs lamdghends on the choice and
design of the underlying communication architecture. Tbege depending upon the
performance requirements, a suitable communication acothre is designed or selected

for the SoC design.
2.1 Communication Architectures for SoCs

2.1.1 Buses

The simplest on-chip communication architecture whichigely used in SoCs is the bus
interconnection network [8]. In its simplest formbas is a group of wires which provides

10
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a communication media for the exchange of data betvegerent functional units
connected to it. Figure 2.1 [31] shows the example of alsisystem with many
functional units connected through on-chip buses.
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Figure 2.1: A SoC in which different components are iratiegt through the bus communication architecture.

There are several types of bus configurations used in 8o€she simplest one is called

simple shared bus, as shown in Figure 2.2. In this caseoaaly¥U at a time has a control

over the bus and transfers data. If some other uwittaés to use the bus at the same time
in order to transfer data, this will cause bus contantobitrators are used to resolve the
conflict who gives the control to one of the units be basis of the assigned priorities. In
bus based systems, this is one of the major problemsfiant édave been made to reduce
this problem.
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Figure 2.2: A simple shared bus, allowing different EdJshare the same communication channel.
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In such systems, every unit attached to the bus addsiam® which results in large
delays and large power consumption. This allows only geldmumber of components to
be attached with the bus in order to keep the delay and posvesumption within
permissible limits. Due to this reason, the simple busitaxture is noscalable

ASIC DSP LCD
" : : /s
©)
o
" ¢ N
m
uP RAM

11O

Figure 2.3: A bus divided into two sub-buses using a bridge.

This difficulty is typically reduced by dividing a commdous into several buses using
bridges [32]. Figure 2.3 shows a bus split up into two sub-buseg a bridge. The
implementation of bridges is fairly simple if it cauts buses with same protocols and
operating frequencies. There are also other types of dwifigorations used in SoCs.
Amongst them, Advanced Microcontroller Bus Architeet{fAMBA) from ARM [33]
defines several bus types which are widely used in SARI8A proposes various bus
solutions for SoCs ranging from simple bus architectir@sulti-master high performance
bus structures. An example of an AMBA bus is showngufé 2.4.

AHB to APB bridge
ASB to APB bridge

High performance| | High bandwidth
ARM processor on-chip RAM

Timer UART
L
AHB or ASB
High bandwidth 8 APB
external memory % |
10 Keypad

DMA bus master

Figure 2.4: An example of AMBA bus. The bridge provides aarface to connect two different types of
buses.
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2.1.2 Point-to-Point Direct Links

In this architecture, each functional unit is directlynmected with a subset of other
functional units on the chip, as shown in Figure 2.5. Thatfto-point communication
architecture eliminates the contention problem of sharedium (buses). Each functional
unit, in this architecture, has a network interface blockiallg called a router and is
directly connected with the neighbouring functional unfisotigh the communication
links. These links can either be ioput, outputor bidirectional type. Unlike buses, as the
number of routers (nodes) in this architecture increasesptal bandwidth increases. This
property makes point-to-point links suitable to make lagmle systems [34].
Unfortunately the number of links (and hence the powelaaea) grows with the square of
the number of functional units. Hence this architecisraot promising for very large

systems.

RF Modem
keyboard \ DSP
UART
ASIC
Timer Microprocessor
RAM

Figure 2.5: A point-to-point communication architecture.

2.1.3 Network Architecture

Network-on-Chip (NoC) has been proposed as a promising @olubr on-chip
communication in large SoC designs, where the comgleXithe design is managed by
the use of a number of networked, but self contained bl3s [36]. NoC provides a
generalized scheme for on-chip global communicatiomtiRg nodes (R) are spread over
the chip and connected by point-to-point communication lifike. resources or IP blocks
are connected to NoC through network adapters (NAs), esrsin Figure 2.6. In a

13
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Network-on-Chip, data is exchanged amongst computing elem@atsblocks) by
transmitting and relaying data packets through the inteemion network. There are
similarities between the conventional computer netwodtsl NoC, like layered
communication models and decoupling of computation and concation. However,
there are also some differences which are mainly aldbket difference in the cost ratio of

wiring and processing resources [37].

uP
AR CPU
Link
Router
Network Adapters

Memo

Figure 2.6: A conceptual realization of a NoC [34].

In NoC the whole chip can be partitioned into severmibres, each of which contains one
(or several) IP block(s). These IP blocks can operate théir own clocks and exchange
data with other IPs through the switches and commuaitdinks. In this way the
requirement of a global synchronization is relaxed. Contjputa are undertaken within
locally synchronous IP blocks, and global synchronizasoobtained by the execution of
semantics embedded within the global communications nktv@milarly, in addition to
communication infrastructure, NoC can also provide stahdRa interfaces which will
facilitate the reuse of already verified IP resourf®4. This can simplify the design
process and also reduce verification efforts. Due tyexdal structure, the signal integrity
issues can be addressed at physical, data-link or any haylee{38].

NoC can be constructed in different types of topologiesh sas 2D mesh, Star, Torus,
Octagon, Hypercube [37], [39]. The topology defines theneotivity and layout of the
nodes and links on the chip.4Ax 4 grid topology is shown in Figure 2.7 which presents a

regular structure. The topology can be applicationiBpdtaving an irregular structure.
14
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Depending upon the specific requirements of, say bandwlttiprotocol dictates how the
nodes and links of NoC will be utilized in the operation.
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Figure 2.7: A 4x4 grid structured NoC. Each intellectuapprty (IP) block is connected to a router through
a network interface (NI) adapter. The routers are coadegith each other through communication links in a

certain topology.

2.2 Link as an important Communication Media

In all communication architectures, the underlying commatida links between the
functional units or between the functional units aodters are always used. These links
form the backbone of any communication architectures@tmks can be synchronous,
asynchronous or self-timed. However, in this thesis hee chosen to focus on
synchronous links due to their prevalence in the industrgllidihese links should consist
of a certain number of parallel wires running betweersthece and destination. However,
in practical circuits (especially in DSM technologiglgir construction is not so simple in
order to meet certain design requirements. Therefbiie,of great importance to study
these links in detail to design high efficiency links.

A link can be bidirectional or unidirectional as shownFigure 2.8 and 2.9 respectively
[40]. A bidirectional link allows the signals to travel either direction. This provides a
flexibility in the routing of interconnects and makegatssible to effectively use available
metal tracks on the chip. The implementation of this @ggn requires the use of tristate
buffers on transmitter and receiver sides, as showigimre 2.8.
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Tristate
Driver

Tristate
Driver

Shared Interconnect

Tristate
Driver

Tristate
Driver

Figure 2.8: A bidirectional link. There is a share@iinbnnect between the transmitter and receiver.

A unidirectional channel allows the signals to trawelly in one direction and thus suggest
that a pair of wires should be used in each channel. phi®ach is less flexible than the
bidirectional approach for routing the tracks on the clipwever it provides less

contention and more bandwidth.

Interconnect

Interconnect

Figure 2.9: A unidirectional link.

Furthermore, in each interconnect line, different dir@lements like tapered buffer
drivers, repeaters and flip-flops are used and theretwoe basic designs for the
interconnect-repeater inserted interconnects and dp-flor latch) inserted pipelined
interconnects, as shown in Figure 2.10 and 2.11 respectively.

% Interconnect
i X

Figure 2.10: Repeater inserted interconnect.
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Interconnect

Figure 2.11: Flip-flop inserted pipelined interconnect.

2.3 Performance of On-Chip Communication

The performance of on-chip communication in the phydepgdr can be evaluated from
several aspects. In this thesis, however, we conidemetrics exposed in this chapter as
important for interconnect centric circuits. We staith a short review on interconnect
design. Subsequently, some basic concepts and the nagitednequations describing
these metrics are provided. We will make use of theseawneénh subsequent chapters for
evaluating the merits of different interconnects and duantifying the effects that

variability introduces in the design.
2.4 Interconnect Modelling in DSM Technologies

In early days of VLSI design, the clock speeds and iateqgr densities on the chip were
low and so the signal integrity effects were minink&dwever, with rapid evolution of the
semiconductor technology, several important issues as$sdavith interconnects in deep
sub-micron technologies have emerged that are effettmgerformance of high speed
circuits. The problems such as interconnect delay, deanck interconnect variability,

power dissipation, crosstalk, substrate coupling, inductiuplow and IR drop are among
the many emergent challenges which the circuit desigmeracing [5], [6].

The fundamental parameters influencing the intercondelety are on-resistance of the
driver, output capacitance of the driver and wire pacasifhe interconnect parasitics of
interest are the wire resistance and the wire ctga@ (and inductance for very high
frequency signalling). These parasitics are a functibmhe physical properties of the
construction and layout of the wires, and will act afR& load increasing the propagation

delay.

A simple lumped element model is not sufficiently actaireo model state of the art
interconnects, which of course are formed by continuodsdyributed RC (or RLC)

elements in space. For simulation purposes, an approamgdi a distributed element
17
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model can be formed by breaking the interconnect into ge laumber (N) of smaller
identical lumped sections (RLC cells). Some possible teoale shown in Figure 2.12
[41]. The accuracy of the simulation results dependsthen number of RLC cells
(segments) used (i-e the resolution of the lumped Rlodef). However, this number is
limited in practice by the correspondingly large sirtiolatime of the model.

R/2 L/2 R/2 L/2 R L R L
W ) M 3 W C

(@) (b) (©

R/N L/N R/N L/N R/N L/N R/N L/N R/N L/N
I CIN W CIN I CIN

(d)

Figure 2.12: Different interconnect models, (a) the ‘B),the ‘pi’ and (c) the ‘ladder’. A long wire is divided
into N segments using ladder model and is shown in (d).

2.4.1 Parasitic Resistance

The signal speed through a wire depends, to a first agg@oximation, to the distributed
RC constants in it, and hence to the parasitic segist The resistance depends on the wire
dimensions and the type of the material used (gold, alumi copper or polysilicon). For
an interconnect having thicknessind widthW, the resistance can be calculated as [41]

l
R = pm (2-1)
wherep is the resistivity and is the length of the interconnect. Using this formuke

parasitic resistance of a wire of given dimensionshEaastimated.

With technology scaling, the wires are becoming thinnersanighe parasitic resistance per
unit length is increasing for minimum wire widths (accogdia ITRS).

2.4.2 Parasitic Capacitance

The accurate estimation of the parasitic capacitamfeshe interconnects in DSM
technologies is a complex task. This is due to the tfaat each interconnect is a three
dimensional metal structure surrounded by a number of otteeconnects with significant

variations of shape, width, thickness and spacing witheetsto other conductors and
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ground planes [42]. Unlike the simplest way of calculating capacitance of a parallel
plate capacitor, the capacitance measurement in intdgrateuits require the
consideration of other factors like coupling capacitaemg fringe capacitance in addition
to ground capacitance, as shown in Figure 2.13. It has beervetbghat the contribution
of the coupling capacitance in the total interconnect d@pee is increasing rapidly with
technology scaling due to the reduction of interconnpatiag and an increased aspect

ratio of wires.

Packaging Material

S
-

A7 S

uP
H Crrince -~
I
GND

Figure 2.13: The cross-sectional view of an interconseatounded by two parallel similar interconnects
over a ground plane (in the top global layer) showingdfit components of capacitance.

An accurate estimation of the parasitic capacitance bea made by solving Maxwell’s
equations in three dimensions, provided all material anchge@al details are available.
Presently, computer aided software tools like Raphael p#] FASTCAP [44] are

available which are based on 2D or 3D field solvers wheh calculate the parasitic
capacitance with reasonable accuracy. However, sorpertamt aspects of interconnect
parasitic capacitance can also be calculated using cfosed models such as [45] as
follows- The ground capacitance per unit length (considetineg fringe flux) to the

underlying plane is given by

6 =c[mrsas(—) " () 22
9 =8 T2 N\T v 20 S+2H (22)

Where ¢ is the dielectric constant of the insulating mateaiatl W,H,S and T are the
geometrical dimensions shown in Figure 2.13. Similarlyddwpling capacitance per unit
length is given by
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1.4148

C.=¢ [1.064 (Z)< r+ 28 )0'695 + (L) ( T+ 2H )

0.804

S/\T + 2H + 0.5§ W+ 0.8S T +2H +0.58

0.055 2H 3.542
+0831 (W + 0.85) <2H + 0.55) ] (23)
The total capacitance of the wire can be calculated as
Crot = C4 + 2C, (2.4)

Typically such derivations are limited to particular damsaln this case the valid range for
using the approximation is

03 <

| =

<10 03<S<1O T<1O
- T THT H

Other closed form capacitance models with differergragnnect configurations are also
given in [46], [47], [134].

2.4.3 Inductance

Inductance is another important parasitic. It can becridesl by the magnetic flux
generated due to the flow of current in a loop. In intiegk&ircuits several electrical loops
can exist which produce inductive parasitic effects. At bigbugh operational frequencies
of the circuits, the inductive impedance associatet wmtierconnects become comparable
or prevail over the resistive part [48]. The inductiveeifégrence caused due to the
interaction of the magnetic fields can affect thgnal integrity in the form of signal
distortion, delay variation, crosstalk noise and gé&h

In this research we have ignored the effects of irahogt due to the following reasons:

(a) The interconnect delay is not significantly effectedtbg inductive effects. For
scaled global interconnects, the line resistance pelangth increases (according
to the ITRS) and so the effects of inductance on thdopeance of global
interconnects actually diminishes [49]. This is true, asflgdor the technologies
and interconnect geometries we have considered in hib&st Using the delay
models of [143] for RC and RLC interconnects, it has deand that the percent
increase in the propagation delay caused by neglecting inducadansidering
an RLC line as an RC line, is nominal. For instancetHerglobal interconnects of
25, 18 and 13 nm technology generations at $zHE®d W=1W,,, this increase is
1.74%, 1.25% and 1.16% respectively. Similarly for the fastésrconnects with
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S=10%in, W=10Wh, (we used in this thesis), the maximum increase in delay is
14.2%, 10.92% and 10.01% for the corresponding technologies.

(b) The inductive effects have much longer spatial rangeimrast to the capacitive
effects which primarily depends on features in close prbyxinThe inductance
matrix generally becomes very dense and is difficulpecsdy in a straightforward
way. Therefore, accurately simulating inductive effecight not be practical [48].

(c) The effective interconnect inductance in a chip environmentery difficult to
predict accurately. For the estimation of the inductasseciated with a wire, the
return current path should be defined. However, the raturrent path can be
dynamic in a real chip environment, as it depends strongip® signal condition
and the overall layout and configuration of the integratexlit.

2.4.4 Impact of Technology Scaling on Interconnect Parasitics

In order to study the impact of technology scaling orergdnnect resistance and
capacitance parasitics, particular interconnect parasndiave been taken from the
International Technology Roadmap for Semiconductors ()TIE8] for the technology
generations of 25, 18, 13 and 10 nm. These are given in Tdbldt 2s important to
mention that these lengths (technologies) correspotitet®PU physical gate length. The
data shows that interconnect pitch is reducing and hésginicreasing with technology
scaling for all three wiring tiers. The parasitics hbeen calculated using equations (2.1)-
(2.4) for minimum wire width and pitch and are plotted igufe 2.14 as a function of the

technology generation.

Table 2.1: Interconnect Technology Parameters fol kimee Wiring Tiers

Parameter/ Technology Generation 25nm 18nm 13nm | 10nm
Local wiring pitch (nm) 136 90 64 50
Local wiring aspect ratio 1.7 1.8 1.9 1.9
Intermediate wiring pitch (nm) 136 90 64 50
Intermediate wiring aspect ratio 1.8 1.8 1.9 1.9
Global wiring pitch (nm) 210 135 96 75
Global wiring aspect ratio 2.3 2.4 25 2.6
Metal Resistivity (|€2-cm) 2.2 2.2 2.2 2.2
Dielectric Constant 25-29 2327y 21-25 1923
On-chip local clock frequency (MHz) 4,700 5,875 7,344 8,522
Chip Size at production (nfn 310 310 310 195
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The curves show that the interconnect resistanicelisasing more rapidly as compared to
the capacitance which is decreasing (as wire widthsdameeasing) with technology
scaling. This indicates that RC delay increases with tdog scaling and will contribute
a larger portion of the path delay.

x 10" 22 :
2 T T ,L —S— Local
18l —©— Local g 21} Intermediate
Intermediate —+— Global
161 —+— Global E ol i

141

121

08}

1.7t b

16

Resistance per unit length (Ohms/ mm)
Capacitance per unit length (pF/cm)

1 1 14 1 1
25 20 15 10 25 20 15 10

Technology Generation (nm) Technology Generation (nm)

(@) (b)
Figure 2.14: Impact of technology scaling on interconnesistance and capacitance per unit length (Fig. (a)

and (b) respectively) for local, intermediate and glabterconnects with minimum width and pitch.

2.5 Performance Metrics

2.5.1 Signal Delay

Signal delay is the most important parameter descrilmeg performance of on-chip
communication, as it determines the maximum possible sgeglich communication can
be made. For reliable communication, it is required timatsignals reach their destinations
within the specified timing constraints. Consider the &nmircuit of Figure 2.15 where a
signal propagates through two buffers via the interconfidwt. signal delay depends on
the interconnect RC, the driver resistance and loacctapee.

If t4e1qy IS the time between the step input voltage excitafimnand output voltage aft
reaching 90 percent (0-90%) of the final value then accordiidpkoglu [51], the signal
delay to the first order is given by

tdelay = O'7RintCL + O'4RintCint + O'7RtTCL + O'7RtTCiTlt (2.5)

Where different interconnect parameters have been slhowhe equivalent circuit in
Figure 2.15 and are defined as follows:
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R;,; = total interconnect resistance,
R.-= on-resistance of the transistors in the buffer,
Cin: = total interconnect capacitance,

C, = load capacitance (capacitance of the output buffer).

e i
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l.
Cinr
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INT
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Figure 2.15: The circuit used for the derivation of thieylexpression, where an interconnect is driven by an
input buffer and at the output another buffer is connected.

It is assumed that when nMOS transistor in the buffiens ON, the pMOS transistor
immediately turns OFF and vice versa (so no crossdo@ertt occurs). The on-resistance
of nMOS and pMOS transistors can be approximated as

lery
R,., = 2.6
i tn Cox (VDD - VTn)W ( )
and
lery
R,., = (2.7)
ik Up Cox (VDD - VTp)W
where,

less = transistor gate length,

W = transistor width,

u = mobility of carriers in the transistor,
C,, = gate capacitance per unit area.

If the interconnect is long such tha}; > C,, then equation (2.5) reduces to
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tdelay = O-4RintCint + O-7RtrCint (28)

The expressions given above can provide a qualitative aflehe effects of different
parameters on the delay. Moreover, they help to underst@w variations in these
parameters can affect the delay characteristics.

It may be noted that the delay given by the expressioby &8d (2.8) is the Elmore delay
[52]. Elmore delay is the most common and fastest aphbré@ccomputing the signal
delay of a wire. However, it accounts for only thetfmsder moment and thus gives an
approximation of the actual RC delay. When better acgumcdelay estimation is
required, higher moments will have to be included using SRIi@Elation.

2.5.2 Skew

The difference in the arrival times amongst a groupigriads (at a specific location) is
defined as the skew in the group. The skew is a criticalnpater for high speed circuits,
as it can limit their performance. Therefore its mmization is emerging as a difficult
engineering challenge to afford proper circuit operation utigetight design margins left
by the increasingly short clock period. Traditionally, skieas always been a point of
concern for the clock distribution network in syncloos circuits. However, it is also
becoming an important parameter to control in high spsd transmission between

different functional blocks on the chip.
2.5.2.1 Clock Skew

There is a fundamental difference between clock digion and data distribution because
clock signal is periodic and predictable and every sd@iezlement in a synchronous
circuit needs it. Generally, the delay of the cletgnals does not matter, as long as the
clock signal reaches all circuit locations simultarsy [53]. However, in all practical
systems (especially large synchronous systems), tk& signals do not exactly arrive at
the same time at different spatial locations, anccéeare skewed. Figure 2.16 gives an
illustration of clock skew in a simple H-tree clocktdlsution network (CDN).

The possible causes of skew in the clock signals mayebentmatch of the signal path
length in the clock tree, imbalance of loads at differeotles of CDN, or process
variations in the devices and interconnects. Clock driflenfers) of different sizes are
used in the CDN which can be a potential source for doicimg skew (due to device
variability) along with the interconnect variability.
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11 12 15 16
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Clock at Location 1

Clock at Location 16

(b)
Figure 2.16: (a) A simple H-tree with 16 nodes, and (b)llastriation of skew in the clock signals due to

difference in their arrival times at location 1 ancdtion 16 of the H-tree.

2.5.2.2 Skew in Data Links

With the speed increase of digital systems, the demantigh speed links used for the
exchange of data between different functional blockshenchip has also increased. The
link can consist of a single wire, a group of wires formagarallel link or a more
complex serial link. However, all these links have tafqren the difficult task of
orchestrating fast computation and data transfers thrthegfunctional units connected to

them.

The serial links use a small number of wires and usogigrate at high frequency to meet
bandwidth requirements. The overall bandwidth of setiaks depend on the
characteristics of the interconnect and the abili{esmplexity) of the receiver (and

transmitter).

A high speed differential serial link is shown in Figurg72.1deally, the differential signals

travelling on two separate lines should remain synchroabasy time until they reach the

receiver. However, in reality there are certairtdes such as mismatching of wire lengths
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due to routing constraints, variability in interconneat&l/ or devices, due to which the
signals arrive at slightly different times. This etf@auses skew in differential pairs as
shown in the figure. Skew beyond a certain value may notolezable for proper
functioning of the receiver. Thus the skew beyond perniesdiimits can either limit the
speed of these links or can cause functional errors.

Differential Channel

Computational Block

U kransmitte/

/e/\!eoea\
3o0|g |euoneindwo)

S i W
-S(t) - - _/I\_/\L _ _/I\_/\L _ _’U\\_ —- -S(Y) _\_/I/ \L\_/L/L_J\L\__’_/ \\_ _.

No skew Skew

Figure 2.17: A high speed differential serial link. The skeyohd a limit can also effect its functioning.

Alternatively, parallel links can also be used for dagenmunication. Here a group of bits
is simultaneously transferred through a number of wingsc@lly the number of bits is
equal to the word size). Ideally, all the bits arriveawdtaneously and are sampled with the
arrival of a clock edge. Again, in reality this is an idestlon and in reality signals
travelling through different wires of a parallel link agiat the destination at slightly
different time instant as shown in Figure 2.18.

Data Link

—

Computational Block
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Figure 2.18: An N-bit parallel link. The skew reducesahmunt of the bit overlap.
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Due to the presence of the skew in the signals, the @intdwoverlap at the destination
reduces, thereby increasing the probability of data sampting. eflhe skew can either
reduce the operational distance or the throughput of aeddnak. If left unbounded, data

corruption and functional errors will ensue.
2.5.3 Delay Variability

The variability in the devices and/ or interconnect da&rect impact on the performance
of circuits. In the presence of variability, the sigdalay no longer remains a deterministic
fixed quantity and so the arrival times of signals cary wgnificantly. Thus the signal

paths which are not critical in a circuit design mayadvee critical under the impact of
variability and can result in the malfunctioning of thecwit; in other words, there ceases
to exist a unique critical path. On-chip communicatioowis may also suffer from such
variability issues and can affect the performance afués. The delay variability is,

therefore, an important design metric and should beideresl in the design process for

making accurate signal timing plans.

Under the impact of variability, the signal delay beesma random variable (RV). The
characteristics of this RV can be determined by computmgriobability distribution
function (PDF) or cumulative distribution function (Ep The moments of the probability
distribution function represents their different clodeastics. For instance, the first
moment represents the mean value (1) and the secaménhgives the dispersion of the
distribution about the mean (in terms of the stand@ndation,s). Similarly, other aspects
of the distribution such as whether the distributioskewed or peaked are described by

higher moments.

The delay variability is defined asd/g) whereos is the standard deviation apdis the
mean value of a set of delay data. It provides a measuhe dispersion of delay values
about the mean value. This metric should be as small asibf® for the circuits.
Depending upon the shape of the distribution, other higitenents are also required for

accurate timing analysis.
2.5.4 Crosstalk

Crosstalk arises when a neighbouring wire (aggressor)amimbally affects (couples
energy into) another wire (victim). It occurs due te tdoupling between the neighbouring
wires and can be classified infanctional noise and delay variatiofrunctional noise

refers to a fluctuation in the signal state of a quieé\imon-switching) due to switching in
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the neighbouring wire. This noise produces a glitch thay pr@pagate through the
interconnect to the dynamic node or a latch and mayttechange the signal state. This is
illustrated in Figure 2.19, where the effect is shown agquit victim line due to the

switching in a neighbouring aggressor line.

Aggressor
Ce / DC?
I

Victim
(a)
R, C R V
Virags ——cC, o R,
\Y \Y

(b)
Figure 2.19: Two RC coupled interconnects. Due to switchirthehggressor line, a voltage is induced in
the victim line as shown in (a). The equivalent cirafiithe crosstalk model is given in (b).
Crosstalk can also cause variation in the delay ofassgdepending on the phases of the
aggressor and victim line signals. If the aggressor antdhnvines switch in the same
phase, the signal speed on the victim line will increamkthis is called in-phase crosstalk.
On the other hand, if the two signals switch in the sppghase, the crosstalk will reduce
the signal speed in the victim line and this is calledadythase crosstalk [54]. On a chip,
an interconnect may have multiple couplings with neigining wires and simultaneous
switching on these wires will increase the magnitudinefcrosstalk, thereby affecting the
propagation delay and introducing delay variations [55]. THessy variations may result
in timing failures. Therefore, crosstalk effects areywvenitical in the designing of high

performance circuits.

There are several publications [30], [56], [57] which havecutised crosstalk in

interconnects and have derived analytical expressimnslatively simple expression used
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to calculate the induced voltage due to a rising step ofitahel/,;, and rise timeT, at
aggressor driver output, in an RC coupled interconnagvén by [58] and is

R,C.Y, - (=T - ~T
T I R BT
oir

The equivalent circuit of the crosstalk model is showfigure 2.19(b), wherg,, C,, C,
andC, are respectively the aggressor line resistance, totatitapee of the aggressor line,
total capacitance of the victim line and coupling capacitéeteeen the two line®,_;,;
is the victim line resistance amt), is the driver resistance of the victim line. The victim

resistanceR,, is R,_;,+ + R,.. The time constants), t;, andt, are given by

To = Ja? —4f (2.10)

2p
nE (2.11)

2p
[ (2.12)

where,

a=R,(C,+C.)+R,(C,+C,.) (2.13)
g = R,R,(C,C.+ C,C, + C.C,) (2.14)

The above expressions clearly show the dependencesstaionoise on interconnect and

device parameters.

With technology scaling, signal speeds are increasingycimmnect aspect ratios are
increasing and also interconnects are coming closereder, the supply voltages and
also the design margins are reducing. More importandlylalility is also influencing

crosstalk effects. Therefore, it is important to asalyhe performance of on-chip

communication networks in crosstalk environment under thedtrgdavariability.
2.5.5 Power Dissipation

Buffer (repeater) insertion is a common technique tamope the performance of global
interconnects for on-chip communication networks. Wittht®logy scaling, more and
more functionality is being integrated and thus on-chiproamcation networks are also
growing rapidly. Moreover, the number of optimal busf@er unit interconnect length are
also increasing (due to progressively resistive intercaphremad therefore very large
number of these buffers are used in high performancgridef9]-[60]. Optimal repeaters
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are used to construct delay optimal interconnections @ndfa significant size. Thus they
consume a proportionally large portion of the silicand power [61]. The power
dissipation has been pointed out as the main limitiegpfain the scaling of the future
CMOS circuits [62]. Therefore, power estimation for-amp communication (and the
whole chip) is an important metric to consider duringdésign process.

The power dissipation in CMOS circuits comprises: (B dynamic (switching) power
(Psi), (2) the short circuit poweiPs-) and (3) the leakage powéP,.,.). The average
power can be expressed as the sum of these three cemgon

Protar = Psw + Psc + Preak (2.15)

A brief description of these power components is ghelow [24], [42]:
2.5.5.1 Switching Power

Switching power is the power dissipation whenever theresiata transition, from low-to-
high or from high-to-low, in the circuit. The energy dhgrithis transition is actually
consumed in charging or discharging (low-high or high-lotng load capacitance
connected at the output of the driver (a buffer). lepdgub-micron on-chip communication

networks, the load capacitance consists primarily®fterconnect and gate capacitance.

The switching power dissipation in a buffer driving an iob@nect of length having

resistance and capacitance per unit length is given by [24]

Psy = a[s(co + cp) + lc]VddeCLK (2.16)
where

¢, =Iinput capacitance of a minimum sized buffer,

¢, = output parasitic capacitance of the minimum sizeebuf
fcux = clock frequency,

V4a = power supply voltage,

s = buffer size,

a = switching or activity factor and gives the fraction offfets switching during an
average clock cycle.

The switching power is independent of the rise or fall tohehe input waveform. The
expression oPg,, (Eqg. 2.16) shows that the switching power can be reducedduging

the supply voltag®,,. However, this is at the cost of increased delay.
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2.5.5.2 Short Circuit Power

The buffers or repeaters which are used to drive ioterects consist of inverters
constructed with nMOS and pMOS devices. If the input taifiebhas a finite rise time
and fall time, then during the switching process both nMQ$ @EVIOS transistors may
conduct simultaneously for a short interval of time;niing a direct path between the
supply and ground for the flow of the current. The shoduit power is that dissipated
during this eventuality. Unlike the switching power, the tisge and fall time play an
important role in the determination of the magnitudehefghort circuit power. ¥, and
Vr, are the threshold voltages of the nMOS and pMOS ttansisespectively, then

following condition holds during the short circuit phase
Vin < Viy < Vaa = |Vrp|

Approximating the short circuit current by a triangularvefarm, the total short circuit
power is given by [24]

Pse = at,VaaWa,,...SIscfeLk (2.17)
where
W, .. =minimum width of the nMOS transistor,
s = transistor size
Isc = 65uA/um across all technologies.

t, is given by
T 1
t, = [rs(co +cp) + ;cl + riscy + Ercl2 In3 (2.18)

If the input rise and fall times are much larger tham dlitput rise and fall times, the
transistors will conduct for longer time and therefsinert circuit current will increase. It is
proposed in [63] that the short circuit current can brieated if the power supply voltage

is adjusted such that
Vaa < Vin + |V |

Under this condition, both nMOS and pMOS transistotsnet be ON simultaneously for
any input voltage. However, this technique will make theuginmore vulnerable to noise

effects due to reduced signal to noise ratio.
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Figure 2.20 shows a rough sketch of the voltage and curremstfavens of a simple buffer
(inverter) circuit during its switching. Figure 2.20(b) shows short circuit current and
Figure 2.20(c) shows the switching current. Note that sh@udiccurrent is much smaller

as compared to the switching current.

2.5.5.3 Leakage (static) Power

Ideally, the power dissipation in CMOS circuits is thoughoccur only during their state

transitions and once the circuits are in a stablee,sthiere should not be any power
dissipation. However, a leakage current flows througlCi&©S circuits during any of the

states. This constitutes an increasingly important coeaptoof the total power dissipation-
called leakage power.
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Figure 2.20: (a) A rough sketch of voltage and current wavef@f a simple buffer circuit, (a) input and

Time

(©

output voltage waveforms, (b) the short circuit currenkpegppear when both nMOS and pMOS conduct,

and (c) the switching current used for the chargingdseharging of the capacitive load.
Five major sources of leakage power in CMOS devicesbdie [

(1) Sub-threshold leakag€lSUB)

(i) Gate oxide tunneling leakag@y;)

(i)  Reverse bias junction leakag€&REV)
(iv)  Gate induced drain leakagé@IDL)

(v) Gate current due to hot carrier injecti@fy)
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These effects are becoming more important as the devate miniaturized with
technology scaling and so leakage power is rapidly @asing and dominating in the
CMOS circuits [65].

The buffers used in on-chip communication also exhibit tesle of power dissipation.
According to [24], the average amount of leakage powehenbuffers inserted in the

interconnect is given by

Prear = Vaalieak (2-19)
= Vdd % (Iofannmin + IoffpVmein) S (220)

where, I, = leakage current through the buffer,
Lorf, (Ioffp) = leakage current per unit width of nMOS (pMOS) transistor,

Wo, . (W, . ) = width of the nMOS(pMOS) transistor in a minimum sigfer(inverter).
Like delay, statistical device variability has alsoaalinced variability in the leakage power
and has become a point of serious concern in deep subantechnologies. Both delay
and leakage power variability, are seriously effectimgp@rformance, yield and reliability
of the circuits and seems to be an obstacle in thgrgssion of designing power-
constrained high performance circuits using miniaturizedcds [65]-[67].

2.5.6 On-Chip Area

On-chip communication networks are deeply spread overwti@e chip to provide
communication media to the functional units. Howesasrpreviously stated, they consume
a larger portion of the chip area due to large number @énsu In future technology
generations, unconstrained optimal buffering of intenexts might require up to 80% of
the total on-chip area [68].

The area of the on-chip communication network is simipdyarea occupied by the wires
and the area of CMOS circuitry used to drive thesesline drivers, buffers, switches,
etc.). The total area of the repeaters of siggaced at regular intervals of lengtln an

interconnect of length can be estimated as

Llo¢fs
Arepeaters = elff (2.21)

where, [, ¢, is the effective transistor gate length. (This isially a lower bound; routing

might add more area).
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Limited area resources available on the chip have maslenitric very important for the
present and future system designs.

2.5.7 Throughput

Throughput is one of the important parameters of intenedts defined as the average rate
of error free delivery of data over a communication ckeanh is generally measured in
bits per second (bps) or data packets per second.

2.5.8 Bandwidth

Bandwidth refers to the maximum capacity of error flsa transmission over a
communication channel. The higher the bandwidth, betilebe system performance and
so there are always been design efforts to maximize it

2.5.9 Parametric Yield

Due to process variations, the uncertainty in the pmdioce and power characteristics of
the designs is increasing [69]. This can lead to a sigmfideviation of the manufactured
products from their actual designs.

Parametric yield is defined as the percentage of the faxdnved dies which meet the

specified frequency and power consumption requirementslf&n be calculated as

XTarget

P(x < Xrarget) = f p(6)de (2.22)

0

where, y is the observed delay or power dissipation gngh4.. is the corresponding

constraint.

The yield measurement could result in discarding a langger of dies which do not meet
the performance or power criteria, even if they aremtise functional. This results in
parametric yield loss. Since power dissipation and delaynagatively correlated, fast
designs may consume more power, causing an increased gssid Similarly, power

efficient designs may not fulfill the performance reqments and again result in yield
loss. Therefore, careful consideration of this masriequired in the designs.

2.6 Performance Characterization Methodology

In some recent studies, the effect of intrinsic parani@ictuations introduced due to RDF
and other sources, on the performance of CMOS cirbaissbeen studied for the future
technology generations [71]-[73]. The 3-D atomistic satioh method [74], [75] is used
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to study the effect of different sources of variabiéitydevice level. However, this method

is not feasible for circuit level analysis, being congpionally expensive.

In this research, the performance of on-chip communitatiocuits for the future
technology generations of 25, 18 and 13 nm physical gate IbatkiMOSFETs has been
accurately characterized using Monte Carlo (MC) methat H8PICE simulations of a
large number of distinct realizations of the circuitder investigation. The industry
standard BSIM4 model card libraries have been used fagitea technology generations
[76]. These model card libraries are developed through panamétaction strategy [77]
in which the comprehensive Glasgow 3D statistical physisalice simulations are
performed and fluctuation information due to random dopant uiddin (RDF) is
transferred into the model card libraries.

The devices in each library are macroscopically sintol#rare microscopically different
due to the difference in the number and position of therdaggams in the channel. So all
the devices in each library have different charactesistue to statistical variations in the
device parameters and the distribution of these vanmtiepresents the distribution of
variations found in the general population. For theistieal analysis, a Monte Carlo
simulation method has been used (as previously statel)raitdom selection of the
devices from the given model card libraries, while constigc different circuit
realizations. The circuits are biased with a supplyagatof 1.1V, 1.0V and 0.9V for the
technology generations of 25, 18, and 13 nm, respectively [D8ferent delay
measurements taken during this study correspond to 50% oigtied Eevels during the
transitions. Power measurements for the circuitse halso been made through this
methodology. Several sets of HSPICE simulations haen Iperformed for the transient
analysis of the circuits.

2.6.1 Extraction of I-V Characteristics of MOSFETSs

The dependence of the device drain current on the gatageols given by the I-V
characteristic curves. In order to validate the tethodology, the IV characteristics of the
devices in the library has been measured. These curvesbbaueplotted for the nMOS
and pMOS devices of the given three technology genesadiod are shown in Figure 2.21.
Each set of the curves is plotted for 200 devices taken fhe model card libraries. The
blue curve (with symbols) over the red curves and red cwith §ymbols) over the blue
curves is for the uniformly doped devices. These curveshmtaécdata in [145] and show

that |-V characteristics of the devices in the modedl ddbraries differ from each other
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under the impact of RDF and lie on both sides of theoumify doped device curves. It
may also be noted that the spread of these curvessagevith technology scaling. This
hints that the delay characteristics of the deviced (aruits) will certainly be affected

due to the variability in the I-V performance.
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Figure 2.21: I-V characteristic curves of 200 devices for edchMOS (left) and pMOS (right) for the
technology generations of 25, 18 and 13nm. Along with satlof curves, the characteristic curve for the

uniformly doped device is also plotted and the dispersion e atlrves around this curve shows the effect
of variability due to RDF.
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2.7 Summary

This chapter gives an introduction to the on-chip comnatioio structures used in SoCs.
In all the structures, the underlying communication lipksy an important role in their
design. Therefore, modeling of interconnects used in thieks is first presented.
Subsequently, different performance metrics used tduatea the performance of the
communication structures in DSM regions have been disdugsnally, the methodology

used in this thesis to characterize the performancédfefeht circuits is outlined.
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Chapter 3

Communication Structures under

Device Variability

A clock distribution network (CDN) and a data channel Y[@Gnsists of basic circuit
elements like tapered buffer drivers, buffers (repeptdip-flops (or latches) and
interconnects, as shown in Figure 3.1. Hence the perfaemah CDN and DC (and
consequently the synchronous system) depends on the penfgnof these circuit

elements.

The performance of on-chip communication circuits (C&NDCs) can be estimated either
through modelling or simulation. However, it is veryfidiflt (if possible) to accurately
model these circuits while considering variability effedue to different parameters. In
this situation, simulation can provide accurate resulike performance can be
characterized by simulating the complete communicatietweork or from the known
performance of the individual communication elementgiA, evaluating the performance
of a complete communication network through simulatisncomputationally very
expensive and might not be feasible for large systenereidre, the performance of such
large systems can be estimated with reasonable accusamy the performance of the

individual communication structures in some statisficahework.
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Figure 3.1: Communication structures in CDN and datarobla: (a) an H-type CDN, (b) a repeater inserted

synchronous data channel, (c) a flip-flop based pipelia¢a channel.
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In this chapter we present a systematic study to imagstithe effect that variability will
introduce in the communication structures for future netdgy generations. Such a study
becomes important for designers and academia soh#atcan formulate efficient design
methodologies for the coming technology generations uiiglgrdesign margins and other
technology challenges.

3.1 Technology Scaling and Gate Delay

In a particular technology generation, the maximumiclggeed and the speed at which
computation can be performed, is determined by the gate. d@taghip communication
will need to be designed to support these speeds in ordezdinide data starvation. Due to
statistical variation in the devices, gate delay is mgdo a fixed quantity, but a random
variable (RV) which follows a given distribution. Foetter estimation of the maximum
clock speed, statistically accurate description of thaydel required to be derived with
consideration of the effects introduced due to variabilitythis section, we study the
impact of device variability in the gate delay of an inveitea given technology, as
representative of delay in more complex combinationalits and gates. This delay has
been measured in terms of FO4 delay and is used asraned or benchmark to which we
can compare the results of the communication structiites metric FO4 delay or “fan-
out-of-four inverter delay” has been used elsewherer@]i@a quite reasonable metric, as
four is the typical average gate connectivity in a digitecuit [79]. This is defined as the
delay through an inverter driving four copies of itself. Sitloe effect of variability is
more pronounced in smaller geometries, FO4 delay hasrbeasured corresponding to

min

Y.
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W _. W . -

min min

Y

FO4 delay W

N
I
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Y.

Wmin
Figure 3.2: The definition of FO4 delay.
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the delay of minimum sized inverters, as shown in Figug& Bere we have used
minimum sized inverters of size,,;,=25, 18 and 13 nm for the given three technology

generations of 25, 18 and 13 nm, respectively.

HSPICE simulations were performed (using the Monte Qadthod, described in section
2.6) and FO4 delay measurements were taken for the grebndlogy generations. The
mean value of the FO4 delay is plotted for the threbn@logies and results are shown in
Figure 3.3. The standard deviation of the FO4 delay israfg@sented in the form of error
bars. It can be seen that the mean value of the FO¥ detaeases, whereas the delay
variability increases, with the decrease of the gatgtke This is to be expected. However,
we are interested in determining the nature of the delstyilditions. For this reason,
histograms are plotted from the measurement data andnsinoftigure 3.4. It becomes
evident that the dispersion of the distributions increaséh gate length scaling.
Moreover, the distributions are asymmetric about theammdelay and the degree of
asymmetry increases with the decrease of the gate lehigthpositively skewed nature of
the distributions has a detrimental impact on the pedoce of the circuits as a significant
number of samples beyond the nominal value imply a tangvhich will certainly limit

the speed of the circuits and also introduces relialsigyes.

1 1 T T T

10} -

FO4 Delay (ps)

3 1 1 1
25 18 13

Technology Generation (nm)

Figure 3.3: FO4 delay for different technology generatidriee error bars represent the uncertainty in

delay(t+10).

More importantly, it becomes obvious that the dispersind the worst case of FO4 delay

grow hyper-linearly as the technology scales down. Duéisofact, the performance of
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circuits will certainly be affected unless some corkectheasures are not incorporated in
their design. The effect becomes more important endésign of synchronous systems
under the tight design margins typical of high performagiccuits. It is obvious then, that
variability in the devices warrants a careful consitienaduring the design of high

performance circuits.
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Figure 3.4: Delay distribution of minimum sized invertavgh a fan-out of four for the technology
generations of 25, 18, and 13 nm.

3.2 Delay Uncertainty in Buffers

The efficiency of high performance circuits not only eleggs on the performance of
computational elements but also depends greatly on themaoaication network

responsible for the exchange of data between the cotigmai elements. Delay
uncertainty in the clock signal can produce setup and tiole violations at the data
registers. Similar violations can also occur in theadagnals. A large number of buffers
are used in these communication networks that can introdeleg uncertainty in the

signals. For designing high performance circuits (with espondingly tight timing

constraints), the delay uncertainty will have to beduced. Therefore, design
methodologies that reduce delay uncertainty should Herexjp
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The delay of a CMOS buffer (inverter) to the first arages given by Bakoglu [51] is

ty = 0.7R4,C, (3.1)
whereRy,., is the on-resistance arml is the capacitive load at the output of the inverter.
The inverter resistandg,;,,,, which is approximated by averaging the drain currents at the

extreme points (0 and,,) of the high-to-low and low-to-high transitions, is givay

L
R, =
drv WuCox(Vpp — Vr)

(3.2)

where,
L = transistor gate length,
W = transistor gate width,
C,, = Qgate capacitance per unit area,
1 = mobility of the transistor,
Vpp= supply voltage.
A variation in these factors will cause the invertesigiance (and consequently the drain
current) to change and eventually will result in varigpitif the gate delay. In deep sub-
micron (DSM) region, it is impossible to precisely tohall transistor parameters during
the fabrication process. Therefore in a batch oflamransistors, different parameters can
have a complete distribution with some nominal value andide spread about this
nominal value. For instance, due to variations (in paldr to random dopant fluctuations),
the threshold voltagl; of the transistors will have some distribution (wide narrower).
Hence, the on-resistance of the transistors carongel be treated as a fixed quantity;
rather it will follow a distribution, resulting in theistribution of the inverter delay. Let
Xaev YEpresents the effect of RDF Bp, then the on-resistance of the inverter will be give
by
Ryry = L
WuCox(Vop — VrXaev)

(3.3)

Therefore,

_ 0.7LC;

B WuCox(Vop — VrXaev)
In order to evaluate the effect of variations ip on the delay of the inverter, we

ta

(3.4)

differentiatet,; with respect tg,.,,, Yielding
oty 0.7LV;C,
0 X dev B WuCox(Vop = VrXaev)?
This shows that the sensitivity of the inverter delaynisersely proportional to the size

(3.5)

(width) of the inverter. In the same way, the delay is®gitg to other transistor parameters
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can be determined. Therefore, we can deduce that the diagbleique of circuit scaling
can be used to minimize the effect of RDF on delay baiia

We proceed to quantify the effect of RDF on the delayopmance of individual buffers
of different sizes. To this end SPICE models are deeeldor the buffers of sizes 1, 2, 3,
5, 7, 10, 15, 20, and 25 times,;,, with a load of a&5w,,;, buffer connected at their
output (wheraw,,;,, = size of the minimum sized buffer = 25, 18 and 13 nntHergiven
three technology generations). The results of M@ado simulations are shown in Figure
3.5, where mean delay and delay variability are plottetht® given buffer sizes. It can be
seen that the buffer delay and dispersion in delay igseWe proportional to the buffer
size, as expected from equation (3.4) and (3.5). More iapibyt the relation is not linear
and a small increase in the size of the buffer caa gs significant advantage towards the

improvement in delay and delay variability, especiallgraaller buffer sizes.

It has also been found that there is a differenaddenamount of delay variability for low-

to-high and high-to-low transitions, as shown by thehddslines in Figure 3.6. For

instance, it is larger during high-to-low transitions ane #ffect is more prominent at

smaller buffer sizes. This is due to the inherent nM@&@EMOS asymmetries i-e the size
of the pMOS transistor is normally taken as twice size of the nMOS transistor to make
identical delay in both swings. Therefore, while consmgrdelay variability, its

magnitude in both swings is required to be considered.
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Figure 3.5: Mean buffer delay (a), Delay variability, (bjotted as a function of buffer size for 18 nm
technology generation. The curves have been plottatidarverage response in low-to-high and high-to-low

transitions.
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If we assume that delay variations in buffers ofedéht sizes are independent of each
other and ifVy;(1w,,in) = 36(1wpin)/u(1w,y,,) is the delay variability of a minimum
sized inverter in a given technology generation, therdéhey variability of an inverter of
sizemw,,;,, can be approximated as

30-(7"'Wmin) _ 30_(1Wmin)/ﬂ(1wmin)
ﬂ(mwmin) - \/m

(due to properties of the normal distribution). Thistiefacan be used to make an estimate

Va(mwpn) = (3.6)

of the delay variability in a buffer of given size.idf however, important to mention that
equation (3.6) gives only an approximate result, especiallydeep sub-micron
technologies because this relation is valid for th&rithutions which are close to the
normal distribution. However, we have seen thatdbkly distributions under RDF are
skewed and the degree of skewness increases with scalingofittventechnology.

30} For 18 nm Buffers

N
o

-
o O

Delay Variability (%)
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Buffer Size (w,,,)

Figure 3.6: Delay variability plotted against buffer di@e18 nm buffers. The smaller dashed lines represent
delay variability for low-to-high transition and biggerstiad lines for high-to-low transition. Similarly, the

solid lines are for the average response.

3.2.1 Skewness of Delay Distributions

Skewness is a measure of the degree of asymmetry (lasknmohetry) of a probability
distribution of a real valued random variable. The skewrmdsa distribution can be
positive or negative or zero. If the tail on the rigitte of the probability density function
is more pronounced than the left tail, the distribui®said to have positive skewness. In
this case, the bulk of the values lie to the lefthef mean. If the reverse is true, it is said to
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have negative skewness. Zero skewness indicates thatlines are relatively evenly
distributed on both sides of the mean. The skewneasgistribution is defined as

wherey; is thei™ central moment.

U3

1 3/
'

As we have mentioned earlier, delay distributionshefbuffers under RDF are positively

skewed. The degree of skewness, however, depends on tlod gieebuffers. Figure 3.7

shows the dependence of the skewness on the size btiffiees for 13 nm technology

generation. The curve shows that the delay distributongsponding to small buffers are

significantly skewed and the degree of skewness decresseélse size of the buffers

increases. Thus for larger buffers, the delay distobsttend to approximate Gaussian

distribution.

We will discuss skewness in more detail in Chapter 4.
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Figure 3.7: Skewness of delay distributions as a funcfitimedbuffer size for 13 nm technology.

3.3 Ring Oscillator (RO)

A ring oscillator is a type of test structure which is coonly used [80]-[81] for timing

tests. It requires only one input start up signal (or noasion case of self oscillating) and
gives output in the form of frequency. This circuit ¢enused to assess the performance of

buffers under the impact of RDF for a certain inpghal and load conditions. A five stage
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ring oscillator is shown in Figure 3.8 where the invertemsehbeen constructed of
minimum sized square devices and interconnect capacitamee bdeen assumed to be

negligible.
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Figure 3.8: A five-stage ring oscillator circuit constred of minimum sized devices.

The netlists for the ring oscillator were generateddhwandom selection of the
devices from the model card libraries and HSPICE fatmns were performed. The
results show that the average delay of a five-stage agwillator for 25 and 18 nm
technology generation is 20.4 ps and 16.6 ps, whichesponds to a frequency of
24.5GHz and 30.1GHz respectively. However, due to RiblEe frequency has a
spread with standard deviation of 0.8GHz and 1.67Gidzrésponding to a five-stage
delay variation 06=0.67ps an&=0.925ps), respectively for 25 and 18nm technology
generations. This shows that the uncertainty in the tingiggmals increases with
technology scaling.

3.4 Tapered Buffer Drivers

In CMOS integrated circuits, large capacitances arem@mmin large fan-out circuits and/
or in long range interconnects. Therefore, in ordesdorce and sink a relatively large
amount of current, a tapered buffer system is usedie slach circuitry, especially where
the load is predominantly capacitive. For instance, atoak distribution network, such
drivers are used to power up the clock source signal. Asyirelement, device variability
will introduce delay uncertainty in these drivers resgitin the introduction of skew in

clock distribution networks and in on-chip communicatia@tworks, thus limiting the

performance and yield.

Such drivers are composed of a chain of cascaded inveitargicreasing buffer sizes as
shown in Figure 3.9. The drivers are sized according tof&B]total number of inverters
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in the system equal t& such that the last inverter in the chain can drive Itz
connected at its output. For the optimal delay perfoomaf tapered buffers, a logarithmic
tapering factor £ = e = 2.72) has been proposed [83], though in practice this value is

seldom used.

Tapering Factor

/\ VDD

VlN_/__'

Figure 3.9: Tapered buffer driver system.

While using such buffers in the circuits, their delay peniance under device variability
needs to be known. Therefore, in this work we have tigated their delay performance
when implemented in the given three technologies. A cHdimeinverters (the first stage
being of minimum size) has been used for this study ajatext inverters in the driver
chain are sized with a tapering facfpequal to 3. The delay performance of the drivers

has been studied during low-to-high and high-to-low input itians.
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Figure 3.10: Cumulative mean delay in tapered buffer drivettseodiven three technology generations along

with the delay uncertainty shown as error bars (corretipg to b).
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The results show that as we proceed along the chaimvefters, the cumulative mean
delay increases at each next stage, in a linear marmshoavn by the straight lines in
Figure 3.10. However, the slope of these lines decreasiedaghnology scaling, which
means that tapered buffers can be constructed withvedlatiesser delay penalty for
smaller technologies. However due to device variabtlitg, inverters used in the tapered
buffer drivers introduce delay uncertainty at each stageh accumulates statistically and
appears at the output of the driver. The amount of thesydedriability increases in a non
linear fashion with the number of stages and is showneirfdim of error bars in Figure
3.10. This delay variability will have a detrimental effectthe designing of high speed
circuits. The tapered buffer drivers from all the givechnology generations show the
same response and maximum delay variability has be@nvalolsin 13 nm drivers.
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Figure 3.11: Delay variability introduced by different stagethe tapered buffer driver for low-to-high input
transition.

Since inverters of different sizes are used in the dryein, the share of each stage
towards delay variability cannot be the same. The eshibw that earlier stages of the
tapered buffer drivers contribute a major portion of thiaydeariability (as shown in
Figure 3.11), because they are constructed with relativedler transistors. Again, it has
also been found that the delay uncertainty introduceehblol stage is different during low-
to-high and high-to-low transitions due to the reasomtimeed before. However, this
difference reduces as we move along the chain towamgsr laizes. This fact is shown in

Figure 3.12 where the gap between the two solid lines graddedseases with stage
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number and finally the lines almost coincide after thike $tage. The difference developed
in all the stages travels through the chain and acctwesukccordingly, thus making a
difference in the delay variability at the outputlodh'* stage, depending upon the type of
the input transition. For instance, the differencehadelay variability for low-to-high and
high-to-low input transitions at the output of tH& &nd %" stages is about 9% and 5%,
respectively, for 13 nm drivers. It is also observed thakimam delay variability
appears in the cumulative and stage delays for low-to4ihjgit transitions, as shown in
Figure 3.12.
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Figure 3.12: Cumulative and stage delay variability duringtimvigh and high-to-low transitions for 13 nm
tapered buffer driver.

As previously stated, during the circuit design, a tapdaetpr f = e is not always the
best choice and so tapered buffers with differentriageactor are used. Therefore, we
have extended the study on tapered buffers to see ftbet ®f f on their delay
characteristics. The results are shown in Figure 3.12revbelay variability has been
plotted for the tapered buffers having tapering factortsvof three and four for the given
three technology generations. In all these cases giperffers are so constructed that their
first stage is a minimum sized invertev,(;, = 25, 18 and 13 nm for the technology
generation of 25, 18 and 13 nm, respectively) with numbestazfes equal to 6, 4 and 3
corresponding to the tapering factor of 2, 3, and 4, réspgc All these tapered buffers

are driving a load equivalent to ag4;,, inverter in the corresponding technology.
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An interesting observation has been made on the sethdt delay variability increases
with the increase of tapering factor and this effect v more prominent for smaller
technology generations. This is to be expected sinee ntajority of variability is
introduced by the smaller inverters. As discussed befbeedelay variability is different
for low-to-high and high-to-low transitions for even prdper-sized devices in the
inverters (for identical performance in both swings). Heaveit has been observed that
this difference in performance also increases withiticrease of the tapering factor and
becomes worse for smaller technologies at largeritapé&ctors.
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Figure 3.13: Delay variability of tapered buffer driveos different tapering factors during high-to-low and
low-to-high input transitions.

Larger tapering factors are sometimes attractive favepoand area efficient designs.
However, in the presence of device variability, the desig will have to make a trade-off
between these parameters and the amount of toleralalg dmliability (largerf means

lesser power and area requirement as compared to sfdiletr greater delay variability).
If n is the stage number in the tapered buffer driver, iteesize will be given by
w(n) =p*1 (3.7)

Due to random dopant fluctuations, the delay uncertaintgdaced by each stage of the
tapered buffer driver is independent of each other (indepeidés). Therefore, the delay

uncertainty introduced by thé" stage can be approximated by
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O-(lwmin )

Jw(n)

For optimally sized chain of buffers (accordingBtpin the tapered buffer driver, the mean

0a(n) ~ (3.8)
value of the delay at™" stage is
tdmean (n) ~n- tdmean(lwmin) (39)

By using equation (3.8) and (3.9), the delay variability atrtffe stage of the tapered
buffer driver can be approximated in first order as

[3\/05(1) +05(2) +05(3) ...ag(n)]
Vo) ~ | |
O Caean (™) |

{3 2L, of (1)]|
Vd(n) =~ lm] (310)

The denominator of equation (3.10) increases linearly whéneasumerator increases as a
square root with the increase of the number of stagetapeaed buffer driver. This means
that the delay variability decreases with the increddsuffer stages; however at the cost

of a relatively slower driver.
3.5 Repeaters

Owing to the technology scaling, the interconnect isobeieg slower relative to the
devices. Therefore, the use of repeaters is very comimmng interconnects for reducing
the dependence of the interconnect delay on length duoadratic to linear. Although, the
insertion of repeaters in the interconnect lines redieesverall delay, it introduces delay
uncertainty in the lines. In the individual interconneicied, the effect of the delay
uncertainty introduced by the repeaters is that the batkdwvill have to be reduced in
order to obtain a particular yield. In clock distributioetworks, the delay variation due to
these repeaters can produce skew across various bramcheslldimit its performance.
This delay variation is particularly unfavourable in widemenunication channels because
in synchronous links, the speed of the link is limitedthy slowest line in the complete
channel. Due to statistical variations in the devices,ctimulative delay at the receiving
end of the communication channel will become a randamable. Moreover, the delay

characteristics of the same communication channdiftarent chips produced in the same
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batch will not be the same but randomly distributederé&fore, while designing such
communication links, the delay characteristics of gpeaters should be known to explore
different design options for better performance.

In this study, we have guantified the amount of delay k#itkain a chain of repeaters of
various sizes. Figure 3.14 shows the results for the tenseeonstructed with minimum
sized inverters (MSI). It is evident that the mean cativg delay increases linearly with
the increase of the number of repeater stages in thm.clhe dispersion (standard
deviation) of delay also increases as square root afuheber of repeater stages. This is
because statistical variations in each repeater stagadgependent of each other and can
be additive or subtractive towards the cumulative ddlag. delay variability on the other
hand decreases with the number of repeater stages that etpense of reduced speed of
the repeater line.
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Figure 3.14: Delay variability in a chain of minimunzesil repeaters of 13 nm plotted against the number of
repeater stages.

If to_, is the mean delay ang,__is the standard deviation in the delay for every seaifo

repeated interconnect line, then the cumulative meay dé¢lthent” stage will be
tdcum (n) = ntdsec (311)
and the standard deviation for cumulative delay at this stdjee

04, (M) = nay,, (3.12)
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Therefore, the normalized delay variability at #i& stage will be

_ 3O-dcum (n) ~ 3\/ﬁo-dsec _ 3O-dsec

v, = ~ _
o tdcum (n) ntdsec \/Etdsec

(3.13)

Since the magnitude of the delay uncertainty introduced ersufinverters) depends on
their size, a repeater line having large sized repeatéirbave less delay variability as
compared to one constructed with small repeaters drivingteylar interconnect load.
The simulation results shown in Figure 3.15 endorse #us Here cumulative delay
uncertainty has been plotted as a function of repsaerfor a chain of 20 repeaters. The
results demonstrate that a repeater interconnect laite repeaters offers less delay
uncertainty as compared to the similar chain constructddsmall repeaters. However, a
trade-off will have to be made for getting this advantagdarge sized repeaters consume

more power and chip area.
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Figure 3.15: Cumulative delay variability plotted as a fiomcof repeater size in a chain of 20 repeaters.
3.6 Data Storage Elements (Flip-flops)

A common technique to enhance the throughput in synchrahgital circuits is the use
of Flip-Flops (FFs) to implement pipelined designs. &y, flip-flops are also used for
the storage of different digital signals on the chip, iftstance as the last stage of a
communication channel. Thus clocked storage elementssaential for a digital circuit.
As a result of this tendency, the number of flip-flopsaochip is growing and therefore

FFs represent a significant area of the chip.
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The performance of the circuits incorporating flip-#lops storage elements depends, to a
great extent, on the timing characteristics of thp-flobps. However, as before, these
become random variates due to variability. Consequethity performance of the whole
circuit is affected by this variability. Hence it beassnimperative to estimate the timing

characteristics of the flip-flops under the impact tatistical variations in order to design
high-performance circuits with high yield.
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Figure 3.16: Schematic view of a standard CMOS D flip-fliopuit [84]-[85].

%| |& Clock period
K— PW  —
CLK
%l |e Tsetup
— k= Thoid
D
- kK Tcika
Q

Figure 3.17: Basic timing parameters of a flip-flop.

In this work, the effect of device variability due to RDFR the timing characteristics of a
standard CMOS D-flip-flop (DFF) [84]-[85], as shown in Figd6, has been studied.

55



Chapter 3 Communication Structures under Device Variability

Flip-flops are typically characterized by different itngp parameters which are pictorially
represented in Figure 3.17. Since accurate analytical muogleli flip-flops with statistical
variations in the devices is difficult, transient as@&yof the timing parameters of the FFs
has been performed through HSPICE simulations for atewesults. Although flip-flops
of various sizes are available in the standard celiribs used for modern designs, we

chose to construct them with the minimum size (ikeimum transistor dimensions).
3.6.1 Timing Measurement Procedure

The procedure adopted for the measurement of diffemamgiparameters of the flip-flops

is given below:
3.6.1.1 Setup time

The minimum data-to-clock rising edge time for which the-flop correctly latches the
data is the setup time. In order to find the setup timafarge sample of flip-flops under
RDF, a rough estimation of it is made first. For this psgytohe flip-flop circuit is
constructed using uniform devices (having uniform dopant flucisitand is available in
the device models). The clock pulse width is made sufiityidarge and the data is also
kept stable for sufficiently long time after the artighthe clock signal. The data is made
available at the data input D of the flip-flop quite earthan the arrival of the clock edge.
Thus the flip-flop safely latches the data at outpulnQhe next step, the data at input port
D is made available with some delay than the previous aad latching of the data at the
output of the flip-flop is monitored. The process is répeaintil the flip- flop is just able
to hold the data. At this point, the time differencéwsen the arrival of the data and the
clock signal is the setup time for the uniform devicdss alue gives a reference point
and setup times of large number of devices under RDFxpected to lie around this

value.

Now 5500 netlists of the flip-flop circuits were genedatath random selection of devices
from the model card libraries. For each of these sistliseveral new netlists were
generated by gradually delaying the arrival time of the @aith an increment of 0.2ps),

starting from a large value with reference to the sétup we have already measured for
the uniform devices. HSPICE simulations were carried adtsgtup time was measured

for each of the flip-flops.
3.6.1.2 Hold Time

The hold times were measured in a similar way as thaheo setup time. During the

measurements, the setup time and the clock pulse widih made sufficiently large to
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avoid setup time and other timing violations. The timevitiich the data remains stable
after the clock pulse was gradually reduced (starting frdomg time) and the hold time
was measured as the minimum time between the rising eddpe afock and the falling
edge of the data for which the data at output Q is citynegistered. Again the hold times
were measured with an accuracy of 0.2ps for the flip-floquits used for the setup time

measurement.
3.6.1.3 CLK-to-Q time

The CLK-to-Q time is measured as the time delay betweenising edge of the clock and
the output Q. Since CLK-to-Q time depends on the drtivge of the data prior to the
clock edge (D-to-CLK time) as shown in Figure 3.18, theeefarthis study CLK-t0-Q
time has been measured for large value of D-to-CLK .ti&imilarly, the hold time and
clock pulse width were also made quite large to avoid &nlgeotiming violations due to
these parameters. These measurements were madedml $ig-flops (5500) constructed

with random selection of devices and CLK-to-Q timeeasured with an accuracy of 0.2ps.
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Figure 3.18: Dependence of CLK-to-Q delay on the D-to-Ghie.
3.6.1.4 Minimum Clock Pulse Width

Again for these measurements, the setup time and hold w@e made sufficiently large.
The clock pulse width was gradually reduced to measure mmioloick pulse width for
which the flip-flop can hold data, similar to the techniqused for setup time

measurement.
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3.6.2 Results and Discussion

From the Monte Carlo simulations, different timing graeters of the flip-flops have been
characterized and are given in Table 3.1 in terms of itlse four moments of their
distribution. The results show that the timing paraarsebf the flip-flops are very sensitive
to statistical variation in the devices. It has bebseoved that while the mean decreases,
the dispersion of these timing parameters is increaséu technology scaling. The
increase in the standard deviation quantifies this digperand warns for careful
consideration of timing variability analysis during thesida of synchronous systems. For
instance, for 13nm technology generation, the variabity)(in the setup time increases
up to 13%. Similarly, the variation in the hold timbe tclock-to-Q time and minimum
pulse width requirement reaches up to 15%, 19% and 22%, respechDue to the
variability in the timing parameters of the flip-flopstexsafety margins will have to be
assigned, thus slowing the pipeline. Although the hold teneegative for the Master-
Slave flip-flops used, its spread also increases, whighests transparent latches will be
affected by this increase.

Table 3.1: Statistical Analysis of the Timing Parametéigs Standard Flip-flop

Statistical attribute Technology Settjgs;l'ime Hol(dp;r)ime C_ll_‘iﬁ]'g D-((Qpl’;me Mi?bSF))W
Mean, u (ps 25 nn 17.t -12.% :(Lgsg 43.7% 12.¢
Standard deviatiors (ps, 0.7¢ 0.72 0.8¢ 4.8¢ 1.1C
Skewnes 0.3t -0.32 0.2t 1.6¢ 0.0¢
Kurtosis 3.4¢ 3.0¢ 3.2¢ 7.32 2.9¢
Mean, U (ps 18 nnr 14.t -10.2 11.1 36.2 10.¢
Standard deviatiors (ps, 1.0¢ 0.91 1.0¢ 4.6 1.37
Skewnes 0.5: -0.44 0.3¢ 1.7¢ -0.38¢
Kurtosis 3.81 3.67 3.2¢ 7.81 6.97
Mean, u (ps 13 nn 9.t -6.3¢ 6.C 23.¢ 7.5¢
Standard deviatiors (ps, 1.2t 0.9¢ 1.2¢ 3.9¢ 1.4¢
Skewnes 0.9¢ -0.8¢ 0.8¢ 1.7¢ -0.17
Kurtosis 4.4¢ 4.4¢ 4.71 9.4( 5.82

From Figure 3.19, we can see that setup time, hold tim&€aHKegto-Q time spans a large

timing space (there appears to be no visible correlagbmden the parameters) and design
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margins will have to be chosen while keeping in view tpigce in order to achieve a

particular yield.
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Figure 3.19: 3D-space occupied by the timing parametehe dFF.

Circuits become increasingly faster with technologyisgademanding a drastic reduction
in the tolerances allowed to their clocks. However,tiagnitude of the timing variability
we have observed in the flip-flop circuits will certginénd to reduce the performance of

the circuits, unless some corrective measures areksst.ta
3.7 Interconnect

The interconnect also exhibits variation in its changsties due to the structural variation
in the lateral and vertical dimensions. Besides naltedriations, the structural variation
in the interconnect can appear in conductor thickiisshe widt(W), and interlayer
dielectric thicknes@l). It is important to mention that interconnect spacggiot an
independent parameter and is automatically effected wehvémniation in interconnect
width. In addition, there are other sources of intenech variability such as surface and
edge roughness or sidewall thickness but all of these gdocahetariations result in the
deviation of the electrical properties of the interaminlike, the resistanc€r), the
capacitance(C) and the inductancé€L). Consequently, this will result in the delay

variability of interconnects.
3.8 Performance of Communication Links

The variability in the delay characteristics of thelividual communication circuits

(discussed above) will cause uncertainty in the sigrnalydérough the complete channel.
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If the delay of a signal is larger than the nomindueglus the design margin, this will
introduce a link failure. In order to get the best performeaof the design, we need to
qguantify the effect and allow for the expected variationthe design margins. It is
important that these margins are neither pessimistiecch waste resources) nor optimistic
(which affect yield). Whatever these margins are, ¢gedain that under delay variability,
the throughput of the channel will have to be certainlmmmmised (as compared to the
deterministic case) in order to keep the probability ok lfailure below a certain
acceptable limit. Conversely, additional resources (areh power) will be required to
attain the same bandwidth. It is clear then that dewiagability will contribute
significantly towards the performance/area/power compm®nof clock distribution
networks and the data links, which are basically compoft#tse structures.

3.8.1 Estimation of Link Performance

A simple communication link is shown in Figure 3.20 which cstssof tapered buffer
drivers, interconnect wires, repeaters and data storiyeemts. The output of the
combinational logic is powered up using tapered buffer drivdoréetransmitting it
through the link. The repeaters are used to improve tlag dbhracteristics, especially in
predominantly resistive interconnects. Similarly, flippls or latches are used to hold the
data at the receiving end. The link operating frequency depgrafsthe cumulative delay
introduced by each of these elements plus the setupdiriae flip-flop. The nominal
delay of such a data link from input to output can be tatled using the following

equation

leink = tdtap—buff + tdrep—inter + tCLK_QFF (314)
In the above expressioffy,  is the total delay of the Iinktdrep ey 1S the repeater-

inserted interconnect delay atidy o, is the CLK-Q time of the flip-flop.

Vout

Tapered Buffer
Driver

Section of repeated-
interconnect

Figure 3.20: A simple data communication link. The sigr@hing out from the combinational logic is
powered up through tapered buffer driver and then it passes thtioegkpeater inserted interconnect to

reach the input of the flip-flop.
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Let k be the number of repeaters (each of ¢izémes the size of the minimum sized
repeater). In a particular technology, if the output impedaf a minimum sized inverter
IS R4, @and output capacitance Gy,.,, then the output impedance of a repeater of kize
becomesk,,/h and the output capacitanéex C,,,,. In Figure 3.20, the symbohaar-
represents a capacitively coupled interconnect. If wanassthatR is the interconnect
resistance(, is the coupling capacitance with the neighbouring interectsrand’; is the
self capacitance of the interconnect, the propagaticay delone section of the repeated
interconnect [86], which is taken to be the time differenéethe input and output
waveforms at 50% of the transition points, is given by

tossec = 0.7Rayy(Cs + Capp + 2.2 X 2C,) + R(0.4C; + 0.58C, + 0.7Cyr,)  (3.15)
The total delay of the interconnect inserted with regysas given by

Rdrv Cs ZCC R Cs Cc
tos = k [0.7 ® (? + hCypy +22 ) + <0.4? +058-C+ o.7hcm)] (3.16)

Under the assumption of statistical independence, the detgy in the link can be

calculated from its component’s distributions as f@Ho

leink ~ udtap—buff + Mdrep—inter + MCLK—QFF
2 2 2
* \/O‘ deap-buff to Arep-inter + 0% cLk—Qpp (3.17)

This equation consists of two parts, the mean value &amdiayd deviation of the delay

distribution. The standard deviation has been added iméas delay in order to estimate
the maximum delay 8or 65 can also be used to estimate the worst cases of délag)

parts of the equation (3.17) can be denoted as

udlink = udtap—buff + #drep—inter + MCLK—QFF (318)
— 2 2 2
O-dlink - \/O- dtap—buff to drep—inter to CLK-QFF (319)
— P .
Similarly, Hd,yepinter ando dyep—inter ATE QIVEN by
Mdrep—inter = Usec1 t Usecz T Usecs t *** Usecn (320)
and
2 — 2 2 2 2
o drep—inter 0 sec1 T 0%sec2 T 0%gec3 00 N (321)

wherep,,. ando?,,. represents the mean and variance of the delay ofseation of the

repeater inserted interconnect.

Now if we have complete description of the delay cttaréstics of the individual
communication structures under the impact of device andtenconnect variability due to

any of their parameters, we can approximate the oveedibrmance of the complete link
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using equations (3.17)-(3.21). The results can also be usstirt@ate the probability of the
link failure due to variability, as explained below.

3.8.2 Link Failure Probability

Let us assume that the link is operating at a clock frexyugrhaving clock period¢ k.
For the flip-flop (having setup timé&..,,) to correctly latch the data, the delay of the

interconnect must satisfy the following constraint

Terk — Tsetup = tdtap—buff + tdrep—inter
Therefore, the probability that correct data is tratteahibetween the input and output is
given by

g=P (TCLK — Tyetup = tayey puss + tdrep_inter) (3.22)
A design margin is also used to cater for the delayatian due to different circuit

parameters and let it ldg,,. Therefore, expression (3.22) can be written as

q="P (TCLK — Ay = Tsetup = tdtap—buff + tdrep—inter) (323)
We define the time delay between the input of the tapauédr driver and the input D of
the receiving flip-flop to bd‘élink. Then the probability that the delay of the link vioé

greater thafc x — Ay — Tserup 1S given by

P[Télink > TCLK - Am - Tsetup] =1- P[Télink < TCLK - Am - Tsetup]

1 TCLK - Am - Msetup B Mdlink (324)
\/(G:ilink)z + (GsetuP)z
_ TCLK - Am - “setup o H:11ink (3 25)

J (04, )2 + (Gserup)”

In the above expressions,

! —
Mok = Hdeap-burs tu drep-inter

andc&link = \/O-Zdtap—buff + O-Zdrep—inter
If we assume that the delay variability in the clo@nal isoc x with some meamp g,
Eq. (3.25) will become
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!
ek = Bm = Mgy — Mgy

0
J (04, )2 + (Gserup)? + (0c110)?

(3.26)

P[Télink > Terk — Am — Tsetup] =

Again in expressions (3.24)-(3.26, is the cumulative distribution function of the link
delay andQ is the classical error function, respectively. Tharj@sson’s approximation

[87], as given below, can be used to evalgate

forx =0

1 |
. ),
N e v

with a = 1/ andb = 27.
3.8.3 Case Study

Consider a typical interconnect of length 508, width 0.675um, and thickness 0.324
um in 18 nm technology. The delay characteristics of thierconnect inserted with 10
repeaters of sizevy,,;,, are given in Table 3.2 along with the performance charatics
of the tapered buffer driver and flip-flop used in the catglink.

Table 3.2: Statistical Delay Characteristics of Difet Elements of the Link. These values have beem take

from the characterization data of different elements.

Tapered Buffer | Repeater Insertefd Flip-Flop Setup | Flip-Flop CLK-
Interconnect Time Q Time
Mean,u 20.95 ps 152.9 ps 14.52 ps 11.12 ps
Standard Deviationg 1.11 ps 2.12 ps 1.05 ps 1.09 ps

For a design margia,,= 5 ps and an uncertainty in the clock periogd,x = 2 ps, the
probability of the link failure has been plotted as a fiomcof the operating frequency and
is shown in Figure 3.21. Both curves, one obtained using equais and the other
through Monte Carlo simulation of the complete chanaed shown for comparison. It has
been observed that beyond a certain operating frequédneiink failure probability starts
increasing from zero (observe the slope due to spreaé iRDIF). These particular curves
correspond to delay variability due to only RDF in the devi¢¢owever in the real case,
there are other sources of variability in the devicesval$ as in the interconnect, and
therefore overall delay variability in the link will leen larger. Thus for a particular link
failure probability, the operating frequency will have ® feduced, otherwise the yield
will be reduced for high speed links under tight design margi

63



Chapter 3 Communication Structures under Device Variability

10

10

10-10 |

- S e

10

MC Simulation

Link Failure Probability

10-20 |

-25 ‘ ‘

4.2 4.4 4.6 4.8 5 5.2 5.4 5.6
Link Operating Frequency (GHz)

10

Figure 3.21: Link failure probability as a function lafik operating frequency, as calculated using the
analytical model and Monte Carlo simulation.

It may also be noted in Figure 3.21 that the resultseoftialytical model slightly deviate
from the simulation results, especially in the beginrohghe curves. This is due to the
reason that the probability distribution function bétdelay of different communication
structures, for smaller devices, deviate from the normsédilolition (as explained before).
Therefore, the cumulative delay distribution of tlmmplete channel may also be non-
normal (skewed). Hence, in order to obtain accuratdtsesbe delay distributions of all
the communication structures should be accurately chasscteand corresponding
statistical operators may be used to obtain the cuivelldélay distribution.

3.9 Summary

In this chapter, we have critically examined the eftdatlevice variability due to RDF on
the performance of the basic elements of on-chip camication, such as tapered buffer
drivers with different tapering factor, repeaters ofedént sizes, and data storage registers
(FFs). FO4 delay measurements have also been takempeesantative of the logic
circuitry and results can be used as a performance berchirtaa study revealed that
RDF has significant impact on the performance of comaoatioin structures and their
performance deteriorates very significantly with tedbgg scaling from 25 to 13 nm. As a
design methodology, scaling up of circuits in the critipaths can be employed to
minimize the effects of device variability, in partiauyl since we have shown that this

trade-off is not linear and a small increase in theaepesize can give substantial benefit
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towards the performance. For instance, we have cartdabthat large sized repeaters can
be used in the interconnect to reduce delay variabilibyyelver, the power and area
penalties due to this passive technique of circuit scalingléhmucompared with active

countermeasure techniques which can be used to mitigadelthevariability.

Although NoC is more robust against on-chip communicataitts than simpler designs,
we note that such occurrences have increased hyper-lif@adywill continue to do so)
due to device variability. In order to evaluate the perfaweaof a typical NoC link, we
have derived analytical models to predict link failure badaility (LFP) using the
characterization data of the individual on-chip commumoaglements. The results show
that link failure probability increases significantly ithe increase of device variability
and is a limiting factor in the maximum operating frequemicg synchronous link.
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Chapter 4

SSTA of Pipelined Communication

Circuits

The performance of circuits under variability can bealeated accurately through
simulation (as it has been done so far in this thebiswever, for large designs this
method is not feasible; being computationally expensive.sbigion to this problem is
the use of Statistical Static Timing Analysis (SSTAj)ieh is a powerful analysis tool and
provides a convenient means of estimating the circuit peance under the impact of
variability. In this chapter we describe the use of SS@/Atamine the performance of
large on-chip communication networks, formed by the compusnéhat have been

analysed and characterized so far (FFs, Buffers and dapeiffers).
4.1 Introduction to STA

During the designing of the digital circuits, it is alyganecessary to ensure that timing
constraints are met. This requires to find the maximurmaydektween the inputs and
outputs along different paths. In the traditional desibis analysis is used to identify (and
subsequently optimize) a critical path in the circuhieelay along this path determines
the maximum operating frequency. Figure 4.1 shows a simpeitcconsisting of seven

combinational blocks between two flip-flops. The critipath for such a circuit can be
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determined using Static Timing Analysis (STA), in which indual circuit elements are
pre-characterized through simulation and then delaysggonding to the worst-case) are
added up along different paths from input to output. Thetlarewal time of the signals
along different paths for which the data is correatlgeived at the output is calculated and
is then compared with the required timing. The differebetween these two values is
signal slack. For the example of Figure 4.1, the latesiahtime of the signal is 4.4. If the
slack is negative, the circuit will not meet the periance requirements. The minimum

slack along any of the paths in a circuit is the @altmath.

Figure 4.2: An example of the timing graph for delayéraal from source to sink.

A timing graph is very useful for the timing analysistbé circuits and describes the
timings of the combinational logic between the souraktha sink along different paths. It
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is a Directed Acyclic Graph (DAG), as shown in Figure #hzhe timing graph, the signal
lines are denoted as nodes and input-output transformataurgtinevery gate in the circuit
is shown as an edge. The delay associated with every onputt is represented as the
weight over the corresponding edge. For STA, the weoyler every edge is usually

corresponds to the worst-case delay.
4.2 Introduction to SSTA

In traditional circuit design, corner based approachesised alongside STA in which the
best-case or worst-case corner values are identifizéspomnding to different sources of
variability. Thus for die-to-die variations, it is thassumed thatca3deviation of circuit
parameters for different manufactured circuits wilt he beyond these corner values [88].
However, due to technology scaling, the magnitude ofven@bility due to different
sources is increasing manifold and so guard-banding basesl @mriers will significantly
affect the performance due to excessive margins foy deldations. Moreover, in actual
chips with many sources of variability, it is extremalylikely of all the factors
contributing towards delay variability, being at their remr values and so this approach

produces pessimistic results and too much slack in thend@&sig

Under the impact of statistical variability, the delafy each gate becomes a random
variable. Therefore, statistical methods are requestturately analyze the circuit delay.
SSTA modifies STA such that the random variationthefdelay are considered as random
variables. During the SSTA of large digital circuits firobability density function (PDF)
and cumulative density function (CDF) of the timing graeters of different circuit
elements are analytically processed to estimateirthiegt characteristics of the complete
circuit. Notice then that the design paradigm is stiiftem deterministic to stochastic.
There is no single critical path in the circuit; anyhpean potentially become the critical
path. Because of its statistical nature, the accurdcthe® analysis depends on the
characterization data of individual circuit elementgcusate representation of the
characterization data in the form of PDdxl finally the correctness of different analytical
operations, like MIN, MAX, or SUM which are applied duringethnalysis, and are
usually computed with fast approximations.

The statistical SUM and MAX operations are used toutate the PDF of the delay at
each node of the timing graph. These operations take del@fisas of the gates and
interconnect as input and give that of the outputs. Tysaversing the timing graph

using the statistical operations, the overall PDF iffer@nt circuit parameters can be
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calculated. The basic statistical operations (SUM andXMAre pictorially shown in

Figure 4.3. For the signal paths in series, the delageabuitput is calculated using the
SUM operation. If the two circuits in series haveA3[as ‘gl’ and ‘g2’ then the PDF of the
circuit at the output can be calculated using the conemlutitegration. Similarly, if a gate
has multiple inputs, the delay distribution at the outgutalculated using the MAX

operation.

PDF of delay at ‘g’ is the
statistical SUM of ‘g1’ and ‘g2’

g g

Probability

Probablity
Probablity

<> <> -
3 sig=s

(@)

PDF of delay at ‘g’ is the upper bound of the

g1
Z A MAX of ‘g1’ and ‘g2’
g j\t g
g |
: >
- z |
3 sig=s1 ) |
92 1 g 3 |
2 a |
3 [
g | |
I<—> > | >
. D
3 sig=s2 3 sig=s

(b)
Figure 4.3: Basic statistical operations used in STA a@dAS The SUM operation (a), and the MAX
operation (b) [89].
4.3 Representation of Characterization Data
For the SSTA of circuits, accurate characterizatidnthe timing parameters of the

combinational logic, interconnect and sequential elem@ijsfiops and latches) is vitally
important [90]. This need becomes more crucial in thegdesi high speed circuits due to
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the strict design margins required [91]. The task becanwgs challenging when statistical
device variability effects are also considered. Whilendlagimum achievable performance
and yield of a circuit depends on the magnitude of theldity in the timing parameters,

a better estimate of these parameters can only be matle lyansient analysis of the
circuits through the SPICE simulation using detailed dewicdels. In current state-of-the-
art chips, the device count has already exceeded one bithiandating the estimation of
the distributions more precisely, especially in thé regions, as events deep within the

tails will most likely be realized.

Parametric analysis, in which a known parametric idistion (e.g. normal) is fitted on the
experimental data, can be used to undertake this estimBblmvever, the limitation of this
approach is that its accuracy depends on the choiceartiaular a-priori density function
[92]. Therefore, the distribution functions may be deteeah through non-parametric
estimations. With correct approximation of the dengitiyctions, a better estimate of the
circuit yield can be made which is neither optimistic pessimistic and thus helps in

enhancing circuit performance with minimum yield loss.

In order to demonstrate the effectiveness of using noampztric estimations, we use the
simulation data obtained during the characterizationifedrdnt timing parameters of the
CMOS flip-flops (Chapter 3). The histograms of variousirigmparameters of FFs for 13
nm technology are shown in Figure 4.4. The histograms indit&e the timing
distributions are asymmetric (positively skewed exceptl liohe which is negatively
skewed). The degree of asymmetry (around the mean) arsthdpe of distributions have
been measured in terms of skewness and kurtosis and areigif@able 4.1 for all the
timing parameters. As mentioned earlier, skewness isieasure of the degree of
asymmetry; whereas kurtosis is a measure of whethelatlaeis peaked or flat relative to a
normal distribution (high kurtosis means peaked distribjitid’he non-zero value of
skewness and kurtosis confirms that the distributions nate normal, supporting our
conclusion drawn from the visual inspection of the distions. Similar asymmetry has
recently been reported for the distribution/pfin 65nm technology generation [93] and in
35nm channel length MOSFETs [94]. The increasing value oftip@sameters with

technology scaling shows that the asymmetry incressése technology scales.

The characterization of these timing parameters carsed alongside SSTA to determine
analytically the impact that variability will impainia more complex circuit. This is done
by determining its probability distribution function (PDFpr instance, the timing analysis
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of flip-flop based sequential circuits involve the timing relederistics of the sequential
elements and circuit elements pertaining to a clock owtwin addition to the

combinational logic.
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Figure 4.4: Histograms of observed data taken through Monte §tarulations for the timing parameters of

the FFs of 13 nm.

Table 4.1: Statistical Analysis of the Timing Parametétse Standard Flip-flop shown in Figure 3.16

Statistical attribute Technology Settj;)s;l'ime Hol(dp;r)ime C_ll_‘iﬁ]'g D-((Qp';me Mi?bSF))W
Skewnes 25 nn 0.3 -0.32 c()p;g 1.6¢ 0.0¢
Kurtosis 3.4¢ 3.0¢ 3.2¢ 7.32 2.9¢
Skewnes 18 nn 0.5: -0.44 0.3¢ 1.7¢ -0.38¢
Kurtosis 3.81 3.67 3.2¢ 7.81 6.97
Skewnes 13 nn 0.9¢ -0.8¢ 0.8¢ 1.7¢ -0.17
Kurtosis 4.4¢ 4.4¢ 4.71 9.4( 5.82

Most of the previous work on statistical static timing lgsia (SSTA) is based on the
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assumption that the underlying distributions are Gaussmntlie distributions of various
timing, physical and electrical parameters of the deyic®sy deviation from normality
(as for instance the skewness and kurtosis shown in Fgdirén the timing parameters of
the circuit elements will introduce inaccuracy in tmalgsis results. However, the use of
non-Gaussian distributions is likely to pose severallemges for efficient SSTA, as
analytical results for the combination of non-Gaus$t®Fs would need to be determined.
As a first step into this uncharted territory, it squired to determine an analytical

distribution which provides a good match to the observed data
4.4 Estimation of the Timing Distributions

Statistical methods can be used to estimate theldistms from the experimental data. As
mentioned before, parametric estimation of the dhistions does not give a satisfactory fit
to the experimental data (for instance Normal or Ganjsisince higher moments
(skewness and kurtosis) are not zero in our case. bheyeh this work we chose to use
non-parametric statistical methods and found that Beansd Johnson systems fit the data
much more precisely, as they have the ability to adawhsklves to the data and do not
requirea priori or a posterioriknowledge of the data-producing process. They have the
property of being able to capture skew and kurtosis and sodpravgood match to the

data.

The PDF based on the simulation data has been compéfedhe normal distribution,
Pearson and Johnson systems. It has been found thabrtiel rdistribution does not
provide an accurate fit to the simulation data due tesgmanetric nature, whereas Pearson
type IV from the Pearson system and the SU system th@ Johnson family of systems
closely matches the data. A good description of Peamsdd@hnson systems is available
in [144].

4.4.1 Pearson Distributions

The Pearson distribution is a family of continuous pbdltg distributions to model
skewed observations. The Pearson system defines a fafrdigtributions parameterized

on the mean, standard deviation, skewness, and kurtogiee @he seven basic types of

distributions all available in a single parametric feavork [95].

The Pearson type IV distribution is characterized by flarameters§ = (m,v, a, 1) and
these parameters uniquely determine the first four momeithe distribution. The
probability density function of the Pearson type IVriisttion can be expressed as [96], [97]
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1+ <$)Zl_m exp [—vtan‘1 (x ; /1)] , (m > %) (4.1)

Here the parametetsandA are for the scale and location, whereas the shapenptars

p(x) = k(m,v,a) X

m and v jointly determine the degree of skewness and kurtosishefdistribution.

k(m,v, a) is a normalization constant given as

r(m) r(m +%’) 2

Vral'(m —%) Fm

k(m,v,a) = (4.2)

whererl is the Gamma function.

The maximum likelihood fitting requires minimizing thegad¢ive log likelihood [96] given

below and can be computed numerically.

z xi—/12 z xi—/1
—1nL=len 1+< - ) +v2tan‘1< - )—Nlnk (4.3)
i=1 '

We have used this equation to fit a Pearson type |Vildision for the PDF of the setup
time from the simulation data of 13 nm flip-flops. Thesshown in Figure 4.5 along with
the normal distribution fit. It can be seen that tharBen type IV distribution closely
matches the PDF of simulation data, as determinedebgdbdness of fit statistics given in
Table 4.2. This clearly shows that the assumptiontti@atiming distributions are normal is
not correct and can produce incorrect conclusions. Aexample (refer Figure 4.5),
consider the probability of occurrence of a timing eveit te.p,, = 12.76 ps

(corresponding to&dof normal distribution). With the assumption of amat distribution,

this probability is given by = 0.0043, whereas it i» = 0.0243 with the Pearson type IV

estimation (5.6 times higher than the normal case).
The CDF of Pearson type IV is given by [96]

X—)LZ]_m [ . L X=A
2 ) exp |—vtan™"( 2 )

k
P(X)ZZma—l[l-}_(

X—A iv
><<i— )F 1,m+—;2m;
a 2

— (4.4)
1—-i——
a

where F is a hypergeometric function and can be cadmilasing the method given in [98].

The above function converges forc A — av/3. Forx > A + aV/3, the symmetry identity
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P(x|m,v,a,A) = 1 — P(—x|m, —v,a,—A) can be used and in the cdse- A| < aVv/3, the

linear transformation as given in [99] can be employed

0.4 T T , : : :
N\ .*_ . .

035 Simulation Data |
——— Normal

03 ¢t — Pearson type IV | |

025+ |

Probability
o
N

e
-
o

4 6 8 10 12 14 ' 16 18
Setup Time (ps)

Figure 4.5: The probability density function of setumeifor the 13 nm flip-flops plotted with different
systems.

Table 4.2: Goodness of Fit Statistics (for Figure 4.5)emms of R-Square, Sum of Squares due to Error
(SSE), Adjusted R-Square, Root Mean Squared Error (RMSE)

Distribution R-square SSE Adjusted R-square RMSE
Normal 0.9845 0.004279 0.9826 0.01635
Pearson type IV 0.9989 0.0002925 0.9986 0.004571

4.4.2 Johnson Distribution

Statistician Norman Johnson formulated a system ofilalisions such that for every valid

combination of mean, standard deviation, skewness and kurtosie is also a unique
distribution. The Johnson system is based on exponeldgstic, and hyperbolic sine

transformations, plus the identity transformation [9%he systems of distributions

corresponding to these transformations are known aS8LSB and SN, respectively. The
general form of the three normalizing transformati@mgonential, logistic and hyperbolic
sine) is given by [100]

X—g]

WhereZ is a standard normal random varialfles the transformatiory, andé are shape

parameters] is a scale parameter afids a location parameter.
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The lognormal system of distributions, SL, is given by
X-=4
Z=y+6log[T], X>¢ (4.6)

The unbounded system of distributions SU is defined by

Z=y+46log [XT_S(]+{[XT_€]2+1}1/Z , —0o<X <+ (4.7)

and the bounded system SB is given by

X-¢
Z=y+6log[€+

ﬁ]' E<X<E+A (4.8)

In order to generate a sample from the Johnson digtnbtitat matches the given data,
first the sample quantiles of the data for the cumedaprobabilities of 0.067, 0.309,
0.691, and 0.933 are computed. These probabilities correspondirtevenly spaced

standard normal quantiles of -1.5, -0.5, 0.5 and 1.5 [95].

The cumulative distribution function of the experitemlata for the setup time of the flip-
flop and Johnson system which matches four evenly spaaedasti normal quantiles of -
1.5, -0.5, 0.5, and 1.5 corresponding to the cumulative pildles of 0.067, 0.309, 0.691,
and 0.933 are plotted in Figure 4.6. The normal CDF has aésodletted for comparison.
Again, the type of the distribution within the Johnson ifgraf systems which matches
these quantiles is the SU system.
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Figure 4.6: Cumulative delay distribution of setup timel®nm flip-flops. The SU system from Johnson

family of distributions better fits the simulation dascompared to normal distribution.
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4.5 Estimation of Timing Distributions and Yield

Accurate estimation of the yield depends significantlyttenevaluation of the CDF at the
tail of the distribution. With a better estimatiori the probability distributions with
Pearson or Johnson systems, the designer can prexigelth of a design more accurately.
The use of a normal approximation will produce optimisésults, whereas fabricated
chips will suffer from significant yield loss. For iasice, the cumulative distribution
function (CDF) for the setup time of 13 nm flip-flops itotped in Figure 4.7. The
performance vyield for the target setup time of 11.5 ps is 96\6@Bonormal and 91.57%
with a Pearson IV approximation. Since typical desimaetude a large number of flip-
flops, and no failures are tolerable, the failure proldghitir the whole system behaves as
a power function of the probability of failure of a dmglevice. Therefore even small
errors in the estimation of this probability are réadicaled up and will provide very
different failure rates for the complete system.
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Figure 4.7: Cumulative distribution functions for the sdtoe of 13 nm flip-flops with Normal and Pearson
type IV approximations.

4.6 Timing Distributions of Pipelined Circuits

In high performance designs, data and control paths aressigly pipelined to enhance
the throughput. The pipelining is realized by inserting secaleatements (flip-flops or
latches) in the circuit at different locations, thdsiding it into several segments.
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However, after a certain pipeline depth, the timing oeads of the pipeline become a
significant bottleneck for the throughput of the circ&61], so the number of segments
for maximum throughput is bounded. In any case, a large nuoflsrquential elements
are used in heavily pipelined designs.

The effectiveness of high performance system designgir depends on the timing yield
of the fabricated chips. The timing yield is defined as rdt@ of the chips who meet
certain target delay (or the target frequency) to thel tmianber of fabricated chips.
Conventionally, high performance circuits are designegbéaticular target frequencies. In
synchronous data transmission through the pipeline,p&edsof the circuit is limited by
the pipe segment which is slowest (having largest delag)ngst the other pipe segments
[102] in the complete path, which becomes the criticath.pdowever, due to variability
any pipe segment can potentially be the critical dimerefore, statistical approaches are
required to determine the maximum pipeline delay so thasamation of the maximum
achievable speed of the circuit can be made under peotaigseld loss. From the arrival
time distributions of different pipeline segments, the@ximum arrival time distribution of
the complete pipeline is computed in SSTA through the US&M and MAX operations.

Most of the existing statistical static timing analysS§STA) approaches [103], [104] are
invariably based on Clark’s approximation [105] to compute tistrilbution of the
maximum arrival time. The Clark’'s approximation for theAXl operation gives exact
results for the operands having joint bivariate normdtidigions. The MAX operation is
intrinsically a nonlinear function as the maximum of maymally distributed arrival times
is typically a positively skewed distribution [106]. Moweo, the variability in the devices
and interconnect also results in asymmetric non-norchalributions [107], [108].
Therefore, performing Clark’'s MAX operation by approximatitige non-normal
distributions with normal distributions will produce icacate results.

There are some recent studies [109]-[111] which propose madlglvaluation of SUM
and MAX operations by approximating the arrival times veklew-normal distributions.
However, the accuracy of the proposed models stronglgrdis on how accurate the
arrival times are represented by the skew-normal digtoibs.

4.7 Pipeline Delay
Consider an N-stage pipeline as shown in Figure 4.8. fhédps have been inserted at

regular intervals to store the signal states. If we detize delay of the combinational

logic in thei-th segment by'.;;, the CLK-Q delay of the flip-flop b¥';,,_,:, and the
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setup time of theé + 1-th flip-flop by T i+1, then the delay of thieth pipeline segment,

setup

T i, will be given by

seg

(4.9)

S

T egl = T.i+ TCLK—Qi +T

setup'*?!

Driver Receiver
| o [FRa| o [FFe
D Q7 CL I QI o Q]

towk ) T tek @) T Lok () T

CLK (1) CLK 5, CLK (3 CLK )

Figure 4.8: N-stage flip-flop based pipeline.

Under the impact of variability, the delay of each pipelsegment is a random variable
(RV) with a certain distribution and the delay of theerall pipeline will depend upon the
distributions of the individual segment delays.

In order to determine the overall delay of the pipelime,will make use of the Jensen’s
inequality [105], [112]. It states that the expected v&lud the convex transformatidrof
a random variabl& is at least the value of the convex function at tleamof the random

variable

E[f()] = f(Elx])
Since “max” is inherently a convex function [112], therefaccording to the Jensen’s
inequality, the overall delay of the pipelirB,;, will be the maximum of the individual

pipeline segment delays and a relatively less tighetdwound on the expected maximum

is given by
E [Lgll,a),(]v TS@Qi] = iE}E?FN(E[Tsegi]) (410)
E LE}?),(N Tsegi] = lf}f"’fN(E [TCLi + TCLK—Qi + Tsetupi"'l]) (411)

The statistical static timing analysis of the pipelingctuits can be performed using
numerical integration method, Monte Carlo method, obabilistic analysis method [106].
However, the first two approaches are quite expensiveniime as compared to the third

approach.

The overall pipeline delay can be approximated as [103]
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1 T

seg?,

T Tegh-1Tseqn | (4.12)

TPL = maX[T seg3 , v Lseg

seg?

= max {Tseq1, T Tegs, -, Max (Tgeqn-1,Tgogn)} (4.13)

seg?»
= max{Tseg1, Tseg?i Tsegss s maX{TsegN—z, l/)segN—l,N}} (4.14)

where 1, n-1n represents a distribution which is obtained as atre$mhax operation on

Tgegn-1 and Ty nv. Now, once g, v-1v is determined, we can find, v-2nv =

g
max (Tgogn-2 Yo n-1n) DY iteratively applying the above procedure. Hence by reyeat
this procedure N-1 time, by taking two variables at a time, can get the overall
distribution of the pipeline delay in terms of its momsetihat can accurately represent the
distribution.

The maximum of two normally distributed random variabigsically produces non-
normal positively skewed distributions [111]. The skewed drrivme distribution
resulting from the MAX operation at a given node becomeut for the max operation at
a downstream node. Moreover, due to device and intercomaeetbility, the timing
distributions of the circuits themselves are asymmdtron-normal) [93], [106], [107].
Hence, in the pipeline system described above, if Clagmoximation is used at each
stage, the final distribution will deviate significanfypm the actual distribution. Again,
there are some recent works [109]-[111] which proposes tidaation of max function by
approximating the timing distributions with skew-normastdbutions. However, the
SSTA results entirely depend on how accurately the timtisigibutions are represented by
the underlying approximation models.

4.8 Statistical Analysis of the Timing Yield

We now proceed to discuss the yield of a pipelined ¢ir@ine timing yield of a pipeline
depends on the timing constraints introduced due to the sete@ibd the hold time of the
sequential elements. The pipeline should be so designethéhaignal from one flip-flop
to the next flip-flop reaches at least one setup tintdeeahan the next clock edge.
Moreover, the signal should not be so fast that duersd register can not latch the data
correctly. Under statistical variations, both shstrtend longest paths in the pipeline no
more remain fixed and therefore both setup and hold timdrearts need to be considered
in the statistical analysis and for yield estimation.

Considering data transmission between flip-fléify;) and FF(;,y such thatFF, is the
source andF;,4, is receiver, then the constraint introduced by thepsgéme for proper

data latching by theF;,, is
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O S TCLK—Qi + TCLi S TCLK - Tskew - T (4’15)

setupitl

where T¢.x IS the clock periodTg..,is the skew between the clock sign&lK; and

CLK;;1.

In order to avoid race-through condition, the constriamposed by the hold time is
Tep_gi ¥ Tepi 2 Trggivt — Tskew (4.16)

The above constraints dictate that, for successfultdaiamission, the longest path delay
should be less than and the shortest path delay shogledker than some target values.

The time margin under setup time constraint for tpe gegment is given by

5tmsetupi =Terk = Tsgew — T T - TCLi (417)

setupitl = 1 cLk-Q!

Similarly, the time margin under hold time constrdotthe pipe segmeitis given by
8tmy i =Tep_ot + T = Thoaitt + Tskew (4.18)

In order to minimize the yield loss, both these tine@rgms should be greater than zero for
all the pipeline segments. Therefore, we need to findntllemum of both the timing
margins for the whole pipeline so as to check thatelage greater than zero.

All the parameters in the expression&sin i andétm, i, excepttc g, are circuit

setup

dependent and have certain timing distributions that itherdoe obtained through detailed
device and circuit modeling or through simulation. From th&tributions of timing
margins of different pipeline segments, the timing nmr@f the complete pipeline under

setup and hold time constrainéf c,0tm,,,4c) can be determined by applying the

setup

MIN operation over all pipeline segments, following Same procedure as laid down in

the previous section. Finally, MIN operation is aggpled overstm c, 6tmy,, ¢ tO

setup
find the combined time margigtm,,,,, of the pipeline. The MIN operation can be
performed in the same way as that of MAX: MIN(X1,X2NAX(-x1,-x2).

The timing yield of the pipeline at a clock perifig xcan then be determined as
Yield(Terk) = P(6tMeomp (Terk) > 0)

It can be seen that for SSTA, the accuracy of théy yield depends on how accurately
the timing distributions are represented and MIN/MAX openatare performed.

4.9 Experimental Setup and Results

We used Monte Carlo simulations in HSPICE for the Impestructure of Figure 4.8 with

six pipeline stages. The transistor level structurehefdingle segment of the pipeline is
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shown in Figure 4.9. The study has been carried out éotetthnology generations of 18
and 13 nm. During the simulation of the pipeline, the vianain the clock signal is not
considered and a common clock signal is applied at alflip-flops. Large numbers of
simulations (5000) were run to extract the timing pararaet&ll timing measurements

were taken corresponding to 50% of the maximum swing level.

Clock Circuit Combinational Logic
T T T T |
| |

CLKD— - CK o4 I T e I R |
CKb : :
I A U A J
e |
CKb CK
A - |
oo —] H .
I I
| T T |
| CK CKb |
: CK CKb :
| = = |
| |
I I
| 7 7 |
___CK v _____ CK_~v___
Flip-flop

Figure 4.9: Transistor level model of the pipeline segis

The CLK-Q delay of each flip-flop and the propagation delayhe combinational logic
between the flip-flops has been measured. Based on thessurements, the delay
distribution of the maximum of the complete pipelinang<Clark’s approximation [105],
has been determined and plotted in Figure 4.10 along witdelag distributions of the
individual stage delays. It may be observed that the ioha stage delays are not
Gaussian and rather are having skewed distributions, umelempact of RDF. Therefore,
the maximum delay distribution of the complete pipeline na longer be Gaussian, as
expected. However, the Clark’s approximation always divesesults in terms of Normal
distribution. The maximum delay distribution of the quoete pipeline has also been
obtained through Monte Carlo simulations and is alsttgd in Figure 4.10. The visual
inspection shows that the actual distribution has @ psitive tail and significantly differs
from the Normal distribution. The statistical paraenstof the two distributions verify this
fact.
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In order to examine the impact of technology scaling tbe evaluation of MAX
distribution, the simulations were performed for teehinology generations of 18 and 13
nm and the results are shown in Figure 4.11. The results #hmat the asymmetry in
different timing parameters of the flip-flops and t@mbinational logic increases with
technology scaling, resulting in increased asymmetry inMAX distribution, as is also

evident from the statistical parameters given in Tdl8eg(for 0-1 input transition).
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Figure 4.10: MAX delay distributions of individual pipelistages and overall pipeline for 18nm technology
generation.
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Figure 4.11: Overall pipeline delay distributions of a pipelaomsisting of 6 stages simulated for the

technology generations of 18 and 13 nm.
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The increased asymmetry means greater deviation fro@dhbesian distribution and more
error in estimating MIN/MAX distribution using Clark’proximation, as is evident from
Figure 4.11. Although the Clark’s approximation provides a conudpiéast means of
finding MAX distribution, but the inaccuracy of resulisarticularly in the tail section
makes it not a good choice for the given purpose, a8l igme very optimistic results for
the pipeline delay. Therefore, it will result in yidtiks due to difference in the PDFs at the
tail section.

Table 4.3: Statistical Parameters of the MAX Delastifibution of the Complete Pipeline

Parameter s 18 nm 13 nm
Mean Delay (p: 25.2 16.9:
Std. Dev. (ps 0.84: 0.99¢
Skewnes 0.46¢ 0.67¢
Kurtosis 0.42¢ 0.92:

It has also been observed that stage delays are differeopposite transitions even if
NMOS and PMOS transistors are properly T-sized. Foramst, the stage delay
distributions for low-high and high-low transitions &fewn in Figure 4.12. Although the
size of the PMOS transistors is chosen to be doublesitte of the NMOS transistors to

keep the circuit delay close in the two swings. Howetver delay variability is inversely

057
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Figure 4.12: Maximum delay distributions plotted for low-highd high-low transitions for the 13 nm
pipeline.
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proportional to the size of the transistors [107] anerdfore the statistical parameters
(mean, standard deviation, skewness, and kurtosis) are diffesent for the two
transitions. Therefore, while determining the MAX distition, the delay distribution in

both swings needs to be considered.

While measuring the timing parameters of the flip-flop#ecent interdependencies need
to be considered. These interdependencies also havetav@eggact on the shape of the
distributions due to variability, thus pushing them awaynftbe normal distribution. For
example, Figure 4.13 shows two histograms for a timing randemmble formed by the
sum of D-CLK time, CLK-Q time and combinational logielay. The narrow and high
peak histogram is corresponding to the case when D-Gh& 8 very large. Similarly, the
wider histogram is corresponding to the case when D-Gi€ is short. The setting of D-
CLK time depends on the clock period and combinationat Idglay. However, its value
greatly affects the shape of the timing distributionsl #ghen increased deviation from

normality for small D-CLK time.
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Figure 4.13: Histograms of timing variable comprising efCDK time, CLK-Q time and combinational
delay for a 13 nm pipeline.

As mentioned before, some recently reported works [1QB]1][ [113] propose to
approximate skewed arrival time distributions with skewnmal and also present
analytical models for the computation of the MAX fuaot However, we have seen in this

work that skew-normal is also not an appropriate ch@mceaepresenting skewed timing
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distributions of highly scaled devices as shown by thegimtity distributions in Figure
4.14. The solid curve corresponds to the actual simuldata and the other two curves are
for the normal and skew-normal approximations. It casden that although skew-normal
distribution better matches the actual data as comgardte normal approximation, but

still it does not exactly approximate it. Similar desgancy is also reported in the arrival

SSTA of Pipelined Communication Cirsuit

time plots given in [108], [111], [113].

Figure 4.14: Probability density functions for the pipelitetay with a combinational logic of 60 inverters in

series for 13 nm.

Figure 4.15: Difference in timing yield estimation with mal and skew-normal approximations.
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The inaccuracy in approximating the arrival times for S$i&4 a dreadful impact on yield
estimation. In Figure 4.15, timing yield loss as a functibaperating frequency has been
plotted for normal and skew-normal distributions fdeit comparison with the MC
simulation results. For this purpose, the model laid diomgection 4.8 has been followed.
Again it can be seen that normal approximation produces aptimiesults but quite
different from the MC results. The skew-normal appmmation gives relatively better
results but still with some error. For instance, ftisdd loss at a frequency of 7GHz is 9.3%
with MC simulation data, 5.2% with normal and 7.8% wiktev8 normal. This error
increases to significant levels for deeply pipelinectuits with multiple MIN/MAX
operations during SSTA. Therefore, in order to keep yiedd lmelow permissible limits,
operating frequency will have to reduce.

4.10 Summary

In this chapter accurate estimation of the shape oingintdistributions of flip-flop
parameters has been discussed. The study of the exape ®f these distributions,
especially in the tail section, is of fundamental inbpoce in the design and modeling of
high-performance, reliable, economically feasiblewis: In this chapter, the distribution
tails are estimated based on simulation data, withaileof statistical nonparametric
probability density functions, and it has been found tinaihg distributions can better be
represented by certain nonparametric distributions, micptéar Pearson and Johnson
systems. The use of these representations during tisticah static timing analysis will
provide more accurate results as compared with the happaoximation of distributions
and will eventually reduce the probability of yield losheTskew normal distribution
provides an interesting alternative to represent the skelata; however, it does not give
better results than Pearson and Johnson systems.isiogaent state-of-the-art systems
the device count has already crossed several billiosyraie representation of data for
SSTA is imperative to avoid yield loss. Therefore fortslacge systems also, Pearson and
Johnson distributions provide very accurate result®apared to other distributions.

Under statistical device variations, the delay dstibns of the pipeline stages follow a
skewed distribution in highly scaled devices. Therefore,oider to determine the
maximum operating frequency of the pipelined circuits, ateuestimation of the slowest
pipeline stage will have to be determined. This study shbetsidentifying the slowest
pipeline stage using Clark’s approximation will produce quiteénagtic results and will
lead to significant yield loss. Moreover, it has belkoven that while estimating the yield,
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the stage delay distributions in both low-to-high and halew transitions need to be
considered and hold time distributions should also beideres along with setup time

distributions.
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Chapter 5

Optimal Scaling for Variability

Tolerant Repeaters

5.1 Introduction

As technology scales, on-chip interconnections are romgpprogressively slower when
normalised by the logic delay. Techniques to manage thiegancy, and avoid a
possible bottleneck, are therefore required. The use diinggcand wide buses are all
possible. However the most fundamental solution isude of repeaters inserted in the
communication links. The placement and size of repeatarde tuned to construct delay
optimal interconnections. Again due to technology scatimgnumber of optimal repeaters
per unit length is also increasing. Optimal repeaters arsigoiificantly large size as
compared to the minimum sized repeaters. Thus they eslguger portions of the silicon
and routing area [114] and a significantly larger portionthef chip power [61]. Due to
their large number and size, their total power consumptan be as high as 60W [115].
For the future technology generations, unconstrained optwndring of interconnects
might require up to 80% of the total on-chip area [68]. The anpbtechnology scaling on
the number and size of delay optimal repeaters is showigure 5.1.
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Figure 5.1: Optimal number and sige W,,,;,,) of uniformly inserted buffers in an interconnect of miom
width and spacing for the three technology generations.

Due to the increasing trend of the on-chip power dissipatitias been pointed out as the
main limiting factor in the scaling of CMOS circuits [62n previous technology
generations, the switching power was the dominant compoofepbwer dissipation.
However the relative contribution of different compats of power dissipation (switching,
short circuit, and leakage) is changing along scalingrefbiee, it becomes important to
determine different components of power dissipation indiviguas this approach may be

helpful in designing more power efficient designs.

The increasing magnitude of the variability in deep sub-mi¢#$M) technologies is not
only affecting the delay characteristics of the deviagsallso their power dissipation. In
this work we will show that RDF causes inherent varigbih the power dissipation of the
devices. Therefore, similar to the operating frequemci/yaeld which are affected by the

delay variability, the variability in the power dissijpet may also affect yield.

In the first part of this chapter, we present the tesfdr the power measurement in
repeaters. We used Monte Carlo simulation method feratiturate characterization of
power dissipation in repeaters of 25, 18 and 13 nm bulk MOSFHE#g0 see the effect of

RDF on all the components of power dissipation. Siepeaters of different sizes are used
on the chip, therefore, the effect of repeater sizepower dissipation has also been
investigated under the impact of RDF. The results obtameadigh this study can be used
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to develop accurate models for other sizes and configurafiatevices. Moreover, the
characterization data so obtained can be used to desigreffective power optimal links.

In the second part of this chapter, we investigate thEadmof variability on area and
power optimal repeater insertion technique for on-chip lihkg116] it has been shown
that absolute performance is expensive in terms of poissipdtion and silicon area and
we can make significant savings in these parametersatast of a little performance
penalty. However, we argue that in addition to the delafjppeance, the predictability of
the timing of the signals for all the wires in a muiti link is another important parameter
for high performance designs. The timing variability natlyodegrades the system
performance but can also produce timing violations and rey$&ilts, thus reducing
system yield. With aggressive technology scaling, theabdity in the devices and
interconnect is continuously increasing, posing many clgdefor high performance and
yet reliable designs [117], [118]. The power optimal repeatertion methodologies in
[116], [24] suggest the use of smaller sized buffers (andaseckinter-repeater segment
length), whereas it has been shown in [107] that delaglwéity of the buffers is inversely
proportional to their size and that this relation is Ima&tar. Therefore, reducing the size of
the buffers may be of little benefit if variabilityeliability and yield are to be maintained
within certain acceptable limits. Hence, robust designingomimunication links require
the need for studying any power and area efficient methgesl@against the reliability of
the system and any such methodology should also incluslenitiric in the optimization
process.

5.2 Methodology for Power Measurement

The arrangement for the measurement of different coemts of power dissipation is
shown in Figure 5.2. Minimum sized inverters (MSI) of 25, 18 48 nm technology
generations were used with a supply voltage of 1.1V, 1.@V0a®V, respectively. Based
on the predictive model card libraries, Monte Carlo $aton method has been used and
10,000 HSPICE simulations were run for accurate measursjfenteach of the given
technology generations. The measurements were takemgdwth swings (M. and u)

for the repeaters switching at a frequency of 2GHz fathalthree technology generations.
The typical value of activity factor 0.15 [119] is usedhis study.

The leakage power of the inverter R is measured usinigakage current flowing through
zero-volt voltage sourcesp\and \ in each of its possible states.
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The short circuit power has been determined by meastimngnergy dissipated across the

supply voltagéd/,,, by integrating the current over the peri@ of interest:

E = VDDf i(t)dt (5.1)

wherei(t) is the short circuit current flowing through the irteerwhich can be sensed
through the zero-volt voltage source Yor the LH transition and through the zero-volt
voltage source ¥for the HL transition. The transient analysis wasried out over the
whole switching period, which was taken to be significatdlyg to cover the whole

transition.

The switching power is determined by first measuring thal tnergy dissipated by the
inverter over both transitions and then subtracting #hert circuit and leakage

components.

i

Voo (3)

— VNN

VN -

Figure 5.2: Arrangement for the measurement of poweipdtisn in the repeater.

2T

Etotar = VDD[ iy, (t)dt (5.2)
0
= ESWLH + ESWHL + ESCLH + ESCHL + 2Tpleak
1
Eqw = Eowpy = E(Emml — Ese;yp — Escyy — 2TPrear) (5.3)

whereE,;, ;a1 , Esw » Esc are the total, switching and short circuit energieqeaesvely. The
subscripts LH and HL represent the transitions from tagi+ and high-low, respectively.

Pj.qkiS the leakage power.
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5.3 Results and Discussion

Different components of power dissipation along wité total power are shown in Figure
5.3 for the three technology generations. The curvew she trend of these components
with technology scaling. It may be noted that leakage paneeeases; whereas the other
two components decreases, as the technology scals2ffom to 13nm. The pace at
which leakage power and short circuit power changes is npubblsame, whereas the

switching power decreases more rapidly.
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Figure 5.3: Different components of power dissipation aloit the total power in a minimum sized
inverter (MSI). The inverter under investigation reféR’ in Figure 5.2 operating at a frequency of 2GHz.
Technology scaling has made it possible to switch theuits at higher speeds. As
mentioned before, the FO4 delay metric can be usednpare the speed of the circuits in
different technologies. In Figure 5.4, the FO4 delay & diven three technologies has
been plotted along with the leakage power in MSI ottireesponding technologies. It can
be seen that the devices become faster with technetmdyng, as expected. However this
gain in performance is associated with dramatic incrigesee leakage power. Hence there
is an inverse correlation between circuit speeds anddegk@wer.

The relative contribution of different componentgofver dissipation in the total power is
graphically shown in Figure 5.5 and the corresponding data is givéable 5.1. It has
been found that leakage power is no more an insignifigaantity in comparison with
other two components and can affect the performandegbf performance designs. The
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increase in the leakage power is mainly due to the incretseib-threshold leakage
current. The short circuit power is decreasing and is dubetiaeason that devices are
becoming smaller with technology scaling, having relativelyhéi output resistance.

Amongst all components of power dissipation, switching poisethe most dominant

mode of power dissipation.
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Figure 5.4: A plot of FO4 delay and the leakage power in MSI.
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Figure 5.5: Normalized power distribution components in bf&rating at 2GHz.
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From Table 5.1, we can see that the leakage power rafgesgery significant portion of
the total power dissipation. It becomes even more prarnifé¢he system is operating at
lower frequencies because short circuit and switching p@amponents are frequency
dependent and become small as frequency decreases. Tdgpefwer optimization

methodologies should also consider individual power ph$&in components along with

total power dissipation.

Table 5.1: Statistics of Power Measurements for MSI

Tech. Rak Psc Psw Prot
Mean (1W) 0.0125 | 0.16 15 1.67
St. Dev. (W) 25nm 0.01 0.004 0.016 0.022
3o/ Mean (%) 259.1 7.0 3.3 4.0
Mean (1W) 0.021 0.0754 | 0.8701| 0.966
St. Dev. (W) 18nm 0.021 0.0034 | 0.0095/ 0.0209
3o/ Mean (%) 303.1 13.7 3.3 6.5
Mean (W) 0.0318 | 0.0285 | 0.364 0.425
St. Dev.(1W) 13nm 0.0368 | 0.0066| 0.0121) 0.0341
3o/ Mean (%) 346.6 69.4 10.0 24.1

Due to variability in the devices, power dissipation bermaerandom variable. For
instance, due to the variation in the threshold voltagdewices, the leakage current is
different for different devices on the chip. Similarigue to the mismatching in the
switching timing of the NMOS and PMOS devices in the invettee short circuit power
varies for different inverters. However, there tldi effect of device variability on the
switching power. As a result of this behaviour, powersidation follows a certain
distribution, with statistical data given in Table 5Ii.may be noted that there is a
significant variation in the power dissipation, espegiailthe leakage component. As can
be seen (Table 5.1), the variability of leakage power mriBverters reaches up to 346%

with respect to the mean power.

Figure 5.6 shows the histogram of leakage power in 25nm minisized repeaters. The
spread of the distribution is quite evident which meansttieleakage power of a large
number of repeaters is away from the mean value. Tdretewhen considering power
issues (for instance, in optimizing a circuit for powsnsumption), the complete
distribution of power dissipation needs to be considersteaad of just the mean value.
More importantly, it is apparent that the distributisnnot normal; rather it is quite
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asymmetric about the mean value having positive skewness. ifiplies that some
devices will dissipate a far larger amount of power tin@nmean.

5.3.1 Impact on Repeater Inserted Links

Due to the long tail in the distribution, a large numiseon-chip repeaters will dissipate an
excessively large amount of power. A similar asymmbay already been observed in the
delay distribution of the repeaters [107]. This is relevamce an inverse correlation
between the repeater delay and leakage power exists [1t@0herefore the simultaneous
optimization for delay and power becomes challengitg Variability in the devices, with
asymmetric distributions of delay and power, has serimpsications on the yield of the
chips, as many of the chips would have to be discarded dueatxeptable delays and
many more due to excessive power dissipation. If spatiedlabions exist (due to process
issues; not due to RDF), there may exist a clutteringuct fiighly leaky devices on the
chip which can further create reliability issues. We hage observed that the skewness in
the leakage power distribution greatly increases withrielogy scaling which further
deteriorates the situation. This instigates the use mksoreventive measures to control

the leakage power in the circuits.
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Figure 5.6: Histogram of leakage power in 25nm MSlIs. Thiiblution is quite asymmetric about the mean.
5.3.2 Impact of Repeater Size on Power Dissipation

In the global interconnect, repeaters of differemesiare used. Therefore, the study has
been extended to investigate the effect of repeater sizgower variability. We have
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chosen repeaters of sizes 1X, 2X, 4X, 8X and 16X with @aimepeater connected at
their outputs to act as the load. HSPICE simulatweie performed and results are shown
in Figure 5.7 for 18nm technology. The error bars reprekentiicertainty (corresponding
to 1xsigma) in the leakage power. It can be seen thdeakage power increases linearly
with repeater size. Similarly, the uncertainty in teekage power also increases almost
linearly with the increase in the repeater size. Howewe have shown in [107] that
increasing the size of the repeaters reduces the detaytaimty but this advantage is not
achieved in case of power. The normalized leakage poweheonther hand, decreases
with the increase of repeater size.

5.3.3 Impact on NoC links

In Network-on-Chip (NoC), links of different width are dgsed to achieve a given
throughput, and latency. The width of a communication isnksually defined in terms of
the phit size which determines the number of bits that can be simulteshetransferred
through the link. In many cases the link utilization rades not constant and can be very
low, just a few percents [121]. Larghit sizesare preferred to meet latency requirements
but such links also remain idle for most of the timeud'in such links, leakage power will
be the main contributor of power dissipation. Therefarstronger tradeoff will have to be

made between the power and other performance metrigheipresence of increased

variability.
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Figure 5.7: Effect of repeater size on leakage poweakdge power and its variability increases with
repeater size.
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5.4 Power and Area Optimal Repeater Insertion

5.4.1 Unconstrained Repeater Insertion

We consider a global interconnect having resistaneed capacitance per unit length,
inserted with repeaters of equal size at equal distansbaagn in Figure 5.8. The whole
interconnect, therefore, consists kf wire-segments each with repeater of sizend
interconnect lengtt (which is the length of the interconnect between any repeaters).
We assume that the output resistance of a minimaadsiepeater in a given technology
generation isy, the input capacitance é¢g, and an output parasitic capacitance,isThese

values are scaled accordingly for the repeaters drdift sizes such that for a repeater of

sizes, the total output resistance beconies = I / s, the total input capacitance becomes
C, = ¢,s and the total output parasitic capacitance becatpes c,s. The delay per unit

length corresponding to 50% of the full swing voltage is giwe4], [51].

1 T, 1
T, = (77"5(00 +cp) +;Sc +rsc, + Ercl) log.2 (5.4)
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Figure 5.8: Buffer inserted interconnect.

The values of ands, which gives optimal delay per unit length, are givefigiy

’Zr (cop +¢p)

lopt = % (55)
75C

Sopt = /? (5.6)

Usingl,,; ands,,, in equation (5.4), the optimal delay per unit length iegiby

1 c
Ti_opt = 24/TsCorc| 1+ b(l + C—p) (5.7)
(o]
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5.4.2 Repeater Insertion under Area Constraints

We consider again the interconnect of Figure 5.8sl.gtandl,,. be the optimal repeater
size and inter-repeater segment length and Etd! be the corresponding values under
some area constraint. Thés al,,, ands = fs,,;, wherea andf are taken to be > 1
and0 < g < 1. The area required for a repeater inserted intercommidength L is the
sum of the area of all the repeaters inserted at aaregqukrval of lengthl. The area
occupied by the interconnect itself is not included intttal area because it remains the
same in the area constrained and area unconstrainedcdge¢he number and size of the
repeaters will be reduced in the area constrained cat®as in Figure 5.9.
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Figure 5.9: An interconnect between the transmitter aoéiver (a), optimal buffer insertion (b), buffer

insertion under area constraint (c).

If A is the total buffer area for the area constraine# @mdA,,, is the area for the area-

unconstrained case, then we define the areayatiol/A,,.;, 0 <y < 1 [116].

L'leff's/
S

y = A = l = /SOpt = ﬁ

Aopt L-leff-sopt/l by, —«a

opt opt

(5.8)

Using the value of,,, ands,,, from equation (5.5) and (5.6) and performing some simple
mathematical steps, we can find the optimal values afnder the area constraint as

follows.
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/1 + P/ N2y
’1 +Cp/co +V2y

The value ofx,,.(y) can be used in equation (5.8) to get the valyg gf(y) such that

aZpe () = (5.9)

ﬁopt(y) = yaopt(y) (5.10)

The speed at which the signal travels through the mieect of length. in timeT is the
signal velocityv. Under area constraint, the delay per unit length gbyeaquation (5.7)
can be used to derive the optimum value of reciprocatitg| which can be written as

Vope = performance™

= 21og(2) (rscr)1/4
* \[(Jci/;— “p + ‘/]/C_(’) (y r.Cre, + % rscr(c, + cp) (5.11)

Now for any value of, there will be a combination of,,. andg,,. (equation (5.9) and

(5.10)) that will give the best possible performance througlatwon (5.11), as shown in
Figure 5.10.
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Figure 5.10: Optimal repeater size and inter-repeater sedemgth (both normalized) for different area

ratios.
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5.4.3 Repeater Insertion under Power Constraint

The power dissipation in repeatefB..,) consists of three components namely, short

circuit power ), switching power R,,,) and leakage powefP(,,) such that the total

power is
Prep = Rsc + st + Pleak (512)

In an interconnect of length havingK uniformly inserted repeaters, the power dissipation

per unit length is given by [24]

, K.Prep , 1
PTEP = L = atTVDDaninISCfCLK + a(co + Cp)VDDfCLK +§VDD (Iofannmin
S
+ IOffp%min)] 1 + aVip feikce (5.13)
KP S
Plop = —Lre” = ki 7+ kac, (5.14)

wherek1 andk2 are constants. But= al,,, ands = Bs,,, therefore,

KPrep — k ﬁsopt
L ! alopt

P, = + kyc (5.15)

This expression shows that in order to reduce powerpdissn per unit length (due to

repeaters), the rat% will have to be minimized. This will simultaneously redute area

A

becaus% =

opt
5.4.4 Communication Reliability

Reducing the repeater size seems attractive in terme aflicon area and power savings.
However in deep sub-micron region, reducing the size efrépeaters for area and/ or
power savings will increase variability and produce rdiighissues in data transmission.
This is because the delay variability is inversely propoal to the size of the repeaters
and spread in the delay distribution increases with tdogg scaling [107]. The variability
in the devices and interconnect can produce uncertaintyeiartival times of the signals
with respect to target values and thus can cause tdita loss. In this section we will
determine the probability of such a failure in a singile interconnect.

We again consider Figure 5.8, where at the receiving endeahtérconnect, a positive-
edge triggered D-flip-flop (DFF) is used to register the davathe DFF, let,,, be the

setup time and,,,, be the propagation delay from D to Q after the posttieek edge
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andr,, ;. be the propagation delay of the interconnect of lehgiWe assume that the link

is operating at a clock frequengfy;x having periodi¢ k-

For a data bit meeting the desired timing constraintedxhr the output of the FF, the
following delay constraint must be satisfied

0< Twire = TCLK — Tsetup — Tprop (516)

The probability of correct data transmission can,gfwee, be expressed as follows

q= PI‘(O < Twire = TeLk = Tsetup — Tp‘r'op) (5.17)

where the clock perio@,,, wire delayr,;.., propagation delay,,,,, and setup time of
the DFF,7,.,, are random variables. Therefore, the total delay thralghnterconnect
(from source to receiver output) will also be a rand@mable. This distribution can be
determined analytically (by considering all possible soumfesariability) or through
simulation (as in this work). This relies on accurataratterization of the underlying
distributions. Letu., ando., be the mean and standard deviation of resulpaifitof
pdf (wire) + pdf (setup) + pdf (prop) — pdf (CLK), then the probability of correct
data transmission is given by the error function [122]

_ 1 Hen
q=-+erf <ach) (5.18)

whereerf(x) = \/%fox exp (— ;)dt

and the probability of failure for the data bit transedttthrough the on-chip

communication channel is then given by
PoF =1-—g¢q (5.19)
5.5 Optimization Methodology

The design objective can either be the optimizatioaref, power or performance, under
the permissible limits of delay variability. These net are coupled with each other so a
trade-off will need to be established. For a particutanmunication link design, a unique
cost function is established. For this function an aptinconfiguration is found, which
will give the best results in terms of the given pagtars. This optimum is determined
though a standard optimization technique using the tradewnffes connecting these

parameters.
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5.5.1 Case Study

We used Monte Carlo simulation method to perform expamts for this optimization
study under the impact of device variability due to RDF. inberconnect structure is such
that the middle wire under consideration is surroundetWbysimilar wires. The width of
each wire and interspacing between them was kept at QrA48r 13 nm and 0.067pm
for 18 nm technology generation. The interconnect paramstestaken from ITRS 2007
[50] and interconnect capacitances have been derived theranalytical models given in
[45]. The wires are modelled as distributed RC intercoirwwéh 100 ladder-segments. The
variability in the interconnect wires is not considkia this study. The buffer size and
inter-repeater segment length for optimal repeatertioseis s,,,=140 andl,,.= 80.67
pm for 13 nm ands,,,=137 andl,,,= 152.1um for 18 nm technology generation. A
supply voltage of 0.9V for 13 nm and 1.0V for 18 nm circuits wsed. A large number of
HSPICE simulations (6000) were performed and delay-powasumements were taken
during each run. The delay measurements were made coméegpdan 50% of the
maximum swing level. The total power measurement resarks based on leakage,

switching and short circuit power components at a freqpueh2GHz.

Based on the simulation data, the delay variability,(, /tgeiqy) iS determined and
plotted in Figure 5.11(a) for the given technologies. it loa seen that the delay variability
increases rapidly with the decrease of repeater sideaso increases with technology
scaling. In the presence of other sources of variabihy dielay variability increases to
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Figure 5.11: Delay variability as a function of differeatios of repeater size, in the absence of crossiglk (
Dependence of delay variability on repeater size ard-nepeater segment length (b).
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greater extent. The dependence of delay variability @md [ is also shown in Figure
5.11(b) for 13 nm technology. It may be noted that delaibdity not only increases with
the decrease of repeater size but also with the iredasterconnect segment length. For
using this trade-off in the optimization process, the sarfadot can be converted into an
empirical expression using multiple regression techniquess. fielps to understand how
the typical value of the dependent variable (for instadedy variability) changes when
any one of the independent variables (I and S) is vaxedaparticular range.

As we have already seen, in order to reduce area, wetneecreasé/[,,. and decrease
S/S,pe ratios according to Figure 5.10 for getting the optimum pewdmce for a
particular configuration. The performance degradation dudifterent values o5 and!

with respect t&,,, andl,,, can be predicted using equation (5.11). In Figure 5.12, these
predictions are compared with the simulation resultsiwvimatches very well at most of
the area ratios. The model, however, deviates sligttiip the simulation results at smaller
area ratios. This is because at smaller repeates, slze delay distributions deviate from
normality due to RDF [93], [94] and show some asymmetryurféi 5.12 also shows the
effect of area scaling on delay uncertainty. It barseen that the standard deviation of the

delay increases almost 3 times with4,,.=0.2.
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Figure 5.12: Comparison between analytical model and atronlresults for performance degradation due to

area scaling.

103



Chapter 5 Optimal Scaling for Variability Tolerant Repeaters

In Figure 5.13 different trade-off curves have been pdotbgether to explore different
design choices. The area, power and performance curvestiat in order to get ultimate
performance, we will have to consume significant amairpower and area. However,
with only 4% of performance degradation, we can reduce 3@®emdissipation and 40%
area. Whereas, in the presence of variability, aemsgveffect of this trade-off is that delay
certainty (defined as the reciprocal of delay variability)l reduce by 24% from the
optimum level. This will increase the probability ofili@e of the link at a particular
frequency, which can be estimated using equation (5.18)-(9.4&)efore, the speed of the
link will be limited in order to keep the probability of lirf&ilure below some acceptable
limits. This problem will aggravate in high speed wider linmdsere the skew amongst
various wires in the link will play a detrimental rote determining its performance. This
effect will be considered in Chapter 6. It becomes evitteat that during the optimization
process, the delay variability should also be considierdte figure of merit; otherwise the
yield will be badly affected.
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Figure 5.13: Performance, area, power and performanmtzentg trade-off curves.

5.6 Summary

In the first part of this chapter we have measured paigsipation in repeaters of given
three technology generations under RDF. The reshdie/ shat the relative proportion of

different components of power dissipation is changirdylaakage power is emerging as a
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serious problem in the designing of high performance and poptenal chips. Therefore,
design methodologies should consider individual compondnpewer dissipation along
with the total power. Wider links in NoCs, which are predd for better latency, will

consume more power due to higher leakage currents actomalevels.

The variability in the devices which is affecting the getharacteristics is also effecting
the distribution of power dissipation. A significant asyetry has been observed in the
distribution of leakage power and hence effectivelykdge is increasing more rapidly
than anticipated. This in turn, is badly affecting thddyi& will be more advantageous to
consider power variability along with delay variabilitynie making different circuit
optimizations. Active countermeasures, such as the tiséeep transistors, could be a
possible solution against leakage power.

In the second part of this chapter, we have analyseidhireect of device variability on the

performance of on-chip single bit data links. We emphasiaedue to increasing trend of
the variability, power and area optimal repeater insertinethodologies should also
consider performance variability. Analytic models farea power, performance and
probability of link failure have been presented in termshef size of the repeaters and
inter-repeater segment length. It has been found #hatnol a certain reduction in the size
of the repeaters, the delay variability may exceed aabiplimits while still satisfying

other constraints. Therefore, while optimizing area, poare performance of on-chip
communication links, delay (and power) variability shousbde included in the figure of

merit.
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Chapter 6

Design of Variablility Tolerant Data

Channels

6.1 Inter-Resource Communication

Different functional units in SoCs communicate with leaother through the
communication infrastructure, consisting of severahkd. The inter-resource
communication link usually consists of a large numbgvaséllel interconnects, as shown
in Figure 6.1(a), which are coupled with each other (RC/R&lGhg the length of the
channel. In a Network-on-Chip (NoC) platform, the fuoél units are connected to the
routers through such communication links. Similarly, theters are also connected with
each other, in a certain topology, through anotheugmf communication channels, as
shown in Figure 6.1(b). The communication channels camider or narrower in terms of

the number of lines they contain and this determineptitiesize

In order to reduce the resistance-capacitance (RC) délagerconnects, low resistivity
and low dielectric constant materials are used [124], [IREpmmon technique to reduce
the delay of the global interconnects is the use péaters and increasing the width of the
wires [126]. However, increasing the width of the winesy reduce the channel capacity,

as fewer wires can then be accommodated in the samrmnedhaidth(IW,;). Similarly,
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interconnect spacing also effects the delay and bandgaitte the coupling capacitance
changes with spacing). The literature is abundant setleral works on the optimization of
the performance of global interconnects considerirfifprént metrics [24], [25], [127]-
[129]. However, most of the literature ignores varigpiland sources of noise (for
instance, crosstalk), during their proposed optimizatiohrtigues.

LINK/
WC CHANNEL
- L !
()
= '~
=——— Rout&r
Router Router
| \\\\ J
FU FU “FU

(b)

Figure 6.1: Simple Core-Core link consisting of mu#tiphterconnects (a), Functional unit-Router and
Router-Router links in a Network-on-Chip (b).

As the process dimensions are shrinking to the nanomegem, the impact of variability
has become extremely critical to the performance ofctiramunication channels. The
variability is affecting both the device (front-end oé time) and interconnect (back-end of
the line) [130] resulting in the performance degradation efvthole channel. Moreover,
under device scaling, leakage power is becoming an importargesof power dissipation
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alongside the switching power and therefore channel desigheuld also consider these
aspects during optimization for a certain parametehodijh some recent work has been
done on the modelling and analysis of the global intereots with the consideration of
variability [131]-[133], but no comprehensive work on the optation of the data

channels under different trade-offs for future techne@sgwhere these effects are quite

prominent, has been published.

6.2 Channel Configuration and Modelling

GROUND

(@)

outer edge line

saul| s|ppiw

e

outer edge line

(b)
Figure 6.2: Structure of a multi-bit bus, where the nundfenterconnects in a fixed channel widt}.
depends on the interconnect width and spacing. (a) the catasiaé view showing different dimensions
and (b) the top view of the bus indicating outer and middisli The input signals on any two adjacent lines
are opposite in phase, thus simulating the worst casesdtalk. Each line in the bus can be considered as an

aggressor or victim, as they can affect the perfoomanf each other.

The performance of a data channel strongly depends measetry. There are several

possible configurations of a channel corresponding to diffevatues of interconnect
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width (W), spacing (S), thickness (T) and dielectric thess (H), as shown in Figure 6.2.
The variation of these parameters affects the caadt resistance and inductance of
interconnects, which in turn changes the delay and othercsidinductance is less of an
issue for interconnects under consideration due to tls®meamentioned in section 2.4.3.
Amongst these geometrical parameters, T and H are tegyndependent and so the
designers have only the choice of varying W and S to desdramnel for the required
performance. While designing such channels, these paransterset at the designed
values. However, these parameters are also affectedtodysrocess variations, thus
affecting the geometrical dimensions of interconnedbese changes are process
dependent and controllable only to some extent.

6.2.1 Interconnect Resistance

In a given technology generation, only interconnect wiith affects the resistance (T and
H are assumed to be fixed). The interconnect resistlorca given geometry can be
calculated using equation (2.1).

6.2.2 Interconnect Capacitance

The capacitance of an interconnect in the channel as@spof the fringe capacitance, the
coupling or mutual capacitance and parallel plate capacitdineefringe capacitance and
parallel plate capacitance add up to form the self or graapacitance. In order to
investigate the characteristics of the interconnepaciéance, we will use the electrical

model of [134] as it closely matches the actual sitadto interconnects in a bus.

The capacitance of a global interconnect for 18 nm tdeggovith minimum width has
been plotted as a function of the spacing betweendighloouring interconnects in Figure
6.3. The technology parameters have been taken froiTR® 2007 [50]. The curves
show that the coupling capacitance quickly drops with ittezease of the spacing.
Similarly, the ground capacitance increases with thee@se of the spacing. The reason for
the increase of ground capacitance with spacing is ngtol@rious. Actually the parallel
plate capacitance is not affected with the increasieorease of the spacing; however the
fringe capacitance of interconnects (except at outer eoligd®e bus) increases with the
increase of the interconnect spacing. This resultseinntrease of the ground capacitance
with spacing. The effect of spacing on the coupling capaod is more dominant than the
ground capacitance and therefore the total capacitanceadesrwith the increase of the
spacing. Consequently, the signal delay through widely dpiaterconnects is less than

the closer interconnects.
109



Chapter 6 Design of Variability Tolerant Data Chatm

180 T : T

—4— Ground Capacitance
—*— Coupling Capacitance
1401 —©O©— Total Capacitance .

1601

1201

1001

801

60t

Capacitance (fF/mm)

40t

20t

0 5 10 15 20

Normalized Interconnect Spacing (S/S ;)

Figure 6.3: Capacitance curves for minimum width glob&rconnects of 18nm plotted as a function of
interconnect spacing.

The impact of line width variation on the capacitancehewn in Figure 6.4. The total

capacitance increases linearly with the increase ofinterconnect width. The main

contributor of this increased capacitance is the péarplge capacitance, whereas the
coupling capacitance remains almost constant due to the@usbveason of constant

spacing.
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Figure 6.4: Capacitance curves for 18nm global intercosrgotted as a function of width at minimum
interconnect spacing.
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Figure 6.5: The total capacitance of an interconnedt ghthe outer edge) of a bus in 18 nm technology
plotted as a function of the interconnect spacing and width.

A 3D surface plot of the total capacitance of a lmisrconnect as a function of the width
and spacing is shown in Figure 6.5. The surface plot showafs the interconnect
capacitance is largest for wider interconnects running lpataleach other at shorter inter-
spacing. Both resistance and capacitance affect the delay.

6.2.3 Interconnect Delay

We assume that all lines in the channel bus are unijocoupled with two neighbouring
aggressor lines. The lines at the extreme-edges areyvégweeupled with only one line.
We also assume that the length of the bus &nd all lines in the bus have the same
designed geometrical dimensions. [RtC,, andC,. be the total interconnect resistance,
self capacitance and coupling capacitance of each liqegatdgely. Now for a step input,
the delay corresponding to 50% transition level for tihgdia and outer edge conductors
in the bus has been approximated by a simple linear mo{lE3%] as

Toia = 0.4RCs + A,RC, (6.1)

c
T, rer = 0.4RC, + ;R (7) (6.2)

In equation (6.1) and (6.2), the coefficieiyt is selected according to the type of the
switching activity in the neighbouring aggressor lines. [135kgigix possible cases
corresponding to which the valuesiois given in Table 6.1.

Case 1: Both the neighbouring aggressors switch from statstate O.
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Case 2: One aggressor is quiet and the other switchesfabenl to sate O.
Case 3: Both the aggressors are quiet.

Case 4: One aggressor switches from 0 to 1 and the otheheasvirom 1 to zero.
Case 5: One of the aggressors switches from 0 to 1 arathlr remains quiet.

Case 6: Both the aggressors switch from O to 1.

Table 6.1: Coefficients of the delay model for differewitching patterns [135].

Case Switching

i pattern A; Wi

1 (@) 1.51 2.20
2 (b) 1.13 1.50
3 (©) 0.57 0.65
4 (d) 0.57 0.65
5 (e) N/A N/A
6 ® 0 0

If the victim line switches from zero to one then Ca&2 will slow down the victim line
and Case 5&6 will speed up it. For the time being, we idengase 3 only to find the

reference delay. In this case, equation (6.1) and (6.2jedlilice to
Tmia = 0.4RC + 0.57RC, (6.3)

Tyuter = 0.4RCs + 0.285RC, (6.4)
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Figure 6.6: Propagation delay of the middle interconnect iofrmam width of a bus for the given three

technologies plotted as a function of the spacing bettfeenonductors.
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Using these equations, the delay of the bus intercosiest been estimated for the three
technology generations. Also the dependence of the d&layterconnect spacing and
width has been studied and results are shown in Figures 6.8.& he curves show that
the interconnect delay can be reduced by increasing thecamnect width and/or by
increasing the spacing between the neighbouring conduéitess however, important to
note that increasing the spacing beyond certain valuet igemy beneficial in terms of the
delay because coupling capacitance effects are miniftestl some interconnect spacing.

Increasing spacing beyond this point will simply waste enga.
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Figure 6.7: Propagation delay of the middle interconnect blis with neighbouring interconnects at
minimum spacing for the given three technologies plottedfasction of the width of the conductors.

On the other hand, increasing width may improve delay pediocen over some large
range of width as compared to the spacing. The decretise delay is due to the decrease
of the interconnect resistance but at the same tieground capacitance also increases
with the increase of the width. The increase of thdtlhwihas a negative effect as the
switching power increases with the increase of the atree. Therefore, there will be
some optimum value of the spacing and width that will ghes best delay performance

under some area and/or power constraints.
6.3 Repeater Insertion

The delay of the long interconnect can be reduced by imgertpeaters at appropriate
locations along its length, thus dividing it into shsactions. For such a system, the delay

of each section can be approximated by [135]
113



Chapter 6 Design of Variability Tolerant Data Chatm

teoe = 0.7Rgpy (Co + Cyry + i X 2C.) + R(0.4C, + A; X C, + 0.7Cyrp) (6.5)

where the coefficientg; andA; are given in Table 6.1R,,., andC,,,, are driver output
resistance and capacitance respectively.

The total delay of an interconnect of lengtis given by

2C,
k

R C
t, =k {o.7ﬂ (—S + hCypp, + Ui

R/ ¢ C .
o ( ) + <0.4— Pt o.7hcmm)} +2 (66)

k

where R4, and Cq,,,  are the output resistance and capacitance of a mimisized
repeater,h is the size of the repeaters akds the number of repeaters inserted in the
interconnectt, refers to the rise time of the signal. The optimalugs ofh andk are
obtained by taking the partial derivative of equation (6.&h wespect tok and h and

equating it to zero

at, 0.4RC, + A,RC,
=0 = kop= (6.7)

ok 0.7Raro,, Carvy,

dat 0.7R Cs + 1.4u;R C
vt —0 — opt = drvpm™~s HiRary,, Cc (68)
oh 0.7RCgpy,.
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Figure 6.8: Optimum number of repeaters for minimum intareot delay for different lengths of the global
interconnect plotted as a function of the interconnecthwitte interconnect is of 13 nm technology and the

spacing between interconnects j$.S
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The optimal value of the delay can be obtained by usiagvétiue ofh,,, andk,,; in
equation (6.6). For different interconnect lengths, dgimum number of required
repeaters are plotted in Figure 6.8 as a function of thewidéh. It is shown that the
number of repeaters which minimizes the propagation d#lalye signals decreases with
the increase of the line width for all lengths of theeiconnect. The results also show that
the maximum line length for an interconnect of width=2Wwhich requires no repeater
or only one driver is 0.152 mm. Therefore for typicalrnotenect lengths, large number of
repeaters are required for optimum signalling (particylkasl chip sizes are increasing).

As we increase the interconnect width for fastenaligng, the line capacitance per unit
length increases. Although fewer repeaters are requirddv® wider lines, each repeater
will have to drive a larger section of the interconndtterefore, in order to drive large
interconnect sections of greater width, the repeatédrfhawve to drive large capacitances.
So the repeaters will be of large size to reduce theathdelay. Figure 6.9 clearly shows

that the repeater size for optimum delay is an inangdanction of the interconnect width.

1400

1200}

1000}

0 n n n 1 1 1 1
1 5 10 15 20 25
Normalized Width (W/W

min)

Figure 6.9: Optimum repeater size for minimum interconndetyder different interconnect widths (global

interconnect) for 13 nm technology. The spacing betwaenconnects is .

6.4 Bandwidth Estimation

If T is the minimum pulse width that can be transmittedugh the channel interconnects
and correctly registered at the receiving registern thee bandwidth of a single

interconnect is given by
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BWyire = = (6.9)

If t, is the rise time of the signal from 10% to 90%, thendtration of a good signal is at
least 3, [136]. The rise time of the signal can be approximateah ftte RC time constant
T ast, = 2.2t [6]. Since 0-50% time&,s = 0.697, thereforet, = 3.188t,5. andT =
9t, 5. The pulse width of the signals in the bus intercotsnedl then be

Tp,mid = 9T g (6-10)

Ty outer = Mouter (6.11)
For N conductors in the channel bus, the total bandwidth isx\diye

N-—-2 2
BWiotar =

(6.12)
Tp,mid Tp,outer

Equation (6.4) shows that the outer edge wires will di#es delay as compared to the
middle wires and thus can give larger bandwidth. Howevken a complete data word is

transmitted over all the lines, the early arrivalted tlata bits travelling on the outer edge
lines may not be very beneficial until the completard is registered at the receiver (or
complex receivers will be required). Therefore, we edltimate the worst case bandwidth

due the middle wires.

N N
BWiotar = =

max [Tp,midr Tp,outer] Tp,mid

Diata rate per wire (Ghis)
[N}

248

. ) 24
Normalized Width (WA ) ™ g Marmalized Spacing (S/5

min)

Figure 6.10: Data rate per wire of a channel bus in 1&umnology plotted as a function of spacing and
width.
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Figure 6.10 shows the possible data rate per wire for a i8cmmology bus plotted as a
function of the interconnect spacing and width withoungisepeaters. The plot shows that
the bandwidth per wire can be increased by increasingwidgité and/or spacing.

6.4.1 Bandwidth as a Function of Length

It is obvious that the interconnect delay increasitls length (with and without the use of
repeaters). This will directly impact the bandwidtlepRater inserted interconnects provide
more bandwidth as compared to interconnects without terseas shown in Figure 6.11.

The maximum allowed interconnect length correspondirgptoe desired bandwidth, with
and without the use of repeaters, is plotted in Figure G.hé&.use of repeaters is more
beneficial for the bandwidth at larger interconneagtés. The curves also show that the
interconnect become slower with technology scaling angiges reduced bandwidth for

the same length.

—&r Z2Enm-without repeaters
107 | | =& 26nr-with repeaters
—— 18nm-without repeaters
—#— 18nm-with repeaters
—2— 13nr-without repeaters
—=— 13nm-with repeaters
1D 1 1 1 1

Bandwidth per wire (Gh/s)
=]

1 2 3 4 5 ] 7 g a 10
Interconnect Length (mm)

Figure 6.11: Maximum allowed interconnect length for gipalar bandwidth with and without the use of
repeaters for the given three technologies. These chiaxgs been plotted for minimum interconnect width

and spacing.
6.5 Channel Performance under Variability

In practical circuits, the performance of the commutiiocealinks is always affected by the
device and interconnect variability. Similarly due to th@acitive coupling, the switching
activity in the neighbouring interconnects affects theayletharacteristics of an
interconnect (crosstalk effects). Therefore, in orslermake a realistic estimate of the
channel performance, both these effects should be coedighethe analysis.
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In order to study the worst case due to the crosstatictedin the victim line, we consider
Case 1 in section 6.2.3 where both the neighbouring aggrlessoswitch simultaneously
in opposite direction with respect to the victim lindisTwill slow down the victim line
and thus will reduce its bandwidth. The delay equation (6.d) then be modified
accordingly using the appropriate coefficients from T#&blecorresponding to Case 1.

6.5.1 Sensitivity Analysis of the Delay under Varia  bility

The uncertainties in the communication structures (dsjvieterconnects, repeaters FFs)
introduce uncertainty in the delay characteristics efitikerconnect-buffer system. We will

study the impact of process variations in the interconged statistical device variations on
the delay performance of the link. The variation inwhdth, spacing, thickness and ILD

thickness are taken into consideration. It is assurhatl ¢very part of bus wires is

uniformly fluctuated. The primary interconnect parametege been extracted from the
ITRS2007 [50] and are given in Table 6.2 along with some devi@neders. Since the

actual levels of interconnect variability are notide from the manufacturing industry

for the future technology generations, we assume ttases of the interconnect variability
in which the3o percentage variation for the given dimensions of mker¢onnect are kept

at 5%, 10% and 15% of their mean value correspondingge t, 2 and 3 respectively. We
also assume that the variation in these parametér® fGaussian distribution.

Table 6.2: Primary interconnect and device parameteesilas the ITRS and the device model cards [76],

[77]. The device parameters are for the uniformly dopedcdsvi

Technology Generation/ Par ameters 25nm 18nm 13nm
Wpin (nM) 10¢ 67.% 48
Ppin (nm) 21C 13t 96
A/R 2.8 2.4 2.5
T (nm) 241.F 162 12(
H(nm) 241.F 162 12
& 2.5 2.8 2.1
p(1078uQ. cm) 2.2 2.2 2.2
5 (Q) 1848 2116¢ 2393¢
co(fF) 0.143¢ 0.08659: 0.04631!
cp (fF) 0.042¢ 0.08374. 0.02907.
Chip size at production (mm?) 31C 31C 31C
Vaa(V) 11 1.C 0.€

The interconnect capacitance and resistance are nistishdly independent. Figure 7.12
shows the relation between interconnect resistance capacitance for 5% thickness
variation in the global interconnect of minimum wid&imilarly, Figure 7.13 shows the

similar graph for a variation of 5% in the width and kinkess. Both these plots show that
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with the increase of width and thickness, interconnesistance decreases but capacitance
increases.

Capacitance variation (%)

-5 -4 -2 0 2 4 5 8
Resistance variation (%)

Figure 6.12: Scatter plot of interconnect resistancecapédcitance with thickness variation &=5% in a
13nm technology interconnect of 1mm length.

Capacitance Wariation (%)
[}

-5 : : : :

-0 5 0 5 10
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Figure 6.13: Scatter plot of interconnect resistance andccitapee with width and thickness variation of
30=5% in a 13nm technology interconnect of length 1mm.
The variability in the geometrical dimensions of thieioonnect and repeaters affect the
delay in different proportions and a comparison is shewhigure 6.14. In the plot, the
impact of variation foBa=5% in W, S, T and H (separately and all variations ttogyg in
the interconnect and due to RDF in the repeaters, ordelsy of an interconnect of

minimum dimensions has been shown in the form ofr&hart. The interconnect with and
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without the use of repeaters have been considered.eSh#s have been obtained by first
transforming the interconnect geometrical variatiohs the electrical variations (using the
analytical models) and then modelling and simulating therconnect in HSPICE using

MC simulations. From the results, it can be cleanferred that the interconnect delay is
more sensitive to width and thickness variation. Theceffié RDF is least as compared to
other sources of variation due to large size of the datdiynal repeaters. It may also be
noted that interconnects without the use of repeate¥snamre vulnerable to delay

variability. Moreover, a small variation in all imt®nnect parameters together can

introduce significant variability in the delay.
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Figure 6.14: Contribution of different parametric variatiamsthe delay of a bus line of length 1mm of

minimum width and spacing in 13nm technology.

6.6 Area Constrained Channel Bandwidth

On chip area is a precious resource and is not freelyadlail Therefore, on-chip
communication channels are also designed with optimumofisgrea. During floor-
planning, a fixed area is allocated to each link and a paticwimber of lines are fitted
into this area. In order to minimize the effects of capee coupling, shielding wires are
also used along the signal wires. The shielding wiresharmally used with minimum
width as permitted by the technology generation, indepenaofetite size of the signal
wires. In this way, an effective shielding against RQpdmg can be achieved with

minimum area consumption.

Let W, be the channel width antl be the number of lines, each having widthand
interspacingS. Then the constraints relating these quantities gpeoaimated by [137] for

the shielded and unshielded wires respectively.
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W.=NW+ (N-1)S (6.13)
We = NWsignal + (N -1)(2S + Wshield) (6.14)

In the following sections we will explore the impactvafiability on channel performance

under fixed channel widti, for the channel without shielded wires.
6.6.1 Experimental Setup and Simulation Results

We consider a channel bus consisting of 128 lines comgetitio cores or NoC routers.
The physical width of the channel is assumed tdlpe= 128 X P,,;,,, whereP,,;,, is the
minimum allowable pitch in the given technology generatibhe wires have been
considered as parallel global copper traces placed owgmoend plane. Interconnect
geometrical and material parameters have been extraotedhe ITRS2007 and given in
Table 6.2 along with the device parameters. The interctm@awe been designed with
and without the use of repeaters. The variability indaeices due to RDF and due to
variations in the width, spacing, thickness and ILD thisknef interconnects has been
considered. Again we consider the following three categerconnect variability:

Case 130,, = 5%, 305 = 5%, 307 = 2%, 304 = 5%, 30p., = As actual in devices

Case 230, = 10%, 305, = 10%, 30 = 2%, 30y = 10%, 30pe, = As actual in devices
Case 330, = 15%, 30, = 15%, 301 = 2%, 30y = 15%, 30p., = As actual in devices
These values are with respect to the minimum intemcinrdimensions in the
corresponding technology. It is also assumed thathiéityafollows Gaussian distribution.
The repeaters have been constructed using the modellwanges with RDF effects. The
bus length is taken to be 1mm in this study and worsta@asstalk effects (aggressor lines
switch in opposite direction with reference to theimdine) are considered.

The objective of this study is to explore the chanogifiguration which gives optimum
performance under the impact of variability and itsti@tawith the power and area. For
this purpose several experiments were designed and extésivte Carlo simulations
performed to get the results. The circuit netlists wgreerated and HSPICE simulations
were performed until convergence (~6000 simulations in eash). In order to simulate
the distributed nature of interconnects, each wire heenlbmade up of 250 ladder

segments.
6.6.2 Results

Here we present results for Case 1 of variability for 18rhnology, as the results for the

other cases are similar.
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6.6.2.1 Delay

The mean delay, the standard deviation and delay varyatilthe channel bus at different
values of the interconnect width and spacing are showrigare 6.15, 6.16 and 6.17
respectively. The actual data is given in Tables A.1, Ad?AaB respectively and placed in
the Appendix-A. As expected, the delay decreases both thighincrease of the

interconnect spacing and width. However, increasing ioterect width is more beneficial

as compared to spacing in order to improve delay perfornander the same channel
width. In the same way, the standard deviation and delagbility decreases more rapidly
with the increase of the interconnect width thangiecing.

Delay Variability (%)

. . 2 -
Mortalized Width (Wmom) o 2 Mormalized Spacing (SfSOm)

Figure 6.15: Mean delay (in picoseconds) of interconnedtdut repeaters) in the channel bus of 13 nm for

different geometrical configurations under variabilitys€4..
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Figure 6.16: The standard deviation (in picoseconds) ofi¢teey of interconnects (without repeaters) in the
channel bus of 13nm for different geometrical configuratiamder variability Case 1.
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Figure 6.17: Delay variability (%) of interconnects fwitit repeaters) in the channel bus of 13nm for
different geometrical configurations under variabilitys€4..

The simulations were also performed to find the peménce of the channel inserted with
optimal repeaters. The size and number of repeaters diepem the geometrical
dimensions of the interconnect (width, spacing, etc) hadgarameters of minimum sized
repeater in a given technology. For 13 nm technology, uhgar and size of the repeaters
per unit length of the interconnect is shown in Figure 6.18 @49, respectively. The

corresponding data is given in Tables A.4 and A.5 respégtive
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Figure 6.18: The number of repeaters per unit length requiredifferent interconnect dimensions (width
and spacing) for a 13 nm bus under worst crosstalk. Timbens have been rounded-off.
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The mean delay, the standard deviation and delay varyabéive been measured for
different configurations of the bus inserted with repeaters the results are shown in
Figure 6.20, 6.21 and 6.22 respectively. The corresponding dgiteersin Table A.6, A.7
and A.8 respectively. The results show that the delagterconnects improves with the
insertion of the repeaters, as expected. More impoytatite delay variability also
decreases as compared to the case when repeaters asedot

800 - N
Bo0 .
o0 N

o0

Optimal repeater Size (Smin)

0 q 2 Mormalized Spacing (SISDpt)

Figure 6.19: The size of the repeaters for different éotamect dimensions (width and spacing) for a 13 nm
bus under worst crosstalk. The repeater sizes haverbeeded-off.
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Figure 6.20: Mean delay (in picoseconds) of interconnedth (@peaters) in the channel bus of 13nm for
different geometrical configurations under variabilitys€4d..
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Figure 6.21: The standard deviation (in picoseconds) of ttey délinterconnects (with repeaters) in the

channel bus.
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Figure 6.22: Delay variability (%) of interconnects (witpeaters) in the channel bus of 13nm for different

geometrical configurations under variability Case 1.

6.6.2.2 Bandwidth

Using the data of Table A.1 and A.6, the bandwidth of nidévidual lines of the bus has
been calculated with and without repeaters and res@tsrewn in Figure 6.23 and 6.24
respectively. The corresponding data is given in Table A® A 10 respectively. The

results clearly show that the bandwidth can be inectdy increasing the width of the
interconnect and/or by increasing the spacing betweemcameects. Moreover, the

insertion of repeaters further increases the bandwidth.
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Figure 6.23: Bandwidth of the individual interconnect lingghout repeaters) in Gb/s given as a function of

the interconnect width and spacing for 13 nm.
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Figure 6.24: Bandwidth of the individual interconnect lingish( repeaters) in Gb/s given as a function of the
interconnect width and spacing for 13 nm.
For a channel link, it is important to determine the tb&aldwidth which it can support. In
order to meet high bandwidth requirements under un-camstrarea, the configuration of
the bus interconnects which gives maximum bandwidtheirdividual lines (large value
of W and S) is used to get the maximum total bandwidthutiirca particular channel
width (no. of lines). But this may occupy sufficienigrge chip area. However in the
actual designs, only a limited area budget is allocateth®ochannel links. Therefore, in
this situation the bandwidth will be less than the mst@ined area case. Hence some sort
of optimization is required to obtain the best pdssiiandwidth within the available area
budget. During this optimization process, the delay varigbds well as the power
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dissipation is required to be considered, because thesgities may become worse while
looking for a configuration which gives best bandwidth.

In this study, we have explored the geometrical spacentefcobnnects which gives

optimum total bandwidth under a channel area constraig. total bandwidth has been
calculated using equation (6.12), where the valu®y' tihis been computed from equation
(6.13) for different values o and S. The results are shown in Figure 6.25 (without
repeaters case) and Figure 6.26 (with repeaters case) ardpomding data is given in

Table A.11 and Table A.12.
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Figure 6.25: Total bandwidth (Gb/s), without repeatersttgdl as a function of interconnect width and

spacing.
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Figure 6.26: Total bandwidth (Gb/s), with repeaters, platted function of interconnect width and spacing.
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From the results, it can be seen that there is a cdpamum point which gives the
maximum total bandwidth. For the channel bus with no repgatised, this point
corresponds to/ = 4W,,;, andS = 25,,;,. Similarly, for the channel bus when repeaters

are used, the optimum bandwidth is achievei-ats,,;,, andW = W,,;,.
6.6.2.3 Power Dissipation

Total power dissipation (switching) in the channel bus faximum throughput in each of
the bus configuration is given in Table A.13 (for the biuthout repeaters) and in Table
A.14 for the bus with repeaters. The results are shovAgure 6.27 and 6.28. The power
dissipation increases with the increase of the interect width due to increased wire
capacitance. From the results, the additional powsipdison in the repeaters may also be
observed. It is important to mention that this powessigation is corresponding to the

maximum bandwidth of the channel.

Power Dissipation (miY)

0 Mormalized Spacing [SISij

Figure 6.27: Power dissipation (mW) at maximum bandwidthtlfie interconnect of 13 nm technology

without repeaters.

The cost of data transfer in terms of power consumpsioneasured as the total bandwidth
per unit power and is shown in Figure 6.29 (see Table A.15héorepeater inserted case.
It can be inferred from the results that transferdaga from one point to the other through
widely spaced interconnects is cheaper in terms of powesumption. This cost is

different for different channel configurations.
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Figure 6.28: Power dissipation (mW) at maximum bandwidthhferinterconnect of 13 nm technology with

repeaters.
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Figure 6.29: Total bandwidth per unit power (Gb/s.mW) consiambr interconnects with repeaters.
6.6.2.4 Area
The area consumed by interconnects and repeatersdhahael bus is given by
Areayr = Wyire LNjines (6.15)
Areag = Wyire LNjines + Nopt (SoptLessSmin) Niines (6.16)
where

Areay,z= Total area when repeaters are not used,
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Areap= Total area when repeaters are used,

Wire = Wire width,

L= Bus length,

Niines= NoO. of interconnect lines in the channel,

N,,.=No. of optimal repeaters per unit interconnect length,
Sope= Size of the optimal repeaters,

L.ss= Effective gate length,

Smin= Width of a minimum sized repeater.
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Figure 6.30: Surface plot of the area consumed by thenehlus interconnects, with and without repeaters.

Figure 6.30 shows that maximum area is required when wevidee wires at minimum
spacing. The area required with repeater insertiongeiahan the case when no repeaters
are used. However, the major portion of the area is coadby the wires. Figure 6.30
may be compared with Figures 6.15 and 6.20 to see the rdiatieen performance and

area cost.
6.7 Optimization under Different Trade-offs

An ideal data channel is expected to give the maximum bdtiiwamall latency per unit
length and minimum uncertainty in the arrival timdstlee signals at the receiver with

minimum area and power costs. However, there are-tHisibetween delay performance,
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bandwidth, area and power. Therefore the aim of an @aiion study can be the
maximization of one or more parameters.

We define a figure of merit to achieve the most desired objectives

BTOT

F:DxPxAxV

(6.17)

WhereD is the delay)V is the delay variabilityP is the power dissipation aml is the
area. For the repeater inserted interconnect, the fafungerit F is shown in figure 6.31.
Again one can find an optimum interconnect configurationniaximum figure of merit.
For instance, for the channel configuration under congidarghe optimum value of is
corresponding t§ = 4S,,,;, andW = 5W,;n.

Figure of herit, F

Mormalized Width (VAN ) 0 o Normalized Spacing (5/8,,)

Figure 6.31: The figure of merit plotted as a function of spacing and width for the repaaterted
interconnect.

6.8 Failure of Channels under Variability

During the optimization of the channel, the magnitudenefdelay variability should also
be considered in conjunction with other parameters digay, power and area. In a
sequential channel link, the data from the transmitteresidkrough the interconnect lines
to the receiver simultaneously with a common synobus clock, as shown in Figure 6.32.
As we have seen, variability in the devices and interects introduces delay variability;

this will produce data skew at the receiving end of the chaihhe skew beyond a certain
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acceptable limit can result in data loss. This may edsalt in timing failures, as the data
may not be properly latched at the receiving register.

Let T,,,,: be the setup time of the—th flip-flop, T,,;,.: be the delay of thé—th

interconnect line, the clock frequenfy, andT..x be the clock period.
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Figure 6.32: A multi-bit communication link. Tapered btgfdhave been used on the transmission side,

whereas flip-flop registers have been used at the rage@rid.

For proper latching of the data bit, the following delay t@nst must be satisfied

O S Twirei S TCLK - T (6.18)

setup?

The probability of correct data transmission can,dfwee, be expressed as follows

q=Pr(0<T,, i <Tcxk—T (6.19)

wire setupi)

SinceT,, . i, Teixk and T i are random variables, therefobe=T, . i+ T +

wire setup wire setupt

(=Terk) will also be a random variable with @d.f P(8) = P(T\,;et) * P(Tyopyyi) *
P(—T¢x), where (*) is the convolution operator. If the flipfiis used in the receiving
register are of large size, the timing distributiontbé setup time will be Normal.
Similarly, due to sufficiently large size of the optimepeaters (see Table A.4), the delay
distribution of the repeaters will also be normal.s®lthe delay distribution of
interconnects under variability is assumed to be NorntenT

Us = Hwire T Usetup — HcLk (620)

2 _ 2 2 2
05 = Owire + O-setup + OcLk (621)

and the probability of correct data transmission iggilby the error function [20]
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1 s
=3 + erf <0_5) (6.22)

where

erf(x) = exp (— —)dt (6.23)

=
The probability of failure for one data bit transmittécbugh the interconnect is given by
POFsingle =1-q (624)

In a multi-bit link consisting ofV channel lines, if the signal timing does not meet the
target value in one or more lines, the communicationféii&. So the probability of failure

in such a link is given by
POqultiple =1- qN (625)

As we have seen that the magnitude of the delay vatjabiio depends upon the channel
configuration (width, spacing), this will directly impathe link failure probability;
otherwise the operating frequency of the link will hagebe reduced. The maximum
frequency at which a link can operate depends upon the aleilatyerconnects. Tables A.6
gives the delay and A.7 gives the standard deviationeodskociated delay variability as a
function of the interconnect width and spacing. At treereéng end of the channel, flip-
flop registers have been used having setup tigg,,, = 12.1ps and gseyp = 0.15ps.
The probability of failure (PoF) has been calculatedgusimuation (6.24) at 5% below the
maximum possible frequency of the link with a particularngetical configuration and
results are given in Table A.16. The results showRbat is highest for S=1X and W=1X
due to large variability in this configuration and decreasdh tie increase of width
and/or spacing. The operating frequency of the link ABnd depends on the delay and
delay variability as shown in Figure 6.33.

As the channel width increases, theF increases and is governed by equation (6.25). In
an area constrained channel, theF is given in Table A.17 using equation (6.25) while
considering the possible number of lines in the given drea.results show thaoF is
extremely large for the wider links. Therefore, while oyting a channel for any of the
parameters, théoF should also be considered in the figure of merit. Otlserwthe
channel speed and hence performance frequency will nandie This is obviously
undesirable for high performance designs.
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Figure 6.33: Probability of link failure as a functionopferating frequency.
6.9. Channel Serialization

The channel width (bit-width) determines the size of ghgsical transfer uni(phit) or
vice versa. The data packet is accordingly divided intallsmunits and transmitted
through the on-chip communication network. If the bit-widfha processing unit (PU) is
larger than the phit size of the channel, some sosenélization will be required by the
factor of:

I/0 bitwidth

Degree of Serialization =
g f phit size

The throughput is the average rate of successful datsnrsgion over a communication
channel. The throughput is usually less than the bandwidth;hwikidhe maximum
capacity of a channel. In a throughput centric design,haanel can be designed in such a
way that the desired throughput requirements can be achagwgdimum power and area
consumption. In this section, we will investigate th&af of channel serialization on

throughput, area and power consumption.
6.9.1 Concept

The power dissipation in a repeater-interconnect sygejiven by

PRep—Int = Pswitching + Pshort—circuit + Pleakage (626)
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The switching power is the most dominant component ofepalissipation and strongly
depends on the interconnect capacitance (along witkizbeand input/output capacitances
of the driver) and is governed by the following expression

Pswitching—wr = L(Cs + ZCC)Vddeclk X Nlines (627)

Pswitching—rep = (0{ (S(Cp + Co) + l(cs + ZCC)) dedfclk) X kopt X Nlines (628)
where

Pgitching—wr= SWitching power of the bus without repeaters,

Pgwitching-rep= SWitching power of the bus with repeaters,

c,= Input capacitance of the repeater,

¢, = output parasitic capacitance of the repeater,

c,= self capacitance per unit length of the interconnect,

c.= coupling capacitance per unit length of the interconnect,

[= interconnect length between repeaters,

L= total interconnect length,

k,p,e=number of optimal repeaters per unit length,

a=switching activity,

fax=clock frequency,

Njines= Number of lines in the bus.

Equations (6.27) & (6.28) dictate that in order to reduce busepothe coupling
capacitance (principal component of the bus capacitasioelild be reduced. This is
possible by increasing the spacing between interconnect®oahd bit-width will have to
reduce in area-constrained design. This motivates to use [8dks.

6.9.2 Channel Structure

The conceptual diagram of a serial data channel is givéigure 6.34. Multi-bit parallel
data (having U-bits) from the computational unit (or aeoih NoC) is transformed into
the serial data (having V-bits) using a special unit calted Serializer. The degree of
serialization is defined as= U/V. The serial data moves through interconnects which are
widely spaced as compared to the parallel case. The dat@abefore entering the receiver
is converted back into U-bits of parallel data through aiapenit called De-serializer. In
this way, the serializer and de-serializer provide aerface between the computational
units and the link. The serializer is based on a chainulfiptexers in conjunction with
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flip-flops as shown in Figure 6.35. A more intelligentigkzer and deserializer (SerDes) is

shown in Figure 6.36.
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Figure 6.34: Structure of a semi-serial communicati@nokl.
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Figure 6.35: Conventional shift-register type SerDes.
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Figure 6.36: Wave front train Serializer and Deseréal[j238].

The throughput of the parallel linkT,,,) and serial link(Ts.,) can be calculated as
follows

Toar = foar X AV (6.29)

Tser = foer XV (6.30)
To obtain the same throughput from the serial link asahtte parallel link

fser = Afpar (6.31)
Therefore the serial bus will have to operatemes faster than the parallel bus.

The total power dissipation in a parallel and serial lsngiven by

Ppar—link = Pdrivers + Prep (632)
Pser—link = Pdrivers + Prep + PSerDes (632)

Note that the power dissipation in parallel links doesimdtide the power dissipation in

the SerDes (Serializer-Deserializer). The powerighs®n in the repeaters, drivers and

SerDes is mainly due to the switching and leakage powershidw-circuit power has a

relatively less contribution in the total power during bperation and therefore can be

neglected.

Using equation (6.28), the switching power dissipation in aatepénserted parallel link is
given by

Pswitching—par = (0{ (S(Cp + Co) + l(cs—par + 2Cc—par)) dedf;)ar) X kopt xU (6-33)
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Pswitching—ser = (0[ (S(Cp + Co) + l(cs—ser + zcc—ser)) dedfser) X kopt XV

(6.34)

Equation (6.33) and (6.34) show that the switching power sdrel bus is less than the

parallel bus by a factdic._par/Cc—ser)-

6.9.3 Experimental Results

The performance of the parallel and serial buses @mnett in widthIW, for the same

throughput has been calculated and results are giverbla 2. The results show that for
A =2, (W=Whin, S=3S%iin) the power dissipation decreases by 55.21% and 47.05% for the

bus with and without repeaters respectively. Excludingatiea of SerDes, the area of the

serial bus is 34.57% and 33.21% less than the area of ttesponding parallel buses.

Although interconnect spacing is a weak function of dedaability, the serial bus has

less variability effects as compared to the parallsl Bimilarly, a serial bus will also be

less vulnerable to the crosstalk effects due to incdeaderconnect spacing. Additional

advantages of serial links are the minimization of sketwben different lines of the link

due to the reduced number of wires. The operational dudypairallel link is less than a

serial link and therefore leakage power becomes a signifjgortion of the total power in

parallel links. Again, a serial bus reduces leakage power.

Table 6.3: Performance of a parallel and a seriabbdegree 2 for the same throughput

Parameters Parallel Bus Serial bus of degree 2
Without With Without With
Repeaters Repeaters Repeaters Repeaters
Interconnect Width Snin 1Sin 1Sin 1Sin
Interconnect Spacin@um) 1Sin 1Sin 3Simin 3Simin
Number of Interconnects 128 128 64 64
Throughput (Gbl/s) 66.23 154.8 66.23 154.8
Frequency (GHz) 0.5174 1.2093 1.0349 2.4194
Power Dissipation (Watt) 0.008499 0.014289 0.0045 0.006
Area (mnd) 0.02511 0.05229 0.01677 0.03421
Delay Variability (%) 18.16 14.35 10.13 7.39

4

By considering all possible geometrical configurations eflibs (space spanned by W and

S), we can explore different possibilities which caredest performance for a particular

parameter and accordingly the serialization degree beagscertained. The extreme case

of serialization is the conversion of a multi-bit litdk a single wire link. For instance, a

serialization degree of 1, 1.5, 2.0, ...,4.5 can be obtaiileer dy increasing interconnect
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spacing from 1% to 8Snn (keeping width constant at M) or by increasing the width

from 1Whin to 8Whin (keeping spacing constant atip Now if we want to operate the link
at a bandwidth of 87.9 Gb/s, the channel performanceeitvib cases will be different as
shown in Figure 6. 37. The results show that the sbualusing wide interconnects is
efficient in terms of signal speed and delay variabdmg inefficient in terms of power and
area, as compared to the bus with widely spaced inteects1 Also observe the reduction
in bandwidth capacity in the two cases. Therefore, depgngion the metrics of interest

and constraints, the channel configuration for seriainacan be selected.
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Figure 6.37: Different performance metrics for a buswiifferent serialization ratios (1, 1.5, 2.0..., 4.5
corresponding to S= 13 to 8Sun, or W= 1W,;, to 8Wyin), (@) by increasing spacing and keeping width
constant, (b) by increasing width and keeping spaaingtant.

6.10 Link Utilization and Power Dissipation

As we have already seen that leakage power is inogeaggnificantly with technology

scaling, especially in the circuits where the activityel is low. In a SoC and NoC,
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different link types with various utilization rates aseed which can be as low as few
percent [121]. It has been reported that average actiwg/ & microprocessor nets is

4.5% [123], however some links may operate at higher utdizatites approaching 100%.

In order to investigate the impact of link utilization the total power consumption, we
have considered two types of links (S=Smin, W=Wmin andn8sSW=5Wmin) and
contribution of leakage power in the total power disgypathas been measured
corresponding to different link utilization rates. Theutesssare shown in Figure 6.38. It can
be seen that contribution of the leakage power indted power dissipation increases as
the link utilization rates reduce. The leakage power besahre dominant source of power
dissipation at very low link utilization rates.
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Figure 6.38: Leakage power normalized with the total poaredifferent link utilization rates.
NoC links are designed to operate at low utilizatioesdh order to meet the stringent
requirements for latency. Moreover the links with leigbandwidth capacity are used to
reduce packet collisions [146]. For such designs, leakage pomagrbecome a critical

design parameter and therefore, a careful consideratialt the performance parameters
will help to achieve better optimization.

6.11 Summary

In this chapter we have discussed the performance ofbihdittks under the impact of
variability. We started with the modelling of intercexts in DSM region and then

simulation results for the delay and power measureimave been presented. From these
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results several plots for the delay, delay variabiligndwidth and power dissipation have
been presented. A figure of merit has been introducedhfroptimization of channel
performance under delay, power, area, and variabilitystcaints. Then the failure of
channels under variability has been discussed. In theitemals been shown that channel
serialization is an attractive approach for poweraared variability efficient designs for
throughput centric systems. Moreover, it has been ddanaved that leakage power
becomes an important component of power dissipationtHerlinks operating at low
activity levels. Therefore, this consideration may also very beneficial for power-

efficient link designs.
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Chapter 7

Crosstalk in Coupled Interconnects

7.1 Introduction

Coupling capacitances have increased due to reduced interspadifegger aspect ratios
of wires in progressive DSM technologies. The technokxting results in the increased
dominance of coupling capacitance and it can be as higB0%s of the total wire

capacitance [139].

The technology scaling has also pushed the signal freqseacibe gigahertz region and
at such high speeds the transmission line effects suctoastalk, distortion and reflection
are becoming evident. Crosstalk represents the situatioenva neighbouring wire
unintentionally affects the performance of anotherewtinrough electromagnetic field
interaction. It occurs due to coupling between the neighbguwvires and can be classified
into functional noise and delay noiseunctional noise refers to a fluctuation in the signa
state of a quiet wire (non-switching) due to switching inrtgghbouring wire. This noise
produces a glitch that may propagate through the intercotmebe dynamic node or a
latch and may tend to change the signal state. Exeessise will change the signal state
and will result in circuit malfunction depending on theise margin available. Crosstalk
can also cause variation in the delay of signals depgrah the phases of the aggressor
and victim line signals. On a chip, an interconnect mayehmultiple couplings with
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neighbouring wires and simultaneous switching on theseswwill effect propagation
delays, thereby resulting in delay variations [55], ref¢rto as delay noise. The delay
noise (variations) may result in timing failures. Theagletoise is contributing a significant
fraction of the circuit delay [140]. Therefore, cro$isiffects need serious considerations
during the design process, otherwise, the system wittrstrtbm performance degradation

or even system failure.

In actual circuits there are equal chances that theakigansitions on the victim and
aggressor lines appear simultaneously or with some skiemarly, process variations in
the circuits are translated into delay variations lteguin the introduction of skew at the
input of aggressor and victim drivers. It has been obseheatdthe amount of the delay
noise on the victim line depends on the victim-aggresisew [140]. This will cause delay
variability at the receiver. Under these situationsnaiglelay noise and crosstalk are
seriously affecting the performance of high performashesigns. Accurate estimation of
these effects is necessary for the design of high meafoce systems otherwise the
designers will have to go through the extra designtitara which are computationally and

time wise expensive [28].

In the past, many researchers have published crosstaltssnmodels and algorithms
[28]-[30], [141] but all of them either require numericathniques to solve them or do not
give sufficient insight into the underlying crosstalk efeon signal responses. Therefore,
we present closed form expressions that give accurateges!for the aggressor and victim
lines in time domain, as a function of wire length, doeswitching transitions on them.
Extension to this work is continued to derive analytegressions in order to determine

the conditions that gives maximum crosstalk effects utidemmpact of variability.
7.2 Coupled RC Transmission Lines

Consider a coupled RC transmission line consisting ofsigieal conductors and a ground
line with distributed RC parameters amongst them. A lumgdedhent representation is
shown in Figure 7.1, where the capacitangec() are the self and coupling capacitance
(per unit length), and the resistance R is the serigstarse per unit length for each line.
We are interested in determining the transient behafidhe system when the lines are
driven by a unit step input at the source (x=0), correspgniira high/low or low/high
transition in any combination. In real digital systertnansition of the line drivers do not
occur concurrently, but rather the transitions are miytdalayed by a short tim&, called

the skew of the lines. The skew is not maintained temhshroughout the line, but rather it
143



Chapter 7 Crosstalk in Couplecehabnnects

is increased or decreased depending on specific condifitlesaim of this study is to
determine those conditions and to quantify the amoummas$ive skew amplification or
reduction in such a system (defined as the ratio bettheemput and output skew). As a
first step towards this objective, an accurate crosstaldel has been developed that can
be used to determine those conditions. Here we witl 8k derivation and present only
the final results of this model developed by F. Rodriguez [142].

V,0.9)

I T I 1

Figure 7.1: Coupled RC transmission line model with ithisted RC parameters.

\\}—i

7.2.1 Voltage Representation

The voltage on the victim line as a function of theeioonnect length and time is given

below for up-up and up-down transitions

(wy (x, t) + w,(x, t)
[w; (x, t) —w,(x, t)

] +%H(t—5) [Wl(x,t—5) —wy(x, t —6)

1
Vuu(x: t) = Eﬂ(t) Wl(x,t . 5) n Wz(x,t _ 5) (71)

1 [ wy (2 t) + wy(x,t)
Vud(x' t) - Eﬂ(t) |2 + Wl(X, t) - Wz(x: t)]

_lﬂ(t _ 6) [Wl(xlt - 5) _Wz(x,t — 5)]
2

wy(x,t—8) +wy(x,t —9) (7.2)

and describe the signals in the wires due to a skewed inptiteNhe response is formed
by two functions which act at different times. Whea iput to the aggressor line is turned
on att = 0, a transitory waveformw, (x,t) —w,(x,t) is induced in the victim line.
Similarly, the switching in the victim line induces a tramsiresponse in the aggressor line
whose magnitude ibv, (x,t) — w,(x,t)|, when it is switched at= 6. In both cases, the

steady state solution is started in each line whesoitesponding input switches.
w; andw, used in expression (7.1) and (7.2) can be calculatedddotlowing two cases:
7.2.1.1 Finite Line with Open end

For the finite line with open end, the vecteiis given by
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4 i _aizt
w, = u(t) 1—;2@3 )

=1

sin aix> (7.3)

wherea; = (2i — 1)7! anda; = w(2i — 1)/2L.

The eigenvaluei (used in (7.3)) are given below in the form of a columcter

A= [R(CfisZCC] (74)

7.2.1.2 Finite Line with Capacitive Load

Similarly, the vectomw for finite lines with capacitive loads connected at tlitput is
given by

a;’t

we=1- z A;e A sina;x (7.5)
i=1

The coefficients of the series are given below

PR C SR ) 76
ISR (7:6)

where the parametér= A/C; and is related ta through the following equation
o tan(x L) = € (7.7)

There are an infinite number of such roots from whiclowg need to choose the positive

ones as the proposed solution is an even function. Tiedmaty of the tangent function

implies that the i-th root is within"(iL;U< a; <%L_1) for i>1 and so numerical

solutions can be easily found by the bisection method.

7.2.2 Model Validation

For the validation of the proposed model, we considerinvicind aggressor line
configuration of Figure 7.1. The interconnects of length 1from 25 nm technology
generation have been used havihg: 867.6Q,C, = 22.3 pF,C. = 88.8 pF. The victim
and aggressor lines are excited by the step inputs andytied sn the victim line appears
0.1 nsec later than the signal on the aggressor line.rdsponse of the system using our
model for the finite line with open end is shown in Figu&ahd 7.3 for the up / up and up
/ down transitions respectively. HSPICE simulatiosufes are also shown in the same
figures. The curves clearly show that the model acdyratatches with the simulation

results and confirms its validity.
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Figure 7.2: Typical responses of aggressor and victim dineag up/up transitions for finite lines with open
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Figure 7.3: Typical responses of aggressor and victim dnesg up/down transitions for finite lines with
open ends.

Similarly, the response of the model for finite lineghwcapacitive loads is plotted in
Figure 7.4 and 7.5 for the up / up and up / down transitionsectasely. Again the
responses accurately match the simulation resulisrsa@ng with the model curves.
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Figure 7.4: Typical responses of aggressor and victim bhemg up/up transitions for finite lines with

capacitive loads.
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Figure 7.5: Typical responses of aggressor and victim dmesg up/down transitions for finite lines with

capacitive loads.
7.3 Skew Amplification under Variability

As mentioned before, the skew amplification is defias the ratio between the input and
output skew. The analytical model and the plots shawttie arrival time of the signals at
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the output of the victim line depends on the input skew.arheal time will be maximized
(or minimized) when the skew in its driver occurs atgame time at which the aggressor
line has managed to couple the maximum amount of enatgythe victim. Under this
condition, the input skew is amplified at the far endtld interconnect. Now, in a
particular circuit configuration, if the signal tramsits in the aggressor and victim lines
always occur such that this condition is satisfied thenstant skew will be observed at
the output of the channel. However, in the presenceanébility, the output skew (and
hence the skew amplification) will be in the formaoprobability distribution. Therefore,
under this condition, the uncertainty in the arrivaddiwill also be amplified. As stated
before, analytical expressions are being developed tondatethe conditions and also to

guantify the effects. In order to emphasise its sigmfieaa case study is given below.

We consider three coupled interconnects such that thenvioe is surrounded by two
aggressor lines. The resistance, self capacitance aoglingp capacitance of the
interconnect lines are taken to be 92.22 ohms/mm, 126.99 fF/ntM3@.26 fF/mm
respectively. The supply voltage is taken to be 1.15V. Theegyresponse can either be
measured using our proposed model or using simulations. Heresad Monte Carlo
simulation method to incorporate the variability effedtve assume that due to variability
the arrival time of the signals at the input of thetimicline driver follows a normal
distribution with standard deviation equal to 3ps. The gsystsponse has been measured
corresponding to different values of input skew (taken agitttee between the aggressor
switching and mean of the arrival time distribution five victim line). The delay
measurements have been taken between the input and outptie ofictim line
corresponding to 95% of the voltage levels. The restdtsiaown in Table 7.1.

The victim delay has been measured in the absence alk Xetr reference and is about
81.34ps. Then an input signal is applied on the victim link wmput skew=0 and standard
deviation of the input delay=3ps. In order to simulateithphase X-talk situation, both

aggressors were allowed to switch simultaneously ingphath the victim line. It has been
observed that the mean delay reduces to 72.25ps due tos@-phasstalk. However,

variability of 3ps in the input signal is amplified by 20.83%4lae variability in the output

signal increases to 3.625ps. However, the amplificatiaime delay variability reduces as
the input skew is either increased or decreased fronmetioevalue.

Similar experiments were repeated to measure the effedelay variability due to out-of-
phase crosstalk. It may be noted that the input delagbiity is amplified as the input
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skew increases from negative values. The negative valueffiset shows the situation
when the aggressor switches prior to the victim switchingadplification of input delay
variability up to 43.46% has been observed with input ske80ps$.

Table 7.1: Monte Carlo simulation results for studying #ffect of input signal variability on skew

amplification.
No X-
talk In-Phase X-Talk Out of phase X-talk.
Mean Input Mean Mean
delay Skew delay Increasec % age delay | Increasec % age
(ps) (ps) (ps) stdev(ps) | increase (ps) stdev(ps) | increase
81.34 60 105.9 1.304 43.46
81.34 50 63.78 0.863 28.76 101.48 1.216 40.53
81.34 40 65.513 0.844 28.13 98.21 1.019 33.96
81.34 30 68.17 0.470 15.66 95.4 0.696 23.20
81.34 20 69.07 0.227 7.56 93.15 0.572 19.06
81.34 10 70.26 0.483 16.10 91.14 0.606 20.20
81.34 0 72.24 0.625 20.83 89.09 0.543 18.10
81.34 -10 70.26 0.480 16.00 87.27 0.44 14.66
81.34 -20 76.32 0.460 15.33 85.82 0.375 12.50
81.34 -30 77.722 0.316 10.53 84.71 0.284 9.46
81.34 -40 78.744 0.254 8.466 83.82 0.217 7.23
81.34 -50 79.46 0.184 6.133 83.07 0.173 5.70
7.4 Summary

In this chapter we have presented a crosstalk modetahabe used to accurately describe
the signals in the aggressor and victim lines under @l&sstfects due to RC coupling.
Then we have shown that under crosstalk conditiorsdéiay variability in the arrival
times of the signals is also amplified and can resuiicreased failure rates.
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Chapter 8

Conclusions and Future Work

8.1 Conclusions

Since variability is a major constraint in the desigstate of the art systems, especially in
deep sub-micron technologies, and technology scalingéwesed communication to slow
relative to computation. Future designs will require tohamce the on-chip
communications while tolerating the inherent variabilitggant in the system. Regardless
of the communication architecture employed, this studyshasvn that variability in the
communication infrastructures can compromise the alilityneet the designed targets,
unless due attention to it is given during the design phagmrticular, we have critically
examined the effect of device variability due to RDF oa performance of the basic
elements of on-chip communication structures, suchpesed buffer drivers with different
tapering factor, repeaters of different sizes, and ditage registers (FFs). FO4 delay
measurements have also been taken, as representétireel@gic circuitry and results can
be used as a performance benchmark. The study revealdiiRatas significant impact
on the performance of communication structures and gegformance deteriorates very

significantly with technology scaling from 25 to 13 nm.

A simple design methodology, scaling up of circuitshie ¢ritical paths can be employed
to minimize the effects of device variability, in partan since we have shown that this
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trade-off is not linear and a small increase in the repeate can give substantial benefits
towards performance. In a real system, however, tinepand area penalties due to this
passive technique of circuit scaling should be compared wighaative countermeasure

techniques which can be used to mitigate the delay variability

Although NoC is more robust against on-chip communicatdaré than simpler designs,
we note that such occurrences have increased hyper-lif@adywill continue to do so)
due to device variability. In order to evaluate the perfoneant a typical point-to-point
link, we have derived analytical models to predict link failprebability (LFP) using the
characterization data of the individual on-chip commumoatlements. The results show
that link failure probability increases significantly ithe increase of device variability
and is a limiting factor in the maximum operating frequenicg synchronous link.

It has also been observed that the timing distributefrdifferent communication circuits
are non-Gaussian, especially for smaller geometrieshslve extended the study of these
distributions on flip-flops and flip-flop based pipelinedcaits. The simulation data shows
that the timing distributions of FFs are positively skéWexcept for the hold time, which
is negatively skewed) and present nonzero higher momsuat, as Kurtosis, which
increase as the technology scales. The accurate Bstimathe shape of the distributions,
especially in the tail sections, is of great importafurelarge circuit designs, to improve
performance and reliability in the presence of varigbiliThe use of Gaussian
approximation is common in SSTA (mainly because the ssacg SSTA operations are
known and easy to compute). However, as this work shihesreal distributions of the
timing parameters deviate significantly from normalitythe region of interest (the tail of
the distribution) and hence will ultimately produce maate results. The use of the skew-
normal distribution is an interesting alternative,wewer, it lacks enough degrees of
freedom to fit the fourth moment of the distributidiurthermore, it has been argued that
the skewed distributions of arrival times are not re@néed accurately by it. Pearson and
Johnson systems have enough degrees of freedom and catepaoxery good fit to the
timing distributions of FFs as shown in this thesig] émerefore their use during SSTA
will provide improved results and significantly reduce thebpitwlity of yield loss.
However, for this approach to be fully successful,sitrequired that different SSTA
operations (e.g., SUM, MIN, or MAX) be analyticallyrfoulated for Pearson and Johnson
systems, to allow efficient analysis.
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The implications of skewed timing distributions on SSTiAppelined circuits have also
been discussed in this thesis. Due to skew in the timstghaitions of FFs, the pipeline
segment delay distributions are positively skewed abbetmean and the degree of
skewness increases with technology scaling. Thereforthis situation determining the
slowest pipeline segment (which determines the operatieguéncy of the pipeline)
during SSTA using Clark’s approximation is not a good choice atidgwie wrong
results, which will result in yield loss. Again, the skearmal distribution is not a very
ideal choice for approximating the timing distributionshighly scaled device, especially
where the device count on a chip has jumped to seveiliahbilbf devices. This is because
a small deviation of the approximation from the actusdite will produce significant yield
loss.

Power dissipation is an important design metric whigygk critical role in the design of
on-chip communication architectures. The impact of teldgyo scaling on power
dissipation of buffers has been investigated in thisish&@he results show that the relative
proportion of different components of power dissipat®changing and leakage power is
emerging as a serious problem in the design of high perfmerand power optimal chips.
Therefore, design methodologies should consider individe@hponents of power
dissipation along with the total power. Wider point-twrp links which are preferred for
better latency, will consume more power due to highakdge currents at low activity

levels.

The variability in the devices which is affecting the delhgracteristics is also effecting the
distribution of power dissipation. Since there is aneige correlation between delay
performance and leakage power, a significant asymmetyalsa been observed in the
distribution of leakage power. This in turn, will badlyeat the yield in addition to delay
variability. Therefore, it will be more advantageousaasider power variability along with
delay variability while making different circuit optinaiions. Active countermeasures, such

as the use of sleep transistors, could be a possibleosodgainst leakage power.

In this thesis we emphasize that due to variability, groand area optimal repeater
insertion methodologies should also consider variabilityeir optimization methodology.
Analytical models for area, power, performance and gmtibaof link failure have been
presented in terms of the size of the repeaters aadrgpeater segment length. It has been
found that beyond a certain reduction in the size ofepeaters, the delay variability may

exceed acceptable limits while still satisfying other t@msts. For instance, with only 4%
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of performance loss due to the use of smaller repeatiensst 30% of power and 40% of
area savings can be achieved; however timing certaintgdisced by 24%. Therefore,
while optimizing area, power and performance of on-chip comeation links, delay (and

power) variability should also be included in the figurenadrit; performance and area

alone are no longer a suitable metric.

The performance of multi-bit parallel links under the aoipof variability has also been
discussed in this thesis. Based on the simulation dptemum channel configuration for
maximum bandwidth has been determined under area and pon&raints. It has been
found that delay variability also depends on the channelgroation (interconnect width
and spacing) and so it determines the link operating frequandythe link failure
probability. Moreover, the link failure probability alsncreases under variability as the
number of lines in the channel increases. We have alspared the performance of
parallel and semi-serial (serial) links for a particuthroughput under some area
constraint. This thesis proposes the use of semi-dekal for power efficient and fault
tolerant links; these also have the additional benéfess vulnerability to crosstalk effects
due to larger interconnect spacing. Moreover, it has ladem shown that leakage power
becomes an important component of power dissipationtHerlinks operating at low
activity level and therefore this aspect needs to beidenesl in the link optimization
methodology.

In DSM technologies, the effects of crosstalk canretaboided and crosstalk severely
affects the performance of data links. Analytical medelve been presented in this thesis
that can be used for accurate analysis of crosstaktgfie RC coupled interconnects. The
simulation results confirm their validity for diffent channel configurations. The models
are computationally efficient, more accurate and givect outputs in the time domain.
These models can be very effective for the desigvaability tolerant links. This work
also shows that crosstalk increases the input skevelhssvwskew variability.
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8.2 Future Work

Although the research work that was undertaken in thenbigj is extensive for this
thesis, there are still several dimensions in which tegearch can be extended. The

suggested areas for future work are as follows:

» The variability effects due to other sources can aésadnsidered to evaluate the
performance of on-chip communication architectures in D&gibn.

* Using the characterization data of communication strustanel applying methods
proposed in this thesis, variability tolerant networketwp can be designed along
with its performance evaluation with different netwawpologies.

« Complete set of statistical analysis tools can besldped that could work with
skewed distributions of Pearson and Johnson system$idoadcurate statistical
static timing analysis (SSTA) in deep submicron technemgi

* It would be an interesting area of research to deviseea@ault tolerant techniques
that could effectively minimize the communication esragainst increased level of
variability in DSM circuits. Similarly, there is a @@ to develop circuit level
techniques which could reduce leakage power, being a signiicamponent of

power dissipation in future technologies.
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Appendix A

The following tables are related to Chapter 6

Table A.1: Mean delay (in picoseconds) of interconngeithout repeaters) in the channel bus of 13nm for
different geometrical configurations under variabilitys€d.. The columns of the table show the interconnect
spacing and the rows show the width.

SW | 1X 2X 3X 4X 5X 6X X 8X 9X 10X

1X 180.7| 121.4 107.4 1021 99.53 97/95 9701 96.46 95.98 95.59
2X 97.51| 67.25 60.27 576 56.29 5552 5508 54.66 54.49 5%4.24
3X 69.81| 49.32 4457 4279 41.93 4141 41.08 40.86 40.7 40.53
4X 55.92| 40.36 36.75 35.38 34.72 34,33 3408 3393 33.79 B83.69
5X 47.59| 3495 32.05 30.96 3014 30,09 2989 29.73 29.67 29.58
6X 42.08| 31.39 2895 28.00 27.53 2727 27.09 26.97 26.9 26.84
X 38.11| 28.84 26.66 25.87 2547 2524 2513 25.03 24.93 24.87
8X 35.15| 26.92 25.02 2431 23.96 2372 23.6 2355 2B.45 23.4
9X 32.82| 25.41 2371 23.05 22.Y5 22/58 2248 22.39 22.33 22.26
10X 30.97| 2423 22.68 22.08 21.79 2163 2151 21.46 21.4 21.36

Table A.2: The standard deviation (in picoseconds) efddlay of interconnects (without repeaters) in the
channel bus of 13nm for different geometrical configuratiander variability Case 1.

SW | 1X 2X 3X 4X 5X 6X X 8X 9X 10X

1X 10.94| 595 514 498 4.84 479 478 474 472 4.72
2X 427 193 188 179 178 179 1y8 177 179 1.77
3X 265 128 1279 128 129 128 1p8 125 128 1.24
4X 203| 105 108 108 109 111 110 1/08 110 1.09
5X 167 096/ 100 100 102 1.03 1.2 1,00 102 1.00
6X 147 090] 093 098 096 095 0p5 094 096 0.95
X 1.29] 087 089 091 093 092 0.p2 091 091 091
8X 122 085 087 088 089 087 09 0/89 (0.88 (.88
9X 1.11) 083 084 08 087 087 07 088 0.85 (.86
10X 1.05| 0.81] 083 084 08 084 05 085 0.85 (.85

Table A.3: Delay variability (%) of interconnects (adut repeaters) in the channel bus of 13nm for different
geometrical configurations under variability Case 1.

SW | 1IX 2X 3X 4X 5X 6X X 8X 9X 10X

1X 18.16 1470 14.3% 1465 14.%9 1467 1478 1474 1475 14.81
2X 13.12| 8.632 9.219 9.322 95 9.686 9168 9./18 9(837 9.776
3X 11.4 7.81] 8554 8955 9.199 9.2/6 9.328 911 0.42 9.202
4X 10.89| 7.793 8.826 9.154 9436 9.71 9.657 9)536 9.747 9.717
5X 10.51| 8.241 931y 9.736 10.08 1022 10.26 10.1 10.27 10.17
6X 10.46| 8.587 9.671 9.989 10.47 1049 1056 10.47 10.67 10.64
7X 10.19| 9.024 10.05 10.54 10.95 1089 11,03 10.88 10.94 11.02
8X 10.38| 9.453 1045 10.85 11.13 10/98 11.3 11.31 11.29 11.33
9X 10.14| 9.847 1068 11.08 1146 115 11,58 11.76 1148 11.54
10X | 10.13 1 9.974 | 11.01 | 11.47 | 11.71 | 11.7 | 11.91 | 11.84 | 11.93 | 11.87
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Table A.4: The size of the repeaters for different oaenect dimensions (width and spacing) for a 13 nm

bus under worst crosstalk. The repeater sizes haverbeeded-off.

SW | 1IX 2X 3X 4X 5X 6X X 8X 9X 10X

1X 266 199 172 157 148 141 13p 133 130 1p8
2X 384 | 289 252 231 218 209 20B 198 194 192
3X 479 364 319 294 278 267 260 254 250 247
4X 563 | 431 379| 351 333 321 313 306 302 2P8
5X 640 | 494 | 436| 405 384 373 368 356 351 347
6X 713 553 491 | 458 436 422 41p 405 399 3P5
X 783 611 545 508 4864 471 460 452 446 442
8X 850 667 597 558 539 519 508 499 493 488
9X 916 722 648 608 583 566 554 546 539 534
10X 980 776 698 656 63(Q 613 60[L 592 585 579

Table A.5: The number repeaters per unit length reduior different interconnect dimensions (width and

spacing) for a 13 nm bus under worst crosstalk. The nurhbgesbeen rounded-off.

SW | 1IX 2X 3X 4X 5X 6X X 8X 9X 10X
1X 30 23 20 18 17 17 16 16 15
2X 22 16 14 13 13 12 12 12 12
3X 18 14 12 11 11 10 10 10 10
4X 16 12 11 10 10
5X 15 11 10
6X 13 11 10
X 13 10 9
8X 12 10 9
9X 12 9 8
10X 11 9 8

ra.1
a4
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Table A.6: Mean delay (in picoseconds) of interconnestth (repeaters) in the channel bus of 13nm for

different geometrical configurations under variabilitys€4..

SW | 1IX 2X 3X 4X 5X 6X X 8X 9X 10X

1X 70.57| 52.95 4598 42.08 39.65 37/99 36.83 3597 {353 34.77
2X 50.91| 38.49 33.6% 30.99 29.831 28/18 27.39 26.77 26.33 25.97
3X 42.37| 32.31] 28.4 26.2/ 24.94 2405 2341 2293 2258 2228
4X 37.38| 28.73 25.39 23597 22.44 2168 21.14 20.74 20.44 |20.2
5X 34.03| 26.34 23.39 21.79 20.79 20413 19.65 19.3 19.04 18.83
6X 31.62| 24.63 21.9¢ 20.52 19.62 19)02 18.6 1829 18.05 17.87
X 29.76| 23.327 20.87 19.55 18.Y4 18J)19 17.81 17.53 17.31 17.14
8X 28.31| 22.3 20.02 18.81 18.05 1754 1719 16.94 16.73 16.58
9X 27.09| 21.46 19.34 1819 17/5 1703 16,71 16.46 16.28 16.12
10X 26.1| 20.77) 18.77 17y 17.04 1.6 1629 16.07 15.89 15.76
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Table A.7: The standard deviation (in picoseconds) ofdélay of interconnects (with repeaters) in the

channel bus.

SW | 1X 2X 3X 4X 5X 6X 7X 8X 9X 10X

1X 2.384| 1.412 1.133 1.011 0.985 0.894 0.874 0)854 0.837 0.829
2X 1.338| 0.581] 0.44%5 0.387 0.363 0.36 0.353 0.354 0/359 0.358
3X 0.998| 0.39] 0.289 0.258 0.2%4 0.266 0(26 0.p61 0,272 |0.27
4X 0.851| 0.317 0.233 0.217 0.22 0.2p9 0.237 0pR42 D.25 0.256
5X 0.747| 0.278 0.213 0.205 0.216 0.225 0.234 0J238 0.248 0.251
6X 0.687| 0.256 0.207 0.201 0.214 0.222 0.233 0J238 0.249 0.253
7X 0.624| 0.244 0.201 0.205 0.22 0.2P6 0.237 042 0.248 (.256
8X 0.594| 0.234 0.205 0.208 0.219 0.225 0.239 0246 0(.251 0.257
9X 0.552| 0.235 0.208 0.208 0.223 0.233 0.242 0J252 0.251 0.258
10X | 0.523| 0.228 0.206 0.215 0.227 0.234 0.247 04251 0Q.258 (.262

Table A.8: Delay variability (%) of interconnects (witepeaters) in the channel bus of 13nm for different

geometrical configurations under variability Case 1.

SW | 1IX 2X 3X 4X 5X 6X X 8X 9X 10X

1X 10.13| 8.003 7.398 7.208 7.0Yy4 7.062 712 {.12 7{112 |7.15
2X 7.881| 4527 3.964 3.745 3.717 3.828 3.866 3962 4.084 4.133
3X 7.067| 3.619 3.049 2.943 3.051 3.194 3.8334 3408 3.612 3.631
4X 6.829| 3.3l 2.7% 2.768 2.939 3.172 3|36 3.496 3|672 3.805
5X 6.585| 3.163 2.72¢ 2.826 3.117 3.349 3.577 3705 3.913 3.993
6X 6.514| 3.117 2.82]1 2.931 3.276 3.506 3.Y63 3.91 4,134 4.255
X 6.295| 3.134 2.894 3.145 3.517 3.723 3.989 4/135 4.299 4.472
8X 6.297| 3.14§ 3.07 3.319 3.633 3.889 4.172 4361 4,506 4.652
9X 6.11| 3.279) 3.23 3.43p 3.817 4.11 4.344 4.595 4/632 4.798
10X | 6.009| 3.294 3.28%5 3.636 3.997 4.222 454 4692 4,877 4.987

Table A.9: Bandwidth of the individual interconnect linedtijout repeaters) in Gb/s given as a function of

the interconnect width and spacing for 13 nm.

SIW X 2X 3X 4X 5X 6X X 8X 9X 10X

1X ] 0.615| 0.919 1.03% 1.088 1.116 1.134 1.145 1)152 1158 1.162
2X 1.14 | 1.652] 1.844 1929 1.974 2.001 2.017 2033 2039 2.048
3X 1592 2253 2498 2597 265 2.683 2.705 2(72 2.73 2.742
4X | 1.987| 2.753 3.024 3.141 3.2 3.286 3.6 3.275 3|288 3.298
5X | 2.335| 3.179 3.467 3.589 3.6%5 3.092 3.Y18 3737 3.746 B.757
6X |2.641| 3.54| 3.838 3.968 4.036 4.074 4.102 412 413 4.14

7X | 2.916| 3.853 4.168 4.295 4.362 4.402 4.422 44439 4.458 4.468
8X | 3.161| 4.127 4.44 A4.571 4.638 4.683 4.707 4718 4,738 4.748
OX | 3.385| 4.374 4.687 4.82 4.884 4.921 4.943 4963 4975 4.991
10X | 3.588| 4.585 4.9/ 5.032 5.1 5188 5.165 5.178 5]193 §.202
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Table A.10: Bandwidth of the individual interconnect linesliwepeaters) in Gb/s given as a function of the

interconnect width and spacing for 13 nm.

SW | 1IX 2X 3X 4X 5X 6X X 8X 9X 10X

1X 1.574| 2.099 2419 2.641 2.802 2.925 3.017 3)089 3.147 3B.195
2X 2.183| 2.887 3.302 3586 3.79 3.943 4.057 4.15 4{219 4.279
3X 2.622| 3.439 3.912 4229 4.4%4 4.621 4.747 41845 4.922 4.986
4X 2.972| 3.867 4.377 4.714 4951 5125 5.256 5)356 5.437 5.501
5X 3.265| 4.21§ 4.75]1 5.099 5.343 5.921 5.654 5]756 5.835 5.9
6X 3.514| 4511 5.059 5.415 5.663 5.841 5.975 6J076 6.155 6.219
X 3.734| 4.764 5.324 5.682 5.93 6.108 6.238 6,337 6,419 6.482
8X 3.925| 4983 5.549 5908 6.155 6.334 6.464 6.56 6,641 6.703
9X 4.101| 5.179 5.746 6.107 6.3%51 6.524 6.651 6.75 6,826 6.891
10X | 4.257| 5.349 5919 6.278 6.521 6.694 6.822 6/916 6.992 71.052

Table A.11: Total bandwidth (Gb/s) through the bus comstchin channel widtht,, without repeaters in
13nm.

SW | 1IX 2X 3X 4X 5X 6X X 8X 9X 10X

1X 78.70) 78.10 66.28 55.72 47.63 41449 36.65 32.77 29.64 2?7.05
2X 97.62| 106.16 94.7fy 82.62 72.47 64|29 57.60 52.24 47.64 43.87
3X 102.66| 116.26 107.20 95.70 85.46 76/92 69.78 6B.78 58.69 Pp4.41
4X 102.93| 118.83 111.88 101.69 9210 8382 76.76 70.68 65.51 [61.01
5X 101.18| 118.09 112.6p 103.69 95,03 8727 80.55 74.75 69.56 [65.12
6X 98.46| 115.49 111.31 103.56 95.[/6 88|60 82.35 76.80 71.86 [p7.53
X 95.49| 112.17 109.20 102.31 95.p4 88|72 82.76 7[(.53 712.99 [p8.86
8X 92.37| 108.54 106.1y 100.17 93.84 87|98 8254 7(.55 713.30 p9.38
9X 89.38| 104.96 103.12 97.§9 92.10 86|61 81.56 7).07 12.97 ©9.35
10X 86.43| 101.25 99.88 95.24 90.p9 85|10 8(Q.51 76.24 712.43 68.93

Table A.12: Total bandwidth (Gb/s) through the bus constainechannel widthi?,,, with repeaters in
13nm.

SIW X 2X 3X 4X 5X 6X X 8X 9X 10X

1X | 201.5| 179.3] 154.8 1352 1196 10Y.0 96.6 879 §0.6 V4.4

2X |187.0| 1855 169.7Y 1536 1392 126.7 1159 106.7 98.6 D1.6

3X |169.1| 177.5 168.2 1559 1437 1325 1225 113.6 105.8 [99.0
4X | 154.0] 166.9 162.0 1526 1425 132.7 123.8 115.6 108.3 101.8
5X | 141.5| 156.7 154.4 147,3 1389 130.5 1225 115.1 108.4 102.3
6X | 131.0| 147.20 146.7 1413 1344 12y.0 1199 113.3 107.1 1014
7X |122.3| 138.7 139.% 135;3 1295 123.1 116.7 110.7 105.1 1[99.9
8X [114.7| 131.0 132.7 1295 1245 119.0 113.3 107.8 102.7 [97.9
oX |108.3| 124.3 126.4 1240 1198 114.8 109.7 104.8 100.1 [95.7
10X | 102.5| 118.1 120.y 118)8 1152 110.9 106.3 101.8 975 P34
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Table A.13: Power dissipation (mW) at maximum bandwidthtf@ interconnect of 13 nm technology
without repeaters.

SW | 1X 2X 3X 4X 5X 6X X 8X 9X 10X

1X 10.13| 6.29 446 343 2798 284 2/01 177 158 1.43
2X 13.38] 9.33 7.06 56f 4494 407 357 319 287 2.62
3X 14.90| 11.08§ 877 726 6.19 542 4182 434 395 B.63
4X 15.78| 1221 9.9% 843 7.32 6.49 584 530 487 450
5X 16.33| 13.01] 10.84 9.34 823 738 6|69 613 566 pH.26
6X 16.71| 13.5§ 11.52 10.06 8.97 8[12 742 4684 635 pH.93
7X 16.99| 14.03 12.0f 10.66 9.60 8,[/5 804 746 695 .52
8X 17.20| 14.3§ 12.52 11.17 10.13 929 859 8§00 Y.50 [7.06
9X 17.35| 14.6§ 1290 11.1 1059 9/7/6 908 8§49 V.98 |7.54
10X | 17.49| 1492 13.283 11.97 10.99 10j19 952 893 B.42 |7.98

Table A.14: Power dissipation (mW) at maximum bandwidthtHerinterconnect of 13 nm technology with
repeaters.

S/W | 1X 2X 3X 4X 5X 6X 7X 8X 9X 10X

1X 18.55| 950 6.3% 4.7p 381 318 2[/2 239 212 191
2X 18.01| 10.53 754 592 4.89 4417 3/64 323 291 P.65
3X 17.00| 10.70 8.0% 652 5831 49 4724 381 346 B.17
4X 16.13| 10.67 8.3( 6.89 593 5P2 4168 424 3.88 B.58
5X 15.42| 1058 844 714 6.23 555 502 458 422 B.92
6X 14.83| 1047 852 732 647 582 530 487 451 421
7X 14.36| 10.36 858 746 6.5 6.03 553 511 476 446
8X 13.96| 10.24 861 756 6.80 6.21 573 532 498 4.68
9X 13.63| 10.1§ 864 76p 693 686 590 550 517 4.87
10X | 13.35| 10.10 866 7.73 7.04 650 6J05 8567 534 BH.05

Table A.15: Total bandwidth per unit power (Gb/s.mW) congtion for interconnects with repeaters.

SW | 1IX 2X 3X 4X 5X 6X X 8X 9X 10X

1X 10.86| 18.84 24.37 28.38 31.838 33)66 3543 36.83 37.95 $8.85
2X 10.38| 17.64 22.% 2595 28.47 30.37 3183 32.98 3B8.89 34.63
3X 9.947| 16.59 20.89 23.8§9 26.06 2767 28.9 29.85 30.61 31.23
4X 9.545| 15.65 19.51 2214 24.03 2542 26.46 27.27 27.91 28.43
5X 9.176| 14.87] 18.29 20.63 22.29 2349 244 2%11 25.65 |26.1
6X 8.831| 14.06 17.2]1 19.31 20.Y8 21)84 22.64 23.26 23.73 24.11
X 8.513| 13.3§ 16.27 18.15 19.46 2041 2111 21.65 22.08 22.42
8X 8.216| 12.77 1541 17.12 183 1916 1979 20.26 20.64 20.94
9X 7.942| 12.21] 14.64 162 17.28 18,04 1861 19.04 19.38 19.65
10X | 7.684| 11.69 13.94 1538 16.836 17)05 1757 17.96 18.26 |18.5
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Table A.16: Probability of link failure (in parts perotisand) of the individual lines of the channel under

variability.

SW | 1X 2X 3X 4X 5X 6X 7X 8X 9X 10X

1X |34.29| 8.02| 381 269 206 188 189 181 1|72 1.75
2X 6.92 | 0.06| 0.05f 0.0 0.0% 0.05 0.05 0.p5 005 Q.05
3X 231 | 0.05| 0.05 0.03 00% 0.05 0.05 0.p5 0/05 Q.05
4X 1.34| 0.05| 0.05 0.0 0.05 005 0.05 0.p5 0J05 0.05
5X 0.77 | 0.05| 0.05/ 0.0 0.0% 0.05 0.05 0.p5 0/05 Q.05
6X 0.58 | 0.05| 0.05f 0.0 0.0% 0.05 0.05 0.p5 005 Q.05
7X 0.35| 0.05| 0.05f 0.0 0.0% 0.05 0.05 0.p5 005 Q.05
8X 0.31 | 0.05| 0.05f 0.0 0.0% 0.05 0.05 0.p5 005 Q.05
9X 0.21 | 0.05| 0.05f 0.0 0.0% 0.05 0.05 0.p5 005 Q.05
10X | 0.16 | 0.05| 0.05| 0.0 0.05 005 0.05 0.p5 0J05 0.05

Table A.17: Probability of link failure (in parts pérousand) for the channel under area constraint.

SIW 1X 2X 3X 4X 5X 6X X 8X 9X 10X

1X | 988.51| 496.90 216.64 128.74 8438 66/34 58.87 50.19 43.21 40.02
2X | 448.43| 3.69 2.73 2.27 194 170 151 186 124 114
3X |138.36] 2.73 2.28 1.95 170 152 137 14 114 1.05
4X 67.18 2.28 1.96 1.71 152 137 125 1414 106 Q.98
5X 32.93 1.97 1.72 1.53 138 125 115 106 0j]98 Q.92
6X 21.48 1.73 1.54 1.38 126 115 106 0.9 0]92 0.86
X 11.53 1.54 1.39 1.26 1.16 1407 099 0.3 0j87 0.82
8X 9.11 1.39 1.27 1.16 1.0y 100 093 0.87 0{82 0.78
9X 5.47 1.27 1.17 1.08 1.00 093 0.7 082 0{78 (.74
10X 3.90 1.17 1.08 1.000 094 088 083 08 074 0.71
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