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Preface

This thesis is an account of the work carried out between October 1999 and
October 2002 towards the investigation of the mechanical loss associated with
dielectric coatings used to turn the silica test masses used in current gravita-

tional wave detectors into mirrors.

Chapter One discusses the nature, sources and detection methods of gravita-

tional waves. This work has been derived from published literature.

Chapter Two gives an introduction to thermal noise; its calculation, methods
of minimisation and its influence on the design of gravitational wave detectors.
This work has derived from current literature with some aspects begin derived

by the author in conjunction with G. Cagnoli and J. Hough.

Chapter Three contains firstly some relevant aspects of multilayer and compos-
ite material theory. Subsequently methods of applying coatings are described.
These discussions are derived from literature. The latter sections of the chap-
ter deal with the theoretical description of the mechanical loss associated with
dielectric coatings and an experimental technique for determining mode shapes
useful in the preceding analysis. This latter work was carried out by the author

in conjunction with J. Hough and S. Rowan; the experimental technique was

designed and carried out by the author.
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Chapter Four initially discusses the theory of strain energy; this is drawn from
literature. The remainder of the chapter discusses the methods required to
calculate strain energy ratios in test substrates using finite element analysis
and analytical software written by the author. This work was primarily carried

out by the author, in conjunction with G. Cagnoli.

Chapter Five discusses the effects on their loss factors of applying a dielec-
tric mirror coating to silica substrates. The substrates were modelled by the
author in the fashion described previously The results were then analysed:;
two investigations are presented. The experimental results were gathered by
P. Sneddon and subsequent discussions were held between the author, P.H.

Sneddon, G. Cagnoli, S. Rowan and J. Hough.

Chapter Six presents the necessary theory necessary to obtain the strain energy
ratios for an anisotropic material. The appropriate changes to the calculation
software are then discussed. Finally, an initial investigation into the effects
of applying a coating to a sapphire substrate is presented. The experimental
work was again carried out by P.H. Sneddon. The modelling was carried out by

the author and discussions were held again between the author, P.H. Sneddon,

G. Cagnoli, S. Rowan and J. Hough.

Chapter Seven gives the conclusions to the work presented. In addition, some

discussion is given on the potential future avenues the work may follow.

Appendix A details the experimental loss measurement systei used in chapters

five and six. This was developed by S. Rowan, J. Hough, G. Cagnoli and P.H.
Sneddon.

Appendix B shows the modeshapes for the substrate used in the initial part

of chapter five.
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Appendix C shows the modeshapes for the substrate used in the latter part of
chapter five.

Appendix D shows the modeshapes for the substrate used in chapter six.
Appendix E gives the source code for Ocean, written by the author.

Appendix F gives the source code for Aocean, written by the author.
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Summary

In 1916, Einstein predicted the existence of gravitational waves in his General
Theory of Relativity. These waves may be considered to be ripples in the
curvature of space-time. There is currently only indirect evidence for their
existence; the search for direct evidence of gravitational waves is one of the
most, challenging goals in experimental physics today. Their discovery will
not only provide tests of some of the predictions of Einstein’s theory but also

fascinating insights into many astrophysical phenomena.

Gravitational waves are quadrupole in nature and produce a tidal strain in
space. They interact only weakly with matter which means that they are not
shielded over long distances in the same way as EM waves are; however this
also means that gravitational waves are very hard to detect. Waves emitted
by violent astrophysical sources are predicted to produce rms strains at the
Earth of the order ~ 1072 to ~ 1072% at frequencies amenable to detection
by ground based detectors (i.e. a few Hz to a few kHz). All detection schemes

involve the detection of these strains; one of the most promising of these is

based on laser interferometry.

There are at the current time a number of laser interferometric detectors un-
der construction; GEO600 in Germany. LIGO in America. VIRGO in Italy

and TAMA in Japan. LISA is a space based interferometer planned for launch

XXVl



in the next ten years. The GEO600 observatory in Germany is the work of
a collaboration between the Albert Einstein Institute at Hannover and Golm,
the Max-Planck-Institut fiir Quantenoptik at Garching, the University of Glas-
gow and the University of Wales, Cardiff, with contributions from the Laser-
Zentrum, Hannover. GEO600 is a 600m arm length interferometer and is close

to the end of commissioning.

GEO600 is designed to operate over a frequency range of 50 Hz to a few kHz.
Between 50 Hz and 200 Hz the limit to the sensitivity of the detector is set
by the thermal noise associated with the test masses that form the mirrors of
the interferometer, which in GEO600 are manufactured from fused silica. The
level of this thermal noise is set by the level of mechanical loss factors of the
materials for the test masses and suspension elements within the system. The
thermal noise contribution to GEO600 is expected to be 2 x 10722/v/Hz at 50
Hz. There are two possible methods which may be used to improve sensitivity;
the first is to transplant GEO600 technology to an interferometer with longer
arm length such as the American 4 km detector LIGO. The second is to pursue

test masses with a lower thermal noise contribution.

Both of these are being used for the proposed upgrade to LIGO called “Ad-
vanced LIGO”, which will employ a suspension similar but more advanced
than that used in GEO600. It is currently planned that Advanced LIGO will

use sapphire test masses which are expected to yield a lower thermal noise

contribution than fused silica.

As a result of the pursuit of the lowest possible contribution of thermal noise
to the overall noise level of current and future detectors, all possible sources
of thermal noise beyond that intrinsic to the material are under strenuous
examination. One possible source of excess thermal noise is the diclectric

coatings used to turn fused silica test masses into mirrors.
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The work of this thesis involves the analysis of mechanical losses associated
with coated test masses manufactured from fused silica, to determine the exis-
tence and level of excess loss associated with the coatings on these substrates.
In particular, a major part of this analysis requires the calculation of the ratio
of the strain energy stored in the dielectric coating to the strain energy stored
in the substrate for a number of the resonant modes of the test mass. This is
extremely difficult to calculate analytically for all but the simplest of modes.
Finite element analysis had to be used to calculate the modeshapes of a num-
ber of resonant modes of the test masses. A piece of analytical software was
specifically written to use the output of the finite element analysis package to
calculate these energy ratios. The majority of this thesis is concerned with the
methodology and usage of this software in the context of a number of analyses
of different coated test masses. In addition, a technique was developed to allow
experimental determination of modeshapes. This method could then be used

to confirm or identify the nature of different modes.

An initial investigation suggested that the loss associated with the coatings
may prove significant for future generations of detectors such as Advanced
LICO. Further investigations suggested that the principle source of coating
loss was due to the materials used in the coatings themselves. These inves-
tigations also suggested that for the coatings used, which were manufactured
using tantalum pentoxide and silica, the tantalum pentoxide had a higher me-
chanical loss than the silica. Investigations into different coating materials
have been initiated. Finally, preliminary tests on a coated sapphire mirror
have been completed which give an upper limit to the loss of a coating on a
sapphire mass. These tests required comprehensive changes to be made to the
analvtical energy ratio software to allow the analvsis of anisotropic materials

such as sapphire and to allow the output from different finite clement packages

to be used.
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Chapter 1

The Nature, Sources and
Detection of Gravitational

Waves

1.1 Introduction

One consequence of Einstein’s General Theory of Relativity[5] was that a grav-
itational field does not change instantaneously at an arbitrary distance from a
moving source; indeed, Einstein proposed that gravitational effects propagate
at the speed of light. In addition, he proposed that there exist wave solu-
tions to the linearised Einstein Field Equations. suggesting that gravitational

radiation would be emitted by masses under acceleration

The detection of such waves would have two major consequences: firstly it
would provide further verification of Einstein' s General Theory of Relativity

in the weak field limit and a test of General Relativity in the non-lincar strong



field. Secondly, it will allow observations of violent astrophysical phenomena
to be made which would both complement and extend current observations.
For example, gravitational wave astronomy would allow us to see into the heart
of the coalescence of black hole/ black hole binaries (see section 1.3.1). This

1s a very similar situation to that extant before the rise of X-ray astronomy.

Current evidence of the existence of gravitational waves is indirect in nature.
In 1973 Hulse and Taylor observed the binary pulsar PSR 1913+16[6] and
over the following years a great number of observations were made of this
binary. They used the orbit of the binary to predict the rate of energy loss due
to gravitational radiation. This was then used to predict the rate of binary
inspiral which was compared to the observed rate. These were found to agree.
Indeed, Taylor and Weisberg [7, 8] found that the observed rate of decrease of
the orbital period and the calculated value of the decrease expected as a result

of the emission of gravitational radiation agreed to within 1%.

The direct detection of gravitational waves has been sought for over 30 years
and remains one of the most challenging goals in experimental physics. The
first generation of long baseline ground based interferometric detectors section
1.4.2) are nearing completion; detectors in this generation include GEO 600[9].
VIRGO[10], LIGO[11] and TAMA([12] (see section 1.4.2). These detectors have
a significantly greater sensitivity than that of previous systems, but even with
this improvement only a few astrophysical sources may be expected to be
detected in the first instance. Hence there is a great deal of research currently
being carried out into upgrades to these detectors to give advanced, or mature.
detectors with which real astronomy may be carried out. In particular. with
respect to this thesis. the LIGO project is investigating an upgrade to its
detectors. “Advanced” LIGO[13]. The work in this thesis is applicable to the

majority of the current detectors but is particularly directed towards the GEO
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600 and Advanced LIGO projects. In this chapter the fundamental nature of
gravitational waves, possible sources and proposed methods of detection will

be discussed.

1.2 The Nature of Gravitational Waves

1.2.1 Relativity

From Special Relativity, the spacetime interval ds is described as:
ds® = —c*dt? + dz? + dy® + d2° (1.1)

or, more generally,

ds® = n,,dz"dz” (1.2)

using the ‘Minkowski’ metric of flat spacetime 7,,;

(1 0 0 0)

Nuv = Lol (13)
0 010
\0 00 1)

In General Relativity, spacetime is no longer necessarily flat and the spacetime

interval is generalised to

ds® = g, dz"dz” (1.4)

with spacetime metric g,,. Consider a perturbation in spacetime. If viewed
from great distance (as the Earth would be from any astrophysical sources).

we may describe this perturbation in the following way

Guv = Nuv + h,uu (1.))
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where h,, is some small perturbation.

We have a certain amount of freedom in the description of h,,. One particular
“gauge” in which the mathematics and physics become particularly clear is
the transverse - traceless gauge, or T'T gauge, in which the co-ordinates are
marked by the world lines of a number of freely falling masses. In this gauge,
the weak field limit of the linearised Einstein Field Equations may be written

as

1 62

i.e, a wave equation to which there are consequent wave solutions. Note par-

ticularly the result that the waves always travel with velocity c.

Consider now the form of h,,. Since it is transverse and traceless, it must take

the form

(00 0 0)

0 a b 0
Py = (1.7)
—a 0

\0 0 0 0/

h,. may therefore be described as the linear combination h,, = ahy + bh . with

(o=
o

(00 0 o) (00 0 0)

01 0 O 0O 01 O
hy = = (18)
0 0 -1 0 0100

\0 0 0 0/ \0000)

Thus there exist two polarisations of waves at 45° to each other. The effect

of cach polarisation of wave, incident perpendicular to the page. ix shown in

1



figure 1.1. The effect of a gravitational wave of amplitude A on the masses
shown in the figure is to give a strain in each axis of AL/L. where AL is
the change in the diameter of the ring in one axis by the wave with L the
original diameter of the ring. The total strain will therefore be 2AL/L. The

relationship between h and this strain is given by,

h=22 (1.9)

' .. _g--0
. . . " ., . i
\.I
- - -
1"‘\ .” I’.‘ ‘\.C
»
¢ S0 N
’
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Figure 1.1: The two polarisations of gravitational waves - the “+” and “x”

polarisations.

[luminating insight into the nature of gravitational waves may be gained by
analogy with electromagnetic radiation. In the same way that conservation of
charge prevents the existence of electromagnetic monopoles, conservation of
energy indicates that gravitational monopoles do not exist. Similarly, conser-
vation of momentum precludes gravitational dipoles. Hence the lowest order of
gravitational radiation must be quadrupole in nature; i.e. gravitational waves

will only be caused by the asymmetric acceleration of mass.



1.3 Sources of Gravitational Waves

Ideally, one would wish to generate gravitational waves in a laboratory situ-
ation (in a similar way to that used by Heinrich Hertz for the detection of
electromagnetic waves) in order to have complete control of the experiment.
However, Saulson|[14] suggests an interesting thought experiment concerning a
“typical” lab generator of gravitational waves. This consisted of 2 masses each
with a mass of 1 tonne, 2 metres apart, rotating about their common centre of
mass with a frequency 1 kHz. The magnitude of A which this generator might
create was calculated to be A ~ 1 x 10738 at a distance of one wavelength from
the source. This strain would result in a displacement of ~ 1 x 107%° m on
a length scale of kilometres. This is too small to provide a useful source of
gravitational waves. Hence we must look elsewhere, to astrophysical sources.
The remainder of this section will deal with a number of such sources. We shall
be concerned primarily with ground based detectors during the course of this
work, which are limited to a bandwidth of ~ 10 Hz to ~ few kHz due to noise
sources which will be discussed shortly. Hence it is sources in this bandwidth

that will feature here. First, transient or burst sources will be discussed.

1.3.1 Burst Sources

Burst sources are those which occur over a short timescale, from milliseconds

to minutes.

Coalescing Binaries

Systems of pairs of high density stars rotating about their common centre of

mass arc known as compact binaries. There are three tvpes which interest us:
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black hole/black hole (BH/BH) , neutron star/neutron star (NS/N S)and neu-
tron star/black hole (NS/BH) binaries. PSR 1913416, mentioned earlier. is
a NS/NS binary in which, as previously mentioned, the orbital frequency and
hence the radiated gravitational wave frequency increases with time. Even-
tually, the two stars will coalesce; for example, PSR1913416 will coalesce in
~ 10® years. In the last few seconds before this coalescence, the gravita-
tional wave frequency will be high enough to be within the valid bandwidth
for ground based detectors. Schutz[15] calculated that the approximate strain

amplitude A from coalescing NS/NS binaries as:

5 2
_ 100Mpc M, \3 f 3
ha1x107% .
8 ( y )(1.21\4@) (200Hz> (1.10)

where M, = (M M)%/5 /(M; + M)'/5 is the mass parameter of the binary and

M, and M, are the masses of the two stars. The binary is at a distance from

the Earth r and the radiation is at frequency f. Mg is the solar mass.

BH/BH binaries are expected to be rarer than NS/NS binaries, but their
greater mass and greater wave amplitude generated makes it likely that more
BH/BH binaries will be detected. It is estimated [16] that initial LIGO type
detectors will have a NS/NS detection rate of ~ 0.03 yr~! and a BH/BH rate
of up to 0.5 yr~!. Advanced configurations should have equivalent rates of

0.5 — 100 yr~! and 100 — 2000 yr~! respectively.

Supernovae

Supernovae, amongst the most spectacular events to occur in the Universe.
are classified into two tvpes. Type I supernovae are believed to involve binary

systems of low mass stars such as white dwarfs. One process leading to a tvpe



I supernova, accretion induced collapse of white dwarfs, is thought to produce

gravitational waves.

Type II supernovae involve the violent collapse of a massive stellar core to
produce a neutron star or a black hole. If such a collapse is symmetrical then
no gravitational waves will be created. If the collapse is asymmetric due to
the star’s core having significant angular momentum, gravitational waves may
be produced. Schutz[17] estimated the typical magnitude of A expected from

a supernova to be

_ E 15Mpc 1kHz lms 3
h=5x 1072 :
= (a) (55) (479 () o

where E is the energy emitted in the form of gravitational waves by the source

at a distance r from the detector and predominately at a frequency f over a

timescale 7.

The event rate for both Type I and II supernovae, out to the Virgo cluster at

a distance of ~ 15Mpc, has been estimated as several per month[18].

1.3.2 Continuous Sources - Spinning Neutron Stars

Although binary stars generate waves throughout their lives, these waves have
too low a frequency to be detected by ground based detectors until their final
seconds of life (space based detectors should, however, be able to obscrve
such sources). There exist, however, other potential continuous sources. The

signal to noise ratio for all of these sources can be increased by increasing the

Integration time.

Single spinning neutron stars can be a source of gravitational waves if they
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spin non-axisymmetrically. A typical pulsar will emit gravitational waves at
twice its rotational frequency f,.;. An estimate of the likely amplitude from

such a source is[19]

b x 1020 [ dret )" (Lhe < E) (1.12)
500H 2 r ) \10-% |

where €, the equatorial eccentricity, is a measure of the asymmetry of the star

and r is the distance of the star from the Earth.

One known pulsar, the Crab pulsar, is expected to be emitting gravitational
waves at approximately 60 Hz. An upper limit of the signal from the Crab
pulsar of h =~ 107** has been calculated for € = 7 x 1074, r = 1.8 kpc and
frot=30 Hz[19]. The sensitivity of an instrument to signals from “unknown”
neutron stars is reduced by a factor of 10 due to the increased size of the

parameter space over which a search must take place[20].

Low Mass X-Ray Binaries

An interesting class of objects which contains deformed spinning neutron stars
is the class of low mass X-ray binaries (LMXBs). These systems consist of
neutron stars being torqued by accretion from a companion. Current predic-
tions suggest that a mature detector such as Advanced LIGO should be able
to detect the LMXB Sco-X1 with three weeks of integration; in addition. a
further 7 LMXBs will be visible on a similar timescale at frequencies around

600 Hz if the detector is used in a narrow band configuration[21] (see section

1.6.1).



Accretion Induced White Dwarf Collapse

If the collapse of a white dwarf due to accretion from a neighbour results in a
fast spinning neutron star and if this can be reasonable modelled, it is likely
that Advanced LIGO, for example, should be able to detect such sources at
rate of ~ 500 yr~1[20].

1.3.3 Stochastic Background

The final type of gravitational wave signals that will be discussed here are
in the form of stochastic background. This is not in itself a single source,
but rather a superposition of “random”, uncorrelated signals which are not
individually resolvable. The stochastic background may be seen as a source of
noise in a single detector; indeed, it cannot be detected by a single detector
but requires a correlation between two detectors. Nonetheless, with care useful

information can be drawn.

Perhaps the most important source of stochastic background waves results
from the dynamics of the early universe, a source covering the entire sky in a

similar way to the cosmic microwave background.

One prediction of the magnitude of h likely to occur due to the stochastic

background, which uses the cosmic string scenario for the formation of the

universe, is[22]:

1 -3 i
HO Q W 2 f ) 2 < B )2 :
_ o5 g — 1.13

in a bandwidth B about a frequency f. where Qg is the energy density per
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logarithmic frequency interval required to close the universe and H, is the

present value of Hubble’s Constant.

In summary, a chart showing all of the sources likely to be detected by an
advanced detector is shown in figure 1.2, where WB refers to a broadband
advanced detector and NB refers to a narrowband; these refer to the different

modes of operation possible with signal recycling (section 1.6.1).
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Figure 1.2: Likely sources detectable by advanced detectors[1]. The magenta
lines indicate the sensitivity curves of current and mature detectors. The blue
lines indicate the expected magnitude of the signal from binary inspirals, with
the green offshoots indicating the signal magnitude from the merger of thesc

binaries.
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1.4 Types of detector

There exist several designs of instrument suitable for the detection of gravita-
tional waves, all of which must deal with the common problem of the extremely
small expected magnitude of h. Although the detector types fall mainly into
two sections, resonant bar and interferometric (ground- and space-based). there
do exist other possible strategies. One of these is to use the small changes in the
relative separation of the Earth and some interplanetary spacecraft. In prin-
ciple it would be possible to detect these changes by measuring the Doppler
shift of the radio signals employed to track such a spacecraft. The principles of
this technique were established in 1975 by Estabrook and Wahlquist[23]. An
early use of this technique was the Ulysses joint NASA/ ESA mission. This
mission had a sensitivity of A ~ 3 x 1071° in the millihertz region, and returned
no positive detections[24]. The CASSINI mission to Saturn is anticipated to
have a strain sensitivity of around A ~ 5 x 107!7 in the millihertz region and
with an observation time of 40 days[25]. The limits to the sensitivity of such
a technique are the precision of the master clocks used and fluctuations in
the interplanetary medium leading to changes in the propagation time of the

electromagnetic waves.

1.4.1 Ground based detectors - Resonant Bar

The original experimental instrument used in the search for gravitational waves
was the resonant bar[26]. In essence such detectors consist of a large bar of
metal whose motion will be excited by the incidence of a pulse of gravitational
wave. The resulting resonant motion would then be picked up and amplificd

using transducers well coupled to the bar.



Indeed, in the 1960s, Weber constructed a pair of resonant bar detectors and
claimed to have detected gravitational waves using the coincident signals of
the two detectors. The sensitivity of these original detectors was h ~ 2 x
10716 /v/Hz[27] However, following this, further bars were constructed with
initially similar and subsequently better sensitivity and no further detections
were made. At the current time, a number of improved resonant bar detectors
cooled to reduce the effects of thermal noise are being used around the world.

These are shown in table 1.1.

Name Bar Mass Material Location Operational Working

(kg) Since Temp. (K)
ALLEGRO 2300 Al Baton Rouge (Louisiana,USA) 1991 4.2
AURIGA 2230 Al Legnaro (Padova, Italy) 1997 2x1071
EXPLORER 2270 Al CERN (Geneva, Switzerland) 1990 2.6
NAUTILUS 2260 Al Frascati (Rome, Italy) 1995 1.3x1071
NIOBE 1500 Nb Perth (Western Australia) 1993 5

Table 1.1: Current resonant bar detectors

A recent study[28, 29] suggests that these detectors will be capable of strain
sensitivity to burst sources of h ~ 1071 /v/Hz. The current sensitivities are

shown 1n table 1.2

Name Burst

Sensitivity (x1071°/vHz)

ALLEGRO 16

AURIGA 2.3
EXPLORER 20
NAUTILUS 24
NIOBE 4-5

Table 1.2: Current resonant bar detector sensitivities

Improvements in the sensitivity of this tvpe of detector have been gained by
cooling and hence the temperatures noted in the table. The drawback of this

tvpe of detector is that the bandwidth is limited by the resonant nature of
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these detectors. Often the current set of detectors may have two resonances.
separated by tens of Hz. A possible improvement may be possible through the
use of spherical detectors. These detectors will have five resonances. allowing
a much improved bandwidth. Two such detectors are in planning or construc-
tion. The “Mario Schenberg” detector, with a planned sensitivity of h < 10721
over a bandwidth of 3.0 - 3.4 kHz, in Brazil is at the site construction phase[30].
The MiniGRAIL detector in Holland, with similar sensitivity and bandwidth,
has been constructed and initial measurements of quality factors and cooling

procedures are underway|[31].

1.4.2 Ground Based - Interferometric

The motion of the ring of particles shown in figure 1.1 as caused by gravita-
tional waves suggests the possibility of their detection using a Michelson in-
terferometer, a simple diagram of which is shown in figure 1.3. The first work
on such detectors was carried out in the 1970s by Forward [32] and Weiss|33].
It is relevant at this stage to recall the basic working principals of a Michelson
interferometer. Laser light is directed at a beamsplitter, as shown in figure
1.3. The light is then split into two beams, each of which is directed along
a separate arm of the interferometer. These are reflected at the end mirrors
(hung on pendulum suspensions for seismic isolation) back towards the beam-
splitter where they recombine and are directed to a photodiode. An incident
wave would move the end mirrors of a correctly oriented interferometer differ-
entially. thus changing the output power detected at the photodiode, albeit by
a tiny amount. More precisely, the effect of an optimally oriented wave inci-
dent on the detector would be to increase the optical path length of one arm
by 6L and reduce the path length in the orthogonal arm by the same amount.

giving a total change in arm length of 26L. This change in arm length gives
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a relative phase shift in the return beams of the interferometer, which can be
detected as a change in the power of the output photodiode. In reality, current
interferometer designs hold the photodiode to a constant power level (usually
a dark fringe; hence the common description of the output photodiode as a
“dark port”) by using feedback to control the positions of the mirrors. The

gravitational wave signal is then encoded in the control signals.

I |

End mirror

Beamsplitter

»
Laser >
End mirroT
Photodiode

Figure 1.3: Basic Michelson interferometer

One of the major advantages of the laser interferometric design is that the
gravitational wave signal can be increased by increasing the length of the arms
since this will increase 0 L. In reality there is a limit to the practical maximum
length of arm. This is ~4 km and arises from the curvature of the Earth. In
addition there are storage time effects (see section 1.4.2) which arise when the

length of time light spends in the arms is greater than half the period of the

gravitational wave.

It is, however, possible to increase the optical path length by making the
light remain in the interferometer for longer periods. There are two ways of

achieving this: firstly to use a delay line interferometer, and secondly to use a

15



Fabry-Perot cavity. We will examine these below.

Delay Line Interferometers

This type of interferometer design, first suggested by Weiss [33], is shown
schematically in figure 1.4. This type of interferometer adds additional in-
board mirrors to the basic Michelson design, which allows the laser light to
spend more time in the interferometer itself. This effectively increases the arm
length of the detector and hence the optical path length and phase shift of
the detector. The additional mirrors allow multiple, non-overlapping beams to
coexist in the interferometer arms. The light enters each arm via a small hole
in each inboard mirror. A group in the Max-Planck-Institiit fiir Quantenoptik,
Germany, developed a system whereby the light exited the delay line by the

same hole.

The Garching 30 m prototype demonstrated a strain sensitivity of h ~1x

10~ /v/Hz above 1.5 kHz in 1988 [34].

Outboard Mirror

Inboard Mirror

Gap

Beamsplitter
Inboard Mirror Outboard Mirror
-

-
'

Photodiode
N pass delay line

Figure 1.4: Schematic diagram showing a delay line interferometer design
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The delay line interferometer provides a simple way to understand the idea
of a storage time limit. Consider the light beams repeatedly reflecting off the
end and inboard mirrors. As the length of time the light spends within the
arms increases (the storage time), the phase change of the light due to the
gravitational wave gradually accumulates. The phase change registered by the
interferometer output is effectively the integration of these phase changes over
time. If the storage time is too great then the phase changes will start to
cancel as the gravitational wave progresses through its cycle. This gives rise to
a storage time limit which is of the order of half a period of the gravitational

wave|[14].

Fabry-Perot Interferometers

This design for increasing the light storage time, adapted in Glasgow for use
in gravitational wave detectors [35], uses a pair of Fabry-Perot cavities, one
in each arm of the interferometer. An example of such a design is shown in
figure 1.5. Each cavity is formed using one partially reflective mirror and one
fully reflective mirror. One cavity (the reference cavity) is held on resonance
(wherein the cavity length L is set to an integer number of half wavelengths)
using feedback to the laser. The secondary cavity is then held on resonance

using feedback signals to an actuator at the end mirror of the cavity.

When a gravitational wave is incident on the interferometer. thus changing
the arm length of the primary cavity. it is held on resonance by changing the
wavelength of the laser. Hence the change in wavelength contains information
about the change of arm length of the primary cavity. The incident wave will

also change the length of the secondary cavity.

The size of the signal required to hold the secondary cavity on resonance (by
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Figure 1.5: Schematic diagram showing a Fabry-Perot interferometer design

moving one of the cavity mirrors) and hence keep the null condition at the

photodiode will be proportional to 20L.

The main advantages of a Fabry-Perot type interferometer over those using
delay lines are that the mirrors can be much smaller and scattered light within
the interferometer is reduced[36]; however a greater amount of servo-control is

required to hold all the cavities on resonance|[37].

The strain sensitivity achieved in the kHz region by the prototype Fabry-Perot
detectors in Glasgow (10 m) and Caltech (40 m) is of the order of a few times

10719 - 10718 // H=z[38, 39, 40] for wideband bursts.

Current Ground Based Interferometric Detectors
There are several ground based laser interferometric detectors currently under
construction. LIG()[U] is the largest in scale of these, with 4 km arm-length

interferometers in Hanford (Washington, USA) and Livingston (Louisiana,
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USA). There also exists at Hanford a 2 km detector which shares the beam
tubes and main assembly of the 4 km one. These detectors are currently being
commissioned and have undertaken engineering test runs. There is extensive
planning and research underway for an upgrade to the LIGO svstem. known
as “Advanced LIGO”. More details of this will be given in section 1.7. In
Cascina, Italy an Italian/ French collaboration is building an interferometer of
arm length 3 km called VIRGO[10]. This is still under construction and should
be commissioned within the next year or so. GEO600, located in Ruthe near
Hannover, Germany, is a joint German/ British 600 m arm length detector
currently being commissioned[9]. This detector has already undergone an en-
gineering run in coincidence with the LIGO detectors. Although smaller in arm
length, GEO600 uses advanced technology which should allow its noise level to
approach that of LIGO over a range of frequencies. GEO 600 will be discussed
in greater depth in section 1.6. TAMAJ12] is a Japanese interferometer with
300 m arms built in the grounds of Tokyo National Astronomical Observatory.
This observatory is currently in operation. Plans are in place for a second, un-
derground, Japanese detector which is likely to be cooled. Finally, there exist
plans for an Australian detector produced by ACIGA (Australian Consortium
for Interferometric Gravitational Astronomy)[41]. The site for this detector

can accommodate an arm length of up to 4 km and a preliminary detector of

80 m arm length is currently being built.

1.4.3 Space Based Interferometers

There is only one dedicated space based interferometer for gravitational wave
detection planned at the current time. The Laser Interferometer Space Obser-
vatory (LISA)[42]. a joint NASA/ESA project, 1s currently planned for launch

in 2011. Another vear will then be required for the spacecraft to reach their

19



operational positions. LISA will consist of 3 drag free spacecraft separated by

5 x 10” m in a heliocentric orbit as shown in figure 1.6.

Figure 1.6: The proposed orbit of LISA

LISA will not be subject to gravity gradient noise and so will be able to
detect gravitational waves with frequencies in the mHz to 1 Hz range. This
means that it will be in an excellent position to observe continuous sources
such binary star systems which generate waves of a frequency too low to be
detected by ground based detectors. Space and ground based detectors are
thus complementary. They operate over different frequency ranges and can

search, therefore, for different types of source.

1.5 Noise sources

The gravitational waves emitted from even violent astrophysical sources will
produce extremely small displacements in current detectors. Thus an ex-
tremely important topic in the discussion of interferometric (or, indeed, any

detectors is that of the various relevant noise sources. ['his section will covel
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the major noise sources present in an interferometric detector, the frequencies

at which they are present and the measures which may be taken to minimise

their effect.

1.5.1 Quantum Noise Sources

Quantum noise associated with Heisenberg’s Uncertainty Principle gives at
present a limit at certain frequencies to the senslitivity level possible in current
interferometric detectors. In a detector such as LIGO. the quantum noise can
be fully described by a pair of optical noise sources, photon shot noise and

radiation pressure.

Photon Shot Noise

The output intensity of light from an interferometer is measured using a pho-
todiode. From Poissonian counting statistics, for N detected photons in the
photodiode, the uncertainty in the number of photons detected is v/ N. Such
an error gives rise to an uncertainty in the detected value of h, specifically be-
cause the output power level from the photodiode is used as a measure of the
light exiting the interferometer. This noise is described as photoelectron shot

noise, or shot noise. For a delay line interferometer, the shot noise sensitivity

is given as[22]

A \T O f 1
hshot(f)=<25PinC> 77 Vi (1.14)

where 7 is the reduced Planck’s constant, A is the wavelength of the light. € is

the quantum efficiency of the photodiode, Pip, is the input power of the laser.
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c the speed of light, f the frequency of the gravitational wave and 7 the light
storage time. The delay line nature of the interferometer is entered via 7. Shot
noise is the dominant noise source at high frequencies and leads to a practical
upper limit to useful sensitivity at ~kHz for ground based detectors. It may
be noted that the effect of shot noise on the sensitivity may be minimised by
setting the light storage time to half the period of the gravitational wave. i.e.
f7 = 1. The effect of shot noise on detector sensitivity can also be reduced by

increasing the input power of the laser as can be seen from equation 1.1

Radiation Pressure Effects

There is a limitation to interferometer sensitivity caused by fluctuations in the
number of photons reflected off the surfaces of the test masses. There is a force
on the mirrors of an interferometer due to the momentum imparted to them
by the reflections of these photons. As the number of photons fluctuates the
force on the mirror also fluctuates in turn. It may be expressed for a delay line

interferometer as[14]:

boipy o N PP 1
o )_meL m3el VHz

(1.15)

where P, is the input power, N is the number of round trips the light makes.
m is the mirror's mass, L is the arm length, c¢ is the speed of light and A ix
the laser wavelength. The level of radiation pressure noise falls off at higher

frequency and at a given frequency the noise increases with Fy.

Radiation pressure and shot noise contribute to the “optical noise: the to-
tal optical noise level is the quadrature sum of these. It can be scen from

equations 1.14 and 1.15 that radiation pressure noise dominates at the low

o
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frequency end of the spectrum and shot noise at high frequencies. Since in-
creasing the input laser power reduces shot noise but increases radiation pres-
sure noise for each frequency, there clearly exists an optimal input power, at
which Ashot = Pradiation pressure[14]. The minimum of optical noise at this power
is described as the quantum limit and in principle could be the limiting factor
for the current generation of detectors[43]. A recent study[44] has suggested,
however, that for an interferometer using signal recycling (see section 1.6.1)
the radiation pressure and photon shot noise may be correlated, leading to
an altered quantum noise limit which may be below the standard quantum
limit for some configurations. However, below several hundred Hz the quan-
tum limit is below other sources of noise for current detectors; in particular
seismic noise tends to limit performance at low frequencies and thermal noise

at higher frequencies.

1.5.2 Seismic Noise

Indirect coupling

Seismic noise originates from environmental phenomena such as ocean waves,
earth tremors, traffic and people. There are two complementary strategies for
dealing with seismic noise. The first is to site the detector in a seismically
quiet region. In addition, one must isolate the test masses, for example using
pendulums: GEO600 uses triple pendulums. A single, low loss pendulum with
resonant frequency fo will provide attenuation of ~ (fo/f)? at a frequency
f > f5. A greater factor can be achieved at a frequency f by using more
pendulum stages. This technique provides greater attenuation in the horizont al
direction than in the vertical; this is because the resonant frequencics of the

horizontal modes are lower than those of the vertical modes. GEO600 emplovs
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a triple suspension system with two sets of cantilever springs to give a low
vertical resonant frequency and hence sufficient vertical isolation[45]. LIGO
uses single pendulum suspensions but it should be noted that Advanced LIGO
will use a quadruple pendulum design, with three sets of cantilever blades,

adapted from the current GEOQ600 design.

Direct coupling

There is another source of seismic noise from which the test masses cannot
be isolated. This is noise caused by direct gravitational coupling between the
masses and objects moving in the wider environment of the detector[46, 47].
There is no easy way to reduce this on the ground although ways of sensing
and correcting for this noise are being proposed[48]. Currently this noise sets
an important lower limit to the bandwidth of ground based detectors at low

frequency[49].

1.5.3 Thermal noise

Thermal noise arises from the random vibrations of atoms in the mirrors of an
interferometer and their suspensions. The thermal noise for a mirror and its
suspension is peaked at the resonances of that system; there exists %k gl energy
per degree of freedom of the system at a given temperature. It is possible to
shape the thermal noise so that its spectral contribution is minimised in the
operating bandwidth of the gravitational wave detector. In particular we may
concentrate the noise at the resonances of the mirror and suspeusion. thus
reducing the off resonance noise. Since the frequencies of the resonances will be
well known, theyv can then in many cases be removed from the detection hand

using notch filters. The major sources of thermal noise include the pendulum
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modes of the suspension, the violin modes of the suspension wires and the
internal thermal noise in the test masses themselves. The resonances in the
suspension tend to be at low frequency and the resonances of the test masses
themselves tend to start much higher (> 10 kHz for GEO and LIGO). Hence

the internal modes of the masses will not intrude on the detection band.

For current detectors, GEO600 in particular, thermal noise from the internal
modes of the masses is one of the most significant noise sources; i.e. to reduce
overall noise further it is necessary to reduce thermal noise. Hence the reduc-
tion of the contribution of thermal noise to the total noise level of a detector
over its operating bandwidth is one of the most important areas of research in
the gravitational wave detector field. In chapter 2 aspects of thermal noise at

its minimisation will be discussed.

1.5.4 Other Noise Sources

There exist other noise sources, mainly concerned with the laser. For example.
both the laser frequency and intensity are subject to fluctuation. The use
of RF modulation moves the measurement frequency to a frequency where
intensity noise is insignificant. In addition, frequency noise can be reduced by
using a frequency stable reference cavity. For a Michelson interferometer with
matching arm lengths, any common mode noise, such as frequency noise. will
cancel between the arms and not intrude on the output signal. Another source
of “laser” noise is scattered light. This scattered light will have a random phase
which consequently contaminates the main beam. Scattering can be reduced

by a series of baffles within the beam tubes.

Thermorefractive noise arises from the temperature dependence of the refrac-

tive indices of the materials used in the bulk of the heamsplitter and in the



dielectric coatings used as mirrors on the test masses. There exist natural
fluctuations in the temperature of the materials which gives rise to changing
refractive indices of the materials. These changes alter the phase of the trans-
mitted light through the beamsplitter or the reflectivity of the mirror coatings
which leads to phase noise[50].

Finally, the suspension systems (and indeed the entire interferometer) sit in
vacuum during operation. This vacuum is unlikely to be perfect, however.
Residual gas is a source of thermal noise as it is a source of dissipation (viscous
damping). Secondly, however, there will exist density fluctuations in the gas
giving rise to fluctuations in the index of refraction of the arms, and hence in

the relative phases of the light from the two arms.

1.6 GEO600

The GEO600 gravitational wave detector is currently undergoing commission-
ing in Ruthe, near Hannover, Germany. Construction on the detector began in
1995. It was conceived and designed on the basis of experience gained from the
Glasgow 10 m interferometer and the 30 m interferometer at the Max-Planck-
Institut fiir Quantenoptik in Garching, near Munich, Germany. GEO600 is
now being developed by a collaboration of groups from the Albert Einstein
Institute at Hannover and Golm, the Max-Planck-Institut fiir Quantenoptik
at Garching, the University of Glasgow, the University of Wales, Cardiff with

contributions from the Laser-Zentrum, Hannover.

GEO600 is a delay line interferometer with 600m arm length, powered by an
injection-locked laser-diode-pumped Nd:YAG svstem with an output power of

12W (the optical lavout scheme is shown in figure 1.7). Light from the fascr
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1s passed through two modecleaners to reduce beam geometry noise [51]. The
interferometer mirrors are suspended as triple pendulums to provide seismic

1solation.

far mirror

slave laser

near mirror
power
recycling
/>beam splitter U
E‘ near mirror

mirror

first second
mode mode . far mirro
master cleaner cleaner signal
laser recycling
mirror

output
mode cleaner

photodetector

Figure 1.7: The optical layout of GEOG00

To reduce fluctuations in the optical path length due to a fluctuating index of
refraction in the beam tube, the entire optical system is held in a vacuum: the

current pressure is in the upper 10~ mbar region[9].

GEO600 employs two different suspension arrangements. The modecleaner
mirrors are suspended in a double pendulum system with an upper mass made
of stainless steel and a lower mass made of fused silica. Reaction pendulums,
placed a few millimetres behind many of the mirrors in the interferometer, are
used to provide a stable platform from which to give actuation for longitudinal
control. The lower mass of this double pendulum has coils on its surface which
interact with magnets attached to the back to the modecleaner mirror. The
whole suspension is supported on three legs, each of which contains a stack of

two layers of passive isolation and a rotational flexure to isolate the pendulum



further from seismic noise. The entire suspension can be seen in figure 1.8
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Figure 1.8: The modecleaner suspension system used in GEOG600 (suspension

here shown without reaction mass)

The suspension systems for the end mirrors (figure 1.9) are similar in many
respects, but have additional aspects for further noise reduction. The most
obvious difference is that a triple pendulum is now employed which uses an
additional fused silica mass between the upper steel mass and the fused silica
test mass. The upper mass is suspended from cantilever springs (or “blades”)
which provide vertical isolation. The additional fused silica mass (the “inter-
mediate” mass) is suspended by wire loops from the upper steel mass. The 6
kg lower mass is jointed to the intermediate mass by fused silica fibres, thus
creating a quasi-monolithic fused silica suspension. In this case the reaction
pendulums use electrostatic forces to act on the test mass instead of coils and
magnets; magnets on the back of the test mass would lead to an increase in the
thermal noise. The three stacks supporting the triple pendulum suspensions
have one passive and one active layer, and a flex pivot for rotational isolation.
A picture of this type of suspension installed in the GEO600 interferometer is

shown in figure 1.10.
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Figure 1.9: The end test mass suspension system used in GEOG600

The purpose of this quasi-monolithic suspension design is to minimise thermal

noise; this will be discussed in full in chapter 2.

1.6.1 Dual recycling

One of the major design aims of GEO600 is to approach closely the expected
sensitivity of the longer LIGO type detectors over a certain frequency band.
As mentioned earlier, this is being enabled by the use of more advanced tech-
nology. The first example of this was seen in the previous section where the
quasi-monolithic suspension systems were described. Another advance is the
extension of recycling to not only the power in the system (power recycling)

but also the signal sidebands in the output of the detector (signal recycling).
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Figure 1.10: The quasi monolithic silica suspension system used in GEOG600
Power Recycling

GEO600 is operated with a dark fringe at its output as discussed In sec-

tion 1.4.2. In this configuration, most of the light injected into the inter-

ferometer will be reflected back towards the laser system: in effect. the inter-
ferometer acts as one, highly reflective, mirror. A partially reflective mirror

placed between the laser and the interferometer proper will therefore give a



cavity between that mirror and the effective mirror of the interferometer[52].
If this cavity is held on resonance there will be a buildup of light within this
cavity which in turn leads to a power increase at the beamsplitter of the in-
terferometer. The increase in GEO600 is anticipated to be ~2000, leading to
a power at the beamsplitter of ~10 kW; this in turn leads to an improvement
in the shot noise limited sensitivity of, in principle, a factor of /2000 ~ 45
(equation 1.14).

Signal Recycling

Any differential change in the arm length of the interferometer such as that
which might result from an incident gravitational wave will cause light to leak
out of the interferometer. A further mirror placed after the interferometer
to reflect the light back will form another cavity: the signal recycling cav-
ity. At certain Fourier frequencies this cavity will enhance the light power
representing the signal. Thus the signal is enhanced at certain frequencies;
the interferometer can be funed by changing the position of the signal recy-
cling mirror and the bandwidth can be varied by altering the reflectivity of
this mirror[53]. Figures 1.11 and 1.12 show noise curves for both broad and

narrow band operation; figure 1.11 shows the broadband mode and 1.12 the

narrowband.

1.7 Advanced LIGO

As was mentioned in the introduction to this chapter, the work in this thesis
is directly applicable to Advanced LIGO, the proposed upgrade to the LIGO

project. In this section a brief summary will be given of the main features of
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the upgrade.
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1.7.1 Suspension Design/ Test Masses

The current LIGO suspension design, in contrast to GEO600, is a single pen-
dulum with a 10.7 kg fused silica test mass. The mass is suspended by a single
steel wire loop and control is achieved using magnets attached to the back and

sides of the mirror [54]. The proposed changes are detailed in table 1.3

Design feature LIGO Adv LIGO

Mass 10.7 kg Silica 40 kg Sapphire

Pendulum type Single Quadruple

Test mass suspension  Steel wire Silica fibres/ ribbons

Local control point At test mass At highest point in pendulum chain

Table 1.3: Comparison of features of LIGO with its proposed upgrade Advanced
LIGO

The local control point refers to the point at which signals are applied to damp
the low frequency resonances of the pendulum. Global control of Advanced
LIGO, used to control the interferometer, will possibly be achieved using elec-
trostatic forces on the test masses themselves. The use of sapphire is due to
its extremely low intrinsic loss [55]. The quadruple pendulum system will give
additional seismic isolation. The use of control at the upper stages of the
pendulum as opposed to at the test mass level will reduce the level of control
noise, as well as removing the requirement of having magnets attached to the

back of the test mass which currently leads to greater thermal noise.

Optical Layout

The other major changes to LIGO involve the optical lavout, which will be
altered by the addition of an additional recveling mirror at the interferometer

output to provide signal recyvcling. as well as a new laser operating at ~ 200 V.
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1.8 Conclusion

The experimental search for gravitational waves has been carried out for over
30 years. We find ourselves now on the threshold of a new stage in this search
as a number of broadband detectors reach the commissioning stage of their
construction. First generation ground based interferometric detectors are ex-
pected to reach sensitivities of ~ 10722 /y/Hz over the frequency range of a few
Hz to a few kHz, with mature detectors being improved by a factor of 10-15
over the next ten years. Amongst the most likely sources to be observed are

black hole/black hole binaries.

GEOG600 is now in the commissioning phase and uses advanced techniques
which should reach a sensitivity approaching that of the longer detectors. This
will allow it to run coincidentally with LIGO. An advanced design of LIGO is

expected to begin implementation in the 2006 timeframe.

Within the next ten years LISA will be launched which will allow observations

to be made in the millihertz region of gravitational radiation.
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Chapter 2

Thermal Noise

Associated with every degree of freedom of a mechanical system is %kBT of
thermal energy (with kg Boltzmann’s constant and T temperature), by the
Equipartition Theorem. Such a mechanical system is the mirror and sus-
pension system used in an interferometric gravitational wave detector. This
energy manifests itself as thermally induced motion of the system. The com-
bined motion due to all degrees of freedom of the suspension is such that this
displacement noise (thermal noise) is potentially of the same order as the dis-
placement of the mirror due to an incident gravitational wave in the operating
bandwidth of the detector. The reduction of the effect of thermal noise on the

sensitivity of the detector within its operating bandwidth is thus an important

area of research.

The most obvious route to the reduction of thermal noise is to reduce the
temperature at which the detector operates; indeed, resonant bar detectors
already use this method[28]. Cryogenic techniques are being cousidered and
investigated for future interferometric detectors (for example in Japan[36)),

but are not in place for the current generation of detectors.
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The integrated level of thermal noise present in a current generation suspension
would therefore appear to be a fixed quantity; however methods exist which

can shape this noise over the frequency domain.

Initially in this chapter a more detailed introduction to thermal noise will be

given.

2.1 The First Observations of Thermal Noise

In 1*52 Robert Brown observed the erratic, random movement of pollen grains
suspended in water[57]; he believed this motion to be associated with the
pollen grains themselves. In 1905 Einstein noted that the motion was instead
associated with the water[58]. He saw that the random motion of the grains
arose as a result of random fluctuations in the number of impacts of water
molecules on the grains. Einstein realised that these impacts also resulted in
the pollen grains losing kinetic energy as they moved through the water. This
was the first instance of a relationship being recognised between fluctuation
(which, in this case, excites the system on a microscopic scale i.e. the random
displacement of the pollen grains) and dissipation (which dissipates energy. i

this case on a macroscopic scale i.e. the viscosity of the water).

Later, Callen et al[59, 60] developed a general form of this association between
fluctuation and dissipation which forms the basis of the study of thermal noise

in gravitational wave detectors. It was called the Fluctuation Dissipation The-

orem.

36



2.2 The Fluctuation Dissipation Theorem

The fluctuation dissipation theorem relates the power spectral density of the
thermal driving force S¢(w) to the real (or dissipative) part of the impedance.

Z(w) of the mechanical system in question in the following way:

Si(w) = 4kpTR[Z(w)] (2.1)

Since Z = %, where v is the resultant velocity due to an applied force F,
this may be equivalently written in terms of the power spectral density of the

thermal displacement, S;(w);

4kpT
= w2

Sz (w)

R[Y (w)] (2.2)

where Y (w), the admittance of the system, is equivalent to Z Y w).

Hence, if we can macroscopically describe the impedance of a system, we are

immediately able to determine the relevant thermal noise contribution.

2.3 Potential sources of dissipation

On consideration of a suspension system. there are a number of possible sources

of dissipation of energy, both in the suspension and also in the test mass itself
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2.3.1 External suspension dissipation

The first source is that of residual gas molecules within an imperfect vacuum
causing viscous damping. This is perhaps the most clear analogue to the

original pollen grain observation.

Other possible sources of dissipation are:

Energy loss due to eddy current damping or hysteresis

Suspension point friction
e Blectrostatic charging of the test mass

Energy loss due to surface damage of the suspension fibres

These sources should be able to be reduced by the design of the pendulum

system and so should not lead to high levels of noise.

2.3.2 Internal dissipation

Once the external sources of dissipation have been removed or reduced to an
msignificant level, the dominant source of dissipation (or, equivalently. damp-
ing) in these circumstances will be internal damping in the suspension wires

and test masses. Internal damping arises from a process known as anelustic

relazation.

Consider a force acting on a mass. The reaction of the body to that force
will not be instantaneous. due to internal imperfections in the solid. The time

taken for this reaction is known as the relaxation time: this process is anelastic

3



relaxation. To find the thermal noise contribution of such a process. consider

first the standard reaction force experienced by a dissipationless simple har-

monic oscillator, F' = —kz, Hooke’s Law. Anelastic relaxation introduces a

time delay that in the frequency domain appears as a phase lag:

F=—k[l+i¢p(w)|x

(2.3)

where ¢(w) is the loss angle or factor. It represents the phase lag in radians of

the response = of the system to the applied force F. The equation of motion

of a harmonic oscillator displaying internal friction is:

F(w)z(w) = —mw® + k[l + ig(w)]z(w)

In order to calculate the impedance we need this in velocity form:

E 11+ ip(w)o(w)

F(w) = iwmv(w) — z;

where z = v/iw if we take z o e*. This gives Z = F/v as:

2(0) = o =51+ ig(] =1 (= £) + 000

w

We, however, want Y = Z~:
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_7=1 __ -
y=27 = o (2.7)

= 2.9
[P(w)E]? + (wm — £) (2.9)
This may be simplified by using k = wim:
v — P(w)mws /w — i (wm — mw? /w) (2.10)
[p(w)mws /w]? + (wm — mwt fw)®
If this expression is substituted in equation 2.2 we get:
Sp(w) = 4kBQT§R(Y(w)) per Hz (2.11)
W
_ 4kgT P(w)mw? /w (2.12)
w?  [p(w)mwg /w]? + (wm — mw§ /w)?

w  m[¢*(w)wh + (wf — w?)?]

2.3.3 The Internal Loss Factor ¢(w)

In this section two possibilities are presented for the form that the internal

loss factor ¢(w) may take, frequency dependent and frequency independent.

One form of frequency dependent loss would take the form ¢(w) = Ju where

is some constant. Substituting into equation 2.3 gives as the Imaginary term:
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Ffm'ction = —bv (21—1)

where v = iwz and b = kB. This velocity dependence results in this form of

loss being called internal viscous damping.

There is, however, evidence which suggests that it is more likely that many
substances do not exhibit velocity damping. Experiments[61] suggest that a
frequency independent loss is more realistic. Such a damping form is called
“structural” damping. It is thought that in such a situation there exist many
internal damping mechanisms which all contribute to a total loss factor. Each
of these mechanisms has its own resonant peak (known commonly as a Debye
peak) at a characteristic frequency of the process; it is at these peaks that the
individual loss factors (which are frequency dependent) are at a maximum.
The frequencies of the separate resonant peaks range over several orders of
magnitude. Between these frequencies (where the bandwidth of gravitational
wave detectors is thought to lie) the overall observed loss factor is essentially

constant[62].

Hence for all intents and purposes we may consider the internal damping loss
factor to be constant, with one important exception. This is thermoelastic

damping and will be dealt with later in this chapter.

The level of thermal displacement noise is crucial to current ground based
gravitational wave detectors and so predicting the correct form of the internal
loss is very important. It is extremely difficult to measure the loss factor
¢(w) at frequencies interesting for gravitational wave detection for a pendulum
svstemn because its magnitude is very small. A technique is available. however,

which will allow us to measure the level of the internal loss factor at the

resonalce of a syvstem.
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It is first interesting to note that the definition by French[63] of the quality
factor ,Q), of a resonant system in terms of its damping coefficient b. mass m

and resonant frequency wy is,

Qwo) = —— (2.15)

The damping term in a resonant system comes from the real part of its
impedance Z. From equation 2.6 we see that in the case of internal damping
it is ¢(w)E which is equivalent to b in equation 2.15 (note that b is constant
for velocity damping and variable for structural). Substitution into equation

2.15 (with w = wy) leads to a relationship between Q(wp) and ¢(wp):

(2.16)

The technique for measuring the loss of a system is consequently to measure
the loss (or Q) at resonance and then, where applicable, to assume structural

damping to evaluate the loss at all frequencies.

2.4 Thermal Noise Level

2.4.1 Single resonance

We are now in a position to calculate the level of thermal noise present in a
simple resonant system such as that presented above. Following this. tech-
niques for calculating the thermal noise contribution of a many mode =vstem

such as that present in reality will be presented.
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Recall initially equation 2.13. There are three distinct regions of interest in

the frequency domain; firstly, the region far below resonance, ie w < wy:

4kpT ¢(w)wd
w  m[@A(w)ws + (Wi — w?)?

4kpTp(w)w?
mw(wed?(w) + wg)

per Hz

4kpTd(w)
mwws(¢?(w) + 1)

which, assuming ¢*(w) < 1 becomes:

S(w) ~ 22T ( $w) )

mws w

Secondly, consider the situation far above resonance, ie w >> wy:

4kpT d(w)w?
mw((w?)? + wpe? (W)

Sp(w) =

which becomes, if again it is assumed ¢?(w) < 1:

_ 4kpTw§ d(w)
T m wd

Sz(w)

(2.17)

(2.18)

(2.19)

(2.20)

From equations 2.18 and 2.20 it can be seen that the thermal displacement

spectral density can be greatly reduced if the mechanical loss factor is very

small (hence ¢(w) < 1). However, since energy must be conserved (recall the

equipartition theorem does in fact give the total integrated thermal noise asx
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%kBT per mode) the corresponding spectral density at resonance (. = . with

¢(w) < 1 must be consequently very high:

4kpT ¢(wo)w?
(w) R T per Hz

= 4kB3T( ! > (2.21)

mwy  \ ¢{wo)

Equation 2.18 can be used to calculate the thermal noise spectral density below
the frequency of the internal test mass resonances which is where the detection

band for gravitational wave detectors lies.

2.5 Multi Resonance System

In reality, the suspension systems used in gravitational wave detectors have
several resonance modes. One method of calculating the thermal noise contri-

bution below resonance would be to generalise 2.18 as follows:

4kBT¢internaln (w) :
Se(w) =) P (2.22)

n

Where ¢insernar, is the loss factor associated with the n" internal mode and
v, m is the effective mass of the same mode. «, is an empirical factor char-
acterising the coupling between the internal mode and the optical mode and

depends on the laser beam width[64]. the mass of the mirror and the resonant

frequency w,,.

There is. however, a problem with this method. Unless the losses i the miss
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are evenly distributed throughout the mass (homogenous), this method is in-
correct. The reason for this is that in the case of inhomogeneous loss modes,
the modes may share a common Langevin driving force; there exists a corre-

lation between the modes which means that the summation is 1Inaccurate.

There are two solutions to this problem. The first is to enumerate these mode
correlations[65] and the second is to use a different method to calculate the
thermal noise in the first place. Levin[66] considered the effect of applying an

oscillating pressure to the front face of the form:

e—-rz/'rg

P=F

¢ 2.2
p—; cos(wt) (2.23)

where Fp is a constant force amplitude and 7q is the radius of the laser beam
at a point where the intensity of the beam has fallen to a point 1/e of its
maximum. This Gaussian profile matches that of the laser beam. Levin derives
the admittance in terms of a power averaged over a period 27/w calculated

from the applied force to give the following:

2Wdiss
RY @) = 5

(2.24)

where W, is the power fed into the mass by the oscillating pressure. This

results in a thermal noise spectral density of:

. 8kBT Wdiss (225)
- w? F

Sz(w)

Using the Wy, calculated in[67] for a half infinite mass, the thermal noise

spectral density due to internal loss in a test mass at temperature T at a

frequency well below resonance is as follows:
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Property Value

Y (kg/ms?) 7.2 x 1010

o 0.17

ro (m) 0.017[68]
Pfused silica D X 1078
T (K) 300

w (s71) 21 x 50

Table 2.1: Properties used in calculation of \/Sz(w) for fused silica

. 4kBT ].—0'2

Sx (w) W \/%Y’f'o ¢(w)

(2.26)

where o and Y are the Poisson’s ratio and Young’s modulus of the test mass
material respectively. We may calculate the thermal motion, /S, (w), for the
GEOG600 test mass material fused silica using the values given in table 2.1.

This gives a value \/Sgc (w) =29%x107*° m/VHz.!

fused stlica

Nakagawa et al.[69, 70, 71] have developed a method of calculating the ther-
mal noise in a half infinite test mass. The basic technique they used was to
relate the loss parameters to the power spectrum of the 2 point displacement
correlation function. They do this by relating the power spectral density to
the linear response of a body under traction using the method of Kubo[72].
This method was first used to analyse a test mass of homogeneous loss, the
results of which agreed with the Levin result given in equation 2.26. Most
recently, they have calculated that the addition of a slab of different material

properties to the surface of the substrate (for example a coating layer) would

1Tt should be noted that there is a correction factor for finite masses, which is calculated

for a 30kg sapphire mass (as proposed for use in Advanced LIGO) test mass in [67]. The

: -3
correction factor is of order unity for 7o ~ 10 x 107 m
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increase the thermal noise contribution of the mass by a factor:

R = 1 4+ { 1 2(1 + Ucoating) ¢coating )/substrate } %
ﬁ (1 - Jsubstrate)(l _ Jcoating) (;Ssubstrate Y;oating

where d is the thickness of the slab of coating, w is the radius of the laser

2 _ 2
(1 — 2000ating> + (1 _ 203Ubstrate)2 (1 + Usubstrate) ( }/coatmg ) :l (g

2 1
(1 + Ucoating) Ysubstrate u

beam where the amplitude has fallen to 1/e of its maximum, Y is the Young's

modulus of each component and o is the Poisson’s ratio of each component.

Yamamoto[65] derived an “advanced” modal expansion technique which cal-
culates the coupling between modes to render the modal expansion method
more accurate. This advanced modal expansion also agrees with corrected
Levin method. He then calculated the thermal noise due to a silica mass using
finite element analysis (see section 4.3 for a description of this type of analysis)
with Levin’s method and compared the results to the same calculation using a
traditional modal expansion. This confirmed the discrepancy between the tra-
ditional modal expansion technique. He performed further experiments using

an aluminium drum which confirmed the Levin approach for inhomogenous

loss.

2.6 Thermoelastic Damping

It was commented in section 2.3.3 that there existed a form of internal losx
which was not constant with frequency, thermoelastic damping. When an ob-

ioct. for example a suspension wire. bends back and forth there i~ differential
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heating across the object. While one side expands (and cools) the other con-
tracts (and is heated) and vice versa, hence causing a thermal gradient across
the object. This leads to a flow of heat as the material attempts to return to

thermal equilibrium, which is a source of dissipation.

When the system is at rest, local temperature fluctuations lead to motion

through the thermal expansion coefficient o = {71 (;—}). The mechanical loss

associated with thermoelastic damping is given by Nowick and Berry as[73]

Yo?!T — wr
(W) = pC 1+ (wT)?

where Y is the Young’s modulus, a the thermal coeflicient of expansion, p is
the density, 7 is the relaxation time and C' is the specific heat per unit volume
of the suspension wire material. For a cylindrical fibre. the characteristic

frequency (the frequency at which the maximum loss occurs) is given by

B 1
fcha'r - 9T
K .
= 21655 (2.29)

where  is the thermal conductivity of the material and d the diameter of the

suspension fibre.

If, instead of a cylindrical fibre, a fibre with rectangular cross section (a ribbon)

is used. this characteristic frequency becomes:

T vy ¢
= (2.30)
Jehar 20C't?
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where ¢ is the thickness of the ribbon. This allows the frequency at which
maximum thermoelastic damping occurs to be altered while maintaining the

same tension in the suspension wire.

Recently, this theory has been extended to include a temperature dependent
Young’s modulus. This leads to a replacement of o in equation 2.28 by the

following effective thermal coefficient of expansion|[74];

1dY 0o
Y

Qeff = Q@ — (?d—T - (231)

where oy is the stress on the fibre. This indicates that it would be possible,
given the correct stress, to set cess to zero (providing that the Young’s mod-
ulus is in fact temperature dependent). This would then remove the effect of

thermoelastic damping from the suspension fibres.
Braginsky et al.[75] have derived a similar expression for the power spectral

density for the thermoelastic damping in a test mass;

8 kgT?a*(1+ 02k
N

STE (W) = (2.32)

where 7, is the beam radius at the point where its intensity has fallen to 1 /e
of the maximum value. This expression was derived for an infinite test mass:
Liu and Thorne[67] determined a correction factor for finite test masses. This

factor, which is dependent on the dimensions of the test mass, is of order unity

for typical test masses.
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2.7 The Dilution Factor

It has been noted that the test mass is suspended in a pendulum to attenuate
seismic noise (section 1.5.2). A pendulum will also have associated with it
thermal noise which may be reduced by careful construction. There are two
main methods involved in this. The first is to set the pendulum resonant
frequency to be below that of the detection bandwidth of the interferometer,
so that at 50 Hz the thermal noise due to the pendulum will be that given
by equation 2.20 with the total pendulum loss factor Ppend,,,,; Substituted for
¢(w). Secondly, as will be explained below, this loss factor is much less than
that for the intrinsic loss of the material used to manufacture the suspension

wires.

Consider a pendulum, mass m, hanging at rest from a rigid support by a
suspension wire of length [. Now, consider what happens if the pendulum is
pushed to one side. There will be two restoring forces acting on the pendulum;
the transverse elastic force and the gravitational restoring force. If the wire
1s thin then most of the restoring force will come from gravity; the wire will
bend only in a small region at the top near the suspension point[76]. Since the
gravitational restoring force is lossless, the only loss will come from the small

contribution from the transverse elastic spring constant which is itself a small

fraction of the total spring constant.

Following this qualitative example, we can now proceed to derive an expression
for the pendulum loss factor with respect to the intrinsic loss of the material

from which the suspension is manufactured. First. consider the following al-

ternative description of loss:



1 Elost er cycle
( O) Q(WO) 27TEsto'red ( )

The energy lost per cycle is in this case dissipated in the bending of the wire.

The energy stored in bending the wire is:

1
2 (2.34)

Estoredw”e — ikwirex

where z is the horizontal displacement of the pendulum from its equilibrium

position and k- is the elastic spring constant of the wire.

The energy lost per cycle is a fraction « of the total elastic energy;

L 2 (2.35)

Elost per cycle — §akwir6x

The total energy stored in a cycle of the swinging pendulum is

(kwire + kgrav) z’ (236)

N |~

Estoredpmd =

where k.4, is the effective “spring constant” associated with gravity[77]

AL (2.37)
grav — l ’
Hence
1 .2
L Sk o 298)
Omai“,,(,[(wo) T o1 ) D
- ‘5111('1'“1 =
and



1 2
2 akwi'rex

271—% (sz’re + kg’rav) z?

¢pendtota,l (CUO) =

_ Ofl'{:wirex2
T 37 (hure + Figray) (2:39)

Dividing equation 2.39 by equation 2.38 gives the following:

¢P6’ndtotal (WO) _ kwire
¢mattotaz (WO) kwire + kgrav

(2.40)

Since kgrap > kuwire (provided the wire is thin), this simplifies to:

kwire
¢pendtotal (wo) ~ ¢mattotal (CL)O) R (24]')

kgrav

Thus the loss factor displayed by the pendulum mode is a reduced level of that
associated with the suspension material, again since kgrqy > kyire. The value

kuire jg known as the dilution factor.

grav

The situation may now be generalised to that of n suspension wires of length

[ suspending a mass m.

The elastic spring constant of a bending wire under tension is given by[77]

_nvIYl (2.42)

kwire — 2 l2

where T is the tension per wire, Y is the Young’s modulus of the wire material
and I is the moment of cross sectional area (12—4 for a cylindrical wire of radius

r). Substituting for kyire and kgrav (equations 2.37 and 2.42) into equation

2.41 gives:
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nvI1YI

Il (2.43)

qbpendtotal (U.)O) = ¢mattotal (wo)

This can be generalised further by the addition of a factor ¢ which has value 1
or 2 depending on whether the wires are constrained to bend only at the top

or at the top and bottom respectively:

EnvVTY T

Sy (2.44)

(bpendtotal (CUO) - gbmattotal (CL)O)

Note that although equation 2.44 is defined at wy, the relationship between
the pendulum loss and the material loss at the same frequency w still holds

for all w.

2.8 Summary of Suspension System Thermal

Noise Sources

We have discussed the fact that thermal noise is greatest at the resonances of a
system. In this section a summary is given of all major modes in a suspension
chain. These essentially fall into two major areas; those due to the internal

motion of the test mass and those due to the suspension itself.

2.8.1 Internal Modes

These modes, in which the test mass is considered to be an elastic body. occur
as the test mass itself vibrates. While the centre of mass of the test mass

remains fixed the shape of the test mass changes. Some of these modes couple
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into the interferometer; others do not. The consequences of these modes are

dealt with in the later chapters of this thesis.

The typical materials and geometry of the test masses used in gravitational
wave detectors tend to set the lower limit for the frequencies of such modes
at ~10 kHz. Thus, as discussed earlier, we are not concerned with the actual
resonances (except for some control issues) but their contribution to thermal

noise at frequencies much lower than the lowest internal mode.

2.8.2 Suspension Modes

The suspension modes essentially fall into three groups; pendulum modes,
transverse vibrational (or violin) modes and other modes. In the case of these
modes, the test mass may be considered to be a rigid body. These will be dealt

with in turn.

Pendulum Mode

The pendulum mode excited in the direction of the arm of the interferom-
eter has associated with it thermal noise which will directly couple into the
interferometer signal, reducing its sensitivity. This is because the relative dis-
placement of the masses will be altered by the thermal motion in the same way
that it would be altered by an incident gravitational wave. However. as was
discussed in section 2.7, the resonant frequency of the pendulum mode should
be set to a value below the detection bandwidth of a detector. Indeed. the
length and cross section of the suspension fibres/ wires is determined in part
by this consideration, as well as by considerations of breaking stress and ther-

moclastic damping. Thus with careful engineering the thermal noise associated



with the pendulum mode may be reduced.

Violin Modes

The modes occur because of transverse vibrations in the suspension chain.
Unlike the pendulum modes, the violin modes form a harmonic series with
frequencies within the detection band. The loss is reduced from the intrinsic
loss of the material in the same way as for the pendulum modes; the thermal

displacement noise of the test mass due to the violin modes is the noise of the

m

violin mode suppressed by a factor where m is the mass of pendulum and

Mauire 18 the mass of the suspension fibre/ wire. If the damping is homogeneous
and the rocking mode of the suspension has been constrained then the loss due
to the violin mode is related to the loss of the pendulum mode in the following

way|[78, 79],

¢m'olin (w) = 2¢pend(w) (245)

The loss of the suspension is designed to be very low, hence the thermally
induced noise due to the violin modes will be concentrated in very narrow
bands around the resonant frequencies. Thus it would be relatively straight-

forward to notch these frequencies out of the detection band with only a small

reduction in the useful bandwidth.

Other Modes

There is also thermal noise associated with the torsional and tilt modes of the

] er ' S C: cept within accept-
suspension. However. the noise due to these modes can be kept p
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able limits by ensuring that the laser beam is positioned at the centre of the
test mass. The thermal noise due to the vertical spring modes of the suspen-
sion cannot be reduced in the same way; for long baseline detectors the vertical
modes couple into the horizontal direction by a factor (arm length/radius of
the earth) which for a 4 km arm length detector such as LIGO is ~ 0.1%.

Experimental studies of the Glasgow 10 m prototype yield a similar coupling

factor[80].

2.9 Calculation of Thermal Noise Level Due to
Test Masses in an Interferometric Gravi-

tational Wave Detector

We may use the methods above to calculate the thermal noise due to, say,
a single test mass. The question remains as to how these noise levels com-
bine in an actual interferometer. Hence in this section the calculation of the

summation of thermal noise sources in the GEO600 detector will be detailed.

The following calculations are valid where the length of time the light remains
in the interferometer is less than the storage time limit, as discussed in chapter
1. Consider the simplified optical layout of GEO600, as shown in figure 2.1.
This figure shows the order in which the laser beam travels through one of the

arms. It is assumed that paths 2 and 5 are the same length (z3). as are paths

3 and 4 (x3).

This consists of a beamsplitter. two inboard test masses and two outboard test
masses. It should be noted that the inboard test masses actually sit along the

sane axis as the end test masses but are drawn here to one side for clarity.
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ETM

Figure 2.1: Simplified optical path of GEO600. The length of these paths is

shown in red (i.e. x1, To, x3 and xg

We will discuss the thermal noise contribution to the GW signal A in 2 stages.
Firstly, we will discuss the displacement changes due to motion of the different
mirrors. This will be achieved by considering the effect of 3 displacements;
Az gy, associated with each end test mass (ETM), Azjpas, associated with

inboard test mass (ITM) and Aspg associated with the beamsplitter.

2.9.1 Displacement Contribution of End Test Mass Per

Arm

The path length of one arm before a displacement of Az gy will be, according

to 2.2,

1 + Ta <+ Ty + La + T + T (2.46)

——
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Figure 2.2: Optical path length change caused by movement of ETM
Afterwards, the path length will be
T+ xg + ACCETM + A:EETM + &g + Ty -+ AZCETM eh A'IETM o+ Xy I g (2.47)
that is, there will be an increase of 2Axz gy, for each bounce of the light off

the end test mass. Hence the total displacement increase for each ETM will

be

4ACL’ETM (24?8)

2.9.2 Displacement Contribution of Inboard Test Mass
Per Arm

The path length of one arm before a displacement of Az r; will again be
(2.49)

T1 -+ &y + Ty + x3 + T2 + T

according to 2.3.
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Figure 2.3: Optical path length change caused by movement of ITM
This time, the path length after displacement will be
1+ 22+ 23+ Aziry + Azprpy + 23 + 29 + T (2.50)
Hence the total displacement increase for each ITM will be

QAI]T]\,[ (251)

2.9.3 Displacement Contribution of Beamsplitter

The contribution of Asgg is slightly more complicated since it affects both arms
at the same time. The path length in the “North” arm after a displacement
Asps (which in turn leads to a displacement R in the axes of the arms. as

shown in figure 2.4) will be

T+ R+ro+ax3+a3+a2+R+a6— R (:
according to 2.4.
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Old BS position

New BS position

Figure 2.4: Optical path length change caused by movement of BS

Also from figure 2.4, R = Cﬁ;%, giving a displacement

Aspg .
Ty + <+ L5 ~+ By - Ty -+ By = Tg (253)
cos 45°

The path from the BS to the ETM is unchanged. The reason for this is that
the motion of the BS only causes the light to hit a different part of the ETM

(the point at which the light strikes the ETM moves slightly to the right).

The path length after displacement in the “East” arm will be, where the dashed

quantities indicate the East arm;

Asps | Asps

Asps (2.54)

L —

/ / / /
+ 2o+ T+ 22+ 25 + =
. . 3 2" cosdbe cos 45°

L1 +
cos 45°

using similar arguments as were used for the North arm.

Hence the total increase in path length due to the displacement Aspg will be
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ASBS
cos 45°

2

= 2\/§ASBS (2.

1o
ol
[
g

Now, these changes are uncorrelated and so must be added in quadrature.
Thus the total path change due to thermally induced displacements in the

mirrors and beamsplitter is:

2

\/Z4A$ETM)2 + (4A£L’ETM)2 + (QAJJ]TM)Q + (2ASUITM)2 + (2\/§A835>

= \ﬁQACUZETM + 8Az77y, + 8Askg (2.56)

2.9.4 Path Length Change in Terms of h

If we consider now the incidence of a gravitational wave. how might this dis-
placement change be written in terms of h? Consider a gravitational wave
incident normal to the plane of the detector. Then, as commented earlier the
increase in the length of one arm will be AL = hL/2. The other arm will at
the same time decrease in length by the same amount (see figure 2.5). Note
that we assume here that the ITMs are close to the beamsplitter. otherwise

they would move as well as the end test masses.

Hence the change in the path length of one arm will be 2hL/2 on the initial
bounce off the ETM and a further 2hL/2 on the return, giving a total of
4hl/2 path length difference. The change in the other arm will be the same

in magnitude but opposite in sign. These path length difference are combined

linearlv. because they are now correlated. This leads to a path length change

in terms of h as 4h L.

These two definitions of the path length change must be equivalent. giving:
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ETM

Figure 2.5: Motion of the masses at the interferometer caused by an incident

gravitational wave

4hL = \[320a%py, +8Ac%, +8Askh

1 /3208037y, + 8A277), + 8Asjs

h =
i i
1 2 1 2 1 2 o K7

This is the total thermal noise contribution of 5 test mass mirrors in GEOGO0.
An example value for the total thermal noise contribution may be obtained
by using the value of S,(w) = Az? calculated for fused silica in section 2.5,
S(w) = 8.2 x 107%° m?/Hz. Using this value for the three different types of
mirror yields an estimate of the total thermal noise contribution for the test

: S ¥ O 23 -
masses themselves (neglecting all other sources of loss) of i = 8.2x10 vV Hz.
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2.10 Conclusions

Thermal noise is one of the most important noise sources with an impact
on interferometric gravitational wave detectors. We have discussed possible
sources of thermal noise in the suspension systems of a typical detector and
methods by which the level of this noise may be reduced where possible. In
addition, where the thermal noise cannot be reduced completely methods have
been introduced to minimise the impact of the noise, either by the use of notch
filters or by setting the frequency at which the noise is a maximum to be below

the detection bandwidth of the detector.

Finally, a method of combining the thermal noise contribution due to different

sources in the GEO600 gravitational wave detector was introduced.
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Chapter 3

Dielectric coatings

All current ground based interferometric gravitational wave detectors use a
multi bounce interferometer design and hence require mirrors with a very high
reflectivity. As a result, metallic mirror coatings are not used since their optical
absorption is too high [81] and the high power of the laser system can damage
the coatings. Another possible mirror coating is a dielectric coating. Such
coatings are more durable than metallic coatings and have a high degree of
flexibility in terms of reflectivity and frequency response. In this chapter the
nature and process of applying such coatings will be discussed. Following this,
the investigation of the magnitude of the potential contribution to the total loss

factor of a mirror due to the presence of a dielectric coating will be described.

3.1 Nature of dielectric coatings

A dielectric coating consists of a number of lavers of alternating diclectrice

matorials of different refractive index. Common examples of xuch materials in
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use in coatings are tantalum pentoxide, silica, titanium oxide. hafnium oxide
and niobium oxide. In general, the optical thickness in wavelengths for highly
reflecting coatings is the same for each layer. This optical thickness is generally
A/4. The optical thickness is related to the actual thickness in the following

way:

0 =nh (3.1)

where ¢ is the optical thickness, n is the index of refraction of the material
at that wavelength and h is the physical thickness. Care has to be taken in

discussions about coatings as to whether physical or optical thickness is meant.

The alternating layers of material have different indices of refraction; it is
this difference which leads to the reflectivity of the coating. Consider a lascr
incident on a coating of an even number of quarter wave (0 = A/4) layers,
2N, of indices ng and ny with ny > np. If the beam is incident from a
material with index ng and the substrate has index ng, then the reflectivity of

the coating will be [82](see figure 3.1)

where f = (ny/np)*".

For an odd number of layers 2N + 1 this becomes

2

R = fré —nong\” (3.)
23+ fni + nong

Two conclusions can be made from these equations. The first is that the greater
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substrate Ng

air n,

Incident beam

Figure 3.1: Diagram of a dielectric coating with 2 different materials in alter-

nating layers

the number of layers the higher reflectivity and secondly that the greater the
difference between n; and ny the greater the reflectivity. This means that for
a given reflectivity the number of layers can be reduced by using materials with
widely different indices of refraction; alternatively, if the desired materials have
very close indices then a much greater number of layers is required to attain a

given reflectivity.

For example, take the case of a 30 quarter wave layer coating made from tantala
(T'a305) and silica (Si0s), with ngiica = ML = 1.45 and Nigntala = e = 2.03

at 1064 nm. Using equation 3.2 this gives a reflectivity of [1 — (1 x107%)].

Alternatively, if alumina (AlOs, Natumina = 1.65) is used in place of silica, the
reflectivity drops to [1 — (6 X 107%)]. In order to reach an equivalent reflectivity

to the silica/ tantala coating, ~ 50 layers would be required.

For the work done in this thesis, it is necessary to be able to treat the entire

coating as consisting of 1 composite material as opposed to 2 separate materi-
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als. This is for the energy calculation which will be discussed in more detail in
chapter 4. From composite materials theory, it can be shown that the effective
Young’s modulus and Poisson’s ratio for an isotropic multilayer coating with

two different materials are[83, 84]

Yihi + Yshy
Yerr = :
1f hi + ho (3-4)
h10'1Y1 (1—0%)+h202Y2 (1-0’%) (3 5)

Coff =
I hYy (1= 02) + hoYs (1 — 02)

where Y,, t, and o, are the Young’s modulus, layer physical thickness and

Poisson’s ratio of material z.

Again, consider our 30 quarter wave layer coating of silica/ tantala. Substitut-
ing the properties of these two materials into equation 3.1 and subsequently
3.4 and 3.5 gives Y,;; = 1 x 10! kg/ms*, 0.5y = 0.20 and the total physical
thickness of the coating as 4.72 x 107° m.

3.2 Manufacturing techniques

3.2.1 Introduction

There are a number of techniques used to apply multilayer coatings of thin
films onto a substrate. In this section a brief overview of these techniques will
be given. Following this. a more detailed discussion of ion beam sputtering.
the technique used to create the coatings used in this thesis, will be given. The

material in this section is drawn primarily from [385. 81, 86. ]7).
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3.2.2 Coating Processes

One of the oldest methods of applying a coating (or thin film deposition as it is
more commonly referred to), is thermal or vacuum evaporation. In this process.
the coating material (evaporant) is generally placed in a crucible and heated
until it changes to the gas phase. Because the process takes place in vacuum, or
at least reduced pressure environment, the atoms ejected from the surface move
in a steady stream towards the substrate, upon which they condense. There is
a great diversity in the methods used for heating the evaporant. These include
heating the crucible by RF induction, conduction or radiation. An electron
beam directed at the crucible may also be used, or a laser. In these kinds of
processes care must be taken to ensure the cleanliness of the substrate (as is
the case with all the processes discussed here). Finally, because the evaporant
is held in a crucible while it is being heated care must be taken to ensure that
there is no reaction between the evaporant or the crucible material, or at least

that this reaction is slowed as much as possible.

A second class of deposition methods is use of gas phase chemical techniques.
Here a chemical process is used to apply the film rather than a physical one.
Example of such techniques are chemical vapour deposition or thermal oxida-
tion. Thermal oxidation is a technique where the surface of the substrate is
oxidised to form a protective layer. For example. silicon may be oxidised to
silica. This is useful in protecting sensitive silicon electronics. e.g. p-n junc-
tions as well as for device purposes. Chemical vapour deposition (or C\'D)
nvolves a mixture of constituents in a vapour phase which then react at or
close to the substrate. The chemical and physical composition of the thin film
can be tailored since the chemical reaction can be finelv controlled. Examples
of chemical reactions used in this technique include thermal decomposition.

oxidation. reduction. hydrolysis and carbide and nitride formation: this list s
) N .
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not, however, exhaustive.

Liquid phase chemical film formation includes electrochemical plating (for ex-
ample, anodisation or electroplating) and chemical deposition, for example

reduction plating or displacement deposition.

The final type of thin film deposition we will discuss is use of glow discharge
techniques. This class includes two main methods, sputtering and plasma
processes. Plasma processes use the presence of a cloud of energetic ions to
accelerate certain chemical deposition techniques such as oxidation, nitriding

and carburizing.

Sputtering is the most basic and widely used glow discharge technique. It
involves momentum transfer from a stream of ions which bombards the surface
of the coating material. This causes ejection of atoms of the material which
condense on the substrate; it appears in this respect very similar to thermal

evaporation and is indeed used in its place.

We shall now discuss one particular form of sputtering, ion beam sputtering.

3.2.3 Ion Beam Sputtering

A simple arrangement of ion beam sputtering is shown in figure 3.2. Here
the ion beam traverses the evacuated chamber to the target which then ejects
atoms towards the substrate. The ions themselves are generally formed in a
plasma which itself can either be generated solely within the lon gun itself or,

more usually. within the entire chamber. An example of thix arrangement.

using DC current. is shown in figure 3.3.

In this setup the electric field accelerates the electrons in the argon gas which
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Figure 3.2: A simple sputtering setup[2]

Argon
Gas
P
Target
Substrate
| oo
[+ Vacuum Chamber

Figure 3.3: A DC glow discharge sputtering scheme[2]

lonize the atoms; argon is commonly used as a source of sputtering ions. The
positive ions consequently formed are accelerated to the cathode which will
then be sputtered, assuming the energy of the bombardment ions is high
enough. Note that this arrangement works if the target material is conductive.
In the case of an insulating target material an RF power source is used. The
target is given a negative potential which attracts positive ions until the con-
sequent positive charging causes the target to repel any further positive ions.

The potential is then reversed so that the target is bombarded with negative
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electrons which neutralise the charge of the ions. The current is then reversed
again and the process continues. A final variant of sputtering is to use a con-
ductive target material but mix reactive gas ions with the inert gas sputtering
ions. This is primarily used to produce metallic oxide coatings and is known

as “reactive” sputtering.

3.2.4 lon Assisted Deposition and Dual Ion Beam Sput-

tering

Another use of an ion source (argon or reactive gas) in thin film deposition
1s to direct it at the substrate while the target atoms are generated indepen-
dently. This is known as ion assisted deposition; when the target atoms are
generated using ion beam sputtering, the combined process is known as dual
ion beam sputtering (DIBS). The second source is used to improve the mate-
rial properties of the coating layer. It energises the ejected target atoms before
they reach the substrate which gives them greater mobility which in turn leads
to a coating with better composition or stoichiometry. In addition, the ions
from the second source drive the target atoms into the substrate which again
improves the properties of the coating. The alterations to the initial simple

sputtering scheme required to allow dual ion beam sputtering are shown in

figure 3.4

3.2.5 Properties of Ion Sputtered Coatings
Due to the high encrgyv of the sputtered atoms of film material. ion sputtered
coatings tend to exhibit both a denser structure and a greater adhesion. In

addition. thev have been shown to have better optical properties than equiv-
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Figure 3.4: A dual ion beam sputtering setup

alent coatings created using electron beam thermal evaporation techniques.
Electron beam coatings have an optical power absorption in excess of 1000
ppm|[88] (parts per million) while sputtered coatings have an absorption of less
than 30 ppm[89]. This is especially important in Fabry-Perot type interferom-
eters where extremely high reflectivity/ very low optical absorbption mirrors

are required (less than a few parts per million).

3.3 Dielectric Coating as Source of Mechani-

cal Loss

Possible sources of mechanical dissipation (and hence possible contributions
to the thermal noise level) were discussed with chapter 2. In particular it was
noted that alterations to the test mass might lead to an additional source of
dissipation; a source of excess loss. The purpose of the remainder of this thesis
is to determine initially the existence of such excess loss due to dielectric coat-
ings. Subsequently the possible root cause of such a loss will be investigated
(at least phenomenologically). In the next section a possible model of how

such a loss might be described analytically will be constructed, followed by a

=]
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discussion of a modeshape determination experiment. In the remaining section

possible sources of the coating loss will be considered.

3.4 Analysis technique

3.4.1 Loss Parameterisation

The total level of loss attributable to a suspension system can be calculated
by adding all the separate loss factors due to different sources of dissipation.
If the intrinsic dissipation in the substrate and a loss due to the coating are
thought to be the only sources of loss, we may therefore describe the loss of a

coated test mass in the following way:

¢(w0)coated - ¢(w0>substrate + ¢(w0)coatingmode dependent (36)

where we assume frequency independent damping in the intrinsic term and a
general mode dependent form for the coating loss. Hence we may separate
the A(Wo) coatingmode dependen: t€TT into the products of two terms, one of which
is mode dependent and one of which is mode independent. This gives a loss of
the form R(wo)®(wWo)ecoating Where R(wo) is mode dependent but @(wp)eoating 1

mode independent. We wish to establish the form that the factor R(wy) takes.

Recall the following definition of ¢(wo);

E dissipated
per cycle (3 T

@(W'O) = QTTESf()r(‘d

Now consider the case of two sources of dissipation, the substrate and the
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coating. Equation 3.7 then becomes;

Ediss'ipatedsubstrate + EdiSSiPatedcoating

¢(w0)coated - (38)

27rl?'StO"'edtota,l

Substituting with equation 3.7 into the numerator gives;

2rE stored sypstrate ¢ (w 0) substrate + 2tk storedcoating ¢ (WO) coating

¢(w0)coated -
27r-Estoredtotal
Estored E tored ;
= E substrate ¢(w0)substrate + Es,ore coerine Qb(wO)coating (39)
storediotal storediotal
This may be simplified to
EStO"'edcoating
¢(w0)coated - QS(wO)substrate + ¢(w0)coating (310)
EStO"'edsubstrate

if Estored, yporare > Pstoredeoating: L 10IS 18 likely since the substrate is of scale ~

cm while the coating is of scale ~ um. This consequently defines the mode

dependent factor R as:

Batoredoo,
R(wo) — storedcoating (3 1 1)
EStOTedsubstra.te

It is possible to extend this to other sources of loss. In particular, if coating

is present on the barrel of a test mass the following would be appropriate,
where from now on we use Estoredeoating = L c0ating 5 Etored,upatrate = Esubstrate fOT

on face

simplicity;
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E coating E coating

on face
E ¢ (wO ) coating —+ ——on barrel (b (CL}O ) coating
substrate on face Esubstrate on barrel

(3.12)

¢(w0)coated ~ ¢(w0)subst7‘ate +

where the quantity E coatns is introduced which is equivalent to Eceuns for a

on barrel on face

coating on the barrel of the mass. Hence if we have knowledge of ¢(wp)eoated

(the loss of the coated test mass), ¢(wo)supstrate (the intrinsic loss of the test
Ecoatmg

on face

mass) and (the fraction of energy stored in the coating), we can

substrate
in principle evaluate @(wo)eating I the case of coating present on the front

surface of the sample only. For the case where coating is also present on the
E coating

on barrel

barrel, would also be required. In particular, if we know a range of

substrate
these values, for example a set for each resonant mode of the test mass, linear
regression could be used to provide not only a value for ¢(wp)coating but also a

measure of the accuracy of the model.

3.4.2 Analysis Requirements

We may use equation 3.12 as a multi-parameter linear fitting function to de-
termine values for ¢(wy) coniing and ¢(wo) coating. where appropriate. The value

for ¢(wo)eoated May be determined for a number of modes, along with the value

of (wo)substrate, Using the experimental technique described in appendix A:

coating E coating
the energy ratios —=“— and —<~2 are then calculated for each of the
Esubstrate Esubstrate

modes measured.

The energy stored in the substrate and coating will depend on the shape of
the mode at each resonant frequency. The stored energy arises from the strain
induced in the coating/ substrate by this deformation. The calculation of the

energy as a function of strain using finite element analysis will be discusscd in

——
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chapter 4, along with the subsequent energy ratio calculation.

Finally a further experimental technique is required to link the experimental
observations of the loss of the samples with the energy ratios derived through
finite element analysis. Assuming that each of the required terms is calculated
for several modes (and hence mode shapes in the latter case), a method is
needed to ensure that the mode identification in each case is correct; the
technique used here to determine the loss of the test mass yields little about
the shape of the resonant mode although it gives accurate information about
the mode frequency. Hence a second experimental technique is used to connect
the mode frequency with the shape generated by finite element analysis. This

be presented in the next section.

3.5 Establishing Resonant Mode Shapes

Having obtained loss factors for the samples, the next important stage in the
analysis is to establish a link between the mode frequencies and the resonant
modes of the mass as determined by a finite element package (see section 4.3).
The loss measurement system itself provides a certain amount of information
on this subject. The interferometer can be used to sense displacement either
at the center of a mass or off centre; indeed this is carried out as a matter of

course. Thus modes which have little motion at the centre but greater motion

elsewhere (or vice versa) can be determined.

The matter of mode identification may be relatively straightforward where
there is a close concordance between the measured frequency of the mode and
the modelled frequency, or where there is a large gap in frequencics indicating

that there is onlyv one possible candidate for the mode. \Where there are «
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number of candidates, however, or generally where there is a question of the
mode identification, a further technique to determine the modeshape of a mode
at a particular frequency would be invaluable. This section will discuss such a

technique.

3.5.1 Experimental Setup (Direct Modeshape)

The experimental arrangement is shown in figure 3.5.

Preamp
Signal Analyserl/
Oscilloscope
Accelerometer\

Mass —+ Platform with hole

Signal Generator and rubber feet
I
Lab Jack
s s Piezoelectric
Transducer

Figure 3.5: FExperimental arrangement used to determine the modeshapes of

test masses

The mass is mounted upon rubber grommets on a metal plate with a circular
hole cut in the centre. A piezo tranducer is then raised on a lab jack until it
touches the lower surface of the mass. This transducer is then used to drive the
mass. The motion of various points on the surface of the mass are measured
using very small accelerometers (Briiel & Kjaér 4374 accelerometers [90] which
have a mass of less than a gram). These accelerometers are attached to the

surface of the mass with double sided tape. For this reason this technique is



not suitable for all masses and indeed was only used here with a mass which

would not be used in any future interferometer development.

There are two methods of modeshape determination. The first was to wse
an oscilloscope with the drive signal superimposed with the signal of an ac-
celerometer placed at different sites around the surface of the mass. As the
frequency of the drive was increased, the resonances were noted along with the
phase difference between the drive and accelerometer signal. By repeating this
using different sites around the surface at 45° angular intervals around the edge
of the mass, a picture could be obtained of the motion of the surface of the

mass and from this the nature of the shape of the mode could be determined.

The difficulty of this method is that the motion is necessarily discretised into
separate accelerometer sites, and the accuracy with which the phase differencc
could be measured is not great since it was measured by eye. In addition
since only the motion of the front surface is being measured distinction can
only be made between modes which have a different surface motion; it would
be difficult to distinguish between modes with the same surface motion but

different barrel motion, for example different orders of drum modes.

Nonetheless this method works well in basic mode shape identification. The
second method is very similar but uses a spectrum analyser in place of the
oscilloscope; for each accelerometer siting a swept sine output is used to de-
termine the transfer function between the accelerometer and the drive. This

again gives phase information about the surface motion.

An exanple of the usage of this technique will be given in chapter 5. In the

next section we will discuss where the possible sources of mechanical loss within

coating may be.



3.6 Potential Source of Coating Loss

In this final section we will discuss briefly some possible sources of loss due to
a coating, and how they might be manifested in a loss measurement scheme

such as that outlined above.

Coating/ Substrate Interface

substrate Ng
nL \
Ny )
Substrate/ coating
- n, interface

Figure 3.6: Location of substrate/ coating interface

One possible source of loss would be the interface between the substrate and
the coating itself. This could be due to rubbing between the two objects or
damage done to the substrate surface by the deposition technique. If this were
the dominant source of loss, then if a number of coatings were tested each
with different thicknesses/ layer composition it is likely that the loss would
remain essentially constant as the loss arises primarily from the deposition of

the initial layer.

Intracoating Interfaces

substrate S

nL/

Intracoating
H interface

air

Figure 3.7: Location of coating/ coating interface



A similar source of loss might be the interface between each layer in the coating:
again this could be due to discontinuities at the edges of each laver caused by
the coating process itself. A method of detecting this type of loss would be
to measure the loss of a number of coated masses, each with the same coating
composition in terms of material and total thickness but with a varving laver

thickness thus changing the number of intracoating interfaces.

Intrinsic Coating Material Loss

Finally, the third possible source of loss would be the intrinsic loss of the
materials used in the coating. This is perhaps the most likely a priori source
of loss, as there will in any case be an intrinsic loss associated with cach
thin film material. The question is whether this will be dominant compared
to other potential loss sources. This loss could be determined by using a
number of coatings with the same materials and number of layers but different

proportions of materials, for example 1:3, 1:1 and 3:1.

3.7 Conclusions

There are a number of techniques suitable for the deposition of dielectric coat-
ings, of which the most suitable for mirror coatings is ion beam sputtering since
it leads to lower optical absorption than, for example, electron beam cvapo-
ration. Electron beam coatings have an optical absorption in excess of 1000
ppm[88] (parts per million) while sputtered coatings have an absorption of less
than 30 ppm[89]. Sputtered dielectric coatings are themselves used as they are

more sturdy and have a better optical performance than metal coatings.

We have established a possible model for the loxs due to such a dielectric
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coating and the experimental and analytical steps required to determine both

the presence and potential source of the loss.

In the next chapter the experimental techniques used in this thesis will be

outlined.



Chapter 4

Numerical Calculation of Strain

Energy

At the end of chapter 3, the parameterisation and calculation of loss was
discussed. This calculation uses the ratio of the strain energy (that due to
deformation) stored in the coating of a mirror to that stored in the substrate
of the mirror. The purpose of this chapter is to deal with the subject of strain,
its definition and consequent use in a strain energy definition. Thereafter the
finite element program used to calculate the natural modes of the test mass

samples, Algor, will be described along with actual models used.

Finally, the strain energy calculation program Ocean will be examined in each

of its stages. We begin, however, with a simple definition of strain.



4.1 Definition of strain

4.1.1 One dimension

Consider a one dimensional bar such as that in figure 4.1. If a force is exerted

X AX

Before extension

X+u AX+Au

After extension

Figure 4.1: Typical one dimensional shear deformation

on the bar causing it to extend, z becomes r + u and Az becomes Ar + Au
where u is a displacement. Strain is defined as the change in length over the

original length. Thus we have

change in length

strain = —
original length

g (4.1)

Az

du ; : :
which tends to — as Az — 0. This may be described as an extension per
%

unit length

4.1.2 Two dimensions

To extend this to 2 dimensions, consider a plate with two orthogonal vectors
Va ‘ 7 1 O e 3 ] 1Q g ) '\

defined upon it, PQ; and PQ,. These are shown in figure 4.2. If this plate I
g = " ) o/ ‘ - - . ' 51 7Y/ festionn .

then distorted, PQ, will become P'()} and PQ» will become P'Q)5. Using the

on i oure. we have the extensi v unit length parallel to r; as
notation in the figure, we have the extension pel unit length i :



Uy dusg
T and that parallel to z, as e However there are also two cross terms.
1 L2

dul - dUQ
—— & —
dﬂfg dl’l

4.1.3 Rotation and symmetry

If a pure rotation is considered, such as that shown in figure 4.2, we see that

y >

Figure 4.2: Rotation of square plate

(I’(I-_)

dz,
du,

~day

tant =

U
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for small displacements. A notional “strain” tensor of the form

duy  duy
dzry dzo
dup  duy
dzq dzxo

would be similar to the form for a pure rotation;

0 —40
6 0
du du
Thus @l and d—; signify not only strain but also rotation. Since for a pure
2 1

rotation there will be no strain a more accurate definition of strain is required
which will not confuse rotation with strain. The tensor above is an antisyvin-

metric tensor. So a new definition of a strain tensor can be defined;

duy du; 4 dup
dzrq dzo dz;

dup | duy duy
dxq dzo dzo

which is symmetric and zero for a pure rotation, as required. [91]

The full definition of strain is as follows;

1 (du; du;
o ! 4.3
iy 2 (dCE'] + dxl> ( )

which is valid for small displacements. It is this version that will be used for

the remainder of the study [92].

4.2 Strain energy

. . . i[9
The encrgy density due to the deformation of an isotropic body is[92]

Yy’ . a ,
S E— T U Umm (4. 1)
PE= 51 + o) (ll’f+(1—20> ! >

-
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where Einstein summation is implied (e.g. ufj = u;;u;; which means multiply
each component of the tensor together and then sum over 7 and j). Y is the
Young’s modulus and o is the Poisson’s ratio of the substance being studied.
To obtain the energy stored in the whole body, this expression is integrated
over the volume of the body [92]. It is instructive to look at the terms in this
equation with respect to their physical relevance. Two sources of energy may

be introduced, the bulk and shear energies.

4.2.1 Bulk Energy

Consider a small cuboidal volume with sides of length L., L, and L,. Then
the volume V will be L,L,L,. If this volume is then deformed, the principal

strains (those in the z, y and z direction) will be;

Ax

Ay .
Uyy = z; (4.())
Az -
— 1.7
(P i (
Then the new volume V' will be;
V! = (Ly+Azx)(Ly+ Ay)(L: + Az)
= (Lg + Lo (Ly + Lyuyy) (Lo + L.u.:)
= L(1 4 Upe) Ly (1 + uyy) Lo(1 + Us-)
= 1"+ Vuy (l.ﬁ)
where higher order terms are disregarded. Then, since 21" = V=1, =

So it ix clear that the second term in equation 4.4 refers to the volumme change
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of the object; this is described as the bulk energy as it refers to a volume

change. The term u; may be referred to as the bulk strain.

4.2.2 Shear energy

The first term, that involving wu,;, includes off diagonal terms (those of the
form wgy, u,, and so on). These refer to shear strain, for example that shown

in figure 4.3. So it would appear that the first term corresponds to shear.

Figure 4.3: Typical shear deformation

However, this term also has a contribution from the diagonal elements of the
strain tensor because it sums over the entire tensor. So it would appear that
it is not possible to completely separate the two terms in the context of their

physical representation. However a new object can be defined:

1.
Sl‘]’ = ‘ll,jj = g()z'jU[[ (4())

which is traceless (see equation 4.10, where S,.m 1s the trace of this tensor),
and thus represents strains where the volume of the object does not change.

This is described as pure shear[92].
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(4.10)

We may rewrite the energy density (equation 4.4) in terms of the bulk and

shear strains using the definitions discussed above[92];

1
PE = ”Q'Kullumm + 5555

(4.11)

where K is the bulk modulus and p is the shear modulus. These can be related

to the Young’s modulus and Poisson’s ratio as follows;

K

14

1 Y
- 3\1-20
1Y
 2\1+40

This definition is due to Landau and Lifshitz [92].

(4.12)

(4.13)



4.3 Finite element analysis (FEA) and Algor

Once the definition of strain energy is known, the next task is to find the strains
in the desired mass (or substrate) for each of its natural mode frequencies. This
is extremely difficult to do analytically for all but the simplest of modes. Hence
finite element analysis (FEA) was used. Finite element analysis essentially in-
volves constructing a model divided into “elements” and “nodes”. A set of
equations is then constructed which describes the behaviour of these elements:
these equations are then solved simultaneously to derive the behaviour of the
body as a whole. The solution of a natural mode problem involves the solu-
tion of an eigenvalue problem[93]. A FEA program called Algor was used to
generate the displacement values for the nodes of each mode of the substrate.

In this section we will discuss the construction of a typical model.

4.3.1 Model Construction and Assumptions

All the test masses in use in current detectors are essentially cylindrical with
the exception of the flats used, for example, in GEO600 to attach the silica ears
to which the suspension fibres will be welded. However the effect of these was
thought to be small and so for ease of calculation were not considered in the
model. Hence the model of the test mass was a basic right cylinder. In order to
model the coating, three assumptions were made. Firstly it was assumed that
the coating does not affect the shape of the surface of the mass on which it lies.
The second assumption was that the coating follows that surface exactly. This
is valid as long as the coating is not much stiffer than the substrate. These
assumptions then allow us to simply model the substrate and then usc the
displacements of the front flat surface of the substrate as the displacements

of the coating. The reason for making these assumptions 13 that it would be
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impractical to model with finite element analysis a thin coating (= 10um) on
top of a thick mass (=~ 10cm) accurately in any reasonable length of time -
the computational power required would be huge. Thus until computer power
increases, compromises must be made between accuracy and practicability.
The final assumption was that the coating material was isotropic in nature -
this allowed an isotropic material type to be used in Algor. The question of
materials which have properties which differ in different axes, which are said

to be anisotropic, will be dealt with in chapter 6.

To begin the model, a line is drawn which is the length of the diameter of the
mass. This line is then divided into a number of sections as shown in figure
4.4. Note that this figure is an isometric view with the axes as marked. This
divided line is then rotated and copied around the z axis to give a meshed disc
in the zy plane as shown in figure 4.5. This is a view looking onto the ry plane
as marked with z = 0. This is then copied a number of times in the positive
z direction to give the correct height as shown in figure 4.6, which is also an
isometric view. The presence of the suspension loop is ignored so the mass
is said to be unconstrained. Algor then proceeds to find the natural modes
of the mass by finding the equations of motion of each of the nodes in the
model and then solving the associated eigenvalue problem. It also calculates

the maximum displacements of each of the nodes at the peak of one cvcle.

The lack of constraints means that Algor must be told that there exist the

rigid body modes.

The output of the analysis can be seen in graphical form inside Algor itsclf. or

the data can be extracted from a file created by Algor called modelname.ml.

Now that we have assembled the model and used Algor to obtain the natural

modes. a method is required to calculate from the displacements the amount
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Figure 4.4: Diameter of cylindrical mass divided into sections

Figure 4.5: One radially meshed disc

of strain energy stored within the coating and substrate. For this, a program
was written called Ocean. We must first, however, be sure that the output of
Algor gives the information that we require. In the next section this will be

briefly investigated.
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Figure 4.7: Algor screenshot showing typical deformation of substrate in one

of its natural modes

4.3.2 Verification of Algor Displacements

We require to make sure that the output of Algor gives the information that
we require, in particular that it gives the displacements of each node. To
do this. we will look at a simple modeshape and show that Algor gives the

displacements as required. The model of the initial mass used in chapter



5 was used for this test. Consider the fundamental longitudinal mode of a
cylindrical mass as shown in figure 4.8 (and again in appendix B for reference).
in particular the centreline of the mass (the line through the origin of each disc).
At the peak of one oscillation cycle, the topmost point will have moved in the
positive z direction and the lowest point will have moved in the negative z
direction. The centre point will have remained motionless. The displacements
of the remainder of the nodes down the centreline will follow a sinusoidal curve

from one extreme to the other.

A graph of displacement in the z direction against its position on the 2 axis
for the fundamental mode of the Algor model is shown in figure 4.9. We may
observe that the displacements follow the pattern described above. However,
while the height of the model is 10.2 cm, the displacements shown range from ~
—1to ~ 1. This indicates that Algor does not give the absolute displacements,
but instead relative displacements. Since we require the ratios of energies for

the same mode in each case, this presents no difficulty.

Displacement

1.0163
3018

Figure 4.8: Screenshot from Algor showing the fundamental longitudinal mode

used in the displacement graph in figure 4.8
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Figure 4.9: Graph of displacements in the z direction vs. the original positions
of the nodes on the z axis for the fundamental longitudinal mode of a cylindrical

mass

4.4 QOcean

To continue, the strains associated with each node must be calculated. This
is the task of Ocean', a program developed using the C' language specifically
for this purpose. The purpose of this section is to deal with the requirements

of Ocean and their implementation.

As part of the output of Algor, there exists a text file which contains all the
node positions and displacements from each of the natural modes. We need to
use these in concert with equations 4.3 and 4.4. The tasks required of Ocean
are to extract this information, read in the particular material properties and
calculation options and then calculate and output the relevant strains. strain

energies and strain energy ratios.

IThe name of which is a partial acronym of Coating Energy Analysis



In the following section the operation of Ocean will be discussed. Consequently.
the numerical scheme used to calculate the strains from the displacement values
taken from Algor will be described in section 4.4.1. Thereafter, we will examine
a typical Ocean session in section 4.4.2. In the subsequent sections we will look
at the various stages of the running of the program. Initially, however, we will

examine the method used by Ocean to calculate the strains.

4.4.1 Numerical scheme

The difficulty in calculating the strains lies largely in the arrangement of nodes
within the model. We have cartesian forms for calculating the strains, yet the
model is essentially in cylindrical polar format, for ease of construction. There
are therefore two options open to us: firstly to recast the strain formulae in po-
lar form, or secondly to establish a method of using the cartesian displacements
within a polar framework. The second option was chosen as this allows the
most natural coordinate system to be used for each task - node identification

and strain calculation.

To proceed, each node is firstly assigned a set of co-ordinates in cylindrical
polar space, as demonstrated in figure 4.10 in which a single disc is partially
indexed. A third co-ordinate was used for the z direction, in which the lowest

disc was set as z = 0 (hence the origin of the lowest disc would have co-

ordinates (0,0, 0)).

Calculation of strain

We are now in a position to calculate the strains for individual nodes. The

' © - individual special cases. The
general case will be described first. followed by individual specie
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(4,0)

%

Figure 4.10: Local cartesian coordinates

early discussion will use only the zy plane for clarity; the calculation will be

extended to the z direction at the end.

The first step is to take one node and define a local neighbourhood of 4 nodes
around that point; an example of this is shown in figure 4.11. This is because we
will take the average of the strains over three nodes in each axis; this provides
a more accurate value than would be achieved with two nodes. To understand

this scheme, consider figure 4.11. For clarity, only the u, components are

shown.

Consider the following, where u, is the x component of displacement in the
reference co-ordinates of an entire disc, d, is the x component of the vector d

and so on:
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Figure 4.11: Typical node neighbourhood. r refers to the centre point

Ju Ju
ul‘ r + d - b g4 = Idr = 1 .
( ) — ug(r) 5, 4=t 5y (4.14)
Ju o,
Uy (r +b) —u, = 5 ~h 4.15
(F+b) ~uslr) = Fob+ S, (4.15)
, ou, ou,
Now, recall from equation 4.3 that and — are exactly the terms we

ox Ay

need for the strain tensor. To obtain average strain values we can define new

quantities which are given in table 4.1.

Quantity Definition

a .+ aul_ . SenueTy .
o u 2 in positive 1
Oy, %z i pegative x

L oz o) -
5 ot s SRR,
Oy 5. I positive 1
/ . Ouy oativ .
a8 5o In negative 2

Table 4.1: Partial strain values used to calculate strain components in local

cartesian frame

We may now recast and expand 4.14-4.15 as:
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ur(r +d) —u,(r) = 8ufd, +d,uld, (4.16)

Uz (T +b) —uy(r) = Gulb, + Oyu, b, (4.17)
Us(r +t) —u(r) = Opugt, +dult, (4.18)
Uz (T +8) —up(r) = Ouls, +0,us, (4.19)

Hence we have 4 equations and 4 unknowns. It is also clear that

Ouz  Opuf + Oruy
ox 2 (4:20)
Ou,  Oyut + Oyuy
= . (4.21)

Hence we can now calculate both strain components using u, in the zy plane.

The case for u, is identical.

For practical reasons related to the computation of the strain, it is useful to

consider a local cartesian frame defined around each node, for example that

shown in figure 4.12.

Here we have two sets of strain values (again consider just the wu, casc).
Ouy ou,

Ous and Oty for the local frame and —— and —— for the reference frame.

! oy’ o Jy

These are related;



Figure 4.12: Local cartesian coordinates

Ou, Ou, O’ Ou, Oy

= 25
ox o' B | oy Ox )
Ou,  Ou, 01’ . ou, 0y’ 1
oy ox' dy  Jy' Oy 28]
, ox’ oy’ , gz’ oy’
Since e cos 6, 0—?5 = —sinéb, 8—3/ = sin# and d_?ZJ/ = cos 6, we have :
ou . Sur
z cosd —sinf ch
g | = or (4.24)
%’;—T sinfl  cosf ‘gl;f

Although this is the most general case, there are some simplifications which
can be made to ease calculation. If the 2’y frame is defined such that the y'
axis lies along a radius of the disc, then we may simplify our previous strain
calculations: think of the neighbourhood of nodes in terms of the z'y plane,

with reference to figure 4.13 and also figure 4.10.

Then d, = ¢, = 0 and we now have three instances of J,u, . Hence equations
4.16-4.19 become
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Figure 4.13: Local neighbourhood of points for one node in a meshed disc

Uz(r+d) —u.(r) = d,u;d, (4.25)
Uz(r +b) —u,(r) = Ousb, + dyu b, (4.26)
uz(r+t) —ug(r) = Jutt, (4.27)
Up(r +8) —ug(r) = dyuls, +8,u;s, (4.28)

These equations are equivalent to the original set (4.16-4.19)in terms of accu-

racy but they make for a simpler calculation which therefore makes the coding

simpler.

Thus our general scheme will be to calculate the local strain components then
rotate them to the reference frame. It is interesting at this point to note that
this single rotation does not, apparently, comply with the standard form for
rotation of tensors between co-ordinate systems. In the case of a second order
tensor, two rotation tensors would be required;

I
“;1 = ‘\,;‘,A\J[H/,»/ (4.29)

where each tensor A;x is a rotation. The reason for this is that this would apply
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had the displacements been in polar co-ordinates as well as the node positions.
However because the displacements were left in cartesian co-ordinates. only

one rotation is required.

z direction

The z direction calculations are straightforward in comparison. All that we

require is, for example,

Our,  Ouf +0,u;
0z 2

(4.30)

with nodes on three consecutive layers of the cylinder.

Special Cases

We now have a full treatment of the general case of the strain calculation.
There are, however, a number of special cases. At the edge of one disc, the
neighbourhood is reduced to 3 nodes, one in the radial direction and 2 in the
¢ direction. Thus the J, strain value will not be an average but take only one
value. Similarly, at the top or bottom of the cylinder there will only be one

value used for the 9, component of strain. This will be discussed further in

section 4.5.1.

4.4.2 Typical Ocean Usage (ocean.ini)

Having discussed the calculation of strain in some detail. it now remains to

discuss the workings of the program itsclf. This will be done by considering a
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typical usage of the program and describing the steps that take place as the

program runs.

An Ocean session begins by configuring the ocean.ini file, a sample of which

is shown below:

model_name: silicacoin_1.ml
mode_number: 7
coating_thickness: 4.4e-6
barrel_thickness: 4.4e-6
substrate_E: 7.2e10
substrate_sigma: 0.17
coating E: 2.6el1l
coating_sigma: 0.26
barrel_E: 2.6el1
barrel_sigma: 0.260
barrel_extent: -1
surface_locn: 0.0

append: 1

mode_print: O

point_data: O

The function of the majority of these descriptions are straightforward; the
first two point Ocean to the correct file (which for the moment should reside
in the same directory as the Ocean executable) and indicate the mode of
interest; in every case the first possible mode is mode 7 because of the six
rigid body modes®. The next two lines allow for different front coating and
barrel coating thicknesses (both in metres). The following 6 lines describe the
material properties of the substrate (substrate_), front and barrel coatings -

_E refers to the Young's modulus in standard units and _sigma the Poisson’s

ratio.

The last 4 lines refer to the location of the barrel and front coating. barrel extent:

=Usi is 1 enerally AR W ni analvsis packages
Using Algor. This is not generally the case w hen other finite element analysix |

are used; sce chapter 6.
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-1 indicates that the barrel coating covers the entire barrel 3and surface_locn:
0.0 indicates that the front surface should be used to calculate the coating
energy. These allow for a partial barrel coating and for the energy to be cal-
culated further down the mass. This does not have relevance to the coating
problem but is instead present to extend the scope of the program; this will be
discussed later. append takes two values, 0 and 1. 0 indicates that the energv
values calculated will not be appended to the current results file, 1 indicates
that they will. If mode_print is set to 1, the mode number will be printed
before the energy values, otherwise it will not. The purpose of these two set-
tings is to allow a number of different models to be included under one mode
heading; this will be discussed later in section 4.5.2. Finally the point data
setting allows individual displacements and strain components to be extracted

for particular points for testing purposes.

Once ocean.ini is setup correctly, Ocean is then called from the command
line. It will then run, picking up the settings given above. The results appear
in a file called energy_ratios.csv, an example of which is shown below. The
CSV format is used to allow easy importing into a spreadsheet, for example

Microsoft Excel.

Mode Number = 14

Number of nodes,Substrate Energy,Surface Energy,Surface Ratio,...
6545,7.326055e-03,1.198903e-06,1.636492e-04, . . .

...,Barrel Energy, Barrel Ratio
...,1.423757¢-05,1.943415e-03

We will now look at the stages carried out by Ocean. having read in the

scttings file. A copy of the source code for Ocean is in appendix E which hax

been commented into these sections.

vsical sienificance and is simply a coding convenience.

3The negative here has no ph
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4.4.3 Ocean Stages - Data Import

The first task of Ocean is to read in the values from the .ml file. The important
step here was to convert the node position values to polar co-ordinates. The
dimensions of the mass are then calculated by Ocean (one of the long term goals
of the Ocean development is to remove as much non-essential user intervention
as possible) and the radial, angular and z step sizes are calculated. Using
these values the nodes are sorted into the co-ordinate scheme discussed earlier;
although the node scheme used by Algor is known, this sorting made fast
calculation possible as it allows loops to be used. In addition it means that
any future FEA package can be used as long as it employs the same mass
construction model. The relevance of this design choice will be seen in chapter

6.

The cartesian displacement values are then read in and assigned to each node.
The strain calculation then proceeds using the principles discussed in section

4.4.1.

4.4.4 Model used for different parameters

Ocean then uses these strain values to calculate the energy densityv associated
with each node (which is assigned a volume as a fraction of the whole) using
equation 4.4. For the substrate, the volume assigned to each node is a fraction
of the surface area of the front surface multiplied by the increment in the z
direction of the mesh. The energy is thus integrated over the whole mass. For
the surface coating there are two changes; firstly the volume for each node ix

given by a fraction of the surface area as before but this time multiplied by

the thickness of the coating. Secondly. the actual physical properties of the

' st tl y arrel the volume is found in
coating are used here for the first time. For the barre
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a similar way. The formulae for the different parameters that Ocean currently

calculates are given below.

Y
1. Substrate, surface and barrel ener = — (2 ’
9y  PE 2(1 i 0_) Uz] + 1- 95 Ul Umm
2. Surface Shear Energy PE = [15i;5:;
3. Surface Bulk Energy pE = 1 Kujmm
4. Kinetic Energy pe = (27 f)?pV (Ar? + Ay? + A2?)

Each of these is integrated over the appropriate volume.

4.5 Verification

An important stage in the use of this (and, indeed, any) program is to test the
validity of its output. In the case of Ocean, this was done using a test file where
the strains and consequent energies are well known. The form of displacement
chosen for this test was a cylindrical bar of length L, starting at the origin
and bent in a parabola (i.e. as shown in figure 4.14). This is an unphysical
displacement but was chosen for simple and transparent analysis. Without
volume conservation, the equation of the centre line would be F(z) = %cz2

with ¢ the curvature. However to include volume conservation an additional

term is required.

Consider the length of a curve. In general this will be (in the co-ordinate

system used here):

I(z) = / Vd:? 4 da? (4.31)
Jo

‘ I ds — o~ Ad~  Spybetituti quatiol
Now o = F(z) and so dr = F' dz = ¢z dz. Substituting this into equartion

105



y

Figure 4.14: Bar bent into half parabola

4.31 gives,

I(z) = /\/1+0222dz
0
1 cz
= g/ vV 1+n2dny (4.32)
0

where 7 = cz. Using the approximation /1 + 22 ~ (14 %2) we obtain:

1 J a4 77‘2
I(z) ~ _/ 1+ L)ay
0

q -
]

(4.33)

Now [(z) is the length of an element of original length z after the bar has been
bent into a parabola. Consider a point r on the centreline of the undeformed
bar at co-ordinates (0, z). We now bend the bar into a parabola and exam-
ine the co-ordinates of this point r’, assuming it retained its position on the

centreline (see figure 4.15).

The z co-ordinate of this point will have changed by an amount
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Figure 4.15: Displacement of point on the centreline of the bar after bar is bent
into a parabola

l(2) — 2= (4.34)

in the negative z direction.

Now the cylindrical bar has non zero radius. Recall that we will convert this
model into a form suitable for use with Ocean which will therefore use a stack
of radially distributed nodes. Hence the displacement of each point on the
cross section is needed as well. This can be calculated with full generality
using the point at the highest x value for any particular cross section. The
displacement of this cross section can be represented as a combination of a

translation in the x direction and a rotation in the zz plane.

1 . . :
The translation is simply 5022 and only contributes to the x displacement.

To calculate the displacement contributions of the rotation, consider figure
_ dF

4.16. The angle @ will be the gradient of the bar at that point, or - where
ac

F = 1¢22 here.

1
2

The value of dz will hence be —z sin 8. Similarly, dz = r—x cost = x(1—cosb).

Combining the displacement of the centre line, the displacement due to volume

conservation and the displacements due to the rotation of each cross section
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Figure 4.16: Rotation of cross section

we obtain the following displacement vector:

] 5 ol _ |
u=| ez + x(1 — cosh),0, — z — rsiné (4.35)

Now 0 = % — ¢z in this case. Hence equation 4.35 becomes;

1, i . o
u= (e + x(1 — cos(cz)),0, — g 2 sin(cz) (4.36)

We are now in a position to calculate the strain tensor. Using equation 4.3 we

obtain the following:



v — 1 dui+duj
N 2 \dz; duz;

1 — cos(cz) 0 5[z + cxsin(cz) — sin(cz)]
= 0 0 0
3 ez + cxsin(cz) — sin(cz)] 0 —62222 — cxcos(cz)

(4.37)

Using the small angle approximations sin(r) ~ z and cos(z) ~ 1 — %2 this

becomes;
c?22 1 2
5 0  5lez+ cfzz — c2]
Uy = 0 0 0
tlez+cPrz—c2] 0 C2222 —cx <1 — 6222’2)
c?z? 1.2
5 0 SC°x2
= 0 0 0 (4.38)
sctrz 0 —‘32222 —cx (1 — sz)
In addition, we can calculate the energy using equation 4.4:
Y 5 o _
= T ;s Uit ym 1%()\
Esubst'rate /V 2(1 + O') (llz] + 1 — 20 ] ) (

If we set 0 = 0, u}; becomes,
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2 cz 1499 c°z c’z
Uu: - = _— _ _ _ _
B Azt A2 Sp2h St s a
- T T T + 1 3 +c’xzt + c*x (4.41)

We set 0 = 0 for ease of calculation; it removes the second term from the
energy density equation 4.4. We are not in a physical situation with the bar
bent into a parabola: the deformation imposed is consistent with a material
having sigma equal to zero so there are no adverse consequences to making
this assumption. In particular we must use all the strain tensor components in
the remaining term of the strain energy density calculation and so we are still
testing the strain calculation of Ocean completely. A further test, not detailed
here, found agreement between the analytical energy and the Ocean derived
energy for a pure longitudinal deformation for a bar where Poisson’s ratio was
not set to zero. After conversion to polar co-ordinates and integrating the z
terms from 0 to L, the length of the bar, the total energy Egupstrate is finally

calculated as:

2 D2 274 2p27T2 Ap2r4 R2
:YCZRL c5L_c}1%2L +C4O +‘é‘ (4.42)

If we only integrate z over the range L — 4 to L, where d is a nominal coating

thickness, we obtain the following:

5 _ YSrRL—(L-9)] (4.43)
coating — 4
ALA - (L-8)Y R = (L-0F] SR -(L-8)] R
5 12 40 2
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We now have a complete scheme to test Ocean; we have an analytical model

for which the displacements, strains and strain energy are known accurately.

4.5.1 Results

Figure 4.17 shows a graph of the calculated bar energies using various mesh
sizes with Ocean. The test values used are shown in table 4.2. Recall that
there is an approximation whereby nodes at the top and bottom of the cylinder
use only two points to calculate the z components of strain; there is a similar
approximation around the rim of each disc. Hence the test value may be
slightly inaccurate unless a sufficiently large number of nodes is used thus
decreasing the contribution of the top and bottom layers and the rim of each
disc. Figure 4.17 shows the test values as a function of the number of nodes.
In these test values the product of the number of radial nodes and the number
of angle increments ranges from 8 to 400. From this it can be seen that a few

thousand nodes are required to obtain accurate results.

Constant Value

curvature 1.00 x 104

1.00 x 107 'm

7.20 x 10'° kg/ms®
1.00 x 10~ 'm

1.00 x 107 %m

> T =<

Table 4.2: Test constants

This shows that there is a convergence to a steady value of the calculated
energy. This graph would indicate that Ocean does quickly converge to a
steady value. However it would suggest that any actual FEA models used
should have a few thousand nodes at least to be confident of the Ocean derived
ratio. Table 4.3 shows the comparison of the analytical energies and ratios,

that were obtained by Ocean with a mesh of 6416 nodes (the highest number
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Figure 4.17: Convergence of energy values calculated by Ocean

shown on the graph)and that obtained by Ocean using a mesh of 29791 nodes.

Analytical Ocean(6416)  Ocean(29791)

Substrate energy 2.8274 x 1073 2.8314 x 1073  2.829056 x 1073
Surface energy 2.8274 x 1078 2.8373 x 107 2.830572 x 107®
Ratio 1.0000 x 1075 1.0021 x 107° 1.000536 x 107°

Table 4.3: Comparison between analytical and Ocean test energies

This indicates that Ocean is accurate to within 1% for the test model chosen.

4.5.2 Convergence

We have discussed now the component parts of Ocean, its running and method-
ology. There remains one further feature of its use. which is the subject of
convergence. It is not a prior:i clear how accurate a finite element mesh is in
terms of the energies that it yields (indeed. an example of this was scen in
the last scction). Experimental tests (see chapter - table 5.1) show that the
frequency agreement of the FEA models with experiment ix good. but it would

be prudent to use a number of models to ensure that an accurate reading of
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the energy was employed. To this end, a number of models were used for
any one sample with increasing mesh densities. The number of nodes in the
radial, angular and z directions were increased in proportion to keep the ratio
of the individual mesh cell dimensions approximately the same. The conse-
quent energy ratios were plotted in Excel and the Solver package was used to
fit an exponential curve to the data. The asymptotic value of the curve was
then used as the final ratio value since this would approximate to an infinite
number of points. Although this would not give a completely accurate answer
- numerical accuracy issues would prevent this - it would nonetheless allow a
common procedure to be used for each case. An example of such a convergence
can be seen in figure 4.18, with data from chapter 5. The data were found to

be well fitted using an exponential.

1.215E-04
1.210E-04 \
X FEA derived ratio
— Exponential fit
“““ Asymtote of fit
9
© 1.205E-04
o
pd
1.200E-04 \
1.195E-04 T T T T T |

0 10000 20000 30000 40000 50000 60000
Number of nodes

Figure 4.18: Example convergence

4.6 Conclusion

In this chapter we have introduced the topic of strain and the subsequent cal-

' ' ' .ov. The use of finite element analysis to obtain the nodal
culation of strain energy. The use of finite element an
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displacements of a variety of natural modes of a mass has been discussed. along
with the use of these displacements to numerically calculate the strain energyv
stored in this mass. To do this, a program called Ocean was written which
has been discussed both in terms of its usage and in terms of its conceptual
working. Finally, the output of this program has been verified using analyti-
cally derived strain energies and limits have been placed on the mesh densities

which should be used with Ocean to ensure accuracy.
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Chapter 5

Analysis of Coated Silica Test
Masses

5.1 Introduction

The previous chapters have dealt with the theory and methodology necessary
to assess the presence and determine the level of losses due to dielectric coatings

on test masses. In this chapter these concepts will be used in practice.

The study will comprise two parts. The first will describe the initial efforts
made to determine the existence of an excess loss due to a coating and to obtain
an initial level for that loss. This work has also been published separately[)1].
The second part will extend that work to investigate different types of coating
to determine the primary source or sources of loss and thus potential ways to
reduce that loss. This investigation covers both the composition of the coatings

and the materials used. The extended investigation forms part of an updated

coating loss paper. currently in preparation.
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5.2 Initial Study - 10m Prototype Masses

5.2.1 Nature of samples

The initial investigation employed two fused silica masses originallv used in
the 10m prototype detector at the University of Glasgow. Each was a right
circular cylinder with a diameter of 0.127 m and a height of 0.103 m. The first
sample was manufactured from Corning[95] 7980 fused silica (grade 0C) and
the second from Corning 7940 fused silica (3G). The faces of both masses were
super-polished to sub-angstrom roughness levels and the barrels were inspec-
tion polished. The polishing in all cases was carried out by Wave Precision !
[96] who also applied dielectric coatings to each sample. One face of each mass
was given a coating designed to be highly reflective at 1064 nm. although the
reflectivities of each coating were slightly different. The rear face of each mass

was given a coating designed to be anti-reflective at the same wavelength.

X-ray fluorescence[97] was carried out on the coatings to determine their ma-
terial constituents. The outcome of this indicated that the highly reflective
coatings on the 7980 and 7940 masses consisted of aluminium oxide (alumina)
and tantalum pentoxide (tantala). Subsequent calculations using equations 3.4
and 3.5 suggested that the highly reflective coating on the 7980 mass consisted
of approximately 43 alternating quarter wavelength layers, giving a physical
thickness of 6.3 um. It is similarly believed that the highly reflective coating

on the 7940 mass used 59 lavers giving a geometrical thickness of 8.6 pm.

An initial assumption was made that the loss in the coating was proportional
to the total thickness and that the loss was basically homogencous throughout

the coating. It was assumed that the anti-reflection coating. which had ig-

Iyreviously General Optics
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nificantly fewer layers (= 2 layers) would not add a significant amount to the

total loss and was thus not considered.

The losses of seven modes were obtained using the method described in ap-

pendix A. The modeshapes for these modes are shown in appendix B

5.2.2 Results

The lowest loss factors measured for each of the seven modes of the coated

7940 and 7980 masses can be seen in table 5.1.

Corning 7980 Corning 7940

Modelled  Measured Measured

frequency frequency Measured frequency Measured
Mode (Hz) (Hz) loss(x 10~7) (Hz) loss(x 1077)
1. Bending (8, n = 1) 22401 22105 1.37 £0.04 22361 1.6 +0.01
2. Asymmetric drum (1, n = 0) 23238 22977 1.16 £ 0.02 23004 1.23 +0.05
3. Fundamental (1, n = 2) 24671 25378 0.65+0.01 25404 0.5+ 0.02
4. Clover-4 (16, n = 2) 25490 26176 1.61+0.03 26193 1.89 £ 0.04
5. Symmetric drum (4, n = 0) 27723 28388 3.1+0.12 28395 3.6 +0.29
6. Expansion 31397 31710 1.09+£0.01 31731 1.01 £ 0.01
7. 2nd Asymmetric drum (3, n = 0) 35133 36045 0.86 £ 0.01 36072 0.94 £+ 0.03

Table 5.1: Ezperimental losses with mode classification (due to McMahon[4])
and modelled and measured frequencies

The first observation that may be made is that there is a great deal of variation
in the losses between the different modes; differences of up to a factor of 4
can be seen. It is postulated that these variations are due to the coating.
Previous studies of an uncoated sample manufactured from 7980 fused silica
yielded loss factors of between 0.87 X 10~7 and 1 x 10~7. The spread of these
losses is less than 14%. From this we believe that the suspension losses do
not contribute significantly to the measured loss values and hence that the
variation in the losses seen in the modes of the coated sample arises from the
dielectric coatings themselves. Additionally. however, it may be noted that

these existing uncoated losses are higher in some cases than the coated losses
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tabulated above. Hence the uncoated losses cannot be used in this analysis as
it would appear that the previous sample had a higher intrinsic loss than the
samples in use here. It is now sensible to proceed with the analysis to determine
the level of the excess loss due to the coatings. Before this, however, it should
be noted that in each sample a small amount of the coating had spilled over
onto the barrel of the masses during the coating process. The importance of

this effect will become clear presently.

5.2.3 Analysis

Recall the form of parameterisation of loss assuming only intrinsic loss and

coating loss to be significant but including coating on both the face and barrel:

E coating FE coating
~ on face ) barrel
¢(w0)coated ~ ¢(w0)substrate + _—_¢<w0) coating + Eon*(b(wo)eff (51)
Esubstrate on face substrate
E coating . .
where as before z—22£2 ig the fraction of the energy of the mode stored in the
substrate

coating

coating and pertere g that stored in the barrel.

substrate

@(wo)ef s represents the overall effect of the barrel on the loss of the sample. The
spillage of coating down the barrel was not part of the coating specification
and therefore the exact thickness is unknown. Also, it is possible that it
is not of even thickness down the barrel and hence may not have constant
loss throughout the layer. Thus to model this precisely is impossible. As
a somewhat simplistic approximation it is assumed that the coating has the
same thickness as the coating on the face of the sample and is essentially even
throughout the coating. It is also assumed that the coating extends down the
entire barrel. This assumption is made in case there exist patches of coating

further down the barrel which are invisible to the eve but would still have
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an effect on the overall loss of the mass. This assumption will be dealt with

further later.

The mechanism for obtaining the energy ratios was dealt with in chapter 4. The
mode shapes used are given in appendix B. The effective Young's modulus and
Poisson’s ratio were calculated according to equations 3.4 and 3.5 in chapter 3.
The final values used are shown in table 5.2. The citations given in the table
indicate the source of the original value. Note that although the thickness of
the different coatings were given above, the energy ratios were calculated for
a coating thickness of 1 um. This was because the two coatings had different
thicknesses; this allows a single calculation of energy ratios which mav then

be scaled appropriately.

Material Young's Poisson’s
modulus (Pa) Ratio

Aluminium oxide 3.6 x 1011[98]  0.27[99]
Tantalum pentoxide 1.4 x 10'1[84]  0.23[84]
Calculated multilayer[84] 2.6 x 10! 0.26

Fused silica 7.2 x 101°[99]  0.17[99]

Table 5.2: Material properties used for coatings and substrate

In section 4.5.2 we dealt with the necessary convergence of the energy ratios
using a number of FEA models with different mesh densities. Figure 5.1 shows

a typical convergence; in this case that of the asymmetric drum. Figure 5.2

shows the calculated energy ratios.

5.3 Analytical Ratio Calculation

Recall that in chapter 4 we developed a method to check that Ocean agreed
with an analvtical model of a hent bar. It would be an instructive final step to

: eyt i (o - - or results with analvtical
directly compare the energy ratios calculated from Algor \
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Figure 5.1: Convergence of energy ratio for the asymmetric drum, fitted with
an exponential curve

2 5E-04 — ——
¢ -+ X Surface Ratio 5
% + + Barrel Ratio [
S 20E-04 + 1
5 [
o {
£ [
o
S s
,;3 1.5E-04 |
s i
] X '
8 3
E |
= 1.0E-04 X + 5
8. |
$ + \
: |
& 5.0E-05 |
H + + X
: 4 X |
\
N
0.0E+00 X XK—
bar asymm fund c4 symm exp asymm2
Mode shape

Figure 5.2: Graph plotting all the relevant energy ratios per pm of coating
material. Points X are those of the surface ratio and those marked + are
those of the barrel

results. Indeed, the best case would be to do this for the cylindrical mass in use
in this analysis. It has been established. however, that the analytical solution
of the energy ratio for the modes of a cylindrical mass is difficult in many cases
(hence the use of Ocean in the first place). One mode where this is not the

case (at least to an appropriate level) is the asymmetric drum. We now derive

] “tric dr 51 - firs 3 ')}) 111 )t‘ ad l)ill~ Htv
the energy ratio for the asymmetric drum. using first the problem «

rectangular cross section.
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5.3.1 Initial Case - Bar

Consider a bar, length L, height D and width b. As shown in figure 5.3, one
face has a coating of thickness AR. The energy stored in the coating as it is

stretched by AL as a result of the bar being bent as in figure 5.3 is;

l

AR
T D

End view Side view

Figure 5.3: Diagram of a bent bar

1 ) 1V,A
— Zk(AL)? = =< (AL)?
E = 5k(AL) 57 (AL)

1Y.ARD
5 7

o
[N

(L\L)2 (5.

where k = Y.A/L is the spring constant, Y. is the Young's modulus of the

coating and A = ARD is the cross sectional area over which the force F is
rever ‘ === )

applied. All these values are known except AL. Recall, however, that L = Rt

with @ small, and that L + AL = (Ro = %)0. Hence,

D o
AL = (R(, - Q)) 0 — Rot) = 0 (53

,._.
o
—



Thus we have the following expression for the energy stored in the coating;

Y. ARbD?9?
8L

Ecoating = (34)
We now require the energy stored in the bar. Consider a thin section of the

bar, dr, at distance r from the origin greater than R,. Then the energy of this

element will be

dE = —;—deQ

lY})bdr
2 L

dL? (5.5)

with £k = Y,A/L = Yybdr/L. Y, is the Young’s modules of the bar and the
cross-sectioned area A = bdr. Now, L = Ry as before but L + dL = rf, so
dL = (r — Ry)f. Hence the energy stored in stretching a thin element of the

bar is

_1Y},bdr
2 L

dE (r — Ry)* 6° (5.6)

This expression can now be integrated over the total thickness D of the bar.
Note that we have derived dF for an element “above” the neutral axis. where

the bar is being stretched. Below the neutral axis an equal amount of cnergy

is stored in the compression of the bar.

So. the total energy stored in the bar is twice the integral of dZ from Ry to

Ry + % Consequently we have



Epor = 2 (r — Ry)*dr

Y, 062 Ro+D/2
i),

Ro

_ Y0%1 (D\?
L 3\ 2

_ Yh62D3 )
* 24L (5. { )

In conclusion, therefore, we have the ratio of energy stored in the coating to

that stored in the bar as:

Ecoating . YCAR
Eba'r - 37bT)_ (58)

5.4 Second Case: Cylinder

Having examined the simple case of a bar, we now extend the analysis to a
cylindrical mass excited to its asymmetric drum mode. We will do this by
considering the cylinder to be constructed from a number of layers. each of

which is deformed radially as the cylinder is bent.

With reference to figures 5.4 and 5.5, consider the mass. or substrate. to be
made up of a number of segments reaching almost, but not quite. to the centre
of the substrate. The initial stage is to calculate the encrgy associated with

radially stretching such a segment of the substrate above the neutral axix.

Let a segment be divided into a number of elements each with dimensions rdf
by dr as shown in figure 5.6. Each segment would have thickness AR, Thux

the eross sectional area 4 = rdoAR. So the individual radial spring con=tant
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[ mass
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Figure 5.4: A segment of a cylindrical mass

segment r¢
segment thickness AR
ro y L
r
/ r —
Ar
/ o
y
o—x7Te
0
X
Face View of Mass Side View of Mass

Figure 5.5: Diagram of a mass distorted into its asymmetric drum mode

k,, for each element will be

Y. A

YrdoAR
dr

¢\N, €
0

Y,
i

Face View of Mass
Figure 5.6: Close up of segment

where L = dr and Y, is again the Young's modulus of the substrate. The
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spring constant for the entire segment will be the summation of these spring

constants over all elements in that segment.

The reciprocal of the spring constant ki, is the sum of the reciprocals of the

individual spring constants as follows:

Ll L1y (5.10)
ktotal kl k2 k3 .

The inverse of k is known as the compliance C; we thus add the values of C,

where

1 dr
= = 5.11
Cn k. Y.rdpAR (5.11)
Hence the total compliance Cyy 1s;
1 o1
— “d
Ciot = Y.d6AR / r
1 To
= In{— 5.12
Y.doAR <r) (512)
Hence,
-1
dE = %mAR [m (?)} (Az)? (5.13)
Here, L = Rof and L + Az = RO giving Az = (R — Ry)8. Therefore.
-1
dE = %stquR [m (?)] (R— Ro)* ¢ (5.19)

125



To find the energy stored in a segment the thickness of the substrate (a slice).
we integrate this expression from Ry to Ry + R, + 2 then multiply by 2 as

before;

Ro+D/2
dEslice = 2/ dE
Ry

-1
= Yo | (2)] e [ (m mar
Ry

-1
= indqﬁm [m(@)} % (5.15)

Te

To find the total energy stored we now integrate over ¢ from 0 to 27. Hence

the total energy stored in the substrate is;

-1
Esubst'rate = %YSD3 [ln (E):l 02 (516)

Te

Finally we wish to calculate the energy stored in a coating. To do this, consider
a segment located on the surface of the mass. Then the Az term in the
energy stored dE = 3k(Ax)? will be Az = (Ry + D/2)0 — Rof = (D/2)6. By
comparison with equation 5.13 and considering AR to be the total thickness

of coating, the energy stored in a segment of coating is;

-1
D2
dE = %chquR [m (?)J =t (5.17)

€

with Y, the Young’s modulus of the coating. Equation 5.17 is integrated over

¢ to give the total energy stored in the coating, giving;

-1
Y,ARD?§? [m (E)} (5.1¥)

NS

Ecoating =

126



Then, finally the ratio of energy stored in the coating to that in the substrate

1s equation 5.18 over equation 5.16 giving

Ecoat'ing . Yc AR
Esubstrate B 373F (519)

which is equivalent to the case for the bar (equation 5.8).

In order to test the output from Algor & Ocean, the energy ratio was found
for a coating thickness 1 um on a substrate 10.3 cm thick in the situation
where both have the same Young’s modulus for simplicity. The analytical
value is 2.91 x 107°. The Algor/ Ocean value (for a model using 28681 nodes)
is 2.97 x 107°, an agreement to within 2%. This is very encouraging as far as

the accuracy of the Algor/ Ocean technique is concerned.

5.4.1 Regression Analysis

Insignificant Barrel Loss

Having obtained the relevant energy ratios, we are now in a position to begin
the analysis proper. Reference will be made throughout this section to equation
5.1. First, consider the case where ¢.fs in equation 5.1 is zero, i.e. there exists
no barrel coating, or at least the losses associated with such a coating are
not significant for these measurements. We may then plot the ratios against
experimental loss to obtain the coating loss as gradient. Figure 5.7 shows
the results of this plot, wherein the “front surface energy ratio™ refers to the
energy ratio for the coating only on the front surface The experimental errors
are highest for the two points for each mass at the right-hand side of the figure
and the size of these errors (1 standard deviation level for the best suspension

length in each case) is indicated by the bars on the points for the 7940 mass.
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The numbering of the points refers to the mode numbering in table 5.1.
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Figure 5.7: Variation of measured loss factor against front surface energy ratio
per micron thickness of coating for each mode of the 7940 and 7980 silica test
masses

It can be seen from figure 5.7 that if the last point in each of the 7940 and 7980
cases 1s removed, the straight line fit becomes excellent. However, the point in
case is the asymmetric drum, which has a low experimental loss. Confidence
in the validity of this point is high because it is unlikely that experimental
measurements would yield a loss which was significantly too low. Thus a more

detailed analysis is required.

Multi Regression Analysis

We now replace the ¢y term from equation 5.1 and perform a multiregression
fit for the coating losses. A simple 2D comparison such as that used in figure
5.7 is no longer possible (or relevant) and thus we proceed from now on to plot
the experimental loss against the fitted or predict d loss. The results of such

v . o 3 e 5 e Aare Q ” 9 I )l )I (il[l\
a fit are shown in figure 5.8. Mode numbers are shown on the first pl
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A perfect fit would be shown by the data points following the line y = 7: this

line is given for reference in each case.
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Figure 5.8: Comparison of the experimental loss with that predicted using a
three-parameter multiregression analysis for (a) the 7940 and (b) the 7980
mass, assuming that the barrel is completely covered in coating.

Again, as in the single regression case, there is one point in each case which does
not follow the otherwise good fit. In this case, we observe that the symmetric
drum has a significantly higher loss than that required for an acceptable fit,
which is more believable physically than the asymmetric drum having too low

a loss. This effect is seen on both the 7940 and 7980 plots and so appears to
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be real.

Other Possibilities

It is possible that this is an artifact of the assumption concerning barrel loss
covering the entire barrel. It is possible that the barrel coating does not in
fact cover the entire barrel, but instead only the ~ 2 cm coating visible to
the eye. A fit of all 7 values of coated loss against the front surface ratio and
barrel ratio (2 cm only) was carried out to check this. This fit was found to
give an R? = 0.52 in the 7980 case and 0.57 in the 7940 case. The 7980 plot
is shown in figure 5.9. The experimental errors have been omitted from this
graph (and in the remainder of this section) as they are insignificant compared

to the error due to the fitting procedure.

4.0E-07

R 1

3.5E-07

3.0E-07

2 5E-07 /
2.0E-07 X
1.5E-07 1 /

B X
1.0E-07 ] / X

0.5E-07

1111

Experimental Loss

T T T

OOE+OO T T T T T T T T T T T T T T T T T T T T
0.0E+00 0.5E-07 1.0E-07 1.5E-07 2.0E-07 2.5E-07 3.0E-07

Predicted Loss
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Figure 5.9: Graph of experimental loss against predicted loss for 7980 mass
using a partial barrel coating

Another possibility is that there is a split between shear and bulk strain in the

. : ‘ Yome 4 371 4 2.2 egression analysis
coating; recall the discussion of sections 4.2.1 and 4.2.2. A regressio
g;
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was carried out using equation 5.20.

E coating Shisar

¢<w0>coated ~ ¢(w0)substrate . on face (D(wo) coating
Esubstrate on face

(5.20)

shear

Ecoatz’ng bulk

on face )
b )
substrate on face

As can be seen from figure 5.10 the fit is not good (the 7980 results only are

again shown; the 7940 results are similar).
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Figure 5.10: Graph of experimental loss against predicted loss for 7980 mass
using shear and bulk front surface energy ratios

If. however, the surface shear, surface bulk and total barrel losses are used n
2 5O L o : e o5
the analysis. the fit is rather better (R* = 0.88, figure 5.11) but the surface

Hll A S : W \ ) ( 1Naicate D

1 10 2Xpec e )E ¢ 1().\'5 (1(‘ )(‘]l(l(‘ll('(‘ 0Ol1 sol1ne
not very physical. One might expect there to be a I

1 1 3 C enereyv: 1 e Y ¢ {(l1(';‘i\'('[l]<'lul‘ll11'“[11
combination of shear plus bulk energy: indeed they a
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surface energy. However there is not enough evidence here to suggest what

such a dependence may be.
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Figure 5.11: Graph of experimental loss against predicted loss for the 7980
mass using shear and bulk front surface energy ratios and total barrel enerqgy
ratios

Finally, the last possibility considered was that there was a loss arising from
friction. Thus the ratio of the kinetic energy of a band the width of the coating
layer around the midpoint of the barrel to the strain energy of the substrate was
obtained for each mode. The form of energy density mentioned in section 4.4.4
was used to calculate ratios for both the radial (Az + Ay) and longitudinal
(Az) directions; these led by linear addition to the total kinetic ratio. The
ratios obtained were of the order 10-10 — 10~® and were multiplied by 10
to make them of the same order as the other ratios (the regression prograiui,
Analyse-IT[100] failed using the original magnitudes because they were too
small); this is reasonable since we are not interested at this stage about the
actual value of any friction loss, only whether it may reasonably exist. It was

: , e * variables (using fr surface ratios,
found that there was no combination of variables (usmg front surtace ratio
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longitudinal, radial and total kinetic ratios) which yielded a better fit than
was obtained using the front surface and barrel ratios except for a fit of loss
against the front surface ratio and longitudinal kinetic ratio. This was found
to have R? = 0.98 but a longitudinal kinetic loss of (—2+0.2) x 10~ which is

clearly unphysical.

We must therefore conclude that there does exist some unmodelled loss in the
symmetric drum; one possibility is edge effects associated with the chamfers

on the masses.

Regression Analysis Excluding Symmetric Drum

The multiregression fit was repeated but with the exclusion of the symmetric
drum. Equivalent plots to those shown in figure 5.8 are shown in figure 5.12.
We can observe that this time the fit is excellent, with B? = 0.9. Coating

losses derived from this analysis are shown in table 5.3.

For the Corning 7940 mass:  ¢(wo)substrate (3.74+0.5) x 1078

#(wo)coating = (6.4+0.6) x 1075
d(wo)efs =(6.9+0.4) x 1073
For the Corning 7980 mass:  ¢(wo)substrate  =(5.6 £0.9) x 1078
#(wo)coating =(6.3 % 1.6) x 105
d(wo)ess = (6.34+0.9) x 1073

Table 5.3: Coating loss results for the 7980 and 7940 masses. Errors are at
the 1 standard deviation level

The results for ¢(wo) are comparable with the current best results for bulk
samples for these types of fused silica[101]. While we do not directly require
these results, it is nonetheless a useful check that the predicted value of intrinsic

loss is not substantially different from the accepted experimental level.
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Figure 5.12: Comparison of the experimental loss with that predicted using
a three-parameter multiregression analysis for (a) the 7940 and (b) the 7980
mass, with the symmetric drum removed

5.5 Mode Identification Confirmation

During this investigation, there was one experimentally determined mode which
was not used in the analysis due to uncertainty in its identification. This mode

was measured to have a frequency of 25787 Hz. This placed it in between the
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fundamental mode, 25378 Hz, and the ¢4 mode, 26176 Hz. It was decided to
confirm the mode shapes of the fundamental and c4 modes and consequently
correctly identify the mode at 25787 Hz using the direct modeshape method
discussed in section 3.5.1. A photograph of the experiment is shown in figure

5.13.

Figure 5.13: Photograph of experiment to determine modeshapes of cylindrical
mass

5.5.1 Results

The results will be presented in two stages, showing both the oscilloscope and

' ssentially st > same results. The
spectrum analyser data which essentially demonstrate the same results

oscilloscope results will be indicated by a matrix of phase angles, which reter
to the site diagram shown in figure 5.14. The results themselves are shown 1n

table 5.4. In this table the phase measurements are given except where the

accelerometer signal was too small to discern. This is consistent with location

/ " being @ > of the .- this is indicated in the table
of the accelerometer being a node of that mode: this 1

accordingly.

The first of these would indicate a situation where the entire front face ot the
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Figure 5.14: Diagram showing the various accelerometer sites on the front
surface of a cylindrical mass

Frequency (kHz) Phase Distribution

225 295 225
25655 226 180 225
226 266 225
90 90 45
25.9 node node node
—90 —-90 —-90

node —90 node
26.3 90 node 90

node —90 node

Table 5.4: Results of oscilloscope modeshape experiment showing phase and
node position

mass is essentially moving in phase (there is a limit to the accuracy of the
phases measured of 45°). This is reminiscent of the fundamental longitudinal
mode (see appendix B). The second suggests a mode where one half of the
surface is moving out of phase with the other half. This might suggests a
mode like the bar mode shown in appendix B. Finally, the third mode would
appear to suggest a mode where points on the surface opposite each other are
in phase but points 90° apart are out of phase. This would suggest the clover

4 mode shown in appendix B.



These results would tend to support the ordering of the fundamental and clover

4 modes and indicate that the central mode is bar-like.

The equivalent results from the spectrum analyser version of this experiment
are detailed below. Firstly, the transfer function between the centre of the

surface and the drive is shown in figure 5.15
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Figure 5.15: Transfer function between the centre of the surface and the drive

From this we can see that there is a mode at 25.5 kHz and some form of
resonance at 26 kHz. The lower mode is very strong which again 1s consistent

with the fundamental longitudinal mode.

In figure 5.16 we can see the transfer function between the drive and a point
on the edge of the surface, where we can again see the 25.5 kHz mode but now
also ones at 25.8 and 26.3 kHz. The fact that these two modes appear only
when the accelerometer is placed at the edge of the mass is consistent with

the fact that the bar and c4 modes indicate little displacement at their centre

points.
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Figure 5.16: Transfer function between the drive and accelerometer placed at
the edge of the mass

The matter of the small resonance at 26 kHz is interesting since it is not
predicted by any of the other experiments and indeed was not seen by the
oscilloscope version experiment. The explanation is that it is a resonance of
the accelerometer itself; figure 5.17 shows the transfer function between the

drive and the accelerometer itself with no mass present.

Here this extra resonance can be clearly be seen. Hence it would appear that

this is not, in fact, a mass resonance.

5.5.2 Effect of Extra Mode on Analysis

The mode order confirmation provided another reliable mode identification.
the “bar” mode. In order to check that the presence of this mode did not
affect the outcome of the foregoing analysis, the fit of loss against front surface
coating energy ratio and barrel coating energy ratio was repeated with the

addition of this mode. The fit for the 7980 mass may be seen in figure 5.18
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Figure 5.17: Transfer function between accelerometer and drive with no mass
present

(again without the experimental errors); the fit for the 7940 mass is similar.
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Figure 5.18: Graph of experimental losses against pre dicted losses for the 7980
mass using front surface and total barrel energy ratios. including the new mode
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It can be seen that the addition of this mode has no effect of t
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fit; the fitted losses remain as they were before.

5.6 Implications For Advanced Detectors

In chapter 2, the presence and possible sources of thermal noise were discussed.
To give more context to the results presented here an estimate of the predicted
thermal noise increase which would result from the measured value of coating

loss is presented.

Recall equation 2.27 which gives the increase in thermal noise which would
result from a slab of excess loss of different material properties to the substrate

being placed on a substrate:

R = 1 + { 1 2(1 + Ucoating) ¢coating Y:substrate } %
ﬁ (1 o Usubstrate)(]‘ - Ucoating) qbsubstrate )/;oating

where d is the coating thickness, w is the radius of the laser beam incident on

~
fbal
b
—_

N~—

1 + O substra e)2 }/;oatin 2 d
(1 — 20coating) + (1 — 20'substrate)2( frat 2 ( g —'

(1 + Ucoating) Ysubstrate U

the test mass, o is the relevant Poisson’s ratio of the test mass or coating and

Y is the relevant Young’s modulus of the test mass or coating.

Using values for the substrate and coating physical properties from table 5.2.
the mean coating thicknesses for the 7980 and 7940 masses, a laser beam of spot
size 5.5 x 1072 m[13], a loss for the substrate of 5 x 1078 and using the mean of
the coating loss values for the 7980 and 7940 masses in table 5.3, the predicted
power spectral density of the thermal noise is increased by a factor 1.27. Thus
the amplitude spectral density of the thermal noise is increased by a factor
of 1.13 over that which would have been found without the presence of the
coating laver. It should be noted that it i assumed that the losses in both the

substrate and coating are structural, 1.e. thev do not vary with frequency. This
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seems reasonable since calculations[102] suggest that thermoelastic damping.
which is frequency dependent, is at a lower level than the losses presented here.
The goal for Advanced LIGO is an increase of a factor of 1.1 in the thermal
noise power spectral density due to the coating loss. This is consistent with an
alumina/ tantala coating loss of ~ 2.5 x 1075 (the equivalent loss for a silica/
tantala coating is ~ 3 x 107°). Thus the results here indicate that. while not
increasing the noise by a prohibitive amount, nonetheless further Investigation
is required to characterise and reduce the loss due to the dielectric coatings. In

the next section the first stage in this extended investigation will be discussed.

5.7 Extended Investigation (Silica/ Tantala)

Having established the existence of an excess loss due to the coatings, a fur-
ther investigation was instigated to determine the nature of this loss and its
major source. To this end, two directions were pursued. Firstly, different

coating dimensions were used and secondly different materials were used in

the coatings.

5.7.1 Nature of samples

Initially, coatings made up of layers of silica and tantala were studied. Thix
type of coating was chosen because it is used In current gravitational wave
detectors as a result of its optical properties. The next section will deal with
other materials used. The samples in this instance were right cvlindrical. 70.2
mm in diameter and 25.4 mm in height. All were manufactured from Corning
7980 fused silica (grade 0A).Table 5.5 shows the different samples used. The
coatings were applied by SMA, Lvon[103]. The masses were polished to a

or1ohness e Precision (formerly General Opties)
sub-Angstrom surface roughness by Wave Precision (
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Run Number of Effect being Layer Thicknesses Total number

samples investigated (Si020,Taz0s5)) of layers
0 1 Cleaning/ annealing No coating N/A
1 2 substrate/ coating interface 1/4,1/4 30
+ 30 coating layers
2 1 substrate/ coating interface 1/4,1/4 2
+ 2 coating layers
3a 2 Differential effect of materials 1/8,3/8 30
3a 2 Layer thickness vs. number 1/8,1/8 60
of layer/layer interfaces
4 2 Reverse differential effect 3/8,1/8 30

Table 5.5: Table showing different coating compositions used in investigation
of the source of the coating loss

Unlike in the original experiment described above, these samples were acces-
sible from their original, that is uncoated, state. This allowed a full range of
loss measurements to be made. The experimental technique was the same as

that used for the original samples.

5.7.2 Results

Losses from each of the coating types are shown in figure 5.19. Where losses
are not shown they have not been measured; for example, note in particular the

absence of the symmetric drum in some of the samples. This will be mentioned

further in the next section.

The analysis of these samples differed slightly from the previous analysis. The
biggest difference was that these masses had been coated so that they specifi-

cally did not have barrel coating: hence that term was removed from the loss

parameterisation.

In the majority of samples 5 modes were measured; in some instances however
it was not possible to detect all the modes as the coupling to the sensing was

t0o low. The modeshapes for these modes are given In appendix C
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Figure 5.19: Representative losses for each of the coating types, including the
annealed mass. “Before” indicates the loss before the sample has been treated/
coated and “After” refers to the loss after coating/ treatment. The different
modes are “c{” - clover-4, “a” - asymmetric drum, “f” - fundamental, “2a” -
second asymmetric drum and “s” - symmetric drum. Pictures of these modes
may be found in appendiz C.

The analysis, or strictly the development of analysis, of these results was some-
what involved. Consequently, a case study of a typical analysis will be given

for the 30 layer \/4, A/4 coating.
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5.7.3 Analysis Case Study (30 layer \/4, \/4)

Since we no longer are concerned with the barrel coating, a new loss parame-

terisation will be used, as shown in equation 5.22.

Ecoatzng
¢(w0)coated A ¢(w0>substrate - LMCD(WO) coating (522)
Esubstrate on face

As already mentioned, the second difference in this new set of masses was
that the losses of the samples were measured both before and after they were

coated. Hence the simplest analysis now is to plot ¢(wo)eoated — @(Wo ) substrate

E coating
against == foe_- the resulting straight line plot should yield é(wp) coatins as its
substrate on face

gradient. The resulting plot is shown in figure 5.20
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Figure 5.20: Graph of experimental coated loss minus measured intrinsic loss
against predicted loss for two masses, each with a 30 layer \/4,\/4 coating.
The blue set of data corresponds to that shown in figure 5.19.

With an R? value of 0.24 for the red sample and R* = 0.35 for the blue
sample, these are not acceptable fits. Given that previous fits were excellent,
what could the problem be? One possibility concerns the coating process itself.

In one part of the process, the samples are heated to anneal the coatings. The
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temperatures used are not high enough to anneal the substrate as silica has an
annealing temperature of ~ 1000°C [104] while the samples here were heated
to 600°C. An uncoated sample which was “quasi-annealed”. however. was
found to have losses for each of its modes which changed by different amounts

from the losses measured originally (see figure 5.21).

1.4E-07
M Before
1.2E-07 B After
1.0E-07 |
g
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@ |
; |
'i 6.0E-08 |
a2
4.0E-08
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;
0.0E+00
C4 A F 2A S

Annealed

Figure 5.21: The losses measured before and after an uncoated sample had been
heated to the temperature used to anneal the coatings on other samples. This
data is the same as the annealed sample in figure 5.19

It is possible that this was due to stress being introduced into the sample as
1t was heated and cooled. Previous work has noted that the true annealing of
a mass may affect its intrinsic loss[105, 104]. Thus, it would be instructive to
neglect the uncoated or substrate values and instead fit using the losses taken
from the quasi-annealed mass discussed earlier. The outcome of this is shown

in figure 5.22.

. x 9
It can be seen that the fit with the red sample is not very good (R“=0.19).
certainly in comparison to the fit for the blue sample for which R“=0.78. It
should be noted that there is a significant difference in the loss of the leftmost

mode, the symmetric drum mode, between the two samples. If this mode 1s
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Figure 5.22: Graph of experimental coated loss minus appropriate annealed loss
against predicted loss for two 30 layer \/4,\/4 coated masses. The blue data
set refers to the sample shown in figure 5.19

removed (from both samples for consistency) and the data refitted, the graph
shown in figure 5.23 is obtained in which the fit for the red data has R? = 0.91
and the fit for the blue data has R? = 0.84. From this we can see firstly
that the fit for the red sample is significantly improved and secondly that the
two data sets are now consistent in their gradient; the intercept does vary
between the two sets but this could perhaps indicate a slight difference in the
intrinsic losses of the individual samples. The coating losses yielded from this
fit are (2.9 4 0.7) x 107* for the red data set and (2.5 £ 0.8) X 10~* for the
blue. These are in agreement within error. This would suggest (in similar way
to the original study) that the removal of one mode improves the analysis.
Throughout the investigation, it proved difficult in the experimental work to
obtain repeatable loss values for the symmetric drum for all the samples [106];

indeed in later work it proved impossible.

In addition, a graph was plotted of the radial displacement along the barrel,

normalised to the maximum displacement of the front surface. of each of the
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Figure 5.23: Graph of experimental coated loss minus appropriate annealed
loss against predicted loss using only 4 modes for two 30 layer A/4.\/4 coated
samples, where the blue data set corresponds to the data in figure 5.19

modes. The maximum radial displacement for the ¢4 mode was used as it 1s
not axisymmetric. This graph is shown in figure 5.24. It is possible that the
significantly greater curvature noticeable in the symmetric drum is leading to

a currently unmodelled loss. Work in this area continues.
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Figure 5.24: Graph of the magnitudes of displacements of the edge of th sample
in various modes. Note the particularly large curvature of the symmetric drum
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It is instructive to examine the implications of the remarkable improvement in
goodness of fit demonstrated in figure 5.23. This suggests that the annealing
process itself adds a mode dependent element to the intrinsic loss, previously
believed to be constant (see chapter 3). This interesting result is still under

investigation.

We will thus use this analysis for the remainder of the study, with one final
addendum. This was that a similar procedure was carried out using the results
from the 2 layer coated sample. The parameterisation is a little less obvious

than for the annealed case:

¢30 coated T ¢30 intrinsic T R30¢30 coating

¢2 coated ¢2 intrinsic T R2¢2 coating (523)

where ¢s0 coateqd Tefers to the 30 layer coated 1oss, @30 intrinsic t0 the intrinsic
loss of the 30 layer mass, Rs the energy ratio for the 30 layer coating and

330 coating the loss of the 30 layer coating. Similarly for the 2 layer coating

It ¢30 intrinsic — ¢2 intrinsic then we have
¢30 coated ¢2 coated — R30¢30 coating — R2¢2 coating (524)

Now, Rso = 15R,. If we assume that @30 coating = P2 coating: i.e. that there loss

dependence on the intra-coating interfaces, then we are left with:

¢30 coated — ¢2 coated R30¢30 coating R2¢2 coating (5-25)
= 15R2¢30 coating — 1202 coating (5.20)
— Ry (15830 coating — 2 coating) (5.27)
= Ry (15¢2 coating — P2 coating) (5:2n)
= 14R2@coating (5.29)
= Rox@coating (5.30)
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So a fit of @30 coated — P2 coated against Rog should yield a straight line. gradient

¢coating

The results of a fit using these results in place of the annealed results is shown

in figure 5.25
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Figure 5.25: Graph of experimental coated loss minus appropriate 2 layer loss
against predicted loss using only 4 modes for two 30 layer \/4,\/4 coated
masses. Again, the blue data set refers to the sample shown in figure 5.19

where R? = 0.95 for the red data set and R* = 0.82 for the blue data set.
Again, the losses agree within error. This indicates that we are again removing
the problem of the substrate. Secondly, it would also appear to confirm our

assumption that the loss of the 2 layer coating is the same as that of the 30

layer coating.

5.7.4 Results of Analysis

The losses obtained from the analysis carried out on the silica/tantala coated
masses are shown in table 5.6. The column headed ¢ — a indicates that the

analysis was carried out with the removal of the (quasi)-annealed mass losses.
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The column marked ¢ — 2 indicates that the 2 layer coated mass losses.

Coating type Sample c-a fit c-2 fit

30 (A/4,0/4) 1 (25408)x107* (2.6+0.8) x 10~
2 (29+0.7) x 107* (3.14+0.5) x 104

60 (A/8,A\/8) 1 (2.7+£0.5) x 107* (2.840.5) x 1074
2 (25+1.1)x107* (2.6+1.1) x 10~

30 (3A/8,1/8) 1 (3.7+£0.4) x 107* (3.6 £0.5) x 1074
2 (3.84+0.5) x107* (3.6 +£0.5) x 10~*

30 (A/8,3\/8) 1 (1.7£03)x10™* (1.74+0.3) x 104
2 (2.140.2) x 107* (2.14£0.2) x 1074

2 (A\/4,0/4) 1 (0.942.8) x 107* -

Table 5.6: Results of coating analysis

For each coating type, the loss used was the lowest loss calculated from the
two samples. The reason for this is that it is always possible to measure a loss
which is higher than its true value due to additional damping factors present
in the experiment. The only way to measure a loss lower than its true value,

however, is through measurement error.

We may make a number of deductions from these losses. Firstly, compare the
2 layer and 30 layer (\/4,\/4) samples. These have losses of (0.9 £2.8) X 10~
and (2.5 £ 0.7) x 107* respectively. These agree within error. The measured
values of loss for the 2 and 30 layer samples (see figure 5.19) suggest that
the 2 layer coating has a much smaller effect than the 30 layer coating. So

immediately it is implied that it is the coating itself which has the major effect

and not, say, the substrate/ coating interface.

Secondly, consider the 30 and 60 laver coatings of the same overall thickness.
These have losses of (2.540.8) x 107 and (2.5£0.7) x 10~ respectively. These
are the same. to within error. Hence we may deduce that the intra-coating

interfaces are not a significant source of loss.
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Thirdly, we have the 3\/8,A/8 vs A\/4,A/4 coatings. These vield losses of
(3.7£0.5) x 107 and (2.5+0.8) x 107*. Recall that the 31/8,1/8 coating has
3 times as much tantala as silica. The higher loss shown by the coating which
did not have equal amounts of each material therefore indicates that tantala.

at least in this coating formulation, has a higher loss than silica.

Finally, we may compare the \/8,3\/8 coatings with the 3)\/8,A/8 and A/4.\/4
coatings. Recall that these coatings have the opposite composition to the
3X/8/,A/8 coatings; while the latter had 3 times as much tantala as silica.
the A/8,3\/8 coatings have 3 times as much silica. The A/8,3\/8 losses of
(1.740.2) x 10~* agree with the suggestion that tantala has a higher loss than

silica.

This trend is repeated if, instead of using the lowest losses the average values
are used instead. Furthermore, the findings presented here are corroborated by
independent work done at Syracuse University and MIT using much thinner

substrates. A joint publication on this work is currently in preparation.

5.7.5 Coating split analysis

Since we now have a number of loss values for different silica/tantala coating

compositions we are in a position to evaluate the losses due to each material.

We wish to use the loss due to the total coating to obtain the loss due to each

material. To do this we will use the total loss term for the entire front surface

coating,

Ecoal‘in - -
g
—'—_Qcoaz‘mg (.\)ﬁl)

E.« ubstrate
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and those of the individual materials which we will define in the same way as:

Ecoating layer;

EsubstTa,te ¢coating layer; ( 9.32 )

where ¢ ranges from 1 to 2. This gives the following relation if we assume that

all the loss arises from the intrinsic loss of the constituent materials of the

coating:
Ecoating S Ecoating layery Ecoating layery
E ¢coatzng - E ¢coating layer, + ¢coating layers
substrate substrate Esubstrate

(5.33)

Note immediately that the Esypsrqre term may be cancelled. We may also
simplify the Feoating terms. These are essentially of the form Eecoating = VF
where V' is the volume is the coating and F is the energy density. Recall

equation 4.4 for the energy density due to strain:

Y 9 o
= — | uZ mm 5.34
PE 21+ 0) (UU—F (1_20> unu ) (5.34)

Note that to a first approximation the energy density depends on the Young’s
modulus of the material times ufj If we are comparing like modes in each
term of equation 5.33 then the ufj term cancels. Finally, since each layer of
the coating will have the same surface area as the entire coating, a comparison
of volume requires only specification of the thickness ¢ of the layer. Hence it is
possible to approximate the term Ecoating 10 Yeoatingtcoating When carrying out

a comparison such as that we are considering.

Using these approximations we may write the following:
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Optical Thickness

Young’s Modulus (kg/ms?)

Thickness (um)

AJ4, A4 1.0 x 10 4.7
3A/8,\/8 1.2 x 101 4.3
A/8,3)/8 8.5 x 10%0 5.1

Table 5.7: Values used in the simultaneous equations involved in the calculation
of individual losses due to different coating materials

Y;oatingtcoating¢coating = Y1t1¢1 + Y2t2¢2 (535)

where Y7, t; and ¢ refer to the properties of the first coating layer and similarly

for Y5 etc.

Recall that we have loss information for several different coating compositions,
in particular one with an equal amount of silica and tantala, one with 3 times
as much tantala as silica and one with 3 times as much silica as tantala. We

may therefore construct equations as follows:

NAN 4, 0/4N4  N/4N4 )\/4 /\/4

)/;oating tcoating ¢coating — Yszlzca szlwagbszlzca =+ Y;fantala tantalaof”“f(l/(l) 36)
3M\/8,0/8,3)1/8,0/8 ,3X/8,A/8 _ )\/8

)/;oating tcoc{ting d)coating — Ytszlzca szlzca¢31lwa + Yiantatal tantalagbtamfalél5 37 )
A/8,3X/8,1/8,3)\/8 ;A/8,3\/8 3/\/8 3/\/8

)/;oéting/ tco/ating ¢c<§ating - Y;zlzca szlaca¢31110@ + Y;fantala tantala¢tantal(l5'38)

Table 5.7 gives a list of the relevant values for the Young's Modulus and thick-

Table 5.8 gives the

ness for the different coatings used in these equations.
different (total) thicknesses for silica and tantala depending on the optical
thickness of each. Note that the Young’s Modulus for silica and tantala are as-

. . - -_— '-)
sumed not to change depending on their thickness. Y.jia = 7.2 x 1019 kg/ms

and Yooniara = 1.4 x 101! kg/ms”.
Using the lowest results for the 30 laver A/4 and 30 laver 3A/>. A/S coatings.
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Material Optical Thickness Thickness (um)

silica A4 2.8
A/8 1.4

3A/8 4.1

tantala A/4 2.0
A/8 1.0

3)/8 3.0

Table 5.8: Physical thicknesses associated with different optical thicknesses of
silica and tantala coating layers

equations 5.36 can be solved for the individual losses of silica and tantala to give
bsitica = (—1.0£1.7)x10™* and ¢rantae = (4.9£0.5) % 10~* Using the previously
obtained loss for an alumina/tantala coating, (6.3 +1.6) x 107 (section 5.4.1

we obtain for the loss of an alumina coating of @aiumine = (—8 £ 3) X 1075,

The equivalent coating loss splitting using the 3A /8 silica A/8 tantala coating
yields the following losses: @sitica = (0.7 £ 0.1) X 10~* and drantala = (3.6 £
0.2) x 107, giving a calculated value for the loss of an alumina coating as

¢alumina = (—4 + 2) x 1072,

Finally, solving the simultaneous equations using the /8 silica, 3\/8 tantala
and 3)/8 silica, A/8 tantala coatings gives the following losses:@sitica = (0.4 £
0.1) x 10~ and ¢santala = (4.640.1) x 107*, which results in a calculated value

for the loss of an alumina coating as @alumina = (=7+2)x 10-5.

The errors in this section were calculated with the assumption that the errors
in the silica and tantala losses were the same in each of the two simultaneous
equations. This is not necessarily true, and indeed it is possible that the errors
quoted here are too small. Hence to give final values of the losses discussed
here we take the mean of the calculated values, using the error calculated from

the spread. Table 5.9 gives the values of the different coating losses.
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Material Loss (x107%)

silica 0.31+0.6
tantala 4.4+ 0.5
alumina —0.640.1

Table 5.9: Mean values of individual coating losses using errors from spread
rather than those calculated

Although the loss determined for the alumina is not a particularly phyvsical
result, we can still make some obéervations using this loss. Firstly., it suggests
that that the alumina loss is very low. Secondly, it should be noted that we
have no information about the tantala loss from the original Wave Precision
coating. One possible explanation for the negative alumina loss calculated
here is that the tantala loss derived using the current coatings is in fact highcr
than that of the tantala in the original alumina/ tantala coatings. This would
imply that the alumina loss calculated here is too low because it is balancing
a higher loss due to the tantala than was really the case. However, a more
extensive investigation of alumina/tantala coatings is required to make further

deductions. The initial stage of this study is presented in the next section.

5.8 Alumina/ Tantala Coatings

The next phase of testing involved using different materials for the coating;
this time alumina and tantala as were used in the original coatings on the 10m
prototype masses. The choice of alumina was made because it had a similarly

low index of refraction to silica and because the earlier work suggested that

alumina might have a low loss.

The samples used were the same as those used in the tantala/ sihca study.
This time. however. the coating work was carried out by MLD[107]. The

initial coatings were A/4A/4 alumina/ tantala. The overall optical thickness
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was the same as the 30 layer silica/ tantala \/4)/4 coating. resulting in a 47

layer alumina/ tantala coating, physical thickness 6.8 Hm.

Using the same experimental and analysis techniques as those used previously.
the ¢ — a derived loss, averaged over two samples, was (3.61 +£0.01) x 1074

Since there is no equivalent 2 layer coating, there is no ¢ — 2 result.

This is an interesting results since it is much higher than the original loss
measured on the 10 m prototype masses with a coating of the same composition
(although manufactured by a different company, it is likely that a similar
process was used). Further studies on this with more coatings from the supplier

of the original alumina/tantala coatings (WavePrecision[96]) are underway.

5.9 Conclusions

Following an initial investigation it would appear that there is indeed a me-
chanical loss due to the dielectric coatings used to turn the silica test masses
used in current ground based interferometric detectors into mirrors. A sub-
sequent study, carried out using a significantly greater number of samples,
extended this finding to give a potential source for this mechanical loss. The
results suggest that the major source of loss due to the dielectric coating is
attributable to the intrinsic loss of the individual coating materials. Further-
more, the tests have set limits on the losses of the individual materials used in
the coatings. Finally, a second extended investigation has now been initiated
which will determine the mechanical losses of coatings using different materi-
als. such as hafnium oxide. niobium oxide and titanium oxide. This study will

also allow comparisons to be made between different coating vendors.
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Chapter 6

Analysis of Coated Sapphire
Substrates

6.1 Introduction

The previous chapter discussed the presence of a mechanical loss mechanisin
associated with the dielectric mirror coatings used with test masses in inter-
ferometric gravitational wave detectors. Such a mechanical loss was shown to
exist and an extensive investigation of possible sources of the loss was carried
out. However, all the experiments used silica test masses. As was discussed in
chapter 1 (section 1.7), the upgrade to LIGO, Advanced LIGO. is likely to use

sapphire test masses. This is primarily due to sapphire’s lower intrinsic loss.

Hence it would be useful to be able to carry out similar coating mvestigations
on sapphire substrates. A difference is that sapphire is anisotropic; its material
properties are not the same in each axial direction and thus conditions at the
coating/substrate interface will be different. The anisotropy also affects the
analysis: the FEA model and Ocean itself both assuie that the substrate and
coating are isotropic in their calculations. In particular thev both nse only the

Young's modulus and Poisson's ratio of the substrate/ coating in the energy



calculation

One of the purposes of this chapter is to introduce sapphire as a material and
give a summary of its crystal nature and properties. Thereafter the changes
to the FEA model and Ocean required to deal with anisotropic materials will
be discussed. This will involve the use of a separate FEA analysis package.
I-DEAS, and modifications both to the energy calculation section of Ocean
and the methods it uses to import data. Finally, the results of an experiment
and associated analysis to determine the mechanical loss associated with a
coating on a sapphire mass will be presented. However before these topics can

be discussed it is necessary to introduce the stiffness tensor.

6.2 The Stiffness Tensor
6.2.1 Hooke’s Law & the Stress Tensor

The one dimensional Hooke’s Law with 7 the stress (force per unit area), c the

Young’s modulus and u the strain, is defined by[91],

T =cu (6.1)

Recall that in 3 dimensions we have the strain tensor u;;. Equivalently we may

define a stress tensor, 7;;. Consider a body such as that shown in figure 6.1.

Then we may define the stress as 7 = F/S where F is an applied force and S is

the arca over which a force is applied. Then the magnitudes of the individual

components of 7 will be



A -

Figure 6.1: A small body which we may use to define the terms of the stress
tensor

k; .
Tij = E (6.2)
where ¢ and j range over z,y and z, and the direction of the surfaces is defined
as the normal to each surface. We may make two interesting observations
about the stress tensor. The first is that stress is symmetric. Consider the
body in figure 6.1 which we will denote as a cube of side [. The torque at the

point marked in red around the point marked in green in figure 6.2, which is

a view down onto the xy plane of the body, is:

T'= [ragl” = mpal’] 1 (6.3)
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Tyx

.

Figure 6.2: View onto the zy plane showing the relevant stress components for
the torque as described in the text

Hence, the angular velocity of that point is:

ml?

N [Tayl? — Tyel?]
pl3[2

- [Tey — Tye I’

pl®

In order that w remain finite as [ — 0, (7., — 7yz) o [* at least. That is, in the

limit that { — 0, 7,, = 7. Or, in other words, the stress tensor is symmetric.

Secondly, we may observe that the stress tensor is continuous. Consider the
body in figure 6.1, which we will again define as having length [. This time

consider a force F. following our definition above:

F, = 1.(2)8 — 12+ 1)5 (6.4)

160



Now, the acceleration a, will be:

F,
m

[Toz(2) = Too(2 + D] 12
pl3

AT,
= = (6.5)

where p is the density of the material. For a, to remain finite as | — 0. we

must have that A7,, oc I. That is, 7,, is continuous.

6.2.2 The Stiffness Tensor

We may now extend our 1 dimensional version of Hooke’s law as follows:

Tij = CijkiUkl (6-6)

where ¢, is a fourth order tensor. We would normally expect such an object

to have 81 independent components, but both 7 and u are symmetric and so

¢ 1s cyclic, i.e.

Cijkl = Cjkli = Cklij = Clijk (6.7)

This means that we instead onlv have 36 independent components. Thus 1t is
customary to refer to the stiffuess tensor using a reduced notation as follows to

give a stiffuess matrie (no longer a tensor as it will not transform ax a tensor):
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(cll C12 Ci13 Ci4 Ci5 C16\
Co1 C22 C23 Co4 Co5 Cog
€31 C32 (33 C34 C35 C3g

= (6.
C41 C42 C43 C44 Cq5 Cyg

>0
S—

C51 Cs2 Cs53 Csq4 Cs5 Csg

\061 Ce2 Cg3 Ceq4 Cpy Cgg )

where the following key should be used to translate between the reduced no-

tation and the tensor components:

1 = zz (6.9)
2 = yy (6.10)
3 = 2z (6.11)
4 = yz (6.12)
5 = 2z (6.13)
6 = zy (6.14)

We will be comparing the energy calculations done using isotropic materials as
a consistency check. Hence the stiffness tensor for isotropic materials. in terms
of Y the Young’s modulus and o the Poisson’s ratio is required. We have the

isotropic stiffness tensor in terms of the Lamé coefficients A and u[92];
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0 0)
A A42u A 0 0 0
A A A4+2u 0 0 0
Cij = (6.15)
0 0 0 40 0
0 0 0 0 p O
\ 0 0 0 0 0 u )
where the relationships between A\, Y, 1 and o are[92];
oY
= — 6.16
A 20240 —1 (6.16)
1Y
- = 6.17
S L (6.17)

6.2.3 Stiffness Matrix Rotation

If we have the stiffness tensor (or matrix) for a particular direction of a mate-

rial, we may well wish to know the stiffness tensor in a different direction.

In general the transformation of a 4th order tensor by a rotation takes the

following form:

Ejkl = Aim*"\jnAkoAlmenop (61?\)

However we have reduced the 4th order stiffness tensor to a matrix. Although
in general matrices will not transform as tensors. there ix a method which can

be used in this instance. developed by W. L. Bond[108]. The stiffness matrix

is fullv transformed by the expression[109]:
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¢’ = McM (6.19)

where M is the transpose of M which is in turn defined as:

2 2 2 ;
( Az Ay az. 2axya:zz 20,0, Zamary \
2 2 2 .
Ay Ay a,, 20y Ay, 20,0y, 2014, Qyy
2 2 2 .
az:c azy azz zazyazz 20’220’21' 2(7:.1‘(1:1/
M =
AyeQzz  QyyQzy AyAz, AyyQyy + AyzQzy  QyzQzy + Qy,0;z AyyQzz + Ay Ay
AzpQry QzyQgy AzzQz; AryQzz + ArzQzy QrzQzg + Qzz0;, ArgQay T Uy,
\awxafyx AryQyy  ArzQyz AzyQyz + Az2Qyy ArzQyz + Az2Qy, ArrQyy + (I‘ry(]‘y‘r)
(6.2())

where a is the transformation tensor use to transform from the first axis to the
second; in general to transform between two sets of 3 dimensional cartesian

co-ordinates by rotation a would be:

cos(z'z) cos(z'y) cos(x'z)
/

a= | cos(y'z) cos(y'y) cos(y'z) (6.21)

cos(2'z) cos(z'y) cos(Z'z)

where, for example, 2z is the angle between the rotated r axis and the original
v axis. This technique will be important if the sample of sapphire in usc I
not grown along the ¢ axis. which is the main synninetry axis (ax is indeed the

case lhiere; see section 6.7).
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6.2.4 Full Energy Description

The most general form of the energy density in a body due to a deformation

will be[92]:

1
PE = 5TijUij

2

!
§Cijklukluij (6.22)

It is this form of the energy that we will use in a modified, anisotropic version

of Ocean.

6.3 Sapphire
6.3.1 Crystal Nature
Sapphire has a hexagonal (rhombohedral) crystallographic system and hence

has 3-fold symmetry. It has three crystallographic axes, the ¢, m and a axes.

A diagram showing these axes is shown in figure 6.3.

m (1010}

View down c-axis
~ € . . ) . . ) 5 - )]
Figure 6.3: Diagram of crystal axes of sapphire/3

Sapphire is trigonal (a crystal class which is a subset of the hexagonal class
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and has the following form for the stiffness matrix (this refers to the c-axis

properties by convention);

(011 Ci2 Ci13 Cig 0
Ciz2 C11 c¢13 —cg O

ci3 ¢ci3 c3 0 ¢35 (6.23)

o O o O

ci4 —cig O Caqg  C45
0 0 0 0 Cq4 C14
K 0 0 0 0 Ci4 %(Cll - Clg))

6.3.2 Conversion from c- to m- axis

An important application of the transformation technique discussed in section
6.2.3 is the conversion between sapphire c-axis coefficients (those normally
quoted in literature) and m- or a- axis coefficients. In this case we shall trans-
form between the ¢- and m- axis co-ordinates. If we consider a 3 dimensional
set of cartesian axes, then the c-axis would lie along the z axis while the m
axis would lie along the y axis. Thus, the transformation from c- to m- axis
involves a rotation of the co-ordinates 90° clockwise around the z axis. Thus

a is formed as follows, using equation 6.21;

cos(0) cos(90) cos(90)
a = |cos(90) cos(90) cos(180) (6.21)
c0s(90)  cos(0)  cos(90)

1 0 O
= 0 0 —1 16.25)
01 0
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This will in turn yield an M of the following form;

(100 0 0 o
001 0 0 0

Mo 010 0 0 0 620
000 -1 0 0
000 0 0 1
\0 00 0 -1 0/

The final stage in the conversion is to use equation 6.19 to calculate the new

properties.

6.3.3 Manufacture

Small samples of sapphire may be grown using the horizontal oriented crystalli-
sation method [55]. However for larger samples, for example those required for
future gravitational wave detectors, the Heat Exchanger Method (HEMN!)[110)
is required. This process was pioneered by Crystal Systems Inc.[111]. In this
method the entire crystal is annealed as part of the growth process and so the

defect density is reduced.

6.4 I-DEAS

Algor has a limitation that it will not perform a natural frequency analyvsis on
a fully anisotropic material (at least not in the same manner as for isotropic
materials). Thus a second option Is required. The new package that was
chosen was I-DEAS[112]. This was because of availability and cxperience.

gained after the acquisition of Algor and its use in the izotropic casc.
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There were necessarily complications involved with employing a further FEA
package when Ocean had already been written to work with the output from
Algor. The most important problem was to ensure that [-DEAS could perform
the same calculation as Algor and give the same result. The second problem
arises from the fact that Ocean uses the specific mesh pattern used in Algor
(which will be referred to as a radial mesh from now on; see figure 4.6 for an
example of this type of mesh). The default mesh pattern used by I-DEAS,
however, is tetrahedral as shown in figure 6.4. Note that in this and the other
screenshots of I-DEAS the colours have been reversed for clarity; normally
[-DEAS has a black background. This raises a question - is it better to adapt
Ocean to use a tetrahedral mesh, or discover a method to create a radial mesh
in I-DEAS? There is naturally no correct or incorrect answer; clearly either

would be sufficient.

Figure 6.4: Tetrahedral mesh as used in I-DEAS

However, adapting Ocean would involve potentially changing the calculation
scheme which is. as was seen in chapter 4, intimately tied to the radial mesh
scheme. A possible route might be to take in an arbitrary mesh (tetrahedral for

example) and then interpolate to a radial mesh. This would allow any possible
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mesh configuration to be used while still maintaining the radial calculation

engine used in Ocean.

The method of using I-DEAS to create a radial mesh was the one which was
chosen. The reason for this was that it was more efficient given the time
constraints to create a specific mesh pattern in I-DEAS than to allow Ocean
to read any possible mesh. The interpolation scheme is however on the list of
future alterations to Ocean; the intention is to allow Ocean to work with any
suitable program with the minimum of compatibility problems. Removing the

radial mesh dependency is a key stage in this upgrade process.

6.4.1 I-DEAS Radial Mesh Construction

The method of construction of the radially meshed cylinder in I-DEAS is
slightly different to that used in Algor. Essentially the steps are to first create
a rectangle of length the radius of the cylinder and height the height of the

cylinder (figure 6.5).

Figure 6.5: Initial stage of radial meshing in [-DEAS

Next this is meshed (figure 6.6) and rotated around the z axis to make the
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completed cylinder; see figure 6.7.

Figure 6.7: Final radial mesh in I-DEAS

Note that although the cylinder here appears to be oriented at ninety degrees
to that in Algor they do in fact have the same orientation. This would not be
a problem in any case using isotropic materials; it is very relevant when using

anisotropic materials however.
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6.5 Necessary Changes to Ocean

In this section the changes made to Ocean to take account of the anisotropic
models will be discussed. There are essentially 3 changes to be made; Ocean
must be able to read the full stiffness matrix material properties. it must be
able to read I-DEAS output files, and it must be able to use the stiffness matrix

properties to correctly calculate the strain energies.

To illustrate the first change, a sample .ini file is given below. Note that the
Anisotropic version of Ocean is called Aocean; the isotropic and anisotropic
versions currently reside in separate programs, although a combined version is

currently being tested.

model_name sapp_296.unv
mode_number 1
coating_thickness 5.11E-06
barrel_thickness 5.11E-06

substrate_properties c1l 4.89E+11 c12 1.12E+11 c13 1.57E+11 cl4
2.31E+10 ... c64 0.00E+00 c65 -2.31E+10 c66 1.45E+11 ]

coating_properties
cll 1.12E+11
cl2 2.86E+10
c13 2.86E+10

c64 0.00E+00
c65 0.00E+00
c66 4.17E+10
]

barrel_properties
cll 1.12E+11
cl2 2.86E+10
c13 2.86E+10

c64 0.00E+00
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c65 0.00E+00
c66 4.17E+10
]

barrel_extent -1
surface_locn O
append 1
mode_print 1

The dots indicate the remainder of the stiffness matrix components. In reality,
only the non-zero components need be specified as all components are set to
zero by default. The changes to the original .ini file are fairly self evident; the
major change apart from the fully specified properties is the range of file types
the program will take. Previously, Ocean would only accept .ml data files,
i.e. those from Algor. Now, however, Aocean will accept .ml files from Algor
or (slightly modified) .unv files from I-DEAS. Aocean uses the file extension
to decide which file type is in use and thus changes its file reading routines
accordingly. The .unv files from I-DEAS are similar to those of the .ml files
of Algor but some pre-processing is required, essentially to remove extraneous
data and add the textual switches Aocean uses to locate nodal and modal

data. The source code for Aocean is given in appendix F.

Aocean takes the stiffness matrix properties provided by the .ini file and con-
verts them to the stiffness tensor form; although this represents a duplication
of information, it allows the energy calculation to be performed in the sim-
plest way. The actual energy calculation involves the summation of the energy
density given in equation 6.22 and its consequent integration in the same way
as for the isotropic case. It can be seen from this that the anisotropic method
is in fact somewhat more powerful than the isotropic method and has greater
scope for detailed evaluation of strain component contributions to the energy.

However for a study of that nature to be carried out a large number of modes

would be required.
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6.6 Testing of Aocean & I-DEAS Models

As with the original version of Ocean, it is a very important stage to test both
model production using I-DEAS and the energy ratios calculated using Aocean.
This testing will take the steps shown in table 6.1, with explanation of what
is achieved in each case to form a logical progression from the tested output of
Algor/ Ocean to the untested output of -DEAS/ Aocean. The section in which
each test is carried out is given at the left hand side. The term “Full” under
the heading “Material Description” indicates that the full stiffness matrix was
used (thus allowing anisotropy while not excluding isotropy) as opposed to the

Young’s modulus and Poisson’s ratio.

Section  Purpose Program Material

Description

6.6.1 Algor isotropic behaviour known; Algor Isotropic
link to equivalent I-DEAS behaviour I-DEAS Full
6.6.2 FEA models now believed, need to check that Algor/Ocean Isotropic

the new energy calculations also behave correctly I-DEAS/Aocean  Full

Table 6.1: Stages of verification of I-DEAS derived energy ratios

6.6.1 Comparison of Algor (Isotropic) and I-DEAS (Full)
Models

A radial model of a fused silica cylinder with dimensions 7.62cin diameter by
2 5dcm height was constructed in Algor and I-DEAS to compare the frequencies
they vielded. The modes used in the extended silica mass investigation (section
5.7) were used for the comparison. The results are shown in table 6.2, The

. R L 10
value of Young’s modulus that was used n the Aleor model was} = 7.2 x 10

kg/ms? and the Poisson’s ratio was g = 0.17. The number of nodes used

173



Algor (Hz) I-DEAS (Hz)

Frequencies Frequencies

20008 20028
28339 28621
47359 47367
72628 73294

Table 6.2: Comparison of Algor and I-DEAS FEA models

the Algor model was 10897.

The same mass was modelled in I-DEAS using the full description of isotropic
silica. The properties used were calculated using equation 6.15 and are given

below (all values have units 10'° kg/ms?):

(774 159 159 0 0 0\
1.59 7.74 159 0 0 0
. 159 159 774 0 0 O (6.27)
O 0 0 308 0 O
o 0 0 0 308 0
\o 0o 0 0 0 308

The number of nodes used in the -DEAS model was 10320.

The results are shown in table 6.2.

We can sce that Algor and I-DEAS do in fact identify the samc modex at
equivalent frequencies. The slight differences can be accounted for by the
slightly different number of nodes and the slight numerical differences in the

material properties caused by the different description method used in each
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Algor Iso  I-DEAS Full
Ratio Ratio

1.43x107* 1.46x10~*

Table 6.3: Comparison of Algor and I-DEAS generated energy ratios

case.

6.6.2 Comparison of Algor Energy Ratios (Isotropic)
and I-DEAS Energy Ratios (Full)

Finally the isotropic description Algor model was used to generate the energy
ratio for the clover 4 mode of a silica cylinder 0.0254 m in height and 0.0381
m radius (essentially the same as mode “i” in appendix D). The I-DEAS full
description model was then used to calculate the same ratios. The coating
modelled was a 1 um thick sample of quarter wave silica/ tantalum pentoxide.
This has a Young’s modulus of 1.0 x 10! kg/ms? and a Poisson’s ratio of 0.2.

The equivalent stiffness matrix is shown below (units are 10** kg/m?),

(112 029 020 0 0 0 )
029 1.12 029 O 0 0
) 0 0 o
. 029 029 1.12 O (6.29)
0 0 0 042 O 0
0 0 0 0 042 O
\o0o 0 0 0 0 04 )
The result is shown in table 6.3
These are the same to within ~ 2. which means that we can believe that the
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Algor and I-DEAS models with different methods of material description are

in fact performing the same calculation adequately.

6.7 Loss Measurement of a Coated M-axis Sap-

phire Sample

The theory used to describe material properties has now been described, along
with the changes necessary to calculate the natural modes and energy ratios
of materials with anisotropic properties. The programs used to perform thesc
calculations have now been tested. We are now in a position to use these
calculations to measure the coating loss on a sapphire sample with a dielectric
coating. The sample used was made by Crystal Systems[111]. It was grown
along the m-axis and had a diameter of 0.0762 m. It had a wedge on one
surface, giving a height at one end of the wedge of 0.0290 m and at the other
0.0302 m. The sample was coated by Wave Precision with 39 quarter wave

layers of alternating silica and tantalum pentoxide layers.

6.7.1 Experimental Losses

The experimental losses of 5 modes were measured in the same manner as that

used in chapter 5. The losses found are shown in table 6.4

6.7.2 Analysis

The ¢ axis stiffness matrix for sapphire was taken from [113]. as suggested by

Crvstal Svstems. The m-axis properties derived using the method in scction
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Mode Frequency Uncoated measured Coated measured
Number (Hz) loss x107® loss x1078

1 35679 3.47+0.08 8.33 £ 0.07

2 54855 4.52 +0.08 15.02 £ 0.22

3 68629 11.14 £ 0.20 13.81 +0.44

4 82987 1.91£0.04 6.41 + 0.08

5 87275 3.65 £0.11 9.43 +0.18

Table 6.4: Experimental losses measured on m-azis sapphire sample

6.3.2 are shown below (all values are in units 10! kg/ms?).:

Cm-—axis =

0.2190
0

\ 0

0
0
0

(4.9730 1.1600 1.6280
1.1600 5.0090
16280 1.1600 4.9730

1.1600

—0.2190
0
0

0.2190
0
—0.2190
1.4680
0
0

0 0\

0 0

0o 0

0 0
1.6725 0.2190

0.2190 1.4680)

(6.29)

The major difficulty with this sample was mode identification. The first, sec-

ond and fourth modes agree reasonably well with experiment. However. the

third and fifth modes proved more difficult. The ratios and frequencies for all

modes up to 95kHz are shown in table 6.5; the barrel ratios assume a coating

over the entire barrel as before. These were created using an [-DEAS model

with 18020 nodes.

The next problem is to identify the modes correctly. In this case the direct drive

experiment could not be used since it would be too harsh on the sample. The

identification is straightforward for the first two moc

I

les: the frequencies of these



Mode

Measured Measured

Modelled

Front surface

Barrel

number Mode (Hz) Frequency (Hz) Frequency Energy ratio Energy ratio
i 1 35679 35201 1.19E-04 2.26E-05
i 2 54855 55209 1.00E-04 8.12E-06
11 3 68629 67324 1.02E-04 3.80E-05
v 3 68289 1.00E-04 3.85E-05
\4 3 68423 3.67E-05 2.37E-06
vi 3 68818 4.03E-05 3.50E-05
vil 3 73467 4.10E-05 3.16E-05
viil 4 82987 86021 3.24E-05 1.08E-05
1X 5 87275 89186 7.13E-05 5.78E-06

Table 6.5: Mode candidates for m axis sapphire sample. Modeshapes are given

in appendix D

comply with the first two experimental modes reasonably well. The last two
modes are also identifiable; the second last mode is likely to be the fundamental
mode because the experimentally determined loss results indicate that it has
a low loss and a strong signal, which might be expected of a fundamental
mode[106]. Also the last mode is the only mode with a frequency in the region

of the last experimental mode.

This leaves two difficulties. The first is that the frequency agreement between
the measured and modelled modes is not uniformly good. Of the modes al-
ready “identified”, the modelled frequency lies within 1 kHz of the measured
frequency except for the fundamental which appears to lie up to 3 kHz from
its measured value. However the experimental evidence would suggest that
this identification was good. Hence. one might believe that the material prop-
erties were slightly different from those used to make the model. The sccond

difficulty is the range of possible candidates for the third mode.
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Hence calculations were carried out to discover whether it were possible to
match the frequencies of the first, second and fundamental modes by altering
the stiffness matrix slightly, and then use the results from this to determine

whether the choice of candidate for the third mode became easier.

However, these models did not prove fruitful. Essentially it proved impossible
to fit all three modes within the time devoted to the study. Recall that there
are 6 independent stiffness coefficients. It is not a priori clear how any one
of these affects any one of the modes. Hence an element of trial and error is
required to ascertain whether a better fit can be obtained. This is an extremely
difficult task, made more difficult by the length of time taken to run anv one

model.

Hence this element of the investigation was delayed until, perhaps, actual

measurements of the material properties could be made from this sample.

Thus finally it was decided to accept the mode identifications of the first,
second, fourth and last modes and then use the regression analysis to decide

which mode candidate to use for the third mode.

6.7.3 Regression

Regression analysis was used to fit the losses of the coated sapphire mass to
the front surface ratios and the barrel ratios. As in chapter 5. if all 5 modes

are used the fits were not good, with values of R? less than 0.5.

However. if in each case the first mode was removed. two fits emerced which
)

were good, with R? greater than 0.9
The first was a fit using the fivst or second candidates for the third experimental
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mode, with front surface ratios only. The fit curve is shown in 6.8. The R2

value is 0.94. This gives a coating loss of (9.5 4 3.0) x 10~*.
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Figure 6.8: Fit of experimental coated loss against energy ratio

The reason that the fit can use either the first or second candidates is that

these are in fact split modes; the same modeshape but rotated 90°.

The second working fit uses the third/ fourth candidates (again, these are

split modes) and both the front surface ratios and the barrel ratios. The fit is

shown in figure 6.9. The R* value is 0.99 and the coating loss was found to be

1.1+0.1 x 1073

[t thus remains to decide which of these fits is the correct one. There are

two aspects to this decision: statistical and physical. The statistical decision

- . S ’ s . o p - o )
would be to choose the first; you might have more confidence in a fit using 2

parameters (intrinsic loss and coating
using 4 modes and 3 parameters.

On closer inspection of t

loss) and 4 modes than vou would i one
This. however, assuimes a zero bharrel loss.

he sapphire mass it became clear that there was a
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Figure 6.9: Fit of experimental coated loss against energy ratio

significant level of coating on the barrel; hence according to the investigations

made thus far the barrel loss should certainly not be zero.

Hence the physical aspect overrules any decision made on statistical grounds:
if the physical reality does not match the model. then the model must be
changed. Accordingly, we may now state the coating loss due to a dielectric
coating on a sapphire mass to be at a level of 1.1 + 0.1 x 1072, Although this
is high compared to the losses mentioned in chapter 5. it should be considered
as an upper limit on the coating loss on a sapphire substrate. Further work is
required in this area and a more comprehensive study, similar to that carried

out for the silica samples, is currently in the planning stages.
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6.8 Conclusions

In this chapter we have developed an extension to the strain energy ratio
technique which allows it to be used with anisotropic materials. The first

analysis using this technique has been completed successfully.

New samples will allow further work to be carried out in this area. In partic-
ular, samples without coating on the barrel would allow a simpler analysis to
be used such as that employed in the latter sections of chapter 5. A similar
program of different coating compositions/ material construction as initiated
with the work in chapter 5 would also give further definition to the differences
between the use of silica and sapphire as a test mass substrate. For example, it
may be the case that the substrate/coating interface may be more significant

in the sapphire test mass case.

Throughout this study coatings have been treated as being isotropic. This
may well not be the case. The new version of Ocean provides an analytical
framework for an investigation of anisotropic coatings to be carried out. In
parallel with this, a study of the crystal and phase nature of the applied coat-
ings would provide useful insight now that a phenomenological study of their

contribution to the excess loss of their substrates has been carried out.



Chapter 7

Conclusions

One of the most important limits to sensitivity in current interferometric grav-
itational wave detectors is thermal noise. Hence investigations into its nature
are very important. One aspect of this investigation is the determination of
the contribution to the total level of thermal noise of the dielectric coatings

used on the faces of the test masses used in current detectors as mirrors.

This study requires both experimental work and considerable analytical effort.
This thesis gives an account of the preliminary and extended studies carried
out to establish the presence of a mechanical loss factor associated with the
dielectric coatings and to subsequently determine its source. Emphasis is given

to the analytical work involved which forms the majority of the thesis.

The initial findings of the investigation using silica substrates with alumina/
tantala coatings were that the coatings do present a source of excess loss which
will be important in the design of upgraded interferometric detectors such ax
Advanced LIGO. The extended studyv of silica/ tantala coatings. also using

silica substrates. suggested that the principal source of the excess loss was
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the intrinsic loss of the coating materials. In addition, tantala was found to
have a higher loss than silica, at least for the coatings used. The initial stage
of an investigation into different coating materials was presented which gave
interesting results for an alumina/ tantala coatings which suggested that the
coatings tested had a higher loss than the coatings used in the first study.
which used the same materials. Further samples of coatings of this type are

currently under investigation.

Finally, as might have been expected, preliminary results using a sapphire
substrate suggest a similar damping effect in the coating as that noticed using
silica substrates. The loss of a coating using the same materials as those used
in the extended silica investigation, silica and tantala, was found to be signifi-
cantly higher than in the silica case. However this should be best regarded as
an upper limit to the loss. Perhaps more importantly, the sapphire investiga-
tion has confirmed the ability of the analytical framework used, which is now
fully capable of dealing with both substrates and coatings which are either

isotropic or anisotropic.

The work in this thesis has provided a complete analytical framework suitable
for the investigation of mechanical losses associated with a variety of coatings
and substrates. Considerable work in this area lies in the future. For example,
coatings from different vendors with different materials in the lavers will be
tested in the near future. In addition, coatings on sapphire substrates. impor-
tant for Advanced LIGO, may now be fully analysed; a careful investigation

of these has been planned and will be carried out in the next months.



Appendix A

Low Suspension Loss

Measurement

Recall that a technique is required to measure the loss associated with a test
mass. This method must be capable of measuring this loss without the presence
of excess loss such as that due to the suspension system. Such a technique will

be presented here. The work done to devise this technique in its current form

is given in [114].

Initially, consider a mass which has been excited to one of its natural resonances

by some means. When the excitation is removed, the amplitude decay of a

point in the mass will be given by[63];

A(t) = pge~ 2Ptetailw0)wot (A1)

If the time taken for the amplitude of the excitation to fall to a level A(t) =

ry/e is measured (the relaxation time. 7), this reduces to:



Protal(wo) = 2 (A.2)

WoT

We may rearrange equation A.1 to give the following:

2In(z/A(t))
wot

Gtotal(wo) = (A.3)

This may in turn be expressed in terms of A(t) and t, the observed variables

in this experiment:

In(A(t)) = —————¢t°t“l(2w0)wot + In(x) (A4)
which is turn gives the loss at the resonant mode from the gradient of a graph

of In(A(t)) against ¢. This may then be repeated for all resonant modes desired.

A.1 Experimental Setup

The experimental setup used is shown in figure A.1. The mass is suspended
by a wire or silk loop from a clamp to provide isolation from external noisc
sources. The helium neon laser interferometer is locked to the low frequency
pendulum motion of the suspension by using the piezoelectric transducer on
which the mirror for the reference arm of the interferometer is mounted. The
signal from the interferometer is fed through a lock-in amplifier which beats
the high frequency displacement signal down to a level suitable for the data
acquisition syvstem. The vacuum tank is evacuated to the 107" mb level. The

clectrostatic drive plate is a comb of wire. mounted off the central axis of the
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Figure A.1: FExperimental arrangement used to measure the loss factors of

suspended test masses

mass to increase the effectiveness of the drive in exciting as many modes as

possible.

For each mass, the loss measurements are repeated a number of times. On
each occasion, small adjustments are made to the experimental setup. In par-
ticular, the length of the suspension loop is altered, to remove the possibility
of a coupling between the resonance of the mass and a resonance of the sus-
pension loop. In addition, various different loop materials may be emploved,
for example polished tungsten wire or silk. Animal based grease is also used
to polish the suspension loop. This is to minimise frictional effects which may

be present between the mass and the suspension wire.

The loss taken for each mode of each mass is taken to be the lowest mea-
sured over a number of suspensions. Thus the measurement of losses takes a

considerable period to ensure that the best results are obtained.
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Appendix B

10 m Prototype Modeshapes

Figure B.1: “Bending” mode



Figure B.2: “Asymmetric Drum”™ mode
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Figure B.3: “Fundamental” mode
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“Symmetric Drum”™ mode
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Figure B.8: “2nd Asymmetric Drum”™ mode
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Extended Study Silica

Modeshapes
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Appendix D

Sapphire Modeshapes

Note that the rectangle protruding from these modeshapes is part of the con-

struction process and is not part of the actual modeshape.
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Appendix E

Ocean Source Code

/*

Isotropic Ocean. Required files are:

ocean.exe
ocean.ini
*.ml file(s)

Generated files:

ocean.log
*_str.csv
*_str.map
energy_ratios.csv

*/

#include <stdio.h>
#include <stdlib.h>
#include <math.h>
#include <string.h>

#define MAXLENGTH 80

#define X 0
#define Y 1
#define Z 2
#define DX 3
#define DY 4

// Maximum length of word

// Define array labels

// so that it is clear

// which co-ordinate is being
// manipulated at any one

// time.
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#define DZ 5
#define R 0
#define PHI 1
#define DR 3
#define DPHI 4
#define U_RR 0
#define U_RPHI 1
#define U_RZ 2
#define U_PHIR 3
#define U_PHIPHI 4
#define U_PHIZ 5
#define U_ZR 6
#define U_ZPHI 7
#define U_ZZ 8
#define PI 3.141592 //P1
int round( double );

FILE * settings_file; //Settings File

FILE * log _file; //Log file

FILE * mode_file;// File pointer

FILE * mapping_file;//Mapping file pointer.
FILE * strain_file;//Strain tensor file.
FILE * ratio_file;//Ratios file
FILE * details_file;//Useful file

int main(int argc, char xargv[]) {
char word [MAXLENGTH] ; // General String array used to
read in position data.

int number; // General integer variable used
to read position.

int z_no, r_no, phi_no; // Number of z values, etc.

int disc_size; // Size of disc in number of
points.

int desired_mode; // Mode number on which info is
wanted.

double data,trace=0.0; // Used to collect data;

temporary storage.

double substrate=0.0, surface=0.0, barrel=0.0, coating h=0.0,
barrel_h=0.0; // Energies.

double x,y,r,phi; // Used for polar conversion.

double z_max, z_increment, r_max, r_increment, phi_increment, ax,
bx, ay;

double du_dyplus, du_dyneg, du_dxplus, du_dxneg, du_dzplus,
du_dzneg;

201




double du_dydash, du_dxdash, disp_max, disp_reduction;

double ** node_data; // Pointer to node data array.

double ** polar_node_data; // Pointer to node data
characterised as polars.

double * frequency; // Pointer to frequency array.

int * p; // Point details for point file.

double #**** point; // Pointer to integer mapped
description;

char * map_extension=".map"; // Make result file into .map
file.

char * str_extension="_str.csv"; // Make result file into .str
file.

char * help_string="help";

char model_name [MAXLENGTH] ; // To store name of model

char * map_file; // To store filename of .map file

char * str_file; // To store filename of .str file

char * rat_file="energy_ratios.csv"; // To store

filename of .rat file
char * det_file="point_details.csv";// To store point info.
char switches[10]="\n";
double **xkx y; // Strain tensor
double ****x du; // Used to comnstruct strain
tensor components.
double **x vol;

double **x area;

int number_of_nodes; // Obvious
int number_of_modes; // Ditto
int count,i,j,k,1l,m; // Useful integers.

int append=0, mode_print=0, verbose=0, point_data=0, centre=0,
coating_thickness=0; //switches

int barrel_thickness=0, help=0, moduli=0, coating moduli=0,
barrel_moduli=0, suspension_barrel_extent=0;

int z_start=0, z_finish=0, discs=0, slices=0; // switch

dependent variables

double r_large, r_small, substrate_E=0.0, substrate_sigma=0.0,
coating_E=0.0, coating_sigma=0.0;

double density=2202.0, G = 0.0, K = 0.0;

double barrel_E=0.0, barrel_sigma=0.0, barrel_extent=0.0,

surface_locn=0.0;

int r_count, phi_count, z_count, phi_total, z_disc=0;
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// SET DEFAULT VALUES

coating_h=1e-5; // Coating Thickness
barrel_h=coating h; // Barrel Thickness
substrate_E=7.2e10; // substrate Young’s modulus
substrate_sigma=0.17; // substrate Poisson’s ratio
coating_E=2.5el1; // Coating Young’s modulus
coating sigma=0.25; // Coating Poisson’s Ratio
barrel_E=coating E; // Barrel Young’s modulus

barrel_sigma=coating_sigma; // Barrel Poisson’s Ratio
// READ SETTINGS FILE OCEAN.INI

settings_file = fopen("ocean.ini", "r");

if ( !settings_file ) {
printf("Settings file not found. Please find ocean.ini");
return O;

}

if ( (log_file=fopen("ocean.log", "w+")) == NULL) {
printf ("Error opening log file");
return O;

}

do {// Get model name
fscanf (settings_file,")s",word);
i = strcmp(word,"model_name:");
} while ( i != 0 );

fscanf (settings_file, ")s" ,word);
strcpy ( model_name , word);
fprintf(log_file,"Model Name: %s\n",model_name);

mode_file = fopen(model_name, "r");

if ( !mode_file ) { // Checks whether file exists.
fprintf(log_file,"File %s not found\n", model_name);
printf("File %s not found.\n",model_name);
return 0;

do {//Get mode numbers
fscanf (settings_file,"s",word);
i = strcmp(word, "mode_number:");
} while (i =0 );
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fscanf (settings_file, "%d",&number) ;
fprintf(log _file,"Mode number = %d\n",number) ;

desired_mode = number;

do {//Get coating thickness
fscanf(settings_file,"%s",word);
i = strcmp(word,"coating thickness:");
} while (i !=0 );

fscanf (settings_file,"%1f",&data);
fscanf (settings_file,"%s",word);
if ( strcmp(word,"barrel_thickness:")!1=0 ) {
printf("\nSettings file corrupted; check it out, please.
\nWord found=}s",word);
return O;

}

fprintf(log_file,"Coating thickness = %1.0e m\n",data);
coating h = data;

// Get Barrel thickness

fscanf (settings_file,"%1f",&data);
fscanf (settings_file,"%s" ,word);
if ( strcmp(word,"substrate_E:")!=0 ) {
fprintf(log_file,"Settings file corrupted
(substrate_E missing);
check it out, please. See help files for details");
return O;

}

fprintf(log_file,"Barrel thickness = %1.0e m\n",data);
barrel_h = data;

// Get substrate Young’s Modulus

fscanf (settings_file,")1f", &data);

fscanf (settings_file,"%s",word);

if ( strcmp(word,"substrate_sigma:")!=0 ) {

fprintf(log_file,"Settings file corrupted (substrate_sigma
missing); check it out, please. See help files for details");
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return 0;

¥

fprintf(log_file,"substrate Young’s modulus
= %1.3e m\n",data);

substrate_E = data;
//Get substrate Poisson’s Ratio
fscanf (settings_file,"%1f",&data);
substrate_sigma = data;
fprintf (log_file,"substrate Poisson’s Ratio = %0.21f m\n",data);
do {//Get coating E
fscanf (settings_file, "}s",word);
i = strcmp(word,"coating E:");
} while (i !=0);
fscanf (settings_file, "%1f",&data);
fscanf (settings_file,")s",word) ;
if ( strcmp(word,"coating sigma:")!=0 ) {
printf("\nSettings file corrupted (coating_sigma missing);
check it out, please. \nWord found=%s",word);
return 0;
}
fprintf(log_file,"Coating Young’s modulus = %1.3e m\n",data);
coating E = data;
//Get coating Poisson’s Ratio
fscanf (settings_file,"%1f",&data);
coating sigma = data;
fprintf(log_file,"Coating Poisson’s Ratio = %1.21f m\n",data);
do {//Get barrel E
fscanf (settings_file,"%s",word) ;

i = strcmp(word,"barrel _E:");
} while (i t=0);
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fscanf (gsettings_file,"%1f",&data);
fscanf (settings_file,"%s",word);
if ( strcmp(word,"barrel_sigma:")!=0 ) {

printf("\nSettings file corrupted (barrel_sigma missing);
check it out, please. \nWord found=%s",word);
return O;
}

fprintf(log_file,"Barrel Young’s modulus = %1.3e m\n",data);

barrel_E = data;
//Get coating Poisson’s Ratio
fscanf (settings_file,"}1lf",&data);

barrel_sigma = data;

fprintf(log _file,"Barrel Poisson’s Ratio = %1.21f m\n",data);

do {//Get number of barrel slices
fscanf (settings_file,"%s" ,word);

i = stremp(word,"barrel_extent:");
} while ( i '=0);

fscanf (settings_file,"/,1£" &data);
fprintf(log_file,"Slices down barrel = %lf\n",data);

barrel_extent = data;

do {//Location down mass for surface
fscanf (settings_file,"%s",word);

i = strcmp(word,"surface_locn:");
} while ( i != 0 );

fscanf (settings_file,"%1f",&data);
fprintf(log_file,"Fraction down mass for surface = %1f\n",data);

surface_locn = data;

do {//Get append switch
fscanf (settings_file,")s",word);
i = strcmp(word,"append:");

} vhile ( i 1= 0 );
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fscanf (settings_file,"’.d",&number) ;
fprintf(log_file,"Append (0 = No, 1=Yes) = %d\n",number);

append = number;

do {//Get mode_print switch
fscanf (settings_file,"Ys",word);
i = strcmp(word, "mode_print:");
} while (i 1=0 );

fscanf (settings_file, "%d",&number);

fprintf(log_file,"Print Mode Number (0 = No, 1=Yes) =
%d\n" ,number) ;

mode_print = number;

do {//Get point_data switch
fscanf (settings_file,"Vs",word);

i = strcmp(word,"point_data:");
} while (i !=0);

printf("!");
fscanf (settings_file,"%d",&number) ;

fprintf (log_file, "Request Co-ordinate data (0 = No, 1=Yes)
%d\n" ,number) ;

point_data = number;

if ( point_data ) {
p = (int * ) malloc ( 21 * sizeof ( int ));

fprintf(log_file,"\nCo-ordinates of point of interest
(r,phi,z):\n");

do {//Get r co-ord
fscanf (settings_file,"%s",word);
i = strcmp(word,"(");
} while (i !=0);
fscanf (settings_file,"%d",&number) ;
fprintf(log_file," (}d",number);
p[0]=number;

do {//Get phi co-ord
fscanf (settings_file,"%s",word);

207




i = stremp(word,",");
} while (i I=0 );
fscanf (settings_file,"’d",&number) ;
fprintf(log file,",%d",number);
pl1]l=number;

do {//Get z co-ord
fscanf (settings_file,"%s",word);
i = strcmp(word,",");
} while (i !=0);
fscanf (settings_file,"%d",&number) ;
fprintf(log_file,",%d)",number);
p[2]=number;
}

if ( fclose(log_file)!=0 ) // Don’t need log file

now.
printf ("Error closing file \n" );

if( fclose(settings_file)!=0 ) // Don’t need

settings file now.
printf ("Error closing file \n" );

// FINISHED READING SETTINGS FILE

printf ("Isotropic Ocean (c¢) 2001 University of Glasgow, all
rights reserved\nView ocean.log for details of run\n");

// BEGIN READING MODEL FILE

// Get number of nodes

do {
fscanf (mode_file,"%s" ,word); // Looks for

(NUMNP)
i = strcmp(word," (NUMNP)");

} while ( i 1= 0 );

fscanf (mode_file,"%s" ,word); // Looks for

fscanf (mode_file,"%d", &number); // To get

number of nodes
number_of _nodes=number;
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if ( verbose ) printf("\nNumber of nodes is: %d",

number_of_nodes) ;

// Get number of modes

do {
fscanf (mode_file,"%s" ,word); // Looks for

(NF)
i = strcmp(word," (NF)");
} while (i !=0);

fscanf (mode_file, "%s",word) ; // Looks for

H=n

fscanf (mode_file,"%d", &number);

number of modes
number_of_modes=number;

// To get

if ( verbose ) printf(“\nNﬁmber of modes is: %d",

number_of_modes) ;

// Set up necessary arrays/ perform error traps on settings

if ( desired_mode>number_of_modes || desired_mode<=0) {
if ( (log_file=fopen("ocean.log", "a+")) == NULL) {
printf ("Error opening log file");
return O;

}

fprintf(log_file,"Mode number out of bounds");
return O;

if( fclose(log_file)!=0 )

printf ("Error closing file \n" );

node_data = (double **) malloc (number_of_nodes x*
sizeof (doublex)); // Initialise data
for ( i=0 ; i<number_of_nodes ; i++ ) {

// array.
node_datafli] = (double *) malloc (6*sizeof(double));

}

polar_node_data = (double *x) malloc (number_of_nodes *
sizeof (doublex));// Initialise

for ( i=0 ; i<number_of_nodes ; i++ ) {
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// polar co-ord array.

polar_node_datafi] = (double *) malloc (6*sizeof (double));
3

frequency = (double * ) malloc ( number_of_modes *
sizeof (double)); // Init freq array

for ( i=0 ; i<4 ; i++ ){

do {
fscanf (mode_file,"%s" ,word); // Looks
for underline
j = stremp(word,"-———--———-- "y,

} while ( j !'=0);

for ( count=0 ; count<number_of_nodes ; count++ ) {
// Main node data

i=0;
// loop.
do {
and boundary condns.
fscanf (mode_file,"%d",&number); //

// Pass over node number

i++; //
} while ( i<7 );
for ( i=0 ; i<3 ; i++ ) { // Actually take data.

fscanf (mode_file,"%1f",&data);
node_data [count] [i] = data;

}

fscanf (mode_file,"%1f",&data); // Passes over time value

}

//Mode search

if ( verbose ) printf("\nLooking for mode %d\n",desired_mode);

do {

fscanf (mode_file,"%s",word); // Looks for
mode 1

i = strcmp(word,"Displacements/Rotations(degrees)");
} while (1 !=0 );
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for ( i=0 ; i<3 ; i++ ) { //Looks for rotation 3
times

do {
fscanf (mode_file,"%s",word);
j = strcmp(word,"rotation");
} while ( j !=0);

if ( desired_mode!=1 ) {
do {
do {
fscanf (mode_file,"%s",word) ; //
Looks for ANALYSIS
i = strcmp(word,"ANALYSIS");
} while (i !=0);

do {
fscanf (mode_file,"%s",word) ; //
Looks for number
i = strcmp(word, "number");
} while (i =10 );
fscanf (mode_file,"%s",word); //

fscanf (mode_file,"%d", &number);

for ( i=0 ; i<3 ; i++ ) { //Looks for
rotation 3 times

do {
fscanf (mode_file,"%s",word);
j = strcmp(word,"rotation");
} while ( j '=0 );
}

} while ( number!=desired_mode );

if ( verbose ) printf("\nReading Data from Mode number:
%d\n" ,number) ;

for ( count=0 ; count<number_of_nodes ; count++ ) { // Main
displacement data loop

fscanf (mode_file,"%d",&number);
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for ( i=3 ; i<6 ; i++ ) { // Actual

Values
fscanf (mode_file,"’%1f",&data);
node_data[count] [i] = data;
}
x=node_data[count] [X]; // Polar
conv.
y=node_datalcount] [Y]; // done on
the fly...

r=sqrt(x*x + y*y);

phi=atan2(y,x);

if ( phi<0 ) phi += ( 2.0+PI ); // Want all
phi’s to be +ve

if ( fabs(phi-( 2.0%PI ))<=1e-6 ) phi=0.0; // Different dps
mean might not be the same

polar_node_data{count] [R]=r;

polar_node_data[count] [PHI]=phi;

polar_node_data[count] [Z]=node_datalcount] [Z];

polar_node_datalcount] [DX]=node_datal[count] [DX];

polar_node_data[count] [DY]=node_datalcount] [DY];

polar_node_datalcount] [DZ}=node_datal[count] [DZ];

if ( verbose && count%((int) (number_of_nodes/20))==0)
printf(".");

for ( i=0 ; i<3 ; i++ ) {
fscanf (mode_file,"%1f",&data); //Skip over
rotation values (constrained)
}
}
// End of displacement entry

// Find modal frequency

for ( count=0 ; count<4 ; count++ ) {

do {
fscanf (mode_file,"%s",word);
[/ - "u4
j = stremp(word,"----------- ")

} while ( j '= 0 );
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for ( count=0 ; count<number_of_modes ; count++ ) {
fscanf (mode_file,"%1f" ,&data);
fscanf (mode_file,"%1f",&data);
fscanf (mode_file,"%41f",&data);
frequency{count] = data;
fscanf (mode_file, "%1f",&data);
fscanf (mode_file,"%1f",&data);
}

if ( (log_file=fopen("ocean.log", "at+")) == NULL) {
printf ("Error opening log file");
return 0;

}

fprintf (log_file,"Mode frequency: %1.01f

Hz\n",frequency[desired_mode-1]);

if( fclose(log_file)!=0 )

printf ("Error closing file \n" );

for ( count=0 ; count<number_of_nodes ; count++ ) { // We no
longer require node_data
free(node_data[count]);

}

free(node_data);

if( fclose(mode_file)!=0 )
mode_file now.
printf ("Error closing file #s\n",mode_file );

// Don’t need

// Determine useful quantities like z_max, z_increment and so
on...

z_max=polar_node_data[number_of_nodes-1] [Z];

count=0;

do {
Zz_increment=polar_node_datalcount++] [Z];

}

while(z_increment==0.0);
disc_size=count-1;

r_max=polar_node_data[count] [R]; //Find r_max
within disc.
for ( count=0 ; count<disc_size ; count++ ) {
if ( polar_node_data{count] [R]>r_max )
r_max=polar_node_datal[count] [R];

}
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r_increment=r_max;
for ( count=0 ; count<disc_size; count++ ) {
of r.
if ( fabs(polar_node_datalcount] [R]1-0.0)>1e-7 ) {
if ( polar_node_data[count] [R]1<r_increment )
r_increment=polar_node_data[count] [R];
}
}

phi_increment=PI;

for ( count=0 ; count<disc_size; count++ ) { // Increment of
phi.
if ( fabs(polar_node_datalcount] [PHI]-0.0)>1e-7 ) {

if ( polar_node_datal[count] [PHI]J<phi_increment )
phi_increment=polar_node_data[count] [PHI];
}
//printf ("%1f %1lf\n",polar_node_datal[count] [PHI],
phi_increment);

}

if ( (log_file=fopen("ocean.log", "a+")) == NULL) {
printf ("Error opening log file");
return 0;

}
fprintf(log _file,"r increment: %1f m\n",r_increment);
fprintf(log_file,"phi increment: %1f m\n",phi_increment);
fprintf(log_file,"z increment: %1f m\n",z_increment);
if( fclose(log_file)!=0 )

printf ("Error closing file \n" );

z_no = round(z_max/z_increment)+1; // Determine no of z points
r_no = round(r_max/r_increment)+1; // Ditto r
phi_no = round(2*PI/phi_increment); // Ditto phi

phi_total = phi_no-1; // Useful for cyclic angles
later.

z_disc = z_no-1;

if ( (log_file=fopen("ocean.log", "a+")) == NULL) {
printf ("Error opening log file");
return O;
}
fprintf(log_file,"r points: %d\n",r_no);
fprintf(log_file,"phi points: %d\n",phi_no);
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//Find increment

fprintf(log_file,"discs: %d\n",z_no);
if( fclose(log_file)!=0 )
printf ("Error closing file \n" );

if ( point_data ) {
if ( p[01<0 || p[0l>r_mo-1 ) {
fprintf(log_file,"\nPoint co-ordinates out of bounds:

r");
point_data = 0;
}
if ( p[11<0 || p[1]1>phi_no-1 ) {
fprintf(log_file, "\nPoint co-ordinates out of bounds:
phi");
point_data = 0;
}
if ( p[2]<0 || pl2]>z_no-1 ) {
fprintf (log_file,"\nPoint co-ordinates out of bounds:
z");
peoint_data = 0;
}
}

// Begin translation to point[J[J[][] integer mapped points.

point = (double ****) malloc (r_no * sizeof (doublexx*x)); 7
Initialise

for ( i=0 ; i<r_mo ; i++ ) {
co-ord array.

//

point[i] = (double ***) malloc ( phi_no * sizeof (doublex*x));
for ( j=0 ; j<phi_no ; j++ ) {

point[i] [j] = (double **) malloc ( z_no * sizeof (double
*));

for ( k=0 ; k<z_no ; k++ ) {

point [i] [j] [k] = (double *) malloc ( 6 =*
sizeof (double));

}
}
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}

for ( i=0 ; i<r_mo ; i++ ) { //
co—-ord array.
for ( j=0 ; j<phi_mo ; j++ ) {
for ( k=0 ; k<z_no ; k++ ) {
for ( 1=0 ; 1<6 ; 1++ ) {
point[i] [j1[k] (1] = 0.0;
}

for ( count=0 ; count<number_of_nodes ; count++ ) { // Convert

polar_node_data to point; new structure.

i = round (polar_node_datalcount] [R]/r_increment);

j = round (polar_node_data[count] [PHI]/phi_increment);

k = round (polar_node_datal[count] [Z]/z_increment);

if ( i==0 ) j=0; // Defines
phi=0 for r=0 (convention).

for ( 1=0 ; 1<6 ; 1++ ) {

point[i] [j] [k] [1]=polar_node_datalcount] [1];

}

for ( count=0 ; count<number_of_nodes ; count++ ) { // Free up
polar node data as well.
free(polar_node_data[count]);
}

free(polar_node_data);
// Begin strain tensor calculation.

u = (double =**x%x) malloc (r_no * sizeof (doublex*xx)); //
Initialise
for ( i=0 ; i<r_no ; i++ ) { // strain
tensor.
u[i] = (double *#***) malloc ( phi_no * sizeof (double***));
for ( j=0 ; j<phi_no ; j++ ) {
uliJ [j] = (double =»**) malloc ( z_no * sizeof (double
se));
for ( k=0 ; k<z_no ; k++ ) {
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uli]l [j1 k] = (double **) malloc ( 3 =
sizeof (doublex)) ;
for ( 1=0 ; 1<3 ; 1++ ) {
uli] [j1x1 [1] = (double *) malloc ( 3 =*
sizeof (double));
}
}

}

for ( i=0 ; i<r_no ; i++ ) { // strain
tensor components tensor.
for ( j=0 ; j<phi_mo ; j++ ) {
for ( k=0 ; k<z_no ; k++ ) {
for ( 1=0 ; 1<3 ; 1++ ) {
for (m=0 ; m<3 ; m++ ) {
uli] [j] (k] (1] [m] = 0.0;
}

}

du = (double ***x*x) malloc (r_no * sizeof (doublex*xx)); //
Initialise
for ( i=0 ; i<r_mo ; i++ ) { // partial strain
tensor components tensor.
dufi] = (double *x**) malloc ( phi_no * sizeof (doublexxx));
for ( j=0 ; j<phi_no ; j++ ) {
duli] [j] = (double ***) malloc ( z_no * sizeof (double
*%)) ;
for ( k=0 ; k<z_no ; k++ ) {
dulil [j]1 [k] = (double **) malloc ( 3 *
sizeof (doublex));
for ( 1=0 ; 1<3 ; 1++ ) {
du(i] [j] [k [1] = (double *) malloc ( 3 *

sizeof (double));
}
}
}
}
for ( i=0 ; i<r_mo ; i++ ) { // strain

tensor components tensor.
for ( j=0 ; j<phi_no ; j++ ) {
for ( k=0 ; k<z_no ; k++ ) {
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for ( 1=0 ; 1<3 ; 1++ ) {
for ( m=0 ; m<3 ; m++ ) {
dulil [j1[x1[{1]1[m] = 0.0;
}

}

disp_max=0.0; ‘ //Find disp_max within surface.
z_count = z_no-1; :
for ( r_count=0 ; r_count<r_no ; r_count++ ) {
for ( phi_count=0 ; phi_count<phi_no ; phi_count++ ) {
for ( i=3 ; i<6 ; i++ ) {
if (
fabs(point [r_count] [phi_count] [z_count] [i])>disp_max )
disp_max=fabs(point [r_count] [phi_count] [z_count] [i]);
}
}

if ( verbose ) printf("\nCalculating strain tensor
derivatives.\n");

for ( z_count=0 ; z_count<z_no ; z_count++ ) { // Strain
tensor component calculation

if ( verbose &&
r_count*phi_count*z_count’((int)r_no*phi_no*z_no)/20000==0 )
printf(".");

for ( r_count=0 ; r_count<r_no ; r_count++ ) {

ax = (r_count*r_increment)*(double)sin(phi_increment);

bx -(r_count*r_increment)*(double)sin(phi_increment);
ay = -(r_count*r_increment) * (1 -

(double)cos(phi_increment));
for ( phi_count=0 ; phi_count<phi_no ; phi_count++ ) {
if ( '(r_count==0 &% phi_count!=0 ) ) {
if ( z_count==0 ) {
for ( count=3 ; count<6 ; count++ ) {
du(r_count] {phi_count] [z_count] [count-3] [

) =
(point [r_count] [phi_count]} [1] [count]-point [r_count] [phi_count] [0] [
count))/z_increment;
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if ( point_data && r_count==pl0] &&
phi_count==p[1] && z_count==pl2] ) {
pl3l=r_count;
p[4]=phi_count;
pl6l=1;
}
b
} else if ( z_count==z_no-1 ) {
for ( count=3 ; count<6 ; count++ ) {
dulr_count] [phi_count] [z_count] [count-3] [
Z] =
(point [r_count] [phi_count] [z_count] [count]-point [r_count] [phi_count] [
z_count-1] [count])/z_increment;
if ( point_data && r_count==p[0] &&
phi_count==p[1] && z_count==p[2] ) {
p[3]=r_count;
p[4]=phi_count;
p[5]=z_count-1;

}
}
} else {
for ( count=3 ; count<6 ; count++ ) {
du_dzplus =

(point [r_count] [phi_count] [z_count+1] [count]-point [r_count] [phi_count
] [z_count] [count])/z_increment;
du_dzneg =
(point [r_count] [phi_count] [z_count-1] [count]-point [r_count] [phi_count
1 [z_count] [count])/-z_increment;
du[r_count] [phi_count] [z_count] [count~3] [
Z] = 0.5%( du_dzplus + du_dzneg );
if ( point_data && r_count==p[0] &&
phi_count==p[1] && z_count==p[2] ) {
p[3]l=r_count;
pl4]l=phi_count;
p[5l=z_count+1;
pl6l=r_count;
p[7]=phi_count;
p[8l=z_count-1;

if ( r_count==0 ) {

for ( count=3 ; count<6 ; count++ ) {
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du_dyplus =
(point [r_count+1] [phi_no/4] [z_count] [count]-point [r_count] [0] [z_count
J [count])/r_increment;

du_dyneg =
(point [r_count+1] [(3*phi_no)/4] [z_count] [count]-point [r_count] [0] [
z_count] [count])/-r_increment;

dulr_count] [0] [z_count] [count-3] [Y] =
0.5%( du_dyplus + du_dyneg );

if ( point_data && r_count==p[0] &&
phi_count==p[1] && z_count==p[2] ) {
p[9]l=r_count+1;
p[10]=phi_no/4;
pl11]l=z_count;
pl12]=r_count+1;
pl13]1=(3*phi_no)/4;
pl14]=z_count;
}
du_dxplus =
((point [1] [0] [z_count] [count]-point [0] [0] [z_count] [count])/
r_increment);
du_dxneg =
((point[1] [phi_no/2] {z_count] [count] -
point (0] [0] [z_count] [count])/-r_increment);
dulr_count] [0] [z_count] [count-3] [X] =
0.6%( du_dxplus + du_dxneg );

if ( point_data && r_count==p[0] &&
phi_count==p[1] && z_count==p[2] ) {

pl15]=1;

p[161=0;

pl17]1=z_count;

pl181=1;

p[191=phi_no/2;

p[20]=z_count;

} else if ( r_count==1 ){
for ( count=3 ; count<6 ; count++ ) {
du_dyplus =
(point (2] [phi_count] {z_count] [count]-point [r_count] [phi_count] [
z_count] [count])/r_increment;
du_dyneg =
(point[O][Ol[z_count][count]-point[r_count][phi_count][z_count][count
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1)/-r_increment;
du_dydash = 0.5x( du_dyplus + du_dyneg );

if ( point_data &% r_count==p{0] &&
phi_count==p[1] && z_count==p[2] ) {
pl91=2;
p[10]=phi_count;
pl11]=z_count;

pl12]1=0;
p[13]1=0;
pl[14]=z_count;
}
du_dxplus =

(point [r_count] [(phi_count-1+phi_no)%phi_no] [z_count] [count] -

point [r_count] [phi_count] [z_count] [count]-(du_dyneg*ay))/ax;
du_dxneg =

(point [r_count] [(phi_count+1)%phi_no] [z_count] [count] -

point [r_count] [phi_count] [z_count] [count] - (du_dyneg*ay))/bx;
du_dxdash = 0.5%( du_dxplus + du_dxneg );

if ( point_data && r_count==p[0] &&
phi_count==p[1] && z_count==p[2] ) {
pl15]=r_count;
p[16]1=(phi_count-1+phi_no)¥phi_no;
p[17]1=z_count;
pl[18]=r_count;
p[19]=(phi_count+1)%phi_no;
p[20]1=z_count;
}
du[r_count] [phi_count] [z_count] [count-3] [
X] = cos((phi_count*phi_increment)-(PI/2))*du_dxdash -
sin((phi_count*phi_increment)-(PI/2))*du_dydash;
du[r_count] [phi_count] [z_count] [count-3] [
Y] = sin((phi_count*phi_increment)-(PI/2))*du_dxdash +
cos((phi_count*phi_increment)-(PI/2))*du_dydash;
}
} else if ( r_count==r_no-1 ) {
for ( count=3 ; count<6 ; count++ ) {
du_dyneg =
(point [r_count-1] [phi_count] [z_count] [count]-point[r_count] [phi_count
1 [z_count] [count])/-r_increment;
du_dydash = du_dyneg;

if ( point_data && r_count==p[0] &&
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phi_count==p[1] && z_count==p[2] ) {
pl9]=r_count-1;
p[10)=phi_count;
pl11)=z_count;
}
du_dxplus =
(point[r_count] [(phi_count-1+phi_no)%phi_no] [z_count] [count] -
point [r_count] [phi_count] [z_count] [count] - (du_dyneg*ay))/ax;
du_dxneg =
(point [r_count] [(phi_count+1)%phi_no] [z_count] [count] -
point[r_count] [phi_count] {z_count] [count] - (du_dynegxay))/bx;
du_dxdash = 0.5%( du_dxplus + du_dxneg );

if ( point_data && r_count==p[0] &&
phi_count==p{1] && z_count==p[2] ) {
pl15]=r_count;
p[16]=(phi_count-1+phi_no)¥%phi_no;
p[17]=z_count;
p[18]=r_count;
p[191=(phi_count+1)%phi_no;
p[20]=z_count;
}
du[r_count] [phi_count] [z_count] [count-3] [
X] = cos(phi_count*phi_increment-PI/2)*du_dxdash -
sin(phi_count*phi_increment-PI/2)*du_dydash;
dulr_count] [phi_count] [z_count] [count-3] [
Y] = sin(phi_count*phi_increment-PI/2)*du_dxdash +
cos (phi_count*phi_increment-PI/2)*du_dydash;
}
} else {
for ( count=3 ; count<6 ; count++ ) {
du_dyplus =
(point [r_count+1] [phi_count] [z_count] [count] -point [r_count] [phi_count
) (z_count] [count])/r_increment;
du_dyneg =
(point [r_count-1] [phi_count] (z_count] [count]-point [r_count] (phi_count
) (z_count) [count])/-r_increment;
du_dydash = 0.5%( du_dyplus + du_dyneg );

if ( point_data &% r_count==p[0] &&
phi_count==p(1] &2 z_count==p[2] ) {
pl9)=r_count+1;
p{10)=phi_count;
pl{11]=2z_count;
pl12]=r_count-1;
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pl131=phi_count;
pli4l=z_count;
}

du_dxplus =

(point [r_count] [(phi_count-1+phi_no)¥%phi_no] [z_count] [count] -

point [r_count] [phi_count] [z_count] [count]~(du_dyneg*ay))/ax;
du_dxneg =

(point [r_count] [(phi_count+1)%phi_no] {z_count] [count] -

point [r_count] [phi_count] [z_count] [count] - (du_dynegxay))/bx;
du_dxdash = 0.5%( du_dxplus + du_dxneg );

if ( point_data &% r_count==p[0] &&
phi_count==p[1] && z_count==p[2] ) {

pl151=r_count;
p[16]=(phi_count-1+phi_no)¥phi_no;
pl17]=z_count;
pl18]l=r_count;
p[19]=(phi_count+1)%phi_no;
pl20]=z_count;

}

du[r_count] [phi_count] [z_count] [count-3] [
X] = cos(phi_count*phi_increment-PI/2)*du_dxdash -
sin(phi_count*phi_increment-PI/2)*du_dydash;

dulr_count] [phi_count] [z_count] [count-3] [
Y] = sin(phi_count*phi_increment-PI/2)*du_dxdash +
cos (phi_count*phi_increment-PI/2)*du_dydash;

}
}

}

for ( z_count=0 ; z_count<z_no ; z_count++ ) { //Strain tensor
calculation.
for ( r_count=0 ; r_count<r_no ; r_count++ ) {
for ( phi_count=0 ; phi_count<phi_no ; phi_count++ ) {
for ( i=0 ; i<3 ; i++ ) {
for (j=0 ; j<3 ; j++ ) {
ulr_count] [phi_count] [z_count] (1] [j] =

0.5%(dulr_count] [phi_count] [z_count] (1] [j] +
du(r_count] [phi_count] [z_count] [j] [1]);

}
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}
}
}
area = (double *#x*) malloc (r_no * sizeof (doublexx)); //
Initialise

for ( i=0 ; i<r_mo ; i++ ) { // volume
tensor.

area[i] = (double **) malloc ( phi_no * sizeof (double*));
for ( j=0 ; j<phi_mo ; j++ ) {

areal[il [j] = (double *) malloc ( z_no * sizeof(double ));
}
}

vol = (double ***) malloc (r_no * sizeof (doublexx)): //
Initialise

for ( i=0 ; i<r_no ; i++ ) {

// volume
tensor.
vol[i] = (double **) malloc ( phi_no * sizeof (doublex));
for ( j=0 ; j<phi_no ; j++ ) {
vol(i]l [j] = (double *) malloc ( z_no * sizeof(double ));
}
}

for ( z_count=0 ; z_count<z_no ; z_count++ ) { //Volume
calculation for ( r_count=0 ; r_count<r_no ; r_count++ )
for ( r_count=0 ; r_count<r_noc ; r_count++ ) {
for ( phi_count=0 ; phi_count<phi_no ; phi_count++ ) {
r = r_increment*r_count;
r_large = r_increment*(r_count+0.5);
r_small = r_increment*(r_count-0.5);

if ( r_count==0 ) {

area[r_count] [phi_count] [z_count]
Pler_largesr_large;
} else if ( r_count==r_mo-1 ) {

area{r_count] [phi_count] [z_count]
Pler_smallsr_small)/phi_no;

} else {

area[r_count] (phi_count]) [z_count]
(Pler_largesr_large - PIsr_smallsr_small)/phi_no;

(PI*r*xr -
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}
if ( z_count==0 || z_count==z_no-1 )
vol[r_count] [phi_count] [2_count]
area[r_count] [phi_count] [z_count]*z_increment*0.5;

)

} else {

vol[r_count] [phi_count] [z_count]
areal[r_count] [phi_count] [z_count]*z_increment;

}

// substrate ENERGY CALCULATION

data = 0.0;

if ( centre ) {

printf ("\nHow many discs on either side of centre to
calculate energy: (Number of discs inc. z=0:%d)",z_no);

scanf ("d",&discs) ;

z_start=round((z_no-1)/2)-discs;

z_finish=round ((z_no-1)/2)+discs+1;

printf("Start disc: J%d \nFinish disc:
%d",z_start,z_finish-1);

} else {
z_start=0;
z_finish=z_no;

}

for ( z_count=z_start ; z_count<z_finish ; z_count++ ) {
//Energy calculation.
for ( r_count=0 ; r_count<r_no ; r_count++ ) {
for ( phi_count=0 ; phi_count<phi_no ; phi_count++ ) {
if (! (r_count==0 &% phi_count!=0 ) ) {
for ( 1=0 ; 1i<3 ; i++ ) {
for (j=0 ; j<3 ; j++ ) {
data +=

ulr_count] [phi_count] (z_count] [1] [j]#ul[r_count] [phi_count] [z_count] [i
1031;

// u_ik~2

}




for ( i=0 ; i<3 ; i++ ) {
trace +=
ulr_count] [phi_count] [z_count] [i] [i];

}

// trace

substrate += vol[r_count] [phi_count] [z_count]*

(substrate_E/(2*(1+substrate_sigma)))*(data +
(substrate_sigma/(1-2*substrate_sigma))*trace*trace);

data = 0.0;
trace = 0.0;

¥

if ( 'append ) {

if( (ratio_file = fopen( rat_file , "w+" )) I= NULL ) {
fprintf(ratio_file,"Mode Number =
%d\n\n" ,desired_mode) ;
fprintf(ratio_file,"Number of nodes,substrate
Energy,Surface Energy,Surface Ratio,Surface L&L Shear Energy,Surface
L&ZL Shear Ratio,Surface Timo Shear Energy,Surface Timo Shear
Ratio,Surface Hydrostatic Energy,Surface Hydrostatic Ratio,Barrel
Energy, Barrel Ratio, Radial Kinetic Energy, Radial Kimetic Ratio,
Longitudinal Kinetic Energy, Longitudinal Kinetic Ratio\n");
fprintf(ratio_file,"%d,%e," ,number_of_nodes,substrate);
if( fclose( ratio_file ) ) printf("\n%s not closed
properly”,rat_file);
else if ( verbose ) printf("\nis closed
correctly.",rat_file);
}
} else {
if( (ratio_file = fopen( rat_file , "a+" )) != NULL ) {
if ( mode_print ) {
fprintf(ratio_file,"\nMode Number =
%d\n\n" ,desired_mode) ;
fprintf(ratio_file,"Number of nodes,substrate
Energy,Surface Energy,Surface Ratio,Surface L&L Shear Energy,Surface
L&L Shear Ratio,Surface Timo Shear Energy, Surface Timo Shear Ratio,
Surface Hydrostatic Energy,Surface Hydrostatic Ratio,Barrel Energy,
Barrel Ratio, Radial Kinetic Energy, Radial Kinetic Ratio,
Longitudinal Kinetic Energy, Longitudinal Kinetic Ratio\n");
}

fprintf(ratio_file,"%d,%e," ,number_of_nodes,

226

substrate) ;

if( fclose( ratio_file ) ) printf("\n%s not closed
properly",rat_file);

else if ( verbose ) printf("\n%s closed
correctly.",rat_file);

}
}

// SURFACE ENERGY

data = 0.0;
trace = 0.0;

if ( surface_locn!=0.0 ) {

z_count = round((z_no-1)*(1-surface_locn));
} else {

z_count = z_disc;
}
for ( r_count=0 ; r_count<r_no ; r_count++ ) {
for ( phi_count=0 ; phi_count<phi_no ; phi_count++ ) {
if (! (r_count==0 && phi_count!=0 ) ) {

for ( i=0 ; i<3 ; i++ ) { // u_ik~2
for (j=0 ; j<3 ; j++ ) {
data +=

u[r_count] [phi_count] [z_count] [1] [j]1*u[r_count] [phi_count] [z_count] [i
103);
¥
}
for ( i=0 ; i<3 ; i++ ) { // trace
trace += ulr_count] [phi_count] [z_count] [i] (1] ;

}

surface +=

coating_h*area[r_count] [phi_count] [z_count]*(coating E/(2*(1+
coating_sigma)))*(data +

(coating_sigma/(1-2*coating_sigma))*tracextrace);

data = 0.0;
trace = 0.0;

}
}

if( (ratio_file = fopen( rat_file , “"a+" )) != NULL ) {
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fprintf(ratio_file,"%e,%e,"”, surface, surface/substrate);
if( fclose( ratio_file ) ) printf("\n%s not closed
properly”,rat_file);
else if ( verbose ) printf("\n%s closed
correctly.",rat_file);

}
// SURFACE SHEAR ENERGY

data = 0.0;
trace = 0.0;
surface = 0.0;

G = (0.5%coating_E)/(1+coating_sigma);

z_count = z_disc; //Surface energy calculation.
for ( r_count=0 ; r_count<r_no ; r_count++ ) {
for ( phi_count=0 ; phi_count<phi_no ; phi_count++ ) {
if (! (r_count==0 && phi_count!=0 ) ) {

for ( i=0 ; i<3 ; i++ ) { // u_ik~2
for (§j=0 ; j<3 ; j++ ) {
data +=

ulr_count] [phi_count] [z_count] [i] [j1*ulr_count] [phi_count] [z_count] i

115);

}
}
for ( i=0 ; i<3 ; i++ ) { // trace
trace += ul[r_count] [phi_count] [z_count] [i] [i];
}
surface +=
coating_h#area[r_count] [phi_count] [z_count]*G*(data -
(1/3)stracestrace);
data = 0.0;
trace = 0.0;
}
}
}
if( (ratio_file = fopen( rat_file , "a+" )) != NULL ) {
fprintf(ratio_file,"%e,%e,", surface,
surface/substrate);

if( fclose( ratio_file ) ) printf("\n%s not closed
properly” ,rat_file);
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else if ( verbose ) printf("\n%s closed
correctly." ,rat_file);

}

// SURFACE Hydro ENERGY

data = 0.0;
trace = 0.0;
surface = 0.0;

K = coating_E/(3%(1-2xcoating_sigma));

if ( (log_file=fopen("ocean.log", "a+")) == NULL) {
printf ("Error opening log file");
return 0;

}

fprintf (log_file,"K: %1f\n",K);

if( fclose(log_file)!=0 )
printf ("Error closing file \n" );

z_count = z_disc; //Surface energy calculation.
for ( r_count=0 ; r_count<r_no ; r_count++ ) {
for ( phi_count=0 ; phi_count<phi_no ; phi_count++ ) {
if (! (r_count==0 && phi_count!=0 ) ) {
for ( i=0 ; i<3 ; i++ ) { // trace
trace += ulr_count] [phi_count] [z_count] [i] [i];

}

surface +=
coating _hxarea(r_count] [phi_count] [z_count]*0.5*K*trace*trace;

trace = 0.0;

}

if( (ratio_file = fopen( rat_file , "a+" )) != NULL ) {
fprintf(ratio_file,"/e,%e,", surface,
surface/substrate) ;
if( fclose( ratio_file ) ) printf("\n%s not closed
properly”,rat_file);
else if ( verbose ) printf("\n%s closed
correctly.",rat_file);

}

// BARREL ENERGY
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data = 0.0;
trace = 0.0;

if ( barrel_extent!=-1 ) {
slices = round(barrel_extent/z_increment);
z_start=z_no-1-slices;

} else {
z_start=0;

}

if ( (log_file=fopen("ocean.log", "a+")) == NULL) {
printf("Error opening log file");
return 0;
}
fprintf(log_file,"Start disc: %d \nSlices: %d",z_start,slices);
if( fclose(log_file)!=0 )
printf ("Error closing file \n" );

r_count=r_no-1;
for ( z_count=z_start ; z_count<z_no ; z_count++ ) {
for ( phi_count=0 ; phi_count<phi_no ; phi_count++ ) {

for ( i=0 ; i<3 ; i++ ) { // u_ik"2
for (j=0 ; j<3 ; j++ ) {
data +=

ulr_count] [phi_count] [z_count] [i] [jl*ulr_count] [phi_count] [z_count] {i

10315

}
}
for ( i=0 ; i<3 ; i++ ) { // trace
trace += ul[r_count] [phi_count] {z_count] [i] [i];
}
if ( z_count==0 || z_count==z_no-1 ) {

barrel +=
barrel_h*z_increment*0.5*r_max*phi_increment*(barrel_E/(2*(1+
barrel_sigma)))*(data +
(barrel_sigma/(1-2#barrel_sigma))*trace*trace);
} else {
barrel +=
barrel_h*z_increment*r_max*phi_increment*(barrel_E/(2*(1+barrel_sigma
)))*(data + (barrel_sigma/(1-2*barrel_sigma))=*trace*trace);
}
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data = 0.0;
trace = 0.0;

}

if( (ratio_file = fopen( rat_file , "a+" )) != NULL ) {
fprintf (ratio_file,"%e,%e,", barrel,
barrel/substrate);
if( fclose( ratio_file ) ) printf("\nis not closed
properly",rat_file);
else if ( verbose ) printf("\n%s closed
correctly.",rat_file);

b
// RADIAL SUSPENSION POINT KINETIC ENERGY

r_count=r_no-1;
z_count=round((z_no-1)/2);

for ( phi_count=0 ; phi_count<phi_no ; phi_count++ ) {

for ( i=3 ; i<5 ; i++ ) {
data +=
point [r_count] [phi_count] [z_count] [i]*point [r_count] [phi_count] [
z_count] [i];// dx~2 + dy~2
}

data =
4xPI*PIxfrequency[desired_mode-1]*frequency[desired_mode-1]*data;
// v2
barrel += barrel_h*barrel_h*r_max*phi_incrementxdensityx*data;
data = 0.0;
}

if( (ratio_file = fopen( rat_file , "a+" )) != NULL ) {
fprintf(ratio_file,"%e,%e,", barrel,
barrel/substrate);
if( fclose( ratio_file ) ) printf("\n%s not closed
properly",rat_file);
else if ( verbose ) printf("\n%s closed
correctly.",rat_file);

}
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// LONGITUDINAL SUSPENSION POINT KINETIC ENERGY

barrel = 0.
data = 0.0;
trace = 0.0;

0;

r_count=r_no-1;
Zz_count=round ((z_no-1)/2);

for ( phi_count=0 ; phi_count<phi_no ; phi_count++ ) {
data +=
point [r_count] [phi_count] [z_count] [DZ] *point [r_count] [phi_count] [
z_count] [DZ];// dz"2
data =
4*PI*PI*frequency[desired_mode-1]*frequencyl[desired_mode-1]*data;

// v~2

barrel += barrel_hxbarrel_h*r_max*phi_increment*density*data;
data = 0.0;
}

if( (ratio_file = fopen( rat_file , "a+" )) != NULL ) {
fprintf(ratio_file,"%e,%e\n", barrel, barrel/substrate);
if( fclose( ratio_file ) ) printf("\n%s not closed
properly”,rat_file);
else if ( verbose ) printf("\n%s closed
correctly.",rat_file);

}

// OUTPUT FILES
if ( point_data ) {
if( (details_file = fopen ( det_file , "w+" )) != NULL ) {
fprintf(details_file,"Point details file\n");
fprintf(details_file,"Reference Algor/I-DEAS
file:\n%s\n\n",model_name);
fprintf(details_file,"Co-ordinates, (r phi 2z) =
(,%d,%d,%d )\n\n",p(0],p(1],p(2]);
fprintf(details_file,"Node
position:,r=,%e,x=,%e\n",point [p[01]1 [p[1]] [p[2]] [R],point[p[0]] [p[1]]
(p{2]] [R)*cos(point (p[0]] [p[1]] [p(2]] (PHI]));
fprintf(details_file,",phi=,%e,y=,%e\n",point{pl0]] [p[1]]
(p(21] [PHI] ,point [p(0]1 (p{1]] (p[2]] [R)*sin(point [p[0]]1 [p[1]1] [p[2]1](
PHI]));
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fprintf(details_file,",z=,%e,z=,%e\n\n" ,point [p[01] (pl1]1]
[pl2]11 (2] ,point [p[0]1] [p[1]1]1 [p(21]112Z1);

fprintf (details_file,"Displacements:,dx=,%e\n,dy=,%e\n,dz
=,%e\n\n" ,point [p[01] [p[1]] [p[2]1] [DX] ,point [p[0]1 [p{1]] {p(211 (DY],
point[p[01]1[p[11][p[2]11[D2]);

fprintf(details_file,"Increments:,r=,%e\n,phi=,%e\n,z=,%e
\n\n",r_increment,phi_increment,z_increment) ;

fprintf (details_file,"Neighbours:\n\ndui_dz
direction\n\n(,");

for ( i=3 ; i<5 ; i++ ) fprintf(details_file,"%d,",pl[il);
fprintf(details_file,"%d,)",p[51);
if ( p[2]1!=0 && p[2]!=z_no-1 ) {
fprintf (details_file,"(,");
for ( i=6 ; i<8 ; i++ )
fprintf (details_file,"%d,",p[il);
fprintf(details_file,"%d,)\n",p[8]1);
}
fprintf(details_file,"\ndui_dydash direction\n\n(,");
for ( i=9 ; i<il ; i++ )
fprintf (details_file,"%d,",p[il);
fprintf(details_file,"%d,)\n",p[11]);
if ( p[0I!=r_no-1 ) {
fprintf(details_file,"(,");
for ( i=12 ; i<14 ; i++ )
fprintf (details_file,"%d,",plil);
fprintf(details_file,"%d,)\n",p[14]);
}
fprintf(details_file,"dui_dxdash direction\n\n(,");
for ( i=15 ; i<17 ; i++ )
fprintf(details_file,"’d,",p[i]);
fprintf(details_file,"%d,)\n(,",pl17]1);
for ( i=18 ; i<20 ; i++ )
fprintf(details_file,"%d,",plil);
fprintf(details_file,"%d,)\n\n",p[20]);
fprintf(details_file, "dux_dx,dux_dy,dux_dz,duy_dx,duy_dy,
duy_dz,duz_dx,duz_dy,duz_dz\n");
for ( i=0 ; i<3 ; i++ ) {
for ( j=0 ; j<3 ; j++ ) {
fprintf(details_file,"%e,",dulp[0]] [p[1]][p[2
1101 030);
}
}
fprintf(details_file,"\n\nStrain
Tensor:\n\nu_xx,u_xy,u_Xz,u_yx,u_yy,u_yz,u_zx,u_zy,u_zz\n");
for ( i=0 ; i<3 ; i++ ) {
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for ( j=0 ; j<3 ; j++ ) {
fprintf(
details_file,"/e,",ulpl0]][p[11][p[21]1[i] [j1);
}
}

if( fclose( details_file ) ) printf("\n%s not closed
properly"”, det_file);

else if ( verbose ) printf("\n%s closed
correctly.",det_file);
}
}

//Output strain tensor to filename.str
str_file=strtok(model_name,".");
strncat(str_file,str_extension,9);

if( (strain_file = fopen( str_file , "w+" )) != NULL ) {
if ( verbose ) printf("\nFile %s open for input\n",str_file);

fprintf (strain_file,"Energy program strain temnsor\n");
fprintf(strain_file," \n\n") ;
fprintf(strain_file,"Filename: %s\n\n",str_file);
fprintf(strain_file,"Mode: %d\n\n",desired_mode);
fprintf(strain_file,"substrate Energy= %e (in appropriate
units)\n\n",substrate);
fprintf(strain_file,"Surface Energy= %e (in appropriate
units)\n\n",surface);
fprintf(strain_file,"Co-ords,,,|,Strain tensor
COMPONENtS, ,,,,,5,sss5355551111s | Displacementsin");
fprintf(strain_file,"r,phi,z,|,u_xx,u_xx"2,u_xy,u_xy~2,u_xz,
u_xz"2,u_yx,u_yx"2,u_yy,u_yy~2,u_yz,u_yz"2,u_2x,u_2x"2,u_zy,u_zy 2,
u_zz,u_zz"2,trace,trace~2|,x,y,z\n");
fprintf(strain_file,"---—————=—-—-=——---=—=--m—————————o—oooooo

for ( z_count=0 ; z_count<z_no ; z_count++ ) {
for ( r_count=0 ; r_count<r_no ; r_count++ ) {

if ( verbose &&

(z_countsr_count*phi_count*1)%{(int) ((r_no*phi_no*z_no*€)/20))==0 )
printf(".");
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for ( phi_count=0 ; phi_count<phi_no ; phi_count++) {
if ( !'(xr_count==0 && phi_count!=0 ) ) {
fprintf (
strain_file,"(%d,%d,%d),!,",r_count,phi_count,z_count);
for ( i=0 ; i<3 ; i++ ) {
for ( j=0 ; j<3 ; j++ ) {
fprintf(
strain_file,"%e,%e,",ulr_count] [phi_count] [z_count] [i] [j],ulr_count] [
phi_count] [z_count] [i] [j]1*ulr_count] [phi_count] [z_count] [i1[j1);
}
}
fprintf(
strain_file,"%e,%e,",ulr_count] [phi_count] [z_count] [X] [X]+u[r_count] [
phi_count] [z_count] [Y] [Y]+ulr_count] [phi_count] [z_count] [Z] [Z], (ul
r_count] [phi_count] [z_count] [X] [X]+ulr_count] [phi_count] [z_count] [Y] [
Y]+ulr_count] [phi_count] [z_count] [Z] [Z])*(u[r_count] [phi_count] [
z_count] [X] [X]+ulr_count] [phi_count] [z_count] [Y] [Y]+u[r_count] [
phi_count] [z_count] [Z] [Z]));

fprintf(
strain_file,"|,%e,%e,%e\n",point [r_count] [phi_count] [z_count] [DX],

point [r_count] [phi_count] [z_count] [DY],point [r_count] [phi_count] [
z_count] [DZ]);

}

}

if( fclose( strain_file ) )
printf("\nj%s not closed properly",str_file);
else if ( verbose ) printf("\n¥%s closed correctly.",str_file);

//0Output mapping data to filename.map

map_file=strtok(model_name,".");
strncat(map_file,map_extension,5);

if( (mapping_file = fopen( map_file , "w+" )) != NULL ) {
if ( verbose ) printf("\nFile %s open for input\n",map_file);

fprintf(mapping_file,"Energy program integer mapping
output\n");

fprintf (mapping file," ======

==\n




\n");
fprintf(mapping file, "Co-ords\t\t|\tPosition Data\n");
fprintf (mapping file, "r\tphi\tz\t{\tr \tphi

\tz\t]\tdx \tdy \tdz\n");
fprintf (mapping_file,"

for ( i=0 ; i<z_no ; i++ ) {
for ( j=0 ; j<r_no ; j++ ) {

if ( verbose &&
(i*j*k*1)%((int) ((r_no*phi_no*z_no*6)/20))==0 ) printf(".");

for ( k=0 ; k<phi_no ; k++) {
if ( 1(§==0 && k!=0) ) {
fprintf(
mapping_file," (4d\t/hd\t%d)\tI\t",j,k,i);
for ( 1=0 ; 1<6 ; 1++ ) {

fprintf(
mapping_file,"%e\t",point [j] [k]1[il[1]);
}

fprintf (mapping_file,"\n");

}

if( fclose( mapping file ) )
printf("\n%s not closed properly",map_file);
else if ( verbose ) printf("\n¥%s closed correctly.",map_file);

for ( i=0 ; i<r_no ; i++ ) {
for ( j=0 ; j<phi_no ; j++ ) {
for ( k=0 ; k<z_no ; k++ ) {
for ( 1=0 ; 1<3 ; 1++ ) {
free(dulil [j1 (k1 [1]);
}

}
}
free(du);

for ( i=0 ; i<r_mo ; i++ ) {

for ( j=0 ; j<phi_mno ; j++ ) {
for ( k=0 ; k<z_no ; k++ ) {
free(point[i] [j] [k1);
}
}
}

free(point);

for ( i=0 ; i<r_no ; i++ ) {
for ( j=0 ; j<phi_mo ; j++ ) {
for ( k=0 ; k<z_no ; k++ ) {
for ( 1=0 ; 1<3 ; 1++ ) {
free(ulil [j1 (k] [11);
}

}
}

free(u);

for ( i=0 ; i<r_mo ; i++ ) {
for ( j=0 ; j<phi_no ; j++ ) {

free(areali] [j1);

}
}

free(area);

for ( i=0 ; i<r_no ; i++ ) {
for ( j=0 ; j<phi_mno ; j++ ) {

free(vol[i] [j1);

}

}

free(vol);

if ( point_data ) {

free(p);
}

free(frequency);
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return O;
}

int round(double floating_point_number) {
int result;
result=(int) (floating_point_number+0.5);
return result;
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Appendix F

Aocean Source Code

/*

Anisotropic Ocean. Required files are:

aocean.exe
aocean.ini
*.ml file(s)

Generated files:

aocean.log

*_str.csv

*_str.map
ani_energy_ratios.csv

*/

#include <stdio.h>
#include <stdlib.h>
#include <math.h>

#include <string.h>
//#include<conio.h>

#define MAXLENGTH 80 // Maximum length of word
#define X 0 // Define array labels
#define Y 1 // so that it is clear
#define Z 2 // which co-ordinate is being
#define DX 3 // manipulated at any one
#define DY 4 // time.

#define DZ 5




#define R (o]
#define PHI 1
#define DR 3
#define DPHI 4
#define U_RR o]
#define U_RPHI 1
#define U_RZ 2
#define U_PHIR 3
#define U_PHIPHI 4
#define U_PHIZ 5
#define U_ZR 6
#define U_ZPHI 7
#define U_ZZ 8
#define PI 3.141592 //P1
int round( double );
void prop_assign(FILE *, FILE *, double[][4][4]1[4] );

FILE * settings_file; //Settings File

FILE * log_file; //Log file

FILE * mode_file;// File pointer

FILE * mapping file;//Mapping file pointer.
FILE * strain_file;//Strain tensor file.
FILE * ratio_file;//Ratios file

FILE * details_file;//Useful file

int main(int argc, char *argv([]) {
char word[MAXLENGTH] ; // General String array used to
read in position data.

int number; // General integer variable used
to read position.

int z_no, r_no, phi_no; // Number of z values, etc.

int EQF_check; // Used to check for EOF

int disc_size; // Size of disc in number of
points.

int desired_mode; // Mode number on which info is
vanted.

double data,trace=0.0; // Used to collect data;

temporary storage.

double substrate=0.0, surface=0.0, barrel=0.0, coating_h=0.0,
barrel_h=0.0; // Energies.

double x,y,r,phi; // Used for polar conversion.

double z _max,z_min, z_increment, r_max, r_increment,
phi_increment, ax, bx, ay;

double du_dyplus, du_dyneg, du_dxplus, du_dxneg, du_dzplus,
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du_dzneg;

double du_dydash, du_dxdash, disp_max, disp_reduction;

double ** node_data; // Pointer to node data array.

double ** polar_node_data; // Pointer to node data
characterised as polars.

double * frequency; // Pointer to frequency array.

int * p; // Point details for point file.

double **x* point; // Pointer to integer mapped
description;

char * map_extension=".map"; // Make result file into .map
file.

char * str_extension="_str.csv"; // Make result file into .str
file.

char * help_string="help";

char model_name [MAXLENGTH] ; // To store name of model

char * map_file; // To store filename of .map file

char * str_file; // To store filename of .str file

char * rat_file="ani_energy_ratios.csv"; // To

store filename of .rat file
char * det_file="ani_point_details.csv";// To store point info.
char switches[10]="\n";

char index1,index2,index3,index4; //Index names for printing
out properties

double *x¥okk u; // Strain tensor

double #k¥x* du; // Used to comstruct strain
tensor components.

double substrate_c[4][4] (4] [4]; // stiffness matrices for

substrate,

coating and barrel.
double coating_c[4][4][4][4];
double barrel_c[4] [4] [4][4];
double *x** vol;

double *** area;

int pumber_of_nodes; // Obvious
int number_of_modes; // Ditto
int count,i,j,k,l,m; // Useful integers.

int ideas=0, append=0, mode_print=0, verbose=0, point_data=0,
centre=0, coating_thickness=0; //switches

int barrel_thickness=0, help=0, moduli=0, coating_moduli=0,
barrel_moduli=0, suspension_barrel_extent=0;

int z_start=0, z_finish=0, discs=0, slices=0; // switch
dependent variables
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double r_large, r_small, substrate_E=0.0, substrate_sigma=0.0,

coating E=0.0, coating_sigma=0.0;

double density=2202.0, G = 0.0, K = 0.0;
double barrel E=0.0, barrel_sigma=0.0, barrel_extent=0.0,

surface_locn=0.0;

int r_count, phi_count, z_count, phi_total, z_disc=0;

// SET DEFAULT VALUES

for ( i=0 ; i<3 ; i++ ) {
for ( j=0 ; j<3 ; j++ ) {
for ( k=0 ; k<3 ; k++ ) {
for ( 1=0 ; 1<3 ; 1++ ) {
substrate_c[i] [j] [k] [1]1=0;
coating_c[i] [j] [k][1]=0;
barrel_c[i] [j] [k][1]=0;

}
}
}
}
coating h=le-5; // Coating Thickness
barrel_h=coating_h; // Barrel Thickness

substrate_E=7.2e10;

// Substrate Young’s modulus
substrate_sigma=0.17;

// Substrate Poisson’s ratio

coating_E=2.bell; // Coating Young’s modulus
coating_sigma=0.25; // Coating Poisson’s Ratio
barrel_E=coating E; // Barrel Young’s modulus

barrel_sigma=coating_sigma; // Barrel Poisson’s Ratio

// Define property tensors

// READ SETTINGS FILE AOCEAN.INI
settings_file = fopen("aocean.ini", "r");
if ( !settings_file ) {

printf("Settings file not found. Please find ocean.ini");
return O;

}

1f ( (log_file=fopen("aocean.log", "w+")) == NULL) {
printf ("Error opening log file");

o
-
(892

return O;
}
do {// Get model name
EOF_check=fscanf (settings_file,"’s" ,word);
if (EQOF_check==EQF) {
fprintf(log_file,"\nEnd of settings file reached\n");
printf("\nEnd of settings file reached\n");
return(0);

}

} while ( strcmp(word,"model name")!= 0 );
fscanf (settings_file,"%s",word);
strcpy ( model_name , word);

fprintf(log_file,"Model Name: %s\n",model_name);

if ( strstr( model_name,".ml" )!=NULL ) {

ideas = 0;

} else if ( strstr( model_name,".unv" )!=NULL ){
ideas = 1;

} else {

fprintf(log_file,"File extension unknown. Should be
.m1(Algor) or .unv(I-DEAS)\n");
return 0;

}

fprintf(log_file,"Using I-DEAS (1: Yes, 0: No) = %d\n",ideas);

mode_file = fopen(model_name, "r");

if ( imode_file ) { // Checks whether file exists.
fprintf(log_file,"File %s not found\n", model_name);
printf("File %s not found.\n",model_name) ;
return O;

do {//Get mode numbers
fscanf (settings_file,"%s",word);

i = strcmp(word, "mode_number") ;
} while (i !'=0 );

fscanf (settings_file,"/d",&number);
fprintf(log_file,"Mode number = %d\n",number);

desired_mode = number;

do {//Get coating thickness
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fscanf (settings_file,"%s",word);

i = strcmp(word, "coating_thickness");
} while (i != 0 );

fscanf (settings_file,"%1f" ,&data);
fscanf (settings_file,"Ys",word);

if ( strcmp(word,"barrel_thickness")!=0 ) {

printf("\nSettings file corrupted; check it out, please.
\nWord found=Y%s",word);

return O;

}
fprintf(log_file,"Coating thickness = %1.0e m\n",data);

coating h = data;
// Get Barrel thickness

fscanf (settings_file,"Y1f",&data);
fscanf (settings_file,")s",word);

if ( strcmp(word, "substrate_properties")!=0) {

fprintf(log_file,"Settings file corrupted (substrate
properties

may be missing); check it out, please. See help files for details");
return 0;
}

fprintf(log_file,"Barrel thickness = %1.0e m\n",data);

barrel_h = data;
// Get substrate properties

prop_assign(settings_file,log_file,substrate_c);

fscanf(settings_file,"¥s" ,word);
if ( strcmp(word,"coating_properties")!=0 ) {
fprintf(log_file,"Settings file corrupted (coating properties

may be missing); check it out, please. See help files for details");
return 0;

}

prop_assign(settings_file,log_file,coating c);

tscanf (settings_file,")s",word);
1f ( strcmp(word,"barrel_properties”)!=0 ) {

244

fprintf(log_file,"Settings file corrupted (barrel properties

may be missing); check it out, please. See help files for details");
return O;
¥

prop_assign(settings_file,log_file,barrel_c);

fprintf(log_file, "substrate properties\n");
for ( i=0 ; i<3 ; i++ ) {
for ( j=0 ; j<3 ; j++ ) {
for ( k=0 ; k<3 ; k++ ) {
for (1=0 ; 1<3 ; 1++ ) {
switch (i) {
case O:
index1=’x";
break;
case 1:
index1="y’;
break;
case 2:
index1=’z’;
break;
}

switch (j) {
case 0:
index2="x’;
break;
case 1:
index2='y’;
break;
case 2:
index2='z’;
break;
}
switch (k) {
case 0:
index3=’x"’;
break;
case 1:
index3="y’;
break;
case 2:
index3='2z’;
break;




switch (1) {

case 0:
index4="x’;
break;

case 1:
index4="y’;
break;

case 2:
index4="z’;
break;

fprintf(log_file,
"substrate_c[%c] [%c] [%c] [%c]=%1.3e\n"
.index1,index2, index3,index4,substrate_c (il [j] [k] [1]);
}
}

fprintf(log_file,"Coating properties\n");
for ( i=0 ; i<3 ; i++ ) {
for ( j=0 ; j<3 ; j++ ) {
for ( k=0 ; k<3 ; k++ ) {
for ( 1=0 ; 1<3 ; 1l++ ) {
switch (i) {
case 0:
indexi="x’;
break;
case 1:
indexl='y’;
break;
case 2:
index1='2";
break;

suitch (3) {
case 0:
index2="x";
break;
case 1:
index2='y’;
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break;
case 2:
index2='2’;
break;
}
switch (k) {
case 0:
index3=’x’;
break;
case 1:
index3='y’;
break;
case 2:
index3=’z’;
break;
}

switch (1) {

case 0O:
index4="x"’;
break;

case 1:
index4=’y’;
break;

case 2:
index4=’'2’;
break;

fprintf (log_file,"Coating_c[%c] [%c]) [%c] [%c)=%1.3e

\n",index1, index2, index3, index4, coating_c (il [j] (k] [1]);
}
}

}

fprintf(log_file,"Barrel properties\n");
for ( 1=0 ; i<3 ; i++ ) {
for ( j=0 ; j<3 ; j++ ) {
for ( k=0 ; k<3 ; k++ ) {
for ( 1=0 ; 1<3 ; 14+ ) {
switch (1)
case 0:
indexl='x’;
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break;

case 1:
indexi=’y’;
break;

case 2:
index1=’z’;
break;

}

switch (3) {
case O:
index2=’x’;
break;
case 1:
index2="y’;
break;
case 2:
index2="2";
break;
}
switch (k) {
case 0:
index3=’x’;
break;
case 1:

index3=’"y’;

break;
case 2:

index3=’z’;

break;
}

switch (1) {
case O:

index4="x"’;

break;
case 1:

index4="y’;

break;
case 2:

index4='2z"’;

break;
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fprintf (log_file,"Barrel_c [%c] [Vc) [%c] [hcl=%1.3e\
n",index1,index2, index3, index4,barrel_c[il [j1 (k1 [11);

}
}

do {//Get number of barrel slices
fscanf (settings_file,")s",word) ;
i = strcmp(word, "barrel_extent");
} while (i !=0);

fscanf (settings_file,"/1f", &data);

fprintf(log_file,"Slices down barrel = %1f\n",data);

barrel_extent = data;

do {//Location down mass for surface
fscanf (settings_file,"}s",word);
i = strcmp(word, "surface_locn");
} while (i !=0);

fscanf (settings_file,")1f",&data);

fprintf(log_file,"Fraction down mass for surface = %1f\n",data);

surface_locn = data;

do {//Get append switch
fscanf (settings_file,")s",word);
i = strcmp(word,"append");

} while (i !=0);

fscanf (settings_file,"%d",&number);
fprintf(log_file,"Append (0 = No, 1=Yes)
append = number;

do {//Get mode_print switch

fscanf (settings_file,"%s",word);
i = strcmp(word,"mode_print");
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= %d\n" ,number) ;



} while ( i != 0 );

fscanf (settings_file, "%d",&number) ;

fprintf(log_file,"Print Mode Number (0 = No, 1=Yes)
%d\n" ,number) ;

mode_print = number;

do {//Get point_data switch
fscanf (settings_file,"%s",word);

i = strcmp(word,"point_data");
} while (i != 0 );

fscanf (settings_file,"%d",&number);

fprintf(log_file, "Request Co-ordinate data (0 = No, 1=Yes)

%d\n" ,number) ;
point_data = number;

if ( point_data ) {
p = (int * ) malloc ( 21 * sizeof ( int ));

fprintf (log_file,"\nCo~ordinates of point of interest
(r,phi,z):\n");

do {//Get r co-ord
fscanf (settings_file,"%s",word);
i = strcmp(word,"(");
} while (i t=0);
fscanf (settings_file,"’d",&number) ;
fprintf(log_file," (%d" ,number);
p[0]=number;

do {//Get phi co-ord
fscanf (settings_file,"%s" ,word);
i = strcmp(word,",");
} while (i !=0);
fscanf(settings_file,"%d",&number);
fprintf(log_file,",%d" ,number);
p[1]=number;

do {//Get z co-ord
fscanf (settings_file, "s",word);
i = stremp(word,",");

} while ( i !'=0);

fscanf (settings_file,"%d",&number);
fprintf(log_file,",%d)" ,number);
p[2]=number;

if( fclose(log_file)!=0 )
file now.

printf ("Error closing file \n" );

// Don’t need settings

if( fclose(settings_file)!=0 ) // Don’t need
settings file now.

printf("Error closing file \n" );
// FINISHED READING SETTINGS FILE

printf ("Anisotropic Ocean (c)2001 University of Glasgow, all
rights reserved\nView aocean.log for details of run\n");

// BEGIN READING MODEL FILE

// Get number of nodes

do {
fscanf (mode_file,"%s",word);
(NUMNP)
i = strcmp(word," (NUMNP)");
} while (1 !=0 );

// Looks for

fscanf (mode_file,"%s" ,word); // Looks for
[T}

fscanf (mode_file,"%d", &number);
number of nodes

number_of_nodes=number;

// To get

if ( (log_file=fopen("aocean.log", "a+")) == NULL) {
printf ("Error opening log file");
return O;

}

fprintf(log_file, "Number of Nodes is :%d \n",number_of_nodes);
if( fclose(log_file)!=0 )

// Don’t need settings
file now.

printf ("Error closing file \n" );




// Get number of modes

do {

fscanf (mode_file, "%s",word); // Looks for

(NF)

i = strcmp(word,"(NF)");
} while (i != 0 );

fscanf (mode_file,"%s",word);

H_t

fscanf (mode_file,"%d", &number); // To get
number of modes

number_of _modes=number;

if ( (Qog_file=fopen("aocean.log", "a+")) == NULL) {
printf ("Error opening log file");

return O;
}
fprintf(log_file, "Number of Modes is :%d \n",number_of_modes);
if ( fclose(log_file)!=0 ) // Don’t need settings
file now.

printf ("Error closing file \n" );

if ( (log_file=fopen("aocean.log", "a+")) == NULL) {
printf ("Error opening log file");
return O;

}

fprintf(log_file,"Read Nodes and Modes\n");

if( fclose(log_file)!=0 )
printf ("Error closing file \n" );

// Set up necessary arrays/ perform error traps on settings

if ( desired_mode>number_of _modes || desired_mode<=0) {

if ( (log_file=fopen("aocean.log", "a+")) == NULL) {
printf ("Error opening log file");
return O;

}

fprintf(log_file,"Mode number out of bounds");

return O;

if( fclose(log_file)!=0 )

printf ("Error closing file \n" );

node_data = (double **) malloc (number_of_nodes *

// Looks for

sizeof (doublex)); // Initialise data
for ( i=0 ; i<number_of_nodes ; i++ ) {
// array.

node_data[i] = (double *) malloc (6*sizeof(double));
}

polar_node_data = (double **) malloc (number_of_nodes *
sizeof (doublex));// Initialise
for ( i=0 ; i<number_of_nodes ; i++ ) {
// polar co-ord array.

polar_node_datali] = (double *) malloc (6*sizeof (double));
}

frequency = (double * ) malloc ( number_of_modes *
sizeof (double)); // Init freq array

if (lideas) {
for ( i=0 ; i<4 ; i++ ){
do {
fscanf (mode_file,"%s",word); //
Looks for underline
j = stremp(word,"---—---—--- ");
} while ( j =0 );

if ( (log_file=fopen("aocean.log", "a+")) == NULL) {
printf ("Error opening log file");
return O;

}

for ( count=0 ; count<number_of_nodes ; count++ ) {
// Main node data

i=0;
// loop.

if ( ideas ) {
j=4;

} else {
j=7;

}

do {

// Pass over node number
and boundary condns.




fscanf (mode_file,"),d"” ,&number); //

i++; //
} while ( i<j );
for ( i=0 ; i<3 ; i++ )} { // Actually take data.

fscanf (mode_file,"%1f",&data);
node_data f[count][i] = data;
}
fprintf(log_file,"node %d\n",count);
if ( l!ideas ) {
fscanf (mode_file,"%1f",&data); // Passes over time
value

}

if( fclose(log_file)!=0 )
printf ("Error closing file \a" );

if ( (log_file=fopen("aocean.log", "a+")) == NULL) {
printf ("Error opening log file");
return O;

}

fprintf(log_file,"Read Node values\n");

if( fclose(log_file)!=0 )
printf{("Error closing file \n" );

//Mode search

if ( verbose ) printf("\nLooking for mode %d\n",desired_mode);

do {
fscanf (mode_file,")s" ,word); // Looks for
mode 1
i = strcmp(word,"Displacements/Rotations(degrees)");
} while ( i !'= 0 );

for ( 1=0 ; i<3 ; i++ ) { //Looks for rotation 3
times
do {
fscanf (mode_file,"%s",word);
j = strcmp(word,"rotation");
} while ( j !'= 0 );

if ( desired_mode!=1 ) {
if ( (log_file=fopen("aocean.log", "a+")) == NULL) {
printf ("Error opening log file");
return 0;
}
fprintf(log_file,"Not mode 1...\n");
if( fclose(log_file)!=0 )
printf("Error closing file \n" );
if ( lideas ) {
do {
do {
fscanf (mode_file,"%s",word);
// Looks for ANALYSIS
i = stremp(word, "ANALYSIS");
} while (i !'= 0 );

do {
fscanf (mode_file,"¥%s",word);
// Looks for number
i = strcmp(word, "number");
} while (i !=0 );
fscanf (mode_file,"%s",word);

// nen

fscanf(mode_file,"%d", &number);
for ( i=0 ; i<3 ; i++ ) { //Looks for
rotation 3 times
do {
fscanf (mode_file,"%s",word);

j = strcmp(word,"rotation");
} while ( j =0 );
}
} while ( number!=desired_mode );
} else {
do {
do {
fscanf(mode_file,"%s",word);
// Looks for Shape
i = strcmp(word,"Shape");
} while (i !=0);




fscanf (mode_file,"%d", &number);

polar_node_datal[count] [PHI]=phi;
if ( (log_file=fopen("aocean.log", "a+")) == NULL) { fprintf(log file,",%1£",phi);
printf("Error opening log file"); polar_node_data[count] [Z)=node_datalcount] [Z];
return O; fprintf (log_file,",%1lf)\n",node_datalcount] {Z]);
3
fprintf(log_file,"Mode number:%d\n",number); polar_node_datalcount] [DX]=node_datalcount] [DX];
if( fclose(log_file)!=0 ) polar_node_data[count] [DYl=node_data{count] [DY];
printf("Error closing file \n" );

polar_node_datal[count] [DZ] =node_datalcount] [DZ] ;
do {

fscanf (mode_file,"%s",word);
j = strcmp(word,"ds");

if ( verbose && county ({int) (number_of_nodes/20))==0)
} while ( j 1= 0); printf(".");
} while ( number!=desired_mode );

¥

} for ( i=0 ; i<3 ; i++ ) {
fscanf (mode_file,"%1f",&data); //Skip over
rotation values (constrained)

if ( (log_file=fopen("aocean.log", "a+")) == NULL) { ¥

printf("Error opening log file");

return 0; ¥
} if( fclose(log_file)!=0 )
fprintf(log_file,"\nReading Data from Mode number: %d\n",number);

printf ("Error closing file \n" );

for ( count=0 ; count<number_of_nodes ; count++ ) { // Main

if ( (log_file=fopen("aocean.log", "a+")) == NULL) {

displacement data loop printf ("Error opening log file");

fscanf (mode_file,"%d",&number) ; return 0;

}

for ( i=3 ; i<6 ; i++ ) { // Actual fprintf(log_file,"Reading Node data successful.\n");

Values if( fclose(log_file)!=0 )
fscanf (mode_file,"%1f",&data); printf("Exror closing file \n" );
node_datafcount] (i] = data;

} // End of displacement entry

x=node_data[count] [X]; // Polar // Find modal frequency
conv.

=node_datalcount] (Y]; // done on if (lideas) {
the fly... for ( count=0 ; count<4 ; count++ ) {
=sqrt(x*x + y*y); do {

phi=atan2(y,x); fscanf (mode_file,"%s" ,word);

if ( phi<0 ) phi += ( 2.0%PI ); // Want all /M "4
phi’s to be +ve j = strcmp(word,"-~-—==-———- "y,

if ( fabs(phi-( 2.0%PI ))<=le-6 ) phi=0.0; // Different dps } while ( j !'=0 );
mean might not be the same }

polar_node_data(count] [R]=r; for ( count=0 ; count<number_of_modes ; count++ ) {

fprintf(log_file," (1£",r);

fscanf (mode_file,"%1f",&data);
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for ( count=0 ; count<number_of_nodes ; count++ ) {

fscanf (mode_file,"/1f" ,&data);
if ( polar_node_datalcount] [Z]1<z_min )

fscanf (mode_file,"/1f" ,&data);
frequency[count] = data; z_min=polar_node_datalcount] [Z];
fscanf (mode_file, "%1f",&data); ¥
fscanf (mode_file, "%1f" ,&data);
} if ( z_min<0.0 ) {
for ( count=0 ; count<number_of_nodes ; count++ ) {
if ( (log_file=fopen("aocean.log", "a+")) == NULL) { polar_node_datalcount] [Z]+=2_max;
printf ("Error opening log file"); }
return 0; }
}
fprintf(log_file,"Mode frequency: %1.0lf z_min=polar_node_data{0] [Z];
Hz\n",frequency[desired_mode-1]); for ( count=0 ; count<number_of_nodes ; count++ ) {
if( fclose(log_file)!=0 ) if ( polar_node_data{count] [Z]<z_min )
printf ("Error closing file \n" ); z_min=polar_node_data[count] [Z];
} ¥
z_increment=z_max;
for ( count=0 ; count<number_of_nodes ; count++ ) { // We no for ( count=0 ; count<number_of_nodes; count++ ) { //Find
longer require node_data increment of z.
free(node_datalcount]); if ( fabs(polar_node_data[count] [Z]-0.0)>1e-7 ) {
} if ( fabs(polar_node_data[count] [Z])<z_increment )
free(node_data); z_increment=fabs(polar_node_data[count] [Z]);
}
if ( fclose(mode_file)!=0 ) // Don’t need }
mode_file now. }
printf("Error closing file %s\n",mode_file );
if ( (log_file=fopen("aocean.log", "a+")) == NULL) {
// Determine useful quantities like z_max, z_increment and so printf ("Error opening log file");
on... return 0;
}
if (lideas ) { fprintf(log_file,"Found z_max,z_increment.\n");
z_max=polar_node_data[number_of_nodes-1][Z]; fprintf (log_file,"z max: %1f m\n",z_max);
count=0; fprintf(log_file,"z min: %1f m\n",z_min);
do { fprintf(log_file,"z increment: %1f m\n",z_increment);
z_increment=polar_node_datal[count++] [Z]; if( fclose(log_file)!=0 )
} printf ("Error closing file \n" );
while(z_increment==0.0);
} else {
z_max=fabs(polar_node_data{0] [Z]); disc_size=count-1;
for ( count=0 ; count<number_of_nodes ; count++ ) { r_max=polar_node_datal[0] [R]; //Find r_max within
if ( fabs(polar_node_data(count] [Z])>z_max ) disc.
z_max=fabs(polar_node_datal[count] [Z]); if ( lideas ) {
} for ( count=0 ; count<disc_size ; count++ ) {
if ( polar_node_data[count] [R]>r_max )

z_min=polar_node_data(0] [Z]; r_max=polar_node_datal[count] [R];
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¥
} else {

for ( count=0 ; count<number_of_nodes ; count++ ) {

if ( fabs(polar_node_datalcount] [Z]-0.0)<1le-7 ) {
if ( polar_node_datalcount] [R]>r_max )
r_max=polar_node_data[count] [R];

}

}

r_increment=r_max;
if ( lideas ) {
for ( count=0 ; count<disc_size; count++ ) { //Find
increment of r.
if ( fabs(polar_node_datalcount] [R]1-0.0)>1e-7 ) {
if ( polar_node_data[count] [R]<r_increment )
r_increment=polar_node_data[count] [R];

}
}
} else {
for ( count=0 ; count<number_of_nodes; count++ ) { //Find

increment of r.
if ( fabs(polar_node_datalcount] [Z]-0.0)<1le-7 ) {
if ( fabs(polar_node_datalcount] [R1-0.0)>1e-7 ) {
if ( polar_node_datal[count] [R]<r_increment )
r_increment=polar_node_data[count] [R];
}
}

phi_increment=PI;
if ( 'ideas ) {
for ( count=0 ; count<disc_size; count++ ) { // Increment
of phi.
if ( fabs(polar_node_datal[count] [PHI]-0.0)>1e-7 ) {
if ( polar_node_datalcount] [PHI]<phi_increment )
phi_increment=polar_node_data[count] [PHI];
}
//printf("%1f %1f\n",polar_node_data[count] [PHI],
phi_increment);
}
} else {
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for ( count=0 ; count<number_of_nodes; count++ ) { /7

Increment of phi.
if ( fabs(polar_node_datalcount] [Z]1-0.0)<1e-7 } {

if ( fabs(polar_node_datal[count] [PHI]1-0.0)>1e-7 ) {
if ( polar_node_datalcount] [PHI]<phi_increment )

phi_increment=polar_node_data[count] [PHI];

}

//printf ("%1f %1f\n",polar_node_datalcount] [PHI],
phi_increment) ;

}
}
}

if ( (log_file=fopen("aocean.log", "at+")) == NULL) {
printf("Error opening log file");
return O;
}
fprintf(log_file,"r max: %1f m\n",r_max);
fprintf(log_file,"r increment: %1f m\n",r_increment);
fprintf(log_file,"phi increment: %1f m\n",phi_increment);
if( fclose(log_file)!=0 )
printf ("Error closing file \n" );

z_no = round(z_max/z_increment)+1; // Determine no of z points

r_no = round(r_max/r_increment)+1; // Ditto r

phi_no = round(2+PI/phi_increment); // Ditto phi

phi_total = phi_no-1; // Useful for cyclic angles
later.

z_disc = z_no-1;

if ( (log_file=fopen("aocean.log", "a+")) == NULL) {
printf ("Error opening log file");
return O;
}
fprintf(log_file,"r points: %d\n",r_no);
fprintf(log_file,"phi points: %d\n",phi_no);
fprintf(log_file,"discs: %d\n",z_no);
if( fclose(log_file)!=0 )
printf("Error closing file \n" );

if ( point_data ) {
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if ( pl01<0 || plO0I>r_no-1 ) {

fprintf(log_file,"\nPoint co-ordinates out of bounds:

r");
point_data = O;
}
if ( pl{11<0 || p[1]>phi_no-1 ) {
fprintf(log_file,"\nPoint co-ordinates out of bounds:
phi");
point_data = 0;
}
if ( p(21<0 || p[2]>z_no-1 ) {
fprintf(log_file,"\nPoint co-ordinates out of bounds:
2");
point_data = O;
}
}

. a8 for Ocean until ...

// substrate ENERGY CALCULATION

data = 0.0;

if ( centre ) {
printf ("\nHow many discs on either side of centre to
calculate energy: (Number of discs inc. 2z=0:%d)",z_no);
scanf ("%d" ,&discs);
z_start=round((z_no-1)/2)-discs;
z_finish=round((z_no-1)/2)+discs+1;
printf("Start disc: %d \nFinish disc:
%d",z_start,z_finish-1);
} else {
z_start=0;
z_finish=z_no;

}

for ( z_count=z_start ; z_count<z_finish ; z_count++ ) {
//Energy calculation.
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for ( r_count=0 ; r_count<r_no ; r_count++ ) {
for ( phi_count=0 ; phi_count<phi_no ; phi_count++ ) {
if (! (r_count==0 && phi_count!=0 ) ) {

for ( i=0 ; i<3 ; i++ ) {
for ( j=0 ; j<3 ; j++ ) {
for ( k=0 ; k<3 ; k++) {
for ( 1=0 ; 1<3 ; 1++ ) {
data +=

substrate_c[i] [j] [k] [1]*u[r_count] [phi_count] [z_count] [i] [j]
*u[r_count] [

phi_count] [z_count] [k] [1];

}

substrate +=
vol[r_count] [phi_count] [z_count]*0.5*data;

data = 0.0;

}

if ( tappend ) {
if( (ratio_file = fopen( rat_file , "w+" )) != NULL ) {
fprintf(ratio_file,"Mode Number =
%d\n\n" ,desired_mode) ;
fprintf(ratio_file,"Number of nodes,substrate
Energy,Surface Energy,Surface Ratio,Barrel Energy, Barrel Ratio\n");
fprintf(ratio_file,"%d,%e, " ,number_of_nodes, substrate);
if( fclose( ratio_file ) ) printf("\n¥%s not closed
properly",rat_file);
else if ( verbose ) printf("\n%s closed
correctly.",rat_file);
}
} else {
if( (ratio_file = fopen( rat_file , "a+" )) != NULL ) {
if ( mode_print ) {
fprintf(ratio_file, "\nMode Number =
%d\n\n",desired_mode) ;
fprintf(ratio_file,"Number of nodes,substrate
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Energy ,Surface Energy,Surface Ratio,Barrel Energy, Barrel Ratio\n");
3}
fprintf(ratio_file,"/d,%e, " ,number_of_nodes,
substrate) ;
if( fclose( ratio_file ) ) printf("\n¥%s not closed
properly”,rat_file);
else if ( verbose ) printf("\n%s closed
correctly.",rat_file);
}
}

// SURFACE ENERGY

data = 0.0;
trace = 0.0;

if ( surface_locn!=0.0 ) {
z_count = round{({(z_no-1)*(1-surface_locn));
} else {
z_count = z_disc;
}
for ( r_count=0 ; r_count<r_no ; r_count++ ) {
for ( phi_count=0 ; phi_count<phi_no ; phi_count++ ) {
if (! (r_count==0 && phi_count!=0 ) ) {
for ( i=0 ; i<3 ; i++ ) {
for ( j=0 ; j<3 ; j++ ) {
for ( k=0 ; k<3 ; k++) {
for ( 1=0 ; 1<3 ; 1++ ) {
data +=
coating_c{i) [j] [k] [1)*u[r_count] [phi_count] [z_count] [i] [j]*u(r_count]
[phi_count] [z_count] [k] [1]};
}
}

surface +=
coating_h=arealr_count] [phi_count] [z_count]*0.5xdata;
data = 0.0;
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if( (ratio_file = fopemn( rat_file , "a+" )) != NULL ) {
fprintf (ratio_file,"%e,%e,", surface,
surface/substrate);
if( fclose( ratio_file ) ) printf("\n%s not closed
properly",rat_file);
else if ( verbose ) printf("\n%s closed
correctly.",rat_file);

}
// BARREL ENERGY

data = 0.0;
trace = 0.0;

if ( barrel_extent!=-1 ) {
slices = round(barrel_extent/z_increment) ;
z_start=z_no—-1-slices;

} else {
z_start=0;

}

if ( (log_file=fopen("aocean.log", "a+")) == NULL) {
printf ("Error opening log file");
return 0;
}
fprintf(log_file,"Start disc: %d \nSlices: Jd",z_start,slices);
if( fclose(log_file)!=0 )
printf ("Error closing file \n" );

r_count=r_no-1;
for ( z_count=z_start ; z_count<z_no ; z_count++ ) {
for ( phi_count=0 ; phi_count<phi_no ; phi_count++ ) {
if (! (r_count==0 && phi_count!=0 ) ) {
for ( i=0 ; i<3 ; i++ ) {
for ( j=0 ; j<3 ; j++ ) {
for ( k=0 ; k<3 ; k++) {
for ( 1=0 ; 1<3 ; 1++ ) {
data +=
barrel_c[i] (j1[k] [1]*u[r_count] [phi_count] [z_count] [i] [j]*ulr_count] [
phi_count] [z_count] [k] [1];
}
}

2065




if ( z_count==0 || z_count==z _no-1 ) {
barrel +=
barrel_h#*z_increment*0.5*r_max*phi_increment*0.5*data;
} else {
barrel +=
barrel_h*z_increment*r_max*phi_increment*0.5*xdata;

}

data = 0.0;

}

if( (ratio_file = fopen( rat_file , "a+" )) != NULL ) {
fprintf(ratio_file,"%e,%e\n", barrel,
barrel/substrate);
if( fclose( ratio_file ) ) printf("\n%s not closed
properly",rat_file);
else if ( verbose ) printf("\n%s closed
correctly." ,rat_file);

}

// RADIAL SUSPENSION POINT KINETIC ENERGY

barrel = 0.0;
data = 0.0;
trace = 0.0;
r_count=r_no-1;
z_count=round((z_no-1)/2);

for ( phi_count=0 ; phi_count<phi_no ; phi_count++ ) {

for ( i=3 ; i<6 ; i++ ) {
data +=
point [r_count] {phi_count} [z_count] [i] xpoint [r_count] [phi_count] [
z_count] {il;// dx"2 + dy~2
}

data =
4+PI+PI*frequency(desired_mode-1]*frequency[desired_mode-1]*data;
// v™2
barrel += barrel_h*barrel _h*r_max*phi_increment*density*data;
data = 0.0;
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}

if( (ratio_file = fopen( rat_file , "a+" )) != WULL ) {
fprintf (ratio_file,"%e,%e,", barrel,
barrel/substrate);
if ( fclose( ratio_file ) ) printf("\n’s not closed
properly" ,rat_file);
else if ( verbose ) printf("\ns closed
correctly." ,rat_file);

}
// LONGITUDINAL SUSPENSION POINT KINETIC ENERGY

barrel = 0.0;
data = 0.0;
trace = 0.0;

r_count=r_no-1;
z_count=round((z_no-1)/2);

for ( phi_count=0 ; phi_count<phi_no ; phi_count++ ) {
data +=
point [r_count] [phi_count] [z_count] [DZ]*point [r_count] [phi_count] [
z_count] [DZ1;// dz"2
data =
4*xPI*PIxfrequency[desired_mode-1]*frequencyl[desired_mode-1]*data;

// v2

barrel += barrel_hxbarrel_h*r_max*phi_increment*density*data;
data = 0.0;
}

if( (ratio_file = fopen( rat_file , "a+" )) != NULL ) {
fprintf(ratio_file,"%e,%e\n", barrel,
barrel/substrate);
if( fclose( ratio_file ) ) printf("\n%s not closed
properly",rat_file);
else if ( verbose ) printf("\n%s closed
correctly.",rat_file);

}

. as for Ocean until ...
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//end of main() function

void prop_assign(FILE #*settings_file, FILE xlog, double c[]([4]([4][4]1)
{

char word[MAXLENGTH] ;
char character[3];
int index[4];
int number, i;
double data;
fscanf (settings_file,"%s",word) ;
if ( word[0] == ’c¢’ && strlen(word)==3 ) {
do {
fprintf (log, "%s\t",word);
for ( i=1 ; i<3 ; i++ ) {
sprintf (character, "%c\n",word[i]);
number=atoi (character);
switch(number) {
case 1:
index[2*(i-1)]=0;
index[2*i-1]=0;
break;
case 2:
index[2%(i-1)]1=1;
index[2*i-1]=1;
break;
case 3:
index [2%(i-1)]1=2;
index[2*i-1]=2;
break;
case 4:
index[2*(1-1)]=1;
index [2*i-1]=2;
break;
case §5:
index[2%(1-1)]1=0;
index[2*i-11=2;
break;
case 6:
index [2*(i-1)]=0;
index[2*i-1]=1;
break;
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fscanf (settings_file,"%1f" ,&data);
fscanf (settings_file,"%s",word);

fprintf (log,"%1.3e\n",data);
c[index[0]] [index{1]] [index[2]1] [index[3]]=data;

clindex[1]] [index[2]] [index[3]] [(index[0]]=data; // C
tensor is cyclic...

clindex[2]] [index[3]] [index [0]] [index[1]]=data;

clindex([3]] [index[0]] [index[1]] [index[2]]=data;

clindex[1]] [index[0]] [index [2]] [index[3]]=data; // ...and
symmetric

clindex[0]] [index[1]] [index[3]] [index [2]]=data;

c[index[1]1] [index [0]] [index [3]] [index [2]]=data;

fprintf (log,"c[%dl [%d] [%d] [%d]1=%1.3e\n", index[0] ,index [1]
,index[2],index[3] ,data);

} while ( word[0]l==’c’ );

if ( strcmp(word,"]")!=0) fprintf(log,"Settings file
corrupt");

¥
}

int round(double floating_point_number) {
int result;

result=(int) (floating_point_number+0.5);
return result;
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Abstract

Interferometric gravitational wave detectors use mirrors whose substrates are
formed from materials of low intrinsic mechanical dissipation. The two most
likely choices for the test masses in future advanced detectors are fused silica
or sapphire (Rowan S et al 2000 Phys. Lett. A 265 5). These test masses must
be coated to form mirrors, highly reflecting at 1064 nm. We have measured
the excess mechanical losses associated with adding dielectric coatings to
substrates of fused silica and calculated the effect of the excess loss on the
thermal noise in an advanced interferometer.

PACS numbers: 0480N, 6240, 7755, 9555Y

1. Introduction

Interferometric gravitational wave detectors use laser interferometry to sense the position of
test masses coated as mirrors, suspended as pendulums and highly isolated from external
disturbances. Across part of the frequency range of interest for gravitational wave detection,
thermal noise from the test masses and their suspensions forms a limit to achievable detector
sensitivity [1-6). To minimize the thermal noise from the test masses, substrate materials
of low intrinsic loss are desirable. All the detectors currently under construction use fused

0264-938102/050883+14830.00 © 2002 10P Publishing Lid  Printed in the UK 883
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silica as the substrate material, due to a combination of its properties including relatively low
mechanical loss, availability in suitably sized pieces and ease of polish. To benefit from the
low intrinsic dissipation of the substrates all sources of excess mechanical loss associated
with using the substrates as suspended mirrors should be minimized [7, 8]. The multilayer
dielectric coatings which are applied to each substrate to form mirror coatings are a potential
source of excess dissipation, and we present here measurements of the excess dissipation
associated with typical coatings. To assess the level of dissipation, the loss factors of samples
of fused silica with dielectric coatings were measured. Similar measurements on substrates of
different geometry and with a coating of different constituents were simultaneously carried out
by a subset of the authors at Syracuse University and are published in an accompanying paper.
From theese measurements it is possible to estimate values for the mechanical loss associated
with the dielectric coatings. Using the papers of Nakagawa er al [9, 10] the effect of this loss
on the expected sensitivity of advanced gravitational wave detectors may then be calculated.

For advanced detectors sapphire is also under consideration as a substrate material, since
it can have an intrinsic dissipation even lower than fused silica. Mechanical losses associated
with adding coatings to sapphire substrates are a subject of ongoing research.

2. Experimental measurements on fused silica samples

Two coated fused silica samples were studied, each being a right circular cylinder of 0.127 m
diameter and 0.103 m height. The first sample was made from Corning 7980 fused silica
(grade 0C) and the second from Corning 7940 fused silica (3G). Each sample was polished by
General Optics Inc.”, having faces super-polished to sub-angstrom roughness levels and barrels
with an inspection polish. Dielectric coatings were applied to each face of the cylinders by the
same company. One face of each sample had a mirror coating designed to be highly reflecting
at 1064 nm, and an anti-reflection coat (at 1064 nm) was applied to each rear face. From our
analysis we believe that the high reflective coating on the 7980 mass consists of approximately
43 alternating quarter wavelength layers of aluminium oxide and tantalum pentoxide, with a
geometrical thickness of 6.3 um. For the 7940 mass we believe there were approximately
59 layers with a geometrical thickness of 8.6 pzm.

We make the assumption that the loss in the coating is proportional to the total coating
thickness and that the loss is homogenous throughout the coating, thus we assume that the
anti-reflection coating (which has significantly fewer layers ~2) does not add appreciably to
the total loss. In the accompanying paper describing results obtained by colleagues at Syracuse
University the possibility of the coating loss being different depending on whether the coating
is deformed perpendicular to the surface, parallel to the surface or in shear, is examined. There
will be further discussion of this later.

The loss factors of seven modes of each sample were measured. The experimental
arrangement used to measure the loss factors is shown in figure 1.

The samples were suspended using a single sling of lightly greased tungsten wire of
150 um diameter, with the upper ends of the wires held inside a steel clamp, mounted
on a rigid tripod structure. This structure was mounted inside a vacuum tank, evacuated
to approximately 10~5 mb. The resonant modes of each sample were excited using an
electrostatic drive plate mounted behind the samples, and the amplitude of the induced motion
of the front face of each sample was sensed using a Michelson interferometer illuminated
by light from a helium-neon laser. The mirror in the reference arm of the Michelson was

7 General Optics Inc., now WavePrecision Inc., 5390 Kazuko Court, Moorpark. CA 93021, USA.
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Figure 1. Experimental arrangement for measuring the loss factors of suspended test mass samples.

mounted on a piezoelectric transducer which, using a signal from the photodiode sensing
the interference signal, was locked at low frequency to the pendulum motion of the mass
on its suspension. The high frequency motion of the front face of the mass, sampled by
the laser beamn, was obtained from the signal from the photodiode, at frequencies well
above the unity gain point of the servo loop. By measuring the rate of decay of the
amplitude of the resonant motion of the test masses, the loss factors of the modes of
the samples were obtained.

It should be noted that the samples were suspended multiple times, with the lengths of the
suspension wires being varied each time, and the lowest measured loss factors for each mode
used in our analysis. The reason for this is that previous experiments [8, 11] have shown that
the measured loss factors may be too large if the frequency of the resonant mode of the test
mass happens to coincide with a frequency of a resonant mode of the suspension wires.

3. Results

The lowest measured loss factors for seven modes of the coated 7940 and 7980 fused silica
masses are shown in table 1.

It can be seen that there is a considerable variation in the level of measured loss factor
between the modes, with some modes showing a loss factor as much as four times higher
than others and we postulate that this difference is due to losses associated with the coating.
Previous measurements of an uncoated 7980 test mass of the same dimensions, but different
inclusion class, showed a much smaller variation of the loss factor between equivalent modes.
‘The loss factors varied from 0.87 x 10~7 to 1 x 1077, lower than the loss factors for most of
the modes of the coated masses. The spread in measured loss factors was within 14%. Thus
we believe that suspension losses are insignificant and that the substantial variation in loss
measurements scen for the modes of the coated samples is predominantly due to the effects of
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Table 1. Experimental losses for Coming 7980 and 7940 silica test masses, with dielectric coating
as described in section 2. (Errors shown are the 1 standard deviation level for the best suspension
length in each case.)

Corning 7980 Corning 7940

Modelled  Measurced Measured

frequency  frequency  Measured frequency  Measured
Mode* (Hz) (Hz) loss (x 1077 (Hz) loss (x 10°7)
1. Bending 8, n=1) 22401 22105 1.37+£0.04 22361 1.6 +0.01
2. Asymmetric drum (1, n = 0) 23238 22977 1.16 £ 0.02 23004 1.23 £0.05
3. Fundamental (1, n =2) 24671 25378 0.65 +0.01 25404 0.51+0.02
4. Clover4 (16,1 =2) 25490 26176 1.61 +£0.03 26193 1.89 4 0.04
5. Symmetric drum (4, n = 0) 27723 28388 31+£012 28395 3.6+ 029
6. Expansion 31397 31710 1.09 £ 0.01 31731 1.01 £ 0.01
7. 2nd Asymmetric dum (3, 7 =0) 35133 36045 0.86 & 0.01 36072 0.94 £ 0.03

3 Numbering denotes the symmetry classification of the modes following G McMahon [12].

the dielectric coating. In each case a small amount of the coating had spilled over on to the
barrel of the mass during the coating process. As will be seen later this is an important effect.

Assuming that all other losses have been reduced to a negligible level, the total measured
loss may be expressed as the sum of the intrinsic loss of the substrate material plus any loss
associated with having added a coating to the substrate. In the general case of coating both on
the face and on the barrel:

E coating E vomel

E A
B 4 (o )substrare + —2-EE b (wp) conting + —E b (o ety (1)

¢ (@o)coated =
Elotal Eoa on face Eotal

and, assuming Ecoaling on face € Esubstrate and Eparrel coating K Esubstrate

E con;ing E bmﬁtl
coutin
& (wo)conted = (@0 )substrate + 202 b (wo) coating + _g¢ (wo)err 2)
Esubslrnle on face Esubsmle

where Ecoating on face/ Esubsirate 18 the fraction of the energy of the mode stored in the coating
compared with the substrate and Eparrel coating/ Esubstrare is the fraction of the energy of the mode
stored in the barrel compared with the substrate.

@ (wo)err represents the effective loss due to the coating material on the barrel of the sample
and it is assumed at this stage that the distribution of the coating on the barrel is essentially
even and of the same thickness as the coating on the faces. This assumption will be discussed
further at a later stage.

Finite element analysis® was used to model the displacement of the test masses for each
of the modes under study—these mode shapes are shown in the appendix. The relevant energy
ratios for the faces and for the barrels of the different modes were then calculated. It was
assumed that the coating followed the contours of the silica mass below. Using typical bulk
values for Young's modulus and Poisson's ratio for aluminium oxide and tantalum pentoxide,
an equivalent value for each property was obtained for the multilayer coating as described
in [13). These values were used in calculating the energy associated with the layers of coating,
whereas the relevant values for fused silica were used for the substrate. The values used arce
as in table 2.

8 Algor Inc., 159 Beta Drive, Pitsburgh, PA 15238-2932, USA.
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convergent value for this ratio is 1.1 x 1075,

Table 2. Materia} properties for coatings and substrate.

Material Young's modulus (Pa)  Poisson’s ratio
Aluminium oxide 3.6 x 10"} [15] 0.27[14)
Tantalum pentoxide 1.4 x 10! [13] 0.23[13]
Calculated multilayer [13] 2.6 x 10"} 0.26

Fused silica 7.2 x 10'°[14] 0.17 (14]

In carrying out this calculation, care was exercised as the ratios obtained depended on the
coarseness of the mesh used in the FE analysis. In practice the ratios were computed for a
range of grid dimensions and the results extrapolated to the case of an infinitely fine mesh.

The convergence of an energy ratio as a function of the number of nodes used in the FE
model for a typical mode is shown in figure 2 and the convergent energy ratios for the different
modes are shown in figure 3.

3.1. Regression analysis

As an initial approach it was assumed in equation (2) that ¢ = O (i.e. mechanical losses
associated with the coating overspray on the barrel of the sample were of a level which was not
significant for these measurements). Then the variation of @coacq against front surface energy
ratio was examined for the 7940 and 7980 test masses.

It can be seen in figure 4 that if one point in each case is excluded from the data, then
for both datasets there is an excellent linear fit of coated loss to the front surface energy ratio.
However, the point which is excluded—that for the asymmetric drum mode—is one where the
confidence in its value is particularly high since it is unlikely that experimental measurements
will result in losses which are significantly too low. Thus it seems that the simple analysis is not
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adequate and a fuller analysis involving losses due to the coating on the barrels of the masses
was carried out, In this case a multivariable linear regression algorithm for three parameters
was adopted and it was no longer possible to use the simple graphical representation of figure 4.
The fits were now demonstrated by graphs of experimental loss against predicted loss for both
the 7940 and the 7980 masses as in figures 5 and 6.

As can be seen the fit is likely to be good in both cases provided the point corresponding
to the symmetric drum mode is ignored. This is clear from figure 6 which shows the same
results as above with the symmetric drum removed.
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Figure 5. Comparison of the experimental loss with that predicted using a three-parameter
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only. The line y = x is drawn for information in cach case.

The loss for the symmetric drum mode is significantly higher than that which is consistent
with the best fit. Since this is the case for both the 7940 and 7980 masses it appears to be
a real effect. In case this result is an artifact of the assumption of even coating thickness
on the barrel a number of possibilities were investigated. For example, situations where the
coaling effects on the barrel were mainly at one end or mainly in the middle were investigated.
However, no improvements were observed for the fitting of the data either with or without
the symmetric drum mode included. Also, the possibility of the result being due to differing
losses associated with shear and bulk strains was studied. Analysis shows that the ratio of
shear to bulk strain is broadly similar for all the modes except for the clover-4 mode (mode
number 4) where shear dominates by a large factor. There is no sign that the loss for this
clover mode is significantly different from that of the others suggesting that our assumption of
a homogeneous loss is well founded. We also checked that the kinetic energy of the symmetric
drum mode at the breakaway points of the suspending wire was not particularly high compared
with that of the other modes and thus it seems unlikely that frictional loss could explain the
observations. It has 1o be assumed that there is some unmodelled loss associated with the shape
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Figure 6. Comparison of the experimental loss with that predicted using a three-parameter
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mode excluded. The line y = x is drawn for information.

of the symmetric drum mode, perhaps due to edge effects at the chamfers between the coated
mirror faces and the barrels.

The multivariable regression analysis, with the symmetric drum mode excluded, yields
values for the loss parameters as shown in table 3.

Table 3. Fitted values of bulk, coating and barrel losses for the 7940 and 7980 masses. Errors are
Iculated from the regression analysis at the 1 standard deviation level,

For the Comning 7940 mass:  ¢(wodnbarate = (3.7 % 0.5) x 10~8
Hwodooating = (6.4 £0.6) x 10~3
$lwoder = (6.9+0.4) x 10-3

For the Coming 7980 mass;  $(wo)sbarate = (5.6 = 0.9) x 10~*
Slwodcoating = (6.3 £ 1.6) x 1073
@ewodetr = (6.3+09) x 10°3
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The values obtained for ¢ (wg)subsirare are comparable with the best results for bulk samples of
these types of fused silica [16].

4. Significance of coating results for advanced detectors

Until relatively recently the method of predicting the thermal noise in the test masses of
gravitational wave detectors, at frequencies well below the first internal resonant modes of the
mirrors, involved a normal mode expansion of the acoustic modes of the mirrors. The expected
thermal noise was calculated by adding incoherently, with suitable weighting factors, the noise
in the tails of the resonances of the test masses (see for example [2] and [17]). Alternative
approaches to the problem have been developed by Levin [18], Nakagawa et al [9], Bondu
et al [19] and Liu and Thorne [20]. Levin has pointed out that in cases where the spatial
distribution of the loss in a mirror is non-uniform, using a modal expansion approach may
lead to an incorrect estimation of the thermal noise.

Nakagawa et al [9] have developed a formalism where the fluctuation dissipation theorem
can be expressed in terms of the static Green’s function to calculate the distribution of the
thermal motion on the front face of a semi-infinite mirror. This study has been extended to
allow estimation of the effect of having a coated layer of finite thickness and different material
properties on the front face of the mass. It is calculated [10] that the spectral density of the

thermal noise, S;"“'m(f) is increased, over that of the uncoated mass, S;“b“'“(f), by the factor
shown in equation (3)
S;M(w(f) 2 (1 . 20) ¢conung (d
et = 14 T ) e (2] )
54, (f) ﬁ (l - 0) ¢subslra(c w
where d is the coating thickness, w is the radius of the laser beam interrogating the test mass
and o represents the Poisson’s ratio of the substrate material of Young’s modulus Y. This
assumes that the substrate and coating have the same mechanical properties but different loss
factors.
More fully, allowing different values for o and Y in the coating and substrate the ratio
then becomes [21]

]+ ﬁ (l - ”iﬂ.dr‘,w) (l— auulmg) ¢suh.\uulc Ycuuung Y;l (1 Zacoulmg)
0~ Dl +0»usmme>f ( Yeoating )} (i)] , )
{1 a(.u'.llmg)_ ysuh\'lr.llc w

Using the moduli of elasticity and Poisson's ratio for the coating material and the substrate
listed in table 2, the mean of the bulk and coating losses for the 7940 and 7980 masses listed
in table 3 and using the mean of the coating thicknesses for the 7980 and 7940 masses the
predicted power spectral density of the thermal noise is found to be increased by a factor
(1415 % 1072/w). For the case of LIGO, where the laser beam has a spot radius of 5.5 x
10-2 m [22], this factor becomes 1.27. This means that the amplitude spectral density of the
noise is increased by 1.13 over that which would be predicted without evaluating the effect
of the mechanical loss of the coating. It should be noted that we have assumed that the

losses in the coating and the substrate are structural in nature, i.e. they have the same value at
low frequency as they have at the mode frequencies where they were measured. This seems

"
1 (1 + Ocouting) Peoating Ysusbstrate [Yr_

reasonable as our calculations suggest that thermoelastic damping—often non-structural in

nature—is at a lower level than the losses we have measured
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5. Conclusion

Experiments suggest that the effect of argon-sputtered dielectric coatings on the level of
thermal noise associated with silica test masses in advanced interferometric gravitational
wave detectors will be significant. Experiments on sapphire substrates are under way and
preliminary analysis suggests a similar damping effect by the coating. There is a clear need
for a series of experiments to be carried out, in which coating parameters are systematically
varied as this will allow the source of the coating losses to be investigated.
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Abstract
We report on thermal noise from the internal friction of dielectric coatings
made from alternating layers of Ta;Os and SiO, deposited on fused silica
substrates. We present calculations of the thermal noise in gravitational wave
interferometers due to optical coatings, when the material properties of the
coating are different from those of the substrate and the mechanical loss angle
in the coating is anisotropic. The loss angle in the coatings for strains parallel
to the substrate surface was determined from ringdown experiments. We
measured the mechanical quality factor of three fused silica samples with
coatings deposited on them. The loss angle, ¢y(f), of the coating material
for strains parallel to the coated surface was found to be 4.2 + 0.3 x 10~* for
coatings deposited on commercially polished slides, and 1.0+0.3 x 10~ fora
coating deposited on a superpolished disc. Using these numbers, we estimate
the effect of coatings on thermal noise in the initial LIGO and Advanced LIGO
interferometers. We also find that the corresponding prediction for thermal
noise in the 40 m LIGO prototype at Caltech is consistent with the noise
data. These results are complemented by results for a different type of coating,
presented in a companion paper.

PACS numbers: 0480, 0480N, 6835G, 6860B, 9555Y
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1. Introduction

The experimental effort to detect gravitational waves is entering an important phase. A number
of interferometric gravitational wave observatories are being built around the world [1-4] and
most should be operational in the next few years. Plans are being developed to operate the
next generation of interferometers, and crucial research is going on now to ensure that these
interferometers will have the sensitivity necessary to reach distances at which multiple events
may be detected per year [5-7].

The sensitivity of interferometric gravitational wave observatories is limited by
fundamental noise sources. In Advanced LIGO, thermal noise from the internal degrees
of freedom of the interferometer test masses is expected to be the limiting noise source in
the middle frequency range (~30-500 Hz). This is also the interferometer’s most sensitive
frequency band. Thus, any additional thermal noise, such as thermal noise associated with
optical coatings, will directly reduce the number of events that Advanced LIGO can detect.

The initial LIGO interferometer uses fused silica for the interferometer test masses, the
beam splitter and other optics. Fused silica has been shown to have very low internal friction
[8-10] and will therefore exhibit very low (off-resonance) thermal noise. This property,
coupled with the fact that high quality, large, fused silica optics are commercially available,
makes fused silica a natural choice for the initial interferometer. Sapphire, which has even
lower internal friction [11, 12] (although higher thermoelastic loss), is currently proposed as
the material from which to fabricate the optics for use in Advanced LIGO [5]. In addition to
lower thermal noise, sapphire offers benefits due to its superior thermal conductivity, which,
in transporting heat from the reflective surface of the test masses, allows a higher power laser
to be used.

In order to use the test masses as mirrors, optical coatings must be applied to the surface.
To obtain high reflectivities, multi-layer, dielectric coatings are used. Such coatings consist of
alternating layers of two dielectric materials with differing refractive indices. The number of
layers deposited determines the reflectivity. It is possible to use a number of different dielectric
material pairs for reflective coatings, but it has been found that coatings made with alternating
layers of Ta2Os and SiO- give the necessary reflectivity while at the same time satisfying the
stringent limits on optical loss and birefringence required for LIGO [13). However, the effect
of these coatings on thermal noise is only now being studied.

The simplest way to predict the thermal noise is to use the fluctuation—dissipation theorem
[14]. It states that the thermal noise power spectrum is proportional to the real part of the
mechanical admittance of the test mass. Explicitly

Su(f) = :ffrz Re(Y(f)) )
where S, is the spectral density of the thermally induced fluctuations of the test mass surface
as read by the interferometer, T is the temperature of the test mass and f is the frequency
of the fluctuations. The quantity Y(f) is the mechanical admittance of the test mass to a
cyclic pressure distribution having the same form as the interferometer beam intensity profile
[15]). For LIGO, the proposed beam profile is Gaussian. Re{Y(f)} can be written in terms
of the mechanical loss angle, @readout, Of the test mass response to the applied cyclic Gaussian
pressure distribution. To calculate the thermal noise we must therefore obtain @readou-

The loss angle ¢readont depends both on the distribution of losses in the test mass and on the
shape of the deformation of the test mass in response to the applied pressure. If the distribution
of losses in the test mass were homogeneous, the loss angle $cagon Would be independent of
the deformation of the test mass. In that case, one could obtain ¢reagos by measuring the loss
angle associated with a resonant mode of the test mass, ¢ = 1/Q, where Q is the quality factor
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of a resonant mode. However, when the distribution of mechanical losses in the test mass is
not homogeneous, this approach does not work.

One way of obtaining @ressour Would be to measure it directly. This would involve applying
a cyclic Gaussian pressure distribution to the test mass face and measuring the phase lag of
the response. But such an experiment presents several insuperable technical difficulties and is
useful mainly as a thought experiment, in which interpretation of the result would be simple.

In this paper, we give the results of another kind of experiment whose results allow us to
calculate @eaom using elasticity theory. The measurement processis relatively straightforward:
we compare the quality factor, Q, of vibrations of an uncoated sample of fused silica to the
quality factor when a coating has been applied. In order to make the effect easier to measure,
and to improve the accuracy of the measurements, we used thin pieces of fused silica rather
than the relatively thick mirrors used in LIGO. Our measurements show a significant reduction
of the Q due to mechanical loss associated with the coating.

In choosing to make the measurements easy to carry out, we necessarily complicated the
interpretation of the results. Scaling from the results of our measurements to the prediction
Of Presdont takes some effort. In section 2 we describe the relationship between the measured
coating loss angle, ¢, and the interferometer readout loss angle, ¢reagou. Section 3 describes
the measurement process. The results are given in section 4. The implications for LIGO are
described in section 5, and a programme of future work is discussed in section 6. This paper
is complemented by a companion paper describing similar measurements on Al,03/Ta,0s
coatings [16].

2. Theory

To use the fluctuation—dissipation theorem, equation (1), to predict thermal noise in LIGO, we
need to calculate the real part of the mechanical admittance of the test mass. The mechanical
admittance of the test mass is defined as

¥() = iznf 2D @
where F is the (real) amplitude of a cyclic force applied to the test mass at frequency f and x (f)
is the amplitude of the steady state displacement response. Choosing the appropriate pressure
distribution with which to excite the test mass constitutes the first step in the calculation. Levin
(15] has argued that in calculating the thermal noise read by an interferometer, the appropriate
pressure distribution has the same profile as the laser beam intensity and should be applied to
the test mass face (in the same position and orientation as the beam). In the case of the initial
LIGO interferometer, the laser beam has a Gaussian intensity distribution. A Gaussian beam
profile is also proposed for Advanced LIGO. The corresponding cyclic pressure distribution is

- 2F —2r R
pr.1) = p(r.1) = P exp(—Tuz—) sin2r f1) 3)

where 7 is a point on the test mass surface, r = |7|, f is the frequency of interest and w is
the field amplitude radius of the laser beam. (At the radius w, the light intensity is 1 /€ of
maximum.) To simplify the calculation of the response x ( f), we make use of the fact that the
beam radius is considerably smaller than the test mass radius, and approximate the test mass
by an infinite half-space. This allows us to ignore boundary conditions everywhere except on
the face of the test mass. For the case of homogeneous loss, Liu and Thome (17] have shown
that this approximation leads to an overestimate of the thermal noise, but that for a test mass
of radius 14 cm, the error is about 30% or less for beam field amplitude radii w up to 6 cm.
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To calculate the real part of the admittance we follow Levin and rewrite it in the form
AnfU
re(v() = Z0 @
where U (f) is the maximum elastic energy stored in the test mass as a result of the excitation
at frequency f and ¢ is the loss angle of the response. Equation (4) holds at frequencies far
below the first resonance of the test mass, provided ¢ <« 1, and is obtained as follows. Under
the conditions stated

U(f) = $Flx(f)l )
and the response x ( f) to the excitation is
x(f) = Ix(f)l exp(—ig) = |x (N1 - ig). 6)

Substituting equations (5) and (6) into equation (2) and taking the real part yields equation (4).

The strategy is then to calculate U ( f) and ¢ under the pressure distribution in equation (3).
Calculation of the loss angle ¢ requires some care since the loss angle is specific to the
applied force distribution and to the associated deformation. If the material properties or
intrinsic sources of loss are not isotropic and homogeneous throughout the sample, different
deformations will exhibit different loss angles. Since interferometer test masses do have
inhomegeneous loss due to the dielectric coating on the front surface, the calculation of
thermal noise depends on obtaining the value of the loss angle associated with precisely the
response to the pressure distribution given in equation (3). Throughout this paper we will
assume that losses in the substrate are always homogeneous and isotropic and that the only
source of inhomogeneous and anisotropic loss is the coating.

The loss angle ¢ = ¢readonr associated with the Gaussian pressure distribution can be
written as a weighted sum of coating and substrate losses. We will first obtain an expression
for the loss angle in the simple case where the coating loss is homogeneous and isotropic, but
quickly generalize to anisotropic coating loss.

If the loss in the coating is homogeneous and isotropic, yet different from that of the
substrate, we can write

1
Preadout = 'J(Usubslmw Daubsirate + Ucoating Peoating) U

where U is the maximum elastic energy stored in the sample as a consequence of the applied
pressure, Usipsirare iS the portion of the energy stored in the substrate, Ucoqiing is the portion
of the energy stored in the coating, @eubsimee is the loss angle of the substrate and deoning i
the loss angle of the coating. To simplify the calculation of the energies, we make use of
the fact that the frequencies where thermal noise dominates interferometer noise budgets are
far below the first resonances of the test masses. Thus, the shape of the response of the test
mass to a cyclic Gaussian pressure distribution of frequency f is well approximated by the
response to an identical Gaussian pressure distribution that is constant in time. Thus, to a good
approximation, U, Usubsiraic and Ucoaring can be calculated from the deformation associated with
the static Gaussian pressure distribution

w?

2F -2r?
piry= 71 EXP . ®

Since we are in the limit where the coating is very thin compared to the width of the
pressure distribution

Uconting = 8Ud o)
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where 3U is the energy density stored at the surface, integrated over the surface, and d is the
thickness of the coating. Similarly, Usypeyaic =~ U, giving
Preadour = Pubatrate + ill';_d@:onling. (10)
If, however, the loss angle of the coating is not isotropic, the second term in equation (10)
must be expanded. Since the coatings have a layer structure, we cannot ignore the possibility
of anisotropy of structural loss in the calculation of thermal noise.
To address the possible anisotropy of the structural loss we shall use the following model.
The energy density p, of a material that is cyclically deformed will generally have a number
of terms. We shall associate a different (structural) loss angle with each of these terms. For
example, in cylindrical coordinates

Puv=Prr+pPot--- (¢8))
where
Prr = %Urrerr

Pro = %Urvfro (12)

where g;; are the stresses and ¢;; the strains. The associated loss angles are ¢,,, ¢,¢, etc. In this
paper we will assume that the loss angles associated with energy stored in strains parallel to the
plane of the coating are all equal. This assumption is motivated by the observation that many
isotropic amorphous materials, like fused silica, do not show significantly different quality
factors for many modes even though the relative magnitude of the various terms in the elastic
energy varies significantly between the modes [18]. The measurements made at Glasgow and
Stanford Universities further strengthen this assumption [16]—those measurements show no
significant variation of the coating loss as the relative size of the parallel strain energy terms
changes from mode to mode.

Since we will always have traction-free boundary conditions for the problems considered
here, we shall always have ¢,, = €, = 0. Thus we will have loss angles associated only with
the following coating energy density components:

Puy = 5(€,,0/, + €59050 + €,40/5) a3)
pl’l.L = %E;zaz’z
where ¢;; are the strains and o the stresses in the coating. We define the loss angle associated
with the energy density in parallel coating strains o[, as ¢y, and the loss angle associated
with the density of energy in perpendicular coating strains, p, ,, as ¢.. The components of
the energy density in equation (13) integrated over the surface of the (half-infinite) test mass
are

8U|=[p:,|d2r

s

8U_L=/p:,ld1r
s

so that finally, to account for the anisotropic layer structure of the coating, equation (10) is
replaced by

(14)

U, d
m=¢m+‘"3d¢.+ U* ¢, (15)
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To obtain an expression for Preadont We need to calculate Uy, U, and U for a coated
half-infinite test mass subject to the Gaussian pressure distribution p(r) of equation (8). The
quantities 3Uy and U involve only the stress and strain in the coating. The total energy
involves the stress and strain throughout the substrate,

00 ox N
U=nm f dz f r Ar(€,+Orr + €990pg + €22027 + 2€,:07) (16)
0 [\

where ¢;; are the strains and o;; the stresses in the substrate. To obtain the stresses and strains
in the coating and in the substrate we must solve the axially symmetric equations of elasticity
for the coated half-infinite test mass subject to the pressure distribution p(r). The general
solution to these equations for an uncoated half-infinite test mass is given by Bondu et al [19}
(with corrections by Liu and Thorne [17]).

Because the coating is thin, we can, to a good approximation, ignore its presence in the
solution of the elastic equations for the substrate. The strains in the coating should also not
vary greatly as a function of depth within the coating, and we shall approximate them as
being constant. Due to axial symmetry, €,0 = €, = €., = €, = 0. Due to traction-free
boundary conditions, €/, = ¢;, = 0 at the coating surface, and the same must therefore hold
(to leading order) for the entire coating. This approximation is valid, provided the Poisson’s
ratio of the coating is not very different from that of the substrate. To obtain the non-zero
stresses and strains in the coating (¢/,., €;, and €],) we note that since the coating is constrained
tangentially by the surface of the substrate, the coating must have the same tangential strains
(€], and €},) as the surface of the substrate. Also, the coating sees the same perpendicular
pressure distribution (o) as the surface of the substrate. These conditions, which represent
reasonably good approximations for the case of a thin coating, allow us to calculate all the
coating stresses and strains in terms of the stresses and strains in the surface of the substrate.
See the appendix for the details of this calculation.

Using the solutions for €/;, 0/;, €;; and o;; derived in the appendix, and substituting into

,l'y it
equations (13)-(16), we obtain thej required quantities,

F(l - o?)
U SRt an
1 Y(1+0)(1=20)2+Yo'(1+0)(1 - 20)
SV = JTw Y(1+o)(1 -} —0) as
_ 1 Y(1+0')(1=20")—~Yo'(1+0)(1 -20)
UL/ = Jrw Y(—-on(1+0)(l—0) 19

where Y and o are the Young's modulus and Poisson’s ratio of the substrate, and ¥' and o’
are the Young's modulus and Poisson’s ratio of the coating. In general, the coating Young's
modulus and Poisson’s ratio are different in the parallel and perpendicular directions. For the
Young’s modulus, these values can be found by averaging the Young's moduli of the coating
materials, and by averaging the reciprocals of the Young's moduli, respectively [20). However,
because the values for SiO; and Ta;Os are similar, the Young’s moduli and Poisson’s ratios in
the two directions are similar. This is in contrast to the case for the ¢ where it is not known
whether ¢ is similar in magnitude to ¢, . For simplicity, we have therefore approximated the
Young’s moduli and Poisson’s ratios in the two directions as equal to the value for stresses
parallel to the coating. Thus, from equation (15)

_ 1 d (Y(1+0)1—20)+Ya'(1+0')(] - 20)
¢nn@l—¢whmm+ﬁ;( Y(+0)( —0)(1 —2)
Y(1+0')(1=-20")—Y'a'(1+a)1 - 20)

Y'(1=aY(1+0)(1—0) ¢*)'

¢

(20)
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. Substituting equations (17) and (20) into equation (4) and substituting the result
into the fluctuation—dissipation theorem, equation (1), gives the power spectral density of
interferometer test mass displacement thermal noise as
2kpT 1 — o2 1 d 1
S(f)= 4= ——— l +——
«(f 1 f wy Prubatrae JERwYY(1—0?)1 —0o?)

x [YX(1+0)%(1 =20y +YY'a' (1 +0)(1 +0")(1 — 20 ) (@ — ¢1)

+ Y (1+0')2(1 —20’)¢J_]]. @n

Equation (21) is valid provided that most of the loss at the coated surface occurs in the
coating materials themselves and is not due to interfacial rubbing between the coating and the
substrate, or to rubbing between the coating layers. If a large proportion of the loss is due to
rubbing, the coating-induced thermal noise will not be proportional to the coating thickness
as indicated in equation (21). Rather, it may be proportional to the number of layers and may
be very dependent on the substrate preparation.

The limits of equation (21) agree with the previous results. In the limit that ¢, = ¢,
the YY’ term disappears and the result agrees with the result of Nakagawa who has solved
the problem for that case by a different method [21]. The limit of equation (21) in the case
Y =Y,0' =0 and ¢, = ¢ agrees with the result obtained previously [22],

2kpT 1 — o? 2 1-20)d
TRF wY [ substrate + ﬁ—(—l_—a);fﬁu] .

For the case of fused silica or sapphire substrates coated with alternating layers of Ta;Os
and SiO,, the Poisson’s ratio of the coating may be small enough (<0.25) that, for likely
values of the other parameters, equation (21) is reasonably approximated (within about 30%)
by the result obtained by setting 0 =0’ =0,

2kpT 1 1 d /Y Y
S(fr= #;ﬁ; [¢subslmu: + Tw (—Y-fl’u + Fm) ] . (23)
Equation (23) highlights the significant elements of equation (21). It shows that, in order to
estimate the thermal noise performance of a particular coating, we must know all of Y, Y', ¢y,
and ¢, . It also shows that if ¢ = ¢, then the lowest coating-induced thermal noise occurs
when the Young’s modulus of the coating is matched to that of the substrate. If Y’ 5% Y, one
of ¢y or ¢, will be emphasized and the other de-emphasized. This is particularly worrying for
coatings on sapphire substrates, whose high Young’s modulus means that for most coatings,
¢, is likely to be the main contributor to the coating thermal noise. Section 3 describes
ringdown experiments on coated samples in order to determine ¢;. Unfortunately, we do not
obtain ¢, from ringdown experiments of samples with coatings on the surface. Since the
coatings experience free boundary conditions, they are not greatly compressed perpendicular
to the surface (there will be some small amount of compression due to Poisson's ratio effects).
Therefore ¢, cannot be easily measured in such experiments, and no measurement of ¢
exists at the present time. Because of this, we can only obtain very rough estimates of the
coating-induced thermal noise. We will set ¢, = ¢y, but the accuracy of our thermal noise
estimates will remain unknown until ¢, is measured.

S:(f) = 22)

3. Methed

In order to estimate the coating loss component ¢y, we made measurements of the loss angles
of fused silica samples with and without the Ta;O4/SiO; high reflective coating used in LIGO.
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A standard way of determining the loss angle at the frequency of a particular resonant mode
is to measure its ringdown time, 7,. This allows the calculation of the mode’s quality factor
Q. through

Q=nfuta 24)

where f, is the frequency of the resonant mode. The loss angle at the resonance frequency is
the inverse of the mode’s quality factor

¢(f)=1/0. 5)

Because of the free boundary conditions no energy is stored in strains with perpendicular
components. The loss angle @couea Of a resonating sample after coating is therefore related to
the loss angle Puncoatea Of the same sample before coating by

8Uyd

U
where U is the energy stored in the resonance. Similarly, as in section 2, the quantity 50 is
the resonance energy stored in strains having no component perpendicular to the surface

80Uy = / &r Yl @n
where § is the coated surface of the sample, z is the direction perpendicular to the surface and

plj = 3€ij0;- @8
Just as in section 2, ¢ in equation (26) is the loss angle associated with the energy stored
in strains in the plane of the coating. Because we assume that all in-plane loss angles are
identical, the loss angle ¢ is the same as in section 2, and once measured, can be substituted
directly into equation (21).

For each sample resonance that was found, ¢eoated and Puncoated Were measured by recording
the Q with and without an optical coating, respectively. The quantity (8U,d/U) was then
calculated either numerically or analytically, allowing equation (26) to be solved for ¢y based
on the measured values of @cogied and Punconiea. The resulting value for ¢y was then substituted
into equation (21) to obtain an interferometer thermal noise estimate.

In order to reduce systematic errors in the 0 measurements, we took a number of steps
to reduce excess loss (technical sources of loss, extrinsic to the sample) [23, 24]5. All O
were measured in a vacuum space pumped down to at least 1 x 10~° Torr, and more typically
2 x 1078 Torr. This reduced mechanical loss from gas damping. During the Q measurements,
the samples were hung below a monolithic silica suspension made by alternating a massive
bob of silica with thin, compliant, silica fibres. The suspensions and samples are shown in
figure 1. (The suspension is of the same style used previously in [10, 24, 25].) The piece of
fused silica rod at the top of the suspension is held in a collet which is rigidly connected to
the underside of a thick aluminium plate supported by three aluminium columns. Between
the piece of rod held in the collet and the sample was a single fused silica isolation bob. Its
function was to stop vibrations from travelling between the sample and the aluminium optical
table from which it was suspended. The size chosen for the isolation bob depended on the
sample, with the heavier sample requiring a larger bob. The two fibres in the suspension were
monolithically pulled out of the neighbouring parts using a Hy-O; torch. These fibres had a
typical diameter of roughly 100-200 sm. The normal modes of the sample were excited using

] (26)

¢coa&ed = ¢uncoa1cd +

% In the referenced paper, the more general surface loss parameter d, is used. For coatings, as we have modelled
them here, dsduax = dY'dy /Y.
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Figure 1. (a) The suspended microscope slide and exciter. (b) The suspended disc and exciter. In
both (a) and (b), the entire structure below the steel collet is fused silica.

a comb capacitor [26]. This exciter was made from two copper wires sheathed with Teflon,
each having a total diameter of about 1/2 mm. The two wires were then wrapped around a
ground plane and placed about 1 mm from the face of the sample. Special care was taken to
ensure that the exciter and the sample did not touch at any point. The position of the exciter
is shown in figure 1. Alternating wires of the comb capacitor were given a 500 V dc voltage
while the other wires were held at ground to induce a polarization in the glass sample. To
reduce any eddy current damping [23) and to reduce the probability that polarized dust could
span the gap between the sample and the exciter, the exciter was always kept more than 1/2
mm away from the sample. An ac voltage at a resonance frequency of the sample was then
added to the dc voltage to excite the corresponding mode. Once the mode had been excited
(‘rung up’) to an amplitude where it could be seen clearly above the noise, both the ac and
dc voltages were removed and both exciter wires were held at ground. The sample was then
allowed to ring down freely.
The amplitude of excitation in the sample was read out using a birefringence sensor
[27, 28] or (in the earliest measurements) by a shadow sensor. For the birefringence sensor, a
linearly polarized beam is passed through the sample at or near a node of the resonant mode
under study. Modally generated stress at the node induces birefringence in the glass, which
couples a small amount of the light into the orthogonal polarization, phase shifted by 7 /2.
Thus, the light exiting the sample is slightly elliptically polarized. The beam is then passed
through a A /4 wave-plate aligned with the initial polarization. This brings the phases of the
two orthogonal polarization components together, converting the elliptically polarized light
to a linear polanization that is rotated slightly compared with the initial polarization. The
rotation angle is (to first order) proportional to the modal strain, and is measured by splitting
the beam with a polarizing beamsplitter and monitoring the relative intensity of light in the two
channels. This was done with two identical photodiodes and a differencing current-to-voltage
amplifier. The output voltage oscillates sinusoidally at the resonant frequency in proportion
to the modally induced strain. This signal is sent to a lock-in amplifier to demodulate it to
a lower frequency and the data is collected on a PC. The ringdown time 1, was obtained
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Figure 2. Layout of the birefringence sensor.

by fitting the acquired signal to a damped sinusoid, or by extracting the envelope of the
decay. Both approaches yielded the same results, although the accuracy of the former was less
sensitive to corruption fromnoise. A schematic drawing of the optical readout system is shown
in figure 2.

For the shadow sensor, an LED is used to cast the shadow of the fused silica suspension
fibre onto a split photodiode. The LED/diode pair is positioned close to where the suspension
fibre is welded to the edge of the sample. The fibre near the weld point will faithfully follow
the motion of the edge of the sample. As the sample resonates, the fibre's shadow moves
back and forth on the photodiode at the same frequency. The amount of light falling on
each half of the split photodiode changes proportionally. The currents from each half of the
photodiode are then compared with a differential current-to-voltage amplifier as in the case of
the birefringence sensor. The data acquisition and analysis were identical for both sensors.

For relatively rigid but transparent samples like the ones used here, the birefringence
sensor is significantly more sensitive and much easier to use than the shadow sensor. The
shadow sensor is better suited to more compliant samples. In both cases, however, the dominant
sources of broadband noise were laser noise and noise from the differential amplifier.

The samples were coated by Research Electro-Optics Corporation (REO) of Boulder,
Colorado, USA. The coating was a dielectric optical coating consisting of alternating layers
of SiO, and Ta,Os. The coating was laid down using argon ion beam sputtering, followed by
annealing at 450 “C. We chose to examine this particular type of coating because it is the one
used on the initial LIGO interferometer mirrors that are currently installed at the LIGO sites.
This coating is also of the type currently proposed for Advanced LIGO optics.

The first samples we studied were three rectangular prisms in the shape of microscope

slides (7.6 cm x 2.5 cm x 0.1 cm) made of Suprasil 2 brand fused silica from Heraeus
Quartzglas GmbH of Hannau, Germany. The surface of these samples was treated with a
commercial polish to a scratch/dig specification of 80/50. There was no specification on the
overall flatness or the surface figure. Two of the three slides (slides A and B) were coated on
both sides with a reflective Ta;Os/SiO; coating of 3% transmittance for normally incident,
1 om wavelength light. The third slide (slide C) was left uncoated as a control. Slide A was
suspended from a corner, which had remained uncoated due to being supported at those points
during coating. Therefore, welding the suspension fibre to the corner did not induce visible
damage to the coating. Slide B, on the other hand, was suspended from the centre of one of its
short edges. During the weld, the coating near the suspension point was visibly damaged in a
small crescent shape of radius 2 mm surrounding the suspension point. This damaged region
was etched off using hydrofluoric (HF) acid. Table 1 shows the modes and quality factors for
which Q were repeatably measured. A preliminary version of these results was reported at the
Third Edoardo Amaldi Conference on Gravitational Waves [25]
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Tabile 1. M, Q for
slides. Slides A and B were coated while slide C was left uncoated as a control.

Slide  Coating Mode Frequency (Hz) Q

A HR 2 1022 1L1+0.5 x 10°
HR 3 1944 1.6+ 0.1 x 10°
HR 4 2815 1.6+0.1 x 10°
B HR 2 962 1.3+0.1 x 10°
C None 2 1188 40+0.2 x 10°
None 3 2271 49403 x 10°

After measuring the Q of the slides, we obtained a disc of Dynasil brand fused
silica, 164.85 mm in diameter and 19.00 mm thick from Zygo Corporation of Middlefield,
Connecticut. In an effort to determine the effect of surface preparation on the loss due to optical
coatings, this sample was made with strict specification for surface flatness, scratch/dig and
surface roughness. The coated surface had a surface flatness of less than /20 (A = 633 nm),
a scratch/dig of 60/40 and a surface roughness of less than 4 A rms. The back surface had
a surface flatness of less than 1/6, a scratch/dig of 60/40, and a surface roughness of less
than 4 A rms. These specifications are nearly as stringent as the actual requirements for LIGO
mirrors. To avoid destroying the surface with welding, an ‘ear’ of fused silica was bonded onto
the back surface using hydroxy catalysis bonding (silicate bonding) [29]. This ear is shaped
like a rectangular block with a pyramid on one face. One face of the block is bonded to the
sample, so that the tip of the pyramid faces radially. This allows the monolithic suspension to
be welded with a torch to the tip of the pyramid without heating the sample very much (see
figure 3). Once hung, the Q of the sample was measured using the birefringence readout.

Due to the thickness of this sample (required to meet the flatness specification), only
one normal mode had a frequency below 5 kHz. The useful bandwidth of the high voltage
amplifier that was used to drive the exciter is about 5 kHz, so measurements were possible
only on this mode. This was the ‘butterfly’ mode, with two radial nodal lines (£ = 2) and no
circumferential nodal lines (n = 0) [30].

After measuring the Q of this uncoated sample, it was sent to REO to be coated. It

received a high reflective (HR) coating on one side, having 1 ppm transmittance and optimized
for a 45 angle of incidence. The sample was then rehung and the Q remeasured. As can be
seen from table 2, the coating caused a significant reduction in the quality factor. To rule out
possible excess loss due to the suspension, the sample was then removed and again rehung.
During this hanging attempt (between successful hanging numbers 3 and 4 in table 2), the
isolation bob fell and sheared off the bonded ear. The bond did not give; rather, material
from the sample was pulled out along with the ear. A second ear was rebonded at 180° to the
original ear. Unfortunately, this ear was also sheared off in the same way during the attempt
to suspend the sample. This time, the source of the break occurred along the bonded surface,
although some of the substrate pulled away as well. Finally, a third attempt succeeded with
an ear bonded at 90° to the original ear (hanging number 4 in table 2). Despite the broken
cars, the quality factor of the coated disc did not change significantly. The results of all @
measurements on the disc are shown in table 2.

Since it is difficult in any measurement of high Q to completely eliminate the extrinsic
technical sources of 1oss (excess loss), the quality factors measured for a given sample varied
slightly from mode to mode or within & single mode between different hangings. Since excess
loss always acts to reduce the measured Q, the best indicator of the true internal friction of a

modes of the three commercially polished fused silica
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Side view: Suspension fiber
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—Ear
Codting Slicate bond
Suspension fiber

Wweld

Silicate bond ~

Ear
.~ Sample

'Figure 3. Details of the attachment point. The suspension fibre is welded to the top of the ear.
The ear is in tum silicate-bonded along one of its flat faces to the uncoated side of the sample.

Table 2. Measured Q for butterfly mode of the superpolished fused silica disc. In hangings

1 and 2, the disc ined uncoated wh in hangings 3 and 4 the disc had been coated.
Hanging number  Coating Frequency (Hz) ¢

1 None 4107 3.46 +0.02 x 10°

2 None 4107 3.10 £0.007 x 10°

3 HR (45°) 4108 1.28 4 0.02 x 105

4 HR (45°) 4121 1.24 £ 0.001 x 10°

® Ear was sheared off twice before this hanging.

sample is the quality factor of the highest Q mode over all modes and hangings. The spread of
measured Q within single hangings was relatively small. For example, the three Q measured
in hanging number 2 (sample uncoated) were all between 3.1 x 10%and 2.8 x 10%. The twelve
Q measured in hanging number 3 (sample coated) were all within 1.28 x 10% to 1.09 x 10
As can be seen from tables 1 and 2, the measured Q also did not vary much between modes or
hangings, nor between samples in the case of the two coated slides. The reproducibility of the
Q of the disc argues strongly that neither the silicate-bonded ear nor the broken ears affected
the loss of the sample. The range of measured Q for nominally similar situations is indicative
of the level of the variable excess loss. Thus, for all our samples, the large difference in Q
between the coated and the uncoated measurements must be due to the coating, and not to
statistical variation, excess loss, nor, in the case of the disc, to the broken ears.

4. Results

Using the procedure described in section 3, we obtained Q values from both the slides and
the thick disc. To calculate ¢, from the measured Q we need to know the value of §0,d/0
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Table 3. Phy P of the ing and P These values are used to calculate the
coating loss ¢y from equation (26).
Sample  Parameter Value Units
Slide Coating layers 14
Coating thickness d 24 pm
Disc Coating layers 38
Coating thickness d 2436 pm

Both Substrate Young’s modulus (¥) 7.0 x 10'°° Nm—2
Coaling Young's modulus (¥') 1.1 x 10" Nm-?

for each measured mode of the samples. For transverse bending of the slides, the strain is
approximately

%u (2) P
6;;(;): [ az Y ! —]-'-Z 29
0 otherwise

where z is the coordinate in the slides’ longest dimension, y is the coordinate in the slides’
shortest dimension with the origin in the centre plane of the slide and u,(z) is the transverse
displacement of (the centre plane of ) the slides due to the bending. Displacements in directions
other than y are zero for the transverse bending modes. Using equations (27) and (28) and the
coating parameters given in table 3, we find

[8—.“—‘1] =72x1072 (30)
U Jaice

for all transverse bending modes of the slides. The butterfly mode of the disc is more complex,
and an analytical expression for strain amplitude €(F') was not found. We made a finite-
element analysis (FEA) model of this sample and calculated U couing/U numerically. Details
of the FEA analysis are given in the companion paper [16]. This resulted in a value of

[fs—q.ﬂ] z[u—”‘"ﬁ] =53x% 1073 31
U Jdise disc

for the butterfly mode of the disc.

The quantities needed to calculate ¢coarea from equation (26) are shown in table 3.
Substituting the QO measurements from table 1 into equation (25) to get the loss angles,
then using equation (30) and the values in table 3 in equation (26) and solving for ¢, we get

Py side = 42403 x 1074, 32)
Similarly, from equation (31) and the disc O in table 2 we get
Gpane =1.0£0.3 x 107, (33)

The agreement in order of magnitude between these two measured values for ¢ sets
a scale for coating thermal noise. This allows us to make rough estimates of the effect of
coating thermal noise on Advanced LIGO. The value of ¢, for the polished disc agrees within
its uncertainty with the value measured for coating loss by the Glasgow/Stanford experiment
{16}, despite the use of a different coating material in that experiment (T2;,05/AL0; as
opposed 1o Ta;05/Si0;). This suggests that the substrate surface polish, which is of similar
quality on the disc and on the Glasgow/Stanford samples but less good on the slides, may be
an important factor contributing to the loss.
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Table 4. Comparison of structural thermal noise with and without taking gs into
The effective quality factor O (equal to the reciprocal of ¢y ) Tep the quality factor
a homogeneous mirror would need to have to give the same structural contribution to thermal
noise as the actual coated mirror. (The effect of th fastic damping, imp for sapphi

is not included in Q.s.) The final column shows the strain ampliu:\dc thermal noise at 100 Hz
in the Advanced LIGO interferometer resulting from structural loss in the test mass coatings and

substrates.
Structural thermal noise

Test mass material ~ Coating loss Qo (=1/Preadow)  at 100 Hz, /Sy
Sapphire None 200 x 10° 1 x 1072

¢y =1x10"  22x10° 2x 1073

¢y =4x107* 6 x 108 4x 1074
Fused silica None 30 x 108 6x 1072

fp=1x10"" 18x10° 7x10°%

¢y =4 x10™* 8 x 10° 9 x 107

5. Implications

Using equation (23) for the thermal noise due to the coated mirrors, we can now estimate the
thermal noise spectrum of the Advanced LIGO interferometer. We calculated the range of
coating thermal noise in the pessimistic case using the ¢ = 4 x 10™* (from the slide results)
and in the more optimistic case using ¢; = 1 x 10~* (from the disc result). In both cases, we
assumed a beam spot size of 5.5 cm, which is the maximum obtainable on fused silica when
limited by thermal lensing effects [31]. We have extrapolated our results to sapphire substrates
using the known material properties of sapphire, even though we did not measure coating loss
directly on sapphire. (There have been recent measurements of ¢ for REO coatings deposited
on sapphire [32]. Those results are in rough agreement with the measurements described
here.) As mentioned before, the thermal noise estimates will be least accurate for sapphire
substrates because sapphire coating thermal noise is likely to be dominated by ¢, which has
not been measured. The Young's modulus of sapphire is considerably higher than both Ta,Os
and SiO; in bulk, so the coating Young's modulus is considerably less than sapphire’s. For the
purposes of estimating coating thermal noise, we will set the Young's moduli and Poisson’s
ratios in the two perpendicular directions equal, taking them to be the average of the SiO, and
Ta,Os values.

Table 4 compares the thermal noise estimates for the four cases considered (optimistic
estimates and pessimistic estimates on both fused silica and sapphire substrates) to the thermal
noise estimates when coatings are not taken into account. The corresponding noise spectra for
Advanced LIGO are shown in figures 4and 5. These were generated using the program BENCH’
1.13 and show both the total noise and the contribution from the test mass thermal noise.
The curves for the total noise were generated using the noise models and parameters from the
Advanced LIGO systems design document [31). The figures show that coating thermal noise
is a significant source of noise in the frequency band ~30-400 Hz for fused silica test masses
and ~40-500 Hz for sapphire test masses.

These estimates are only preliminary indications of the level of coating-induced thermal
noise. The largest source of uncertainty is that no measurement has been made of ¢, . Also,

7 “The program BENCH is available at htip://gravity.phys.psu.edu/Bench/. Note: The contribution from structural
internal thermal noise in BENCH 1.12 was found o be crroncously low by a faclor of 2. This error has been correcied
in versions of BENCH 1.13 (Aug. 2001) and higher.
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Figure 4. Strain spectrum for Advanced LIGO with fused silica mirrors. The solid, straight lines
represent the test mass thermal noise; the dashed curves show the total interferometer noise. The
lighter curves were generated using optimistic assumptions including ¢ = 1 x 10~*. The darker
curves were generated using pessimistic assumptions including ¢y = 4 x 1074, The curve shown
wilh a dotted line is the Advanced LIGO noise curve without coating noise as modelled in the
Advanced LIGO system design document. In each case, the parameters have been oplimized for
binary nevtron star inspiral,
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Figure 5. Stnain spectrum for Advanced LIGO with sapphire mirrors. The solid, straight lines
represent the lest mass thermal noise. the dashed curves show the (otal interferometer noise. The
lighter curves were g d using oplimisti including ¢y = 1 x 10~*. The darker
curves were ge d using pessi pions including ¢y = 4 x 107¢. The curve shown
with a dotied line is he Advanced LIGO nose curve with g noisc as modelled in the
Advanced LIGO sysiem design document  In cach case, the parameters have been opimized for
anary ncutson star inspiral
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the Young's modulus of the coating material has not been definitively measured. The half-
infinite test mass approximation adds further uncertainty, and this estimate needs to be refined
by taking the finite size of the coated test mass into account. In addition, there remains the
possibility that the loss associated with the different terms in the energy density p) are not
equal as supposed here. However, if this were the case, the apparent consistency of the loss
between different modes of the samples measured at Glasgow and Stanford [16] would be
spurious.

We have also examined the effect of coating thermal noise on the expected sensitivity of
the initial LIGO interferometers that are currently being commissioned. In the initial LIGO
interferometer, shot noise will be greater than in Advanced LIGO and seismic noise will be
significant up to about 40 Hz. Due to the higher level of these other noise sources, test mass
thermal noise was not expected to be a large contributor to the total noise [1]. The addition
of coating thermal noise raises the overall noise in the most sensitive frequency band, around
200 Hz, by only 4% . Thus, coating thermal noise should not significantly impact the sensitivity
of the initial LIGO interferometer.

In addition to the interferometers used for gravitational wave detection, there are a number
of prototype interferometers within the gravitational wave community. We have examined
data from one of these—the 40 m prototype located at Caltech [33]. In this interferometer, the
beam spot size was 0.22 cm and the highest Q seen for a mirror mode was Qmax = 8.1 x 10°
[34]. Using equation (23) with ¢) = ¢; = 1 x 107 and @subsrme = 1/ Oumax in equation (23)
yields a predicted thermal noise of ~2 x 10~! m//Hz at 300 Hz. This is consistent with the
40 m interferometer noise floor shown in figure 3 of [33]. Coating thermal noise is therefore
a possible explanation for the broadband excess noise seen between 300 and 700 Hz. The
effect of coating thermal noise is also being explored in the Glasgow 10 metre prototype,
the thermal noise interferometer (TNI) at Caltech {35] and in the LASTI prototype at MIT.

6. Future work

The measurements and predictions described here indicate that mechanical loss associated
with dielectric optical coatings may be a significant source of thermal noise in Advanced
LIGO. Plans are under way for experiments that will allow us to better understand and,
perhaps, reduce the coating thermal noise. A programme of loss measurements on various
optical coatings deposited on both fused silica and sapphire substrates has begun so that the
most appropriate coating may be found. There are also plans to try and correlate the loss
angle of the coating with other methods of interrogating its structure. To improve the coating
thermal noise without major changes to the optics, the coating loss must be reduced. Study
of different dielectric materials is clearly warranted, and changes in the deposition process or
post-deposition annealing may also lead to improvements. An agreement has been reached
between the LIGO laboratory and two optical coating companies to engage in such research.

Two main models exist for understanding the source of the excess loss in the coating. One
is that the internal friction of the coating materials, thin layers of Ta;Os and SiO;, is high. The
other model is that the excess damping comes from rubbing between the layers, and between
the coating and the substrate. Experiments are under way to test these models.

Measurement of the unknown parameters in equation (21) are crucial. As discussed in
section 2, ringdown Q measurements cannot determine ¢, due to the boundary conditions
on the free vibration of a sample. A variation of the anclastic aftereffect experiment [28),
which will measure the relaxation rate of the coating after being stressed perpendicularly to the
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substrate, is being pursued at Caltech [36]. This experiment shouid give a direct measurement
of ¢, . The same apparatus is also being used to measure the Young’s modulus of the coating.
As seen in equation (21), the coating thermal noise in an interferometer is a strong
function of the laser spot size. Increasing the size of the laser spot reduces the contribution
from coatings to the total thermal noise, so large spot sizes are desirable. Large spots also
help decrease the effect of thermoelastic damping in sapphire mirrors [37], so configurations
to increase the spot size are already being considered. A spot size of about 6 cm is the largest
that can be achieved on the 25 cm diameter test masses while still keeping the power lost due
to diffraction below ~15 ppm. In the case of 25 cm diameter fused silica test masses, the
largest spot size that can be achieved is about 5.5 cm, limited by thermal lensing [31]. Larger
diameter test masses and correspondingly larger spot sizes would be one way of reducing the
coating-induced thermal noise in Advanced LIGO. However, this would require are-evaluation
of a number of Advanced LIGO subsystems.
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Appendix. Stresses and strains in the coating

We obtain the stresses and strains in the coating in terms of the stresses and strains in the
surface of the substrate by utilizing the thin coating approximation, and assuming that the
coating Poisson’s ratio is not very different from that of the substrate. Denoting strains by ¢;;
and stresses by o;;, this can be summarized in terms of the following constraints. In cylindrical
coordinates

'

€, =€, €n = €no €, =€, a;, =0y, g, =0, (Al)
where primed quantities refer to the coating and the unprimed quantities refer to the surface
of the substrate. Due to axial symmetry ¢,, = €,y = 0/y = 0}, = 0. We use the following
relations, valid for axially symmetric deformations [19]:

Gy = (A +21)€,, + A€pg + A€y

Ggp = A€,p + (A + 2t)€ap + A€y,

Oy = k€, + A€go + (A +2)€,,

0,p = 2ue,,
where ). and i are the Lamé coefficients. In terms of Young's modulus and Poisson's ratio,
the Lamé cocfficients are

= Yo/({(l+o0)(] —2a) w=Y/(2(1 +o)). (A3)

(A2)
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Combining equations (A 1) and equations (A2), we obtain the stresses and strains in the coating
in terms of the stresses and strains in the surface of the substrate,

’

err = €rr
€99 = €08
A-A A+20
€ = i YO0t T
€ =6 (Ad)

o), = W +2u)e + Mego + Ney,

Opg = M€ + (M + 21 )ego + Ne,
0,, =0z

o = 0Or;

where A’ and 1’ are the Lamé coefficients of the coating, and A and  are the Lamé coefficients
of the substrate.

We obtain the stresses and strains in the substrate €;;, o;; from the general solutions to the
axially symmetric equations of elasticity for an infinite half-space [17, 19],

u(r,z) = f [ot(k) L ﬂ(k)kz] e, (kr)k dk
[} A+p

Ug(r. z) = / [a(k) + 'u—ﬂ(k) + ﬁ(k)kz] e o (kr)k dk (AS)
0 A+
up(r,z) =0 (axial symmetry)

where u,(r, z) is the radial deformation of the test mass, u,(r, z) is the deformation of the
test mass perpendicular to the face (z being positive inward) and uy(r, 2) is the transverse
displacement. J)(kz) and Jo(kz) are Bessel functions of the first kind. The functions e (k)
and B(k) are determined by the boundary conditions at the front face: o,,(r, z = 0) = 0 and
o (r.z = 0) = p(r) (19]. Using the pressure distribution p(r) from equation (8) gives

F 1, ,
= = — —_—— 1. A6,
a(k) = Bk) yr— exp( 8k w ) (A6)

Substituting equation (A6) into equations (A5) and performing the integrals leads to

F(w) 2r2 ]
p—3 I e cm———— — p— 7
u,(r,z=0) O+ or [1 exp( —wl) (A7)
F(o)(h +2p) ( rl) (rl)
—oy= L2 (L) (S A8
uy(r. 2 =0) 2V20 (A + wpw exp w? ) P\ w? (A8)

where /o is 2 modified Bessel function of the first kind. These deformations are shown, along
with the pressure distribution p(r), in figure 6. The strains in the substrate are obtained from
the relations

€, = bu,/ér €op = U, /1 € = bu /82 €y = (Buy/8r +8u,/82)/2. (A9)

These strains can now be used to find the stresses in the surface of the substrate through
equations (A2), and then to find the stresses and strains in the coating through equations (A4).
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The results for the surface of the substrate are

—F (1 ety _ A
R T W (r'—’ (1-e ) w? ©
F 1 22
_ {1 - —2rjw
R T W (r2 (1-e ))

_F (4 _2,2,,,,2)
2= Tt ) (w ¢

€, =0 (A10)
F 23 et AN+ ) oy
;= Z {1 —e/wt) - 2t fw
o =m0 + ) (r2 ¢ ) I
F 17\ | 4 272
_ ] —e Mty g 2= -2r*/w
%0 = T+ 1) (r ( &) w2 ©

F (4 _
Oz = —E (-I:U_E € J2/w2>

o
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ol

o, =0
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F WA +20) 20 w?
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w?
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700 = T W+ 20) ( (1)

w
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! —
g/, =0.

Equations (A10) can now be used to find the energy density in the substrate and integrated over
the half-infinite volume, equation (16), to give the total energy in the substrate, equation (17).
Equations (A11) can be substituted into the expression for the energy density at the surface,
equation (13), and integrated over the surface to give the expressions for U, and §U. in
equations (18) and (19).
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Abstract

The GEO 600 laser interferometer with 600 m armlength is part of a
worldwide network of gravitational wave detectors. Due to the use of advanced
technologies like multiple pendulum suspensions with a monolithic last stage
and signal recycling, the anticipated sensitivity of GEO 600 is close to the
initial sensitivity of detectors with several kilometres armlength. This paper
describes the subsystems of GEO 600, the status of the detector by September
2001 and the plans towards the first science run.
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1. Introduction

An international network of earth-bound laser-interferometric gravitational wave detectors is
currently in the final commissioning phase. These detectors will be searching for gravitational
waves from a number of different astrophysical sources like supemovae explosions, non-
symmetric pulsars, inspiralling binary systems of neutron stars or black holes and remnants of
the big bang. Furthermore, unknown sources may produce gravitational waves of detectable
strength. A summary of the current understanding of astrophysical sources for gravitational
waves and of predicted event rates is given in [1]. Although the expected sensitivities of
the detectors under construction might be high enough to detect the first gravitational waves,
only future detector generations with advanced technologies promise an event rate suitable for
gravitational wave astronomy.

Six laser interferometric gravitational wave detectors are currently under construction:
three interferometers of the LIGO project [2] in the USA (two interferometers with 4 km
baseline and one interferometer with 2 km baseline), one detector of the French~Italian VIRGO
project [3] in Italy with 3 km baseline, the TAMA detector [4] in Japan with a baseline of
300 m and the British-German GEO 600 detector with 600 m armlength in Germany. An
80 m prototype interferometer with the option to extend it to a large-scale detector is under
construction by the ACIGA project in Australia [5].

The GEO 600 detector was designed based on the experience with two prototypes: the
10 minterferometer at the Glasgow University and the 30 m interferometer at the Max-Planck-
Institut fiir Quantenoptik in Garching, near Munich. The construction of GEO 600 started
in 1995 as a German/British collaboration on a site near Hannover in Germany and will be
completed in 2002. Based on the constraint that the length of the vacuum pipes could not
exceed 600 m, an advanced optical layout including signal recycling and novel techniques
for the seismic isolation systems were included in the detector design. In parallel to the
commissioning of the detector methods for data analysis as well as simulations of possible
sources were developed at the University of Cardiff and at the Albert-Einstein-Institut of the
Max-Planck-Gesellschaft in Potsdam.

The following sections of this paper will describe the different subsystems of the GEO
600 detector, briefly review the detector characterization and data analysis effort within GEO
600 and end with an outline of the future plans.

2. Noise sources and design sensitivity

The measured quantity in a laser interferometric gravitational wave detector is the change of
the light power on a photodetector placed at the interferometer output. A fluctuation of the light
power at this photodetector can be caused by many different sources. A gravitational wave
passing through the detector plane causes the light beams to accumulate a phase difference
8¢,w while travelling through the interferometer arms, and the signature of the gravitational
wave can be detected as a power modulation 8/;. on the photodetector. A change 8/ng Of
that light power can as well be due to laser power fluctuations of either technical or quantum
nature or a displacement of the mirrors caused by seismic motion or thermal noise. Some of
the numerous additional noise sources that have to be taken into account are fluctuations of
the index of refraction on the optical path, laser frequency fluctuations in combination with a
difference in the arm length of the interferometer and coherent superposition of the main laser
beam with light scattered from optical components.

To describe the sensitivity of a gravitational wave detector a quantity h is defined as:
h = AL/t In this equation £ is the optical path length of one interferometer arm and AL is
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Figure 1. Expected noise spectral density of the GEO 600 detector shown in two different modes
of operation: broad-band (upper) and narrow-band (lower).

the apparent differential change in optical path length between the two interferometer arms,
which is either caused by a gravitational wave or by a noise process. We call it apparent
length change as it can be due to either a real displacement of a mirror or to a different process
changing the phase of the light when it retumns to the beamsplitter. To be able to quantitatively
describe noise sources like laser power noise on the photodetector that do not directly change
the phase of the two interfering beams we calculate the AL which would cause the same power
modulation on the output photodetector. By this method 4 can be used to describe all noise
sources of a detector as well as the signal strength of a gravitational wave. As some of the noise
sources have a very strong frequency dependence, the spectral density Booise is wWidely used to
describe the so-called strain sensitivity of laser-interferometric gravitational-wave detectors.
Three main noise sources will limit the expected sensitivity of the GEO 600 detector as
shown in figure | The low-frequency range below 40 Hz will be limited by seismic noise.
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In the intermediate region thermo-refractive noise [6] will be the main contribution and shot
noise on the interferometer-output photodetector will dominate the noise spectral density in the
high Fourier frequency range. The expected thermal noise of the mirror and the suspension are
plotted as well. Other noise sources such as radiation pressure noise, residual gas fluctuations,
gravity gradient noise or laser noise are omitted in this figure as they are not expected to limit
the performance of GEO 600.

One feature of figure 1 is special for GEO 600, which is the shape of the shot-noise curve.
The use of the signal-recycling technique [7] allows shaping of the shot-noise curve in the
strain-sensitivity plot. By changing the reflectivity and position of the signal-recycling mirror
the bandwidth and the centre frequency of the dip in the shot-noise curve can be tuned. The
left part of figure 1 shows the broad-band case, and in the right part the expected shot noise
for narrow-band signal recycling tuned to 600 Hz is plotted.

3. Buildings and vacuum system

To avoid fluctuations of the optical path length caused by a fluctuating index of refraction, the
whole interferometer has to be set up in a high-vacuum system. For this purpose GEO 600
uses two 600 m long vacuum tubes of 60 cm diameter which are suspended in a trench in the
ground. A novel convoluted-tube design which allows a wall thickness of only 0.8 mm was
used to reduce the weight and cost of the stainless-steel vacuum tube. Baffles were installed
inside the tube to avoid stray light reflections by the shiny tube wall. Each tube was baked for
two days in air at 200 °C and for one week under vacuum at 250 °C. Currently the pressure in
the beam tubes is in the upper 10~° mbar region.

One central building (13 m x 8 min size) and two end buildings (6 m x 3 m) accommodate
the vacuum tanks (2 m tall) in which the optical components are suspended. Eight of these
tanks form a cluster in the central building which can be subdivided into three sections to allow
mirror installation without venting the whole cluster. Therefore only short down-times are
expected for a change of the signal-recycling mirror, needed to change the detector bandwidth.

The whole vacuum system, except for the modecleaner section, is pumped by four
magnetically levitated turbo pumps with a pumping speed of 1000 I s~!, each backed by a
scroll pump (25 m® h~!). Additional dedicated pumping systems are used for the modecleaner
and the signal-recycling section.

Great care was taken to minimize contamination of the vacuum system by hydrocarbons.
For this reason the seismic isolation stacks, which comprise rubber and other materials
containing hydrocarbons, are sealed by bellows and pumped separately. Furthermore, the
light-emitting diodes (LEDs), the photodiodes and the feedback coils used as sensors and
actuators in the pendulum damping systems are sealed in glass encapsulations.

The buildings of GEO 600 are split into three regions with different cleanroom classes:
the so-called gallery where people can visit and staff can work with normal clothes, the inner
section which has a cleanroom class of 1000 and a movable cleanroom tent installed over open
tanks with a cleanroom class 100.

4. Seismic isolation and thermal noise

One of the most important sub-systems in a laser-interferometric gravitational-wave detector
is the seismic isolation and suspension system. The spectral density of the seismic ground
motion at the GEO site is about eight orders of magnitude above the displacement requirement
for the mirror. The filter effect of a sequential system of harmonic oscillators with resonance
frequencies below 10 Hz is used to isolate the mirrors against this seismic motion.
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Figure 2. The GEO 600 modecleaner suspension system. Two passive stack layers, a rotational
flexure and a double pendulum are used 1o isolate the modecleaner mirror from seismic noise. The
quality factor of a violin mode of this suspension at 190 Hz was measured 1o be between 5 x 10°
and 1 x 10°

Two different types of isolation systems are implemented in GEO 600. The first one,
which is used to isolate the modecleaner optics, consists of a top plate supported by three legs
and a double-pendulum suspension (see figure 2). Each leg has two passive isolation layers
(rubber layers with an intermediate stainless-steel mass) which are followed by horizontal
adjustment motors and flex-pivot rotation springs to reduce rotational coupling between the
vacuum tank and the top plate. To avoid an excitation of the pendulum mode four co-located
control systems measure the motion of the intermediate mass with respect to a coil-holder arm
that 1s rigidly attached to the top plate. These so-called local controls use shadow sensors and
feedback coils that apply forces to magnets glued to the intermediate mass. The bandwidth of

these local controls is about 3 Hz. The intermediate mass is suspended by two wires and the
modecleaner mirrors are supported by two wire slings. These mirrors are 10 cm in diameter
and 5 cm thick. This arrangement allows us to control tilt and rotation of the mirror as well as
its sideways and longitudinal position at the intermediate-mass level. Hence the coil/magnet
units of the local controls can also be used for automatic alignment control of the modecleaners
(8] Small fused-silica prisms are attached to the mirrors to define the break-off points of the
wires from the murror circumference. A fixed break-off point reduces the friction of the wire
on the mirror which directly affects the thermal noise. A measurement of the quality factor
Q of the violin modes of the modecleaner suspensions shows Q values between 5 x 10° and
I » 10" To allow fast feedback of the modecleaner length-control system, a second double
pendulum called a reaction pendulum is placed a few millimetres behind one mirror of each
modecleaner The bottom mass of the reaction pendulum carmes coils which act on magnets
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Figure 3. The GEO 600 main suspension system. Two stack layers (one active, one passive), a
rotational flexure, two vertical cantilever stages and a triple horizontal pendulum are used to isolate
the test mass from seismic noise. The lower pendulum stage is a monolithic fused-silica design (o
minimize thermal noise.

glued to the corresponding mirror. This provides a feedback actuator with small seismic
motion above 10 Hz Fourier frequency.

Figure 3 shows the seismic isolation system used to isolate the beam splitter and the
mirrors of the Michelson interferometer. Just as for the modecleaner suspensions three legs
support the so-called stack stabilizer and the rotational stage. Without lateral movement
the rotational stage can be rotated with respect to the stack stabilizer to allow for rotational
pre-alignment of the mirror. The mirror is the lowest mass of a triple pendulum with two
blade-spring stages for vertical isolation which is mounted to the rotational stage. Each leg
has an active and a passive layer for seismic isolation. The active system consists of three 2 Hz
geophones to sense the motion of the upper plate of a three-axis piezo actuator. By means
of a feed-forward control system for the horizontal and a feedback system for the vertical
direction the motion of this upper plate is reduced with respect to the seismic ground motion
On top of this plate a rubber/stainless-steel isolation layer is placed, and a flex-pivot is used
for rotational isolation

The triple pendulum has three masses: an upper mass made of stainless steel, a fused
silica intermediate mass and the mirror which is 18 cm in diameter (the beam splitter diameter
is 26 cm). In the case of the triple pendulum six co-located feedback systems are used to damp
all degrees of freedom of the upper mass. Due to the specific design of the triple pendulum
this damping extracts energy from all pendulum modes below Founer frequencies of 10 Hz
Similar to the modecleaner suspension the coil-magnet units of these local controls are used



The OBO 400 graviisijons! wave detocior 1383
[ ]
far mirror
=
. near mirror
slave laser power )
recycling
mirror, beam splitter
S—D>——=2 §
first second a
mode mode . . far mirror
master cleaner cleaner Signal gy near mirror
laser recycling
mirror

N output
=} mode cleaner

photodetector

Figure 4. Optical layout of GEO 600: a 12 W injection-locked laser system is filtered by two
sequential modecleaners and injected into the dual-recycled interferometer. A folded light path is
used to increase the round-trip length of the interferometer arms to 2400 m. An output modecleaner
will be used to spatially clean the laser mode before it reaches the photodetector.

as actuators for the automatic alignment-control systems. The reaction pendulums for length
control of the Michelson interferometer consist of similar triple pendulums suspended 3 mm
behind the corresponding mirror. The intermediate mass of the reaction pendulum carries
coils that act on mirrors glued to the intermediate mass of the mirror triple pendulum. To
keep the internal quality factor of the mirrors as high as possible no magnets are glued to the
mirror itself but electrostatic feedback between the mirror and the lowest mass of the reaction
pendulum is used to apply feedback forces in the high Fourier frequency range. A detailed
description of the seismic isolation system can be found in the paper of Plissi et al [9).

To minimize the internal thermal noise of the mirror and the pendulum thermal noise, the
lowest pendulum stage is made entirely from fused silica. The Q of fused-silica suspensions
of comparable size has been demonstrated to be as high as 1 x 107 [10]. Small fused-silica
pieces are attached to the intermediate mass and to the mirror itself by a technique called
hydroxide-catalysis bonding [11]. This technique provides high-strength bonds and allows
the quality factors to be kept high and thus the thermal noise low. Four fused-silica fibres with

270 m diameter are welded to these fused-silica pieces and support the mirrors.

S. Optical layout

The optical layout of GEO 600 (sec figure 4) has three major parts: the laser system, two
sequential input modecieaners and the dual-recycled Michelson interferometer with the output
modecicaner and the main photodetector at its output port. Some steering mirrors, electro-
optical modulators and Faraday isolators are omitted in figure 4. All optical components
except the laser system and the photodetector are suspended inside the vacuum system.

1384 B Willke er al

5.1. Laser system and modecleaners

The GEO 600 laser system is based on an injection-locked laser-diode-pumped Nd:YAG
system with an output power of 12 W. A non-planar ring-oscillator (NPRO) with an output
power of 0.8 W is used as the master laser.

Two Nd:YAG crystals, each pumped by a fibre-coupled laser diode with a power of 17W,
are used as the active medium in the four-mirror slave ring cavity. Three of these mirrors
and a piezo-electric transducer (PZT) carrying the fourth mirror are mounted on a rigid invar
spacer to increase the mechanical stability of the slave-laser cavity. A measurement of the
free-running frequency noise of the slave laser showed that the fluctuations in the acoustic
Fourier frequency range are of an order of magnitude lower for the rigid spacer design than
compared to a slave cavity with discrete mirror mounts. The PZT is used to control the
length of the 45 cm long resonator to keep the slave-laser frequency within the injection-
locking range of 1.6 MHz. Two Brewster plates are incorporated in the slave cavity to define
the polarization direction, reduce depolarization losses and compensate for the astigmatism
introduced by the curved mirrors of the slave resonator. The good spatial beam quality (M2 <
1.05) of the injection-locked laser system allowed us to couple 95% of the light into a Fabry-
Perot resonator. The frequency noise of the injection-locked laser system was measured to be
dominated by the master-laser frequency fluctuations. The free-running intensity noise which
is in the 1078 Hz™"/2 region for Fourier frequencies between 10 Hz and 1 kHz is dominated by
fluctuations of the slave-laser pump diodes. Feeding back to these pump diodes, the relative
power noise could be reduced to a level below 10~7 Hz'/2, A detailed description of the GEO
600 laser system can be found in [12].

The light from the laser system is injected into the two modecleaners, each with 8 m
round-trip length. The main purpose of the two sequential modecleaners is the spatial filtering
of the laser beam [13]. In the frame of the suspended interferometer even a perfect laser beam
would show spatial fluctuations due to the motion of the laser table relative to the suspended
interferometer. Hence the modecleaner filter cavities have to be suspended as well. The laser
frequency is stabilized to the resonance frequency of the first modecieaner MC1 by feeding
back to the master-laser’s temperature and PZT actuator. A phase-correcting Pockels cell
between the master and the slave laser is used to enhance the bandwidth of this first control
loop to approximately 100 kHz.

With the first control loop in place the laser frequency will change when the length of
MC1 changes. Due to this effect the length-control actuator of MC1 can be used to bring the
laser/MC1 unit into resonance with the second modecleaner MC2. To increase the bandwidth
of this loop the high Fourier frequency components of the control signal are fed into the error
point of the first loop. A third control loop is used to bring the laser/MC1/MC2 unit into
resonance with the power-recycling cavity. A detailed description of the frequency control
scheme of GEO 600 is given in [14]).

Under the assumption that the laser exactly follows the resonance frequency of
the first modecleaner, the control signal needed to stabilize the laser/MCI1 unit to the
second modecleaner can be used to analyse the fluctuations between the lengths of the two
modecleaners (see figure 5). Under the additional assumption that the modecleaner mirrors
move independently of each other this measurement describes the motion of the modecleaner
mirrors. The rms length changes of the modecleaners in time intervals of 10 8 is below 1 zm
which allows a lock acquisition of the modecleaners within typically 10 s.

Until now the modecleaners were only operated with an attenuated laser beam of 1 W
power. With this power level 85% of the light was transmitted through the first modecleaner
and approximatelly 500 mW were measured behind the second modecleaner. An automatic
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Figure 5. Displacement-noise spectral density of the GEO 600 modecleaner mirrors. For this
measurement the laser was locked to the first modecleaner and the actuator signal needed to lock
the second modecleaner to the stabilized laser was calibrated.

alignment and drift control system is used to maintain the alignment of the modecleaner
cavities. The error signals generated by the differential-wavefront-sensing method were
diagonalized to get control signals for the three different mirrors. The feedback was applied to
the intermediate mass of the modecleaner double pendulums. This means that for frequencies
above 1 Hz the actuator has a 1/f* transfer function from the coil current to the mirror
displacement. Nevertheless, a unity-gain frequency of about 10 Hz was achieved. For a
detailed description of the automatic alignment system see [8]. With this automatic alignment
system installed, continuous lock periods of more than 48 hours were achieved for both
modecleaners

5.2 Interferometer and recycling cavities

The main interferometer is designed as a dual-recycled folded-arm Michelson interferometer.
Dual recycling on a suspended interferometer was first demonstrated by Heinzel et al [15].
A length-control-loop system keeps the operating point of the interferometer at the so-called
dark fringe which means that due to destructive interference no light leaves the output port of
the interferometer. Under this condition all light 1s reflected back towards the laser and the
interferometer behaves like a mirror. A so-called power-recycling cavity is formed by this
‘mirror’ and the power-recycling mirror (see figure 4) which leads to a power buildup in the
interferometer and improves the shot-noise-limited sensitivity of the detector. The anticipated
power buildup in GEO 600 is 2000 which leads to a power of about 10 kW at the beam splitter
Any phase change of the light in the interferometer arms caused by a gravitational wave or
noise will lead to light leaking out at the output port of the interferometer. The signal-recycling
mirror will reflect this light back into the interferometer, thus forming another Fabry—Perot
cavity the signal-recycling cavity. In this case, the light power representing the signal
at specific Fourier frequencies is enhanced. This effect reduces the shot-noise-equivalent
apparent displacement noise of the detector for these Fourier frequencies. The shot-noise
curve shows a dip, the centre frequency of which can be tuned by changing the position of
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the signal-recycling mirror. The bandwidth of the dip is determined by the reflectivity of that
mirror. Due to unequal radii of curvature of the interferometer mirrors and due to a thermal
lens that develops in the beamsplitter as the power in the power-recycling cavity increases,
the achieved interferometer contrast will not be perfect and some light in higher order spatial
modes will leave the output port. This light could increase the shot noise on the photodetector
without enhancing the signal. Even though signal recycling improves the interferometer
contrast due to the ‘mode-healing’ effect [15], an output modecleaner will be implemented
in GEO 600 to reduce the higher-order-mode content of the light reaching the photodetector.
The photodector consists of 16 InGaAs photodiodes of 2 mm diameter, each of which can
operate up to 50 mA of photocurrent. The AC part of the photocurrent of these diodes will be
combined and demodulated at the modulation frequency of the heterodyne readout scheme.

6. Detector control and data analysis

GEO 600 has four suspended cavities and the suspended Michelson interferometer all of which
need length and alignment control systems. Twenty-five pendulums need local damping of
at least four degrees of freedom, eight vacuum tanks have active seismic isolation control
(in three supporting legs each) and additional feedback-control systems are needed for the
laser stabilization. Most of these control loops are implemented with analogue electronic
controllers with some guidance by a LabView computer-control environment [16]. Only the
active seismic isolation and some slow alignment-drift-control systems are implemented as
digital control loops. The LabView computer control has authority to allow pre-alignment,
cuide lock acquisition, monitor the detector status and compensate for long-term drifts. Typical
response times of this system are 100 ms.

Although only the A(r) channel includes a possible gravitational-wave signal, a multi-
channel data acquisition system is needed to detect environmental and detector disturbances
and exclude false detections. Two different sampling rates (16384 Hz and 512 Hz) are used in
the data-acquisition system of GEO 600. In the central building 32 fast channels and 64 slow
channels are available, and in each of the end buildings we can use 16 fast channels. Most of
these channels will be used for detector characterization only. A selection of those channels
together with information coming from the LabView control program will be combined as a
data stream with a data rate of approximately 0.5 MByte s ' and sent via a radio link from the
site to Hannover where the data will be stored. From here the data will be distributed to the
data-analysis groups, whereas the time-critical data analysis will be performed in Hannover.

Due to the low signal-to-noise ratio of expected gravitational-wave signals a very
good understanding of the detector noise is needed to perform an adequate data analysis.
Furthermore, an extensive detector characterization effort [17] during the commissioning
phase can help to identify noise sources and improve the sensitivity. Based on the
understanding of the detector noise sources a so-called detector characterization robot (DCR)
[18]) will be developed to condition the data and provide false-alarm vetos for the data analysis

A common analysis of the LIGO and GEO 600 data will be performed within the GEO
600 project as well as in the LIGO Scientific Community. Four different BeoWolf computer
clusters will be used in the GEO 600 project for the search for gravitational waves from different
sources. A cluster with 14 nodes in Hannover will perform the DCR data conditioning and the
transient-data analysis. Three different BeoWolf clusters, each with more than 100 nodes, at
the Albert-Einstein-Institut in Potsdam, Germany, at the Cardiff University, Great Britain and
at the University of Birmingham, Great Britain will be used to search for coalescing binary
systems, pulsars and unknown sources. A group at the University of Glasgow will pcrlnui)
the search for gravitational waves from known pulsars
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7. Current status and outlook

As mentioned above, the laser system and the two modecleaners of GEO 600 are installed and
are working reliably. Stretches of continuous locking for more than 48 h were achieved. The
two far mirrors of GEO 600 are installed with monolithic suspensions. To reduce the risk of
contamination during the commissioning phase, test optics are currently installed for the near
mirrors and the beamsplitter. With this configuration an interference contrast of better than
99% was measured. With the help of an automatic gain-control electronic circuit we were
able to lock the power-recycling cavity with the Michelson interferometer swinging through
fringes, and we expect to achieve the first lock of the Michelson interferometer soon. Once
the Michelson interferometer is locked we will have a first optimization phase of the detector
followed by a two-week coincidence run between LIGO and GEO scheduled for the end of
2001. This coincidence run will be followed by the implementation of signal recycling in
early 2002. Once the dual-recycled Michelson is working reliably we plan to replace the test
optics with the final optics, enhance the circulating power and have a second optimization
period. This period will be followed by the first science run.
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Abstract
In this paper, we describe the conceptual design for the suspension system
for the test masses for Advanced LIGO, the planned upgrade to LIGO, the
US laser interferometric gravitational-wave observatory. The design is based
on the triple pendulum design developed for GEO 600—the German/UK
interferometric gravitational wave detector. The GEO design incorporates
fused silica fibres of circular cross-section attached to the fused silica mirror
(test mass) in the lowest pendulum stage, in order to minimize the thermal
noise from the pendulum modes. The damping of the low-frequency modes
of the triple pendulum is achieved by using co-located sensors and actuators
at the highest mass of the triple pendulum. Another feature of the design is
that global control forces acting on the mirrors, used to maintain the output of
the interferometer on a dark fringe, are applied via a triple reaction pendulum,
so that these forces can be implemented via a seismically isolated platform.
These techniques have been extended to meet the more stringent noise levels
planned for in Advanced LIGO. In particular, the Advanced LIGO baseline
design requires a quadruple pendulum with a final stage consisting of a
40 kg sapphire mirror, suspended on fused silica ribbons or fibres. The design
is chosen to aim to reach a target noise contribution from the suspension
corresponding to a displacement sensitivity of 107 m Hz~'/> at 10 Hz at each
of the test masses.

PACS number: 0480N
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1. Introduction

The sensitivity of the interferometric gravitational wave detector presently installed in the US
LIGO [1] is expected to be limited by the thermal noise associated with the suspensions of its
mirrors at frequencies in the region ~40 Hz to ~150 Hz. The LIGO suspension design (2, 3]
for the main mirrors has the following features.

o The fused silica mirrors (10.7 kg) are hung as single pendulums on a single loop of steel
piano wire.

o The sensing and actuation for damping of the low-frequency pendulum modes are carried
out at the mirror itself, with the magnets for actuation attached to the back and side of the
mirrors via metal standoffs.

o Actuation for global control, required to hold the interferometer at its correct operating
position, is also carried out via the magnets attached to the mirrors.

In GEO 600 [4], the German/UK interferometric gravitational wave detector, the approach
to the suspension system represents a second-generation design for which the performance
is more aggressive than in LIGO, in particular in terms of the reduction of thermal noise
associated with the suspension of the mirrors. The GEO design incorporates fused silica
fibres of circular cross-section to suspend the fused silica mirror in the lowest stage of a
triple pendulum, the damping of whose low-frequency modes is achieved by using co-located
sensors and actuators at the highest mass of the triple pendulum. Global control forces
are applied via a triple reaction pendulum, so that these forces can be implemented from a
seismically isolated platform. These design features have been discussed in previous papers
[5-10]. Figure 1 shows a schematic diagram of the GEO suspension system and a picture of
the first triple pendulum to be assembled with a monolithic fused silica final stage, hanging
in situ in one of the GEO tanks.

The more advanced suspension design has been used in GEO to compensate for its shorter
arm length (600 m compared to 4 km), in order to achieve a similar strain sensitivity to LIGO.
Operating these detectors at their design sensitivities will be an exciting step forward in the
quest for detecting gravitational waves, and may lead to their first detection. However, to
realize the possibility of carrying out serious astronomy using gravitational waves, further
improvement in sensitivity is required. An obvious step is to adapt the more advanced
suspension design of GEO in the planned upgrade to LIGO, and this has been proposed
in the white paper [11] put forward by the LIGO Scientific Collaboration to the National
Science Foundation describing the next generation of LIGO. The GEO team, in collaboration
with LIGO and other members of the LIGO Scientific Collaboration, has been developing
the suspension design to meet the requirements for Advanced LIGO. In particular, we are
designing a quadruple pendulum suspension for the main mirrors, which is an extension of
the GEO design. The key features of the proposed design are as follows.

o Sapphire mirrors (40 kg) will form the lowest stage of a quadruple pendulum, and will
be suspended on four vertical fused silica fibres or ribbons to reduce suspension thermal
noise.

o The fibres will be welded to fused silica *ears’ or prisms which are silicate bonded [8]
to the flat sides of the penultimate mass and the mirror below. This technique ensures
that the low mechanical loss of the mirror itself is preserved, maintaining the low thermal
noise of the sapphire substrate.

o Included in the quadruple pendulum are three stages of cantilever blade springs made of
maraging steel to enhance the vertical seismic isolation.
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Figure 1. Schematic diagram (left) of the full suspension and isolation system for the main mirrors
(test masses) in GEO 600, and a picture of the first triple pendulum with monolithic final stage
hanging in site in one of the GEO tanks. Three of the coil actuators for local control can be seen
above the upper mass of the triple pendulum.

e The damping of all of the low-frequency modes of the quadruple pendulum will be carried
outeither by using six co-located sensors and actuators at the highest mass of the pendulum
(as in GEO), or by using eddy current damping applied at this mass. To achieve adequate
damping the design has to be such that all the modes couple well to motion of the highest
mass

e DC alignment of mirror yaw and pitch will be done by applying forces to the actuators
at the highest mass, or at the mass below. The masses hanging below the highest mass
are each suspended by four wires, two on each side, so that the system behaves like a
marionette from the highest mass downwards.

e Global longitudinal and angular control forces will be applied via a reaction pendulum,
essentially identical in mechanical design to the main pendulum, but with wires replacing
the silica fibres

e Global control will be carried out using a hierarchical feedback system, with large
low-frequency forces applied electromagnetically between the penultimate masses, and
small higher-frequency signals applied electrostatically between the mirror and the
corresponding lowest reaction mass which may be made of silica or heavy glass with
a patterned gold coating. Alternatively, photon pressure from an auxiliary laser may
be used for the higher-frequency signals, in which case the lowest reaction mass is not
required

Ihe extension from a triple pendulum as in GEO 600 to a quadruple pendulum for Advanced
LIGO is necessary to meel the more stringent requirements on isolation of noise associated

with the damping of the low-frequency pendulum modes, discussed in section 3.2
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Figure 2. Schematic diagram of quadruple pendulum suspension system for Advanced LIGO. The
diagram above shows a face view of the main chain on the left, and on the right a side view with
main and reaction chains is visible. The diagram below shows a close up of the first two masses
(masses 1 and 2), with the top of mass | removed so that the cantilever blades for vertical isolation,
which are crossed to save space, can be seen more clearly

Figure 2 shows a schematic diagram of our present conceptual design for the quadruple
pendulum suspension. We discuss the features of the proposed design in more detail below,
addressing the various issues, and giving predictions of the performance of the suspension
system

2. Thermal noise issues
2.1. Some general considerations

Thermal noise, or motion due to the thermal energy, sets a fundamental limit to the noise
performance of the suspension, and is thus the paramount design driver, The main contribution
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from the suspension per se comes from the dissipation in the fused silica fibres used to suspend
the mirror, giving a direct optical axis noise component. To minimize this noise, the baseline
design currently incorporates ribbons rather than fibres of circular cross-section, so that the
dilution factor [12], by which the pendulum loss factor is reduced from the value of the intrinsic
loss factor of the suspension material, is increased. The choice between ribbon and cylindrical
fibre is discussed more fully below; we will refer to both as ‘fibres’ when the distinction is not
needed.

Another strong contributor to the thermal noise spectrum arises from the lowest set of
blade springs, giving a vertical noise component which will cross-couple into horizontal
motion. In general, thermal noise arising further up the pendulum chain is filtered by the
stages below. However, the vertical frequency of the final stage is necessarily higher than the
horizontal frequency, since no blades are included at that stage, and thus there is less vertical
filtering.

Since it is desirable from astrophysical arguments to extend the working frequency of
the detector downwards as far as is experimentally practicable, we are considering a baseline
design for Advanced LIGO which has a ‘cut-off” in the vicinity of 10 Hz. Below this frequency
the noise will rise steeply to lower frequencies due to seismic effects, essentially giving a cut-
off in detector sensitivity. Our working requirement is that the required noise level at each of
the test mirrors be 10~ m Hz~'/2 at 10 Hz, falling off at higher frequencies. To achieve such
a requirement calls for the highest vertical mode of the multiple pendulum to be kept below
10 Hz. The highest mode essentially corresponds to relative vertical motion of the mirror
with respect to the penultimate mass. To push this frequency down, we use a combination of
several factors:

(a) The fibre length is chosen as long as practicable, consistent with ease of production and
the need to maintain the ‘violin’ modes high enough for control purposes. The current
design target is 60 cm.

{b) The fibre cross-section is chosen to be as small as practicable, consistent with working at
least a factor of 3 away from the breaking stress.

(c) The penultimate mass is chosen to be as heavy as possible, consistent with the overall
design characteristics of the multiple pendulum. In the baseline design we have chosen
to make this mass approximately double the mass of the mirror.

To achieve a penultimate mass which can be bonded, we are considering the use of heavy
glass (glass doped with lead or other dense metals).

We will return to these design factors after consideration of the choice of ribbons or
cylindrical fibres.

2.2. Ribbons and fibres

There are potential advantages to using ribbons rather than cylindrical fibres, and these have
already been discussed elsewhere [13—15]. Not only can the dilution factor be made larger for
ribbons, but reducing the thickness of the flexing element also raises the frequency at which
the maximum loss due to thermoelastic damping occurs [16], which can lead to a lower overall
level of noise around 10 Hz. Experimental resuits on losses in ribbons have also been carried
out [17]. and these are encouraging. However, there are several other factors which need to
be considered before a choice can be made.
Firstly, recent work by Cagnoli and Willems [18] has shown that there is a significant
thermoelastic effect not previously considered, basically due to the variation of Young's
modulus with temperature. This effect, in combination with the more familiar coefficient of
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thermal expansion, gives rise to an effective coefficient of thermal expansion which can be
zero for a particular static stress. Hence, under those conditions the thermoelastic damping can
become arbitrarily small, and also the overall noise level is reduced. The null condition can, in
principle, be achieved by increasing the cross-section of the silica suspension over that which
has been previously indicated as optimum from other design considerations. However, simply
increasing the cross-section to null the thermoelastic effect has the two adverse consequences
of increasing the highest vertical pendulum mode above the 10 Hz goal, and of decreasing the
violin mode frequencies, thus placing more of these resonances below 1 kHz and complicating
the control design.

An alternative possibility which has recently been suggested [19] is to use circular cross-
section fibres of varying cross-section, thicker near the ends and thinner in the middle section,
such that the thermoelastic effect is reduced, but aiso that the highest vertical mode is kept
below 10 Hz. Similar tailoring of ribbons could also yield enhanced performance. These
ideas are being pursued for possible incorporation into the design.

A second consideration is the breaking stress of ribbons and cylindrical fibres, and the
ease with which they can be made. Measurements on cylindrical fibres have shown that they
can be as strong as high tensile steel [20, 10], and we now achieve an average value of breaking
stress of ~4.5 GPa. Ribbons with breaking stress comparable to the strongest fibres have yet
to be developed. However, this is an active area of research, and initial results at Glasgow
have already shown breaking stresses in excess of 1.8 GPa.

An additional complication with ribbons is the need to allow flexing without buckling in
both the plane, and perpendicular to the plane, of the ribbon. Twists or other flexures may be
needed. Again, this is an area of research.

In conclusion, it can be seen that there are various issues in the suspension design which
as yet are unresolved. The final design choice of ribbons or cylindrical fibres, possibly with
varying cross-section, will depend on the results of investigations of such matters as reliability
of manufacture, strength and loss measurements, and controls design. For the purposes of
this baseline design we use ribbons of constant cross-section for our estimation of expected
thermal noise in a quadruple suspension system.

2.3. Thermal noise estimation for quadruple pendulum suspension

The thermal noise model which has been used for this estimation has been developed using
MAPLE. It has subsequently been modified into MATLAB code for inclusion in the BENCH
modelling tool (http://gravity.phys.psu.edu/Bench) which has been developed as a tool for
predicting the astrophysical range for various potential sources, for varying parameters of
detector configuration for Advanced LIGO. Some details of how the thermal noise calculations
are carried out are presented in appendix Al. Examples of pendulum thermal noise spectra
produced using the MAPLE code are given in section 4.

3. Isolation, damping and control

Modelling for investigation and optimization of the mechanical design for a quadruple
suspension, with particular reference to the isolation and damping properties, has been carried
out using an extension of the MATLAB model developed for the GEO 600 triple suspension
[5. 21]. Some details of the MATLAB model are presented in appendix A2.

The key elements of the design are very similar to GEO, with the addition of another
stage. The aim has once again been to develop a model whose coupled resonant frequencies
all lie within a band from ~0.4 to ~4 Hz, with the exception of the highest vertical and roll



Quadruple suspension design for Ad: d LIGO 4049

modes which are associated with the extension of the silica fibres in the lowest pendulum
stage. In addition, we aim for good coupling of all the low-frequency modes, so that damping
of all such modes can be carried out at the top mass in the chain.

3.1. Mechanical design

The mass at the top is suspended from two cantilever-mounted, approximately trapezoidal
pre-curved spring blades and two spring steel wires. The blades are made from Marval
18 (18% Ni) maraging (precipitation hardened) steel, chosen for its high tensile strength and
low creep under stress, as used in the French-Italian VIRGO gravitational wave detector
project (22]. The blades lie horizontally when loaded. The mass below this is suspended from
two cantilever blades and two steel wire loops. The top mass (mass 1) and mass 2 have a
*sandwich-type’ construction with the blades fitting in between, so that the break-off points
for wires going both upwards and downwards lie close to the centre of mass of these masses;
see figure 2. Mass 3, which may be made of heavy glass, is suspended from two cantilever
blades and two steel wire loops from mass 2. Fused silica ears silicate bonded to flats on the
side of this mass form the fibre attachment points at the mass. Similar ears are bonded to
the mirror (mass 4), and the final suspension is made by welding cylindrical fibres or ribbons
between the ears of masses 3 and 4, with two fibres on each side.

There are several key points which differ from the original GEO design. Firstly, in order
to achieve a smaller footprint, all the blades are angled with respect to each other and crossed
(as shown in figure 2). In GEO only the top set of blades in the beamsplitter suspension were
crossed. Secondly, again due to space considerations, there are two blades rather than four at
masses 1 and 2, each blade supporting two wires from its end. As stated earlier, the overall
choice of the number of wires or fibres is such that orientation of the mirror can be carried out
from the top mass.

Currently, we have chosen to stress the blades at a conservative level, to approximately
one half of the elastic limit (~800 MPa) for the blades closest to the mirror and slightly larger
(up to ~900 MPa) for those further from the mirror. However, we may choose to increase the
stress slightly to raise the internal mode frequencies of the blades, as discussed in section 5.

There should be a strong coupling of all degrees of freedom to motion of sensors/actuators
at the top mass. To a first approximation, this is satisfied by having approximately the same
mass in each stage, approximately the same moments of inertia about equivalent axes, and by
suitable choices of wire angles and connection points. In this particular design, thermal noise
considerations have necessitated the use of a significantly heavier penultimate mass than the
other masses in the chain.

3.2. Local control

In GEO, the active local control damping is applied at the top mass ensuring that the
pendulum stages below filter any extra motion caused by electronic noise in the feedback
system. However, given the more ambitious target noise level for the LIGO suspensions of
10~% m Hz~"/? at 10 Hz, the GEO design needs some modification. In particular, to provide
more isolation from the noise associated with the local damping, the suspension is increased
from three to four stages, with local damping still applied only to the top mass. Even then,
local sensing noise can dominate. Typical optical shadow sensors {23, 24] with a range of
~1 mm have a noise level of ~10~'® m Hz~!/2, much greater than the ~107'" m Hz~"/? target
for the suspensions at 10 Hz. However, the mechanical isolation from the sensed point to the
test masa s only of order 10~7 (see figure 7) at 10 Hz. Thus, the sensor noise-isolation product
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is greater than the target sensitivity of the target by at least two orders of magnitude. In GEO,
there is roughly a decade between the highest locally damped suspension mode and the 50 Hz
lower edge of the sensitive frequency band—enough room to electronically filter local sensor
noise to a level below the target sensitivity. At Advanced LIGO's 10 Hz cut-off frequency,
however, little electronic filtering can be achieved while maintaining adequate phase margin
in the damping loops.

A partial solution to the local sensing noise problem is provided by the interferometer
global sensing system [25]. In the power-recycled, Fabry-Perot arm Michelson interferometer
configuration, four interferometric relative position signals are generated by the relative
longitudinal movements of the test masses, beamsplitter and power recycling mirror; with
the addition of signal recycling in Advanced LIGO, one mirror is added and thus one further
interferometric position signal is obtained. These interferometric position signals all have
sensitivities better than 1013 m Hz~!/2, j.e., at least three orders of magnitude better than the
local shadow sensors. Thus we can use four of these global signals to control the longitudinal
degrees of freedom of the four test masses. When this is done, the local longitudinal
damping of the test masses can be greatly reduced, or even turned off, to suppress local
sensor noise. Similarly, low-noise global interferometric signals are available for the pitch and
yaw orientation degrees of freedom of the test masses which can be used to control their pitch
and yaw modes. The same mechanical coupling between the suspension stages that enables
local damping forces applied at the top mass to effectively damp test mass motion, also allows
that globally sensed motion of the test mass can be damped by actuation at the upper stages.

This scheme applies to all but the vertical, transverse and roll modes of suspension, which
are not independently sensed by the interferometer. For these modes we could use one or
more of several strategies to limit local damping noise: reduce the mechanical coupling from
these degrees of freedom to the motion sensed by the gravitational wave readout; operate with
reduced active damping, allowing higher Q for these modes; take advantage of what limited
electronic filtering can be performed on the local damping signals; or develop lower noise
local sensors.

Eddy current damping may provide an alternative solution to active local control. Such
damping is used in the Japanese TAMA project to damp their double pendulum suspensions
[26]. In Advanced LIGO, we could use eddy current damping in six degrees of freedom applied
at the top mass of the quadruple suspensions to give O of approximately 10 for the lowest
frequency modes (which dominate the impulse response). We have estimated that residual
motion at the mirror due to the thermal noise force generated by such eddy current damping
is approximately 4 x 10~2°m Hz™}/2 at 10 Hz, which meets the target sensitivity. The final
decision on how to apply damping will be made once more experimental investigations have
been carried out.

3.3. Global control

The GEO philosophy for applying the feedback signals to the test masses for longitudinal
and angular global control was briefly described in the introduction. The general idea is to
apply forces between the main pendulum chain and an essentially identical reaction chain
(which does not include fibre suspensions). The reaction chain is itself locally damped in
the same manner as the main chain. In LIGO, however, not all the sensitive optics require
wide bandwidth global control, and in those cases the reaction chain need not have as many
stages. In addition, where wide bandwidth is required, the final stage wide-bandwidth small-
signal feedback could be realized using photon pressure from an auxiliary laser, rather than
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electrostatically as in GEO. In that case also the lowest stage of reaction chain would not be
required.

Another issue is the potential need to damp (actively or passively) the very high Q violin
modes of the silica suspensions to allow the global feedback to remain stable. Any such
damping has to be done in such a way as not to compromise the low-frequency thermal noise
performance of the suspensions. In GEO we have taken the approach of using small amounts
of amorphous PTFE coating on the fibres, suitably placed to damp the first few violin modes
to O of around 10¢, without compromising the low-frequency suspension noise. For GEO we
use two coated regions each 5 mm long, one at the centre and one one-third of the way down
the fibre. The LIGO situation has to be considered fully once a confrol philosophy has been
decided upon, and there will be some trade-off required between controllability and thermal
noise associated both with the low-frequency vertical modes and the violin modes.

4. Expected performance

In this section, we present various graphs, showing expected overall thermal noise
performance, horizontal and vertical isolation performance with and without damping, and
transfer functions from which residual sensor noise may be estimated. Key parameters used
in the models to generate these graphs are also given. In some cases several curves are given,
where different choices of parameters are possible.

4.1. Key parameters

The key parameters used for all the curves presented in this section are as follows (except
where otherwise indicated):

Final mass 40 kg sapphire, 31.4 cm x 13cm

Penullimate mass 72 kg (heavy glass)

Upper masses 36 kg, 36kg

Overall length 1.7 m (from top blade lo centre of mirror)
Ribbon parameters  Length 60 cm, cross-section 113 pm x 1.13 mm
Stress in ribbon 770 MPa

We note that in camrying out these analyses, the availability of sapphire pieces of the desired
quality with these dimensions, and the availability of heavy glass of suitable density in the
required size, are still open questions.

4.2. Thermal noise performance

In figure 3, we present the thermal noise for the baseline design. The target figure of
1079 m Hz~'/? a1 10 Hz is effectively met. We also indicate the performance if the penultimate
mass is made of silica rather than heavy glass, raising the uppermost vertical mode frequency
of the quadruple pendulum to above 10 Hz. Note that for the latter case, the blade designs
were altered to keep the other three vertical resonant frequencies at the same values.

Various changes could be made to the baseline design. A marginal improvement to the
performance at 10 Hz and above could be made if one lengthened the final stage to say
70 cm. Increasing the cross-section of the fibre could gain some improvement above 10 Hz at
the expense of raising the vertical resonant frequency to be closer to 10 Hz, and lowering the
violin mode frequencies This improvement arises since changing the cross-section changes
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Figure 3. Suspension thermal noise for baseline 40 kg quadruple pendulum. Two suspension
curves are shown. The heavy solid line is the baseline design. The light solid line shows the effect
of replacing the 72 kg heavy glass penultimate mass with a silica mass of the same dimensions
(weighing 22.1 kg). The peaks of the resonances are not resolved. Note the first violin mode at
approximately 500 Hz. For comparison we also show the expected internal thermal noise curve for
sapphire, dominated by thermoelastic damping (dotted line). Note also that the internal thermal
noise curve assumes no loss due to coatings, or due to bonding of ears for attaching the suspensions.
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Figure 4. The light solid line is thermal noise for fibres of 200 1m radius, stressed (o the same
value as the baseline ribbon design. The heavy solid line is the baseline, the dotted line is intemal
thermal noise for sapphire.

the position of the thermoelastic peak. Using cylindrical fibres loaded to the same stress as
the baseline design (thus keeping the vertical mode frequency at the same value) raises the
thermal noise in the 10 Hz region and above—as can be seen from figure 4.
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multiplied by the sensor noise in m Hz /2. The longitudinal transfer function is ~2 x 10~ at
10Hz. Thus, with a sensor noise of 10~'m Hz~'/? and no further electronic filtering the noise
level at the test mass would be ~2 x 1077 m Hz™!/? at 10 Hz, much larger than the target
sensitivity. As discussed in section 3.2, a solution to this problem is to turn the gain down or
off completely for the longitudinal modes once the global control of the interferometer is in
operation and suitable signals from that control can be used to take over the damping.

For the vertical direction, the longitudinal noise level at the mirror can be calculated
as above, with an extra factor, the cross-coupling factor, in the product. The vertical
transfer function at 10 Hz is ~2x 107 so with a sensor level of 107! m Hz~'/2, and
assuming a cross-coupling factor of 1073, the residual noise level at the mirror would be
~2 x 1077 m Hz™'/? at 10 Hz, again far exceeding the target sensitivity. As discussed in
section 3.2, there are several strategies which could be used to address this issue, separately
or in combination. With respect to the idea of turning down the gain once the global control is
in operation, giving higher Q for these modes, a more complete overall interferometer control
model will be needed before it can be determined if the resulting larger motion could be
tolerated.

5. Current and future work

Work towards developing a quadruple pendulum suspension as described above is well
underway. Experience is being gained at GEO 600 with constructing and operating triple
pendulum suspensions. This should give us information on many of the key aspects of the
design, including thermal, isolation and damping properties and operation of global control.

To address thermal noise issues, ribbon and fibre production,including strength, reliability,
welding and loss tests are being carried out in Glasgow and at Caltech. Investigation of bonding
continues at Glasgow, Stanford and Caltech, with regard to bonding silica ears to sapphire and
to lead or bismuth loaded glass, the latter materials being considered for the penultimate mass
in the quadruple chain.

To address mechanical design, a first all metal prototype quadruple pendulum and reaction
mass was developed in Glasgow early in 2001; parts were procured and shipped to MIT where
they were assembled during summer 2001. Figure 8 shows pictures of the two quadruple
pendulums (main chain and reaction chain), hanging in the lab at MIT in the summer of 2001.

T'his suspension mimics a 30 kg sapphire mirror with an identically sized silica penultimate
mass, which was a previous baseline design, now superceded with the design as discussed
above. This prototype has already given us experience in assembly and handling. Current
and future work includes measuring mode frequencies, and investigating transfer functions,
damping and global control

More work on blade design is underway, involving finite element analysis and comparison
to experimental results. Another issue being considered is the noise level from the blades when
thermally or seismically excited at their internal mode frequencies (in particular, the lowest
set of blades nearest to the test masses). It is desired that the peaks at these frequencies
not compromise the sensitivity, and damping may be needed to ensure this. For the design
presented in section 4 the lowest internal modes were in the range 75 to 120 Hz. Initial

calculations suggest damping could be avoided if the frequencies are a little higher than
these. Suitable frequencies could be achieved by allowing the maximum stress to be around
1050 MPa

It should be noted that we have addressed the design of the most sensitive mirrors in
Advanced LIGO in this paper, namely the end mirrors in the two cavities. However, the tools

developed for designing the quadruple suspension can be easily applied for the design of other
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Figure 8. Two views of the prototype quadruple suspension assembled at MIT. On the left is an
overall view showing the main and reaction chains, suspended from a support frame. On the right
is a close-up of the top masses, with some of the local control actuators visible. The construction
can be compared to the diagrams in figure 2.

suspensions. In addition to the design issues mentioned above which are under investigation,
there are several key issues still unresolved for the suspension design, some of which depend
on other areas of research for Advanced LIGO. For example, the choice of mirror material and
its size and aspect ratio are not yet fixed. Sapphire is presently favoured, and work is underway
on investigating the growth of large enough pieces and investigating the optical properties such
as absorption, inhomogeneity, polishing, etc. The fallback position is to use silica. Another
area currently under discussion is the choice of the lower limit to the observation frequency
for the Advanced LIGO instrument, and this has a bearing on the final design.

In conclusion, we have presented the current conceptual design of the suspension system
for Advanced LIGO, which is based on the GEO suspension system. Experience with GEO
will be invaluable as a test of the ideas incorporated in this design. However, much work has
still to be carried out, and is actively underway in several laboratories in Europe and the USA.
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Appendix A

We include here a brief discussion of the modelling tools used to produce the thermal noise
and isolation curves presented in section 4
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Appendix A.1. Thermal noise model

The thermal noise associated with the suspension system is calculated using the fluctuation--
dissipation theorem [28). The calculations in the code are carried out in the following way.
The pendulum dynamics are simulated by four point-like masses linked by springs for both
horizontal and vertical degrees of freedom, with no coupling between the orthogonal degrees
of freedom. Suitable values to be used as input for the masses and other necessary parameters
to calculate spring constants have previously been established using the MATLAB model of
the quadruple pendulum, discussed in the following section. The first three spring stages
consist of maraging steel blades in series with steel wires, and the final (lowest) stage consists
of silica fibres. The horizontal and vertical transfer functions are calculated separately and
then combined to get the effective overall horizontal function, assuming a cross-coupling of the
vertical into the horizontal dimension of 0.1%. This is a figure we have used in GEO [5] as a
conservative estimate for cross-coupling, and is larger than the purely geometric effect due the
curvature of the Earth over the 4 km arms of LIGO. Dissipation in the pendulum is introduced
via the imaginary part of the spring constants, and hence using the fluctuation—dissipation
theorem, the resulting thermal noise at the mirror in the horizontal direction is obtained.

Spring constants of the steel stages have been treated differently from the silica stage. For
the steel the loss is included, with a dilution factor as appropriate, by including an imaginary
term in the spring constant. For silica, the spring constants have been worked out from the
solution of the beam equation, following the method used in Gonzalez and Saulson [29], in
which case the imaginary part is introduced into Young’s modulus. As a consequence, the
programme calculates the violin modes of the silica stage, but not of the steel stages.

Loss angles for the materials arise as the sum of three parts: bulk, surface and thermoelastic
effects, including the new thermoelastic effect referred to in section 2, which is included where
appropriate. The surface loss is estimated following the work by Gretarsson and Harry [30],
which indicated that there is an energy loss proportional to the surface to volume ratio for
silica which dominates the bulk dissipation. For steel, however, the bulk loss dominates. The
thermoelastic loss term has been considered in the pendulum motion of all four stages and
in the vertical motion of the three steel stages in which the restoring force dominantly arises
from the bending of the blades.

Appendix A.2. MATLAB model for isolation and control

The MATLAB model (recently extended to work in Simulink) consists at present of four
uncoupled sets of dynamical equations, corresponding to vertical motion, yaw, longitudinal
and pitch (together) and transverse and roll (together). To first order these motions are
uncoupled in the GEO design. Forces due to gravity and extension of wires are included,
but not due to the bending of wires. Cantilevers with wire(s) attached are approximated by
taking the series sum of the spring constants of wire(s) and cantilever, noting that this sum is
dominated by the softer cantilever blade. The model makes use of presumed symmetries in
the design. With the crossed blades in the LIGO design, there will be some coupling between
the longitudinal/pitch and transverse/roll modes. As yet the model does not incorporate
this coupling. However, it is not expected to significantly affect either the isolation or the
damping properties of the pendulum. In addition, the model does not yet take account of the
twisting of the blade tips which will occur as the pendulum moves in the various pitch modes.
Experimentally, we have seen that this effect slightly lowers the pitch modes. However, again
the isotation and damping should not be significantly affected.
It should also be noted that the violin modes and the internal modes of the blades are not
included in this MATLAB model. The violin modes of the final stage are, however, included in
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the thermal noise model, and they can be seen in the thermal noise curves shown in section 4.
The expected frequencies of the internal modes of the blades can be calculated from the
dimensions of the blades, and are specific to each design of blade. Examples of their typical
values were given in section 5.
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Abstract

The Glasgow group is involved in the construction of the GEO600
interferometer as well as in R&D activity on technology for advanced
gravitational wave detectors. GEO600 will be the first GW detector using quasi-
monolithic silica suspensions in order to decrease thermal noise significantly
with respect to steel wire suspensions. The Its concerning GEO600
suspension mounting and performance will be shown in the first section.
Section 2 is devoted to the present results from the direct measurement of
thermal noise in mirrors mounted in the 10 m interferometer in Glasgow
which has a sensitivity limit of 4 x 10~'* m Hz~"/2 above 1 kHz. Section3
presents results on the measurements of coating losses. R&D activity has
been carried out to understand better how thermal noise in the suspensions
affects the detector sensitivity, and in section 4 a discussion on the non-linear
thermoelastic effect is presented.

1. Silica suspensions in GEO600

The interferometer GEO600 is designed to detect gravitational waves above 50 Hz. At such
frequencics the internal thermal noise in the mirors is expected to give the main limitation to the
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detector sensitivity. The other two relevant mechanical noises, seismic noise and suspension
thermal noise, do not give a significant contribution due to the suspension isolation system and
the relatively low frequencies and low mechanical losses of the suspension resonances. Creep
in suspension fibres may introduce a significant continuous noise or generate spurious bursts
in the detector. Measurements have been made on steel wires [1] for creep rate and events
detection showing that the contribution of creep for steel suspension is not relevant. From
the same authors a measurement on creep rate for a loaded silica fibre has been reported in
[2]. Due to the low rate measured, continuous noise coming from creep should be well below
the thermal noise level. A group at the Moscow State University is working on the direct
measurement of creep events in silica fibres to tackle the problem of spurious bursts [3].

Energy loss mechanisms are sources of thermal noise. Due to contact friction, mirror
suspension systems realized with steel wires give a major contribution to the energy loss in
the internal dynamics of test masses. In order to reduce this energy loss and then reduce the
thermal noise in the detection bandwidth, GEO600 uses a special bonding technique (silicate
bonding) to attach mirrors to the suspension systems. In this technique small silica prisms are
chemically bonded on flat surfaces machined on the barrel of each mirror (figure 1). Silica
fibres are then welded onto these silica prisms realizing what is called a quasi-monolithic
suspension. In this system all internal frictional mechanisms are avoided and the high quality
factor of silica is then preserved.

Fibres have been pulled using a computer-driven machine. Silica rods (Suprasil 3) of 8cm
length, 5 mm diameter, are melted in a middle region using an oxy-hydrogen flame coming
out from five nozzles. Then they are pulled for approximately 2 cm in order to create a section
having a diameter of about 2 mm. Finally, once this thin section is melted again the fibre is
pulled to the length of 285 mm. The first pulling makes the fibre neck sufficiently thin to allow
easy cutting later on (figure 2). Several fibres were produced in the AEI Institute in Hannover
and then transported to the GEO600 site in a special box.

The pulling machine used was electronically controlled in order to produce a set of fibres
as homogencous as possible in terms of diameter and length. Differences of the order of a few
mm in length are recovered through the cutting process. So, the only relevant fibre parameter
is the longitudinal spring constant which has been measured through the bouncing mode
resonant frequency. In this measurement each fibre was suspended with a load of 1.4 kg
which is exactly the nominal load expected in GEO600. The fibres used had resonant
frequencies between 16 and 16.5 Hz.

Due to the high quality silica used and high dilution factor, the violin modes’ Qs arc
foreseen to be of the order of 10%. This corresponds to a characteristic decay time of about 2
days for the first mode (500 Hz). Unexpected excitations of violin modes could compromise
the locking performances for too long a time. In order to reduce this time all the fibres
used in this first suspension were coated with a small amount of Teflon on two 5 mm long
sections: one in the middle and the other at a third of the total fibre length. In this way a non-
homogeneous loss was created. The particular position of the coated sections was chosen to
damp particularly the first modes while affecting the dynamics at frequencics below a hundred
Henz in a negligible way. Teflon was applied through the deposition of drops of a solution of
Teflon AP in a solvent called Flourinert.

Fibre strength was tested at S kg after coating. Afier this, cutting was initiated by
scratching the necks with a diamond file. The correct position of the scratches was fixed using
a jig where the fibres were held. Length reproducibility is of the order of 0.5 mm.

Each fibre was welded to the tip of a prism using the small neck Ieft from the cutting.
Again an oxy-hydrogen flame was used to melt the silica. Several types of hypodermic needles
were used as nozzles. The upper neck was welded at first, holding the libre with steel tweezers
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Figure 1. Intermediate mass on top and mirror at the bottom clamped in a steel frame. On the first

« and the two fibres welded

plane the cars are bonded on both the m

as close 10 the neck as possible. Any resulting scratches were cured by melting the silica
where the neck was held by the tweezers. Discrepancies between the hbre length and the
distance between prism tips were fixed using melted silica from thin rods or by adjusting the

vertical posiion of one neck using (weezers again

2. Direct measurement of thermal noise

t year the Glasgow 10 m prototype interferometer with Fabry-Perot cavities in the

fed using a high power IR laser (800 mW). As a result of this work, the
i

In the pa

arms has been upgr

ensitivity limit was pushed down below 107" m Hz™"? above 600 Hz, as shown in spectrum
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§

Figure 2. Detail of two fibres welded on the tips of a mirror car

(a)in figure 3. Several noise sources contributed to this limit and it was not possible to estimate
them separately. In particular it was not clear how much displacement noise came from the
thermal noise associated with the internal modes of the suspended optics

In order to measure the internal thermal noise, it was decided to increase the internal
damping of one of the mirrors using three strips of vacuum grease placed along the barrel, and
then spectrum (b) in figure 3 was recorded. The time lag between the recording of spectrum (a)
and spectrum (b) was kept as short as possible compatible with the re-making of vacuum in
the tank. Clearly, an increase of the noise floor was seen suggesting that it may have come
from the thermal noise of the greased mass

Q@ measurements of the greased mass were taken in another facility. In this facility
the mass was suspended by a single steel wire.  After the modes had been excited by an
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Figure 3. Displ ent spectral densities. Curves (a) and (b) are ded from the interf
output before and after putting grease on one of the masses, respectively. Curves (c) and (d) are
estimations using a Q of 1800 for the greased mass and 1.2 x 10® for the others.

electrostatic actuator, the displacement of the front face was detected using a Michelson
interferometer. More details about this facility can be found in [4]). Duc to the shon decay
time of all the detected modes, Q measurements were first taken by measuring the transfer
function at frequencies close to the resonances and later the peak widths were extracted. Later,
a recording oscilloscope was used to sample the ring down of each detected mode and then the
decay time was derived. The transfer function measurement could be affected by the presence
of split modes so close to each other as 1o not be measured as separate modes. The (wo sets
of measurements gave consistent results. After removing the grease, Q0 measurements were
taken again
Based on a Q average value of 1800 for the greased mass and 1.2 x 10° for the other
clean masses, the internal thermal noise was estimated using a semi-infinite homogeneous-
loss model as in [S]. The results of this calculation are shown in figure 3. The agreement is
good but the theoretical model used is not correct in principle because the grease introduces
a non-homogeneous loss. As showed by Yamamoto [6] thermal noise predictions based on
a homogencous loss model can differ substantially from those based on an inhomogeneous
one. On the other hand, grease is a material having very different mechanical constants from
those of silica, and the layer is so thick (about a few millimetres) that it may well be that the
inhomogencous model cannot be applied in a straightforward manner. Currently, research is
being pursued in this area

3. Coating losses

In a gravitauonal wave interferometnic detector such as GEO600 the silica masses are coated
in order to obtain the desired reflectivity. Different groups in the scientific community have
started 1o measure or estimate the effectof this coaung on the internal damping of the suspended
masses (X, 9] A multlayer structure and the kind of materials used give sufficient reasons
for 4 possible high loss charactenstic of the coating. At the IGR in Glasgow we measured
the loss factor of the seven lowest modes (figure 4) of a Corming 7980 coated mass (127 mm
diameter, 100mm length). The substrate loss is dominated by the structural damping that
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Figure 4. Shapes of the detected modes. (a) Bending, (b) first asyi ic, (c) fund |
(d) clover, (¢) symmetric, (f) expansion, (g) second asymmetric.

Table 1. S y table showing results obtained for the Corning 7980 mass. Loss factor values
are averages of taken with di pensi Cyy is the front-face-to-bulk energy
ratio. Cy is the barrel-to-bulk energy ratio. Both are per yzm coating thickness.
Frequency  Loss foctor  Cyy Cy

Mode (Hz) (x107) (front face)  (barrel)

Bending 22110 1374004 167 x 107° 2,00 x 107

st asymmetric 22910 1172012 1.23x 107 361 x 107

Fundamental 25380 065+0.14 139x1077 271 x107°

Clover 25180 162£0.15 356 x 107 221 x 107

Symmetric 28 390 313+£033  1.0Sx107* 212 107?

Expansion 31710 1094019 185x 107 813 x 107*

2nd asymmetric 36 050 086+0.15 294x10°° 220% 307

is independent of frequency. So, the differences between the loss factor of different modes
have to be considered as a result of the coating effect. The loss propertics of the coating arc
assumed to affect the total loss factor ¢, shown by a mode through the following relation:

& =00+ Crr-bey+Cph- P (n

where ¢y is the substrate or bulk loss angle and ¢, and ¢, are the coating loss factors
associated with the front face and with the barrel. In fact, during the coating process, some
coating matenal spilled off and contaminated the barrel in an unknown way. In order to take
into account this uncertainty, two different loss factors are assumed for the coating, one for
the front face and one for the barrel. €/ and C), are the scaling factors and they are defined as
front-face-to-bulk and barrel-to-bulk energy ratios, respectively. A proof of cquation (1) for a
general case is given in [10]. Since the energy ratios scale linearly with the coating thickness,
at least for thin coatings, both the C parameters are calculated per gm coating thickness; values
for each mode are listed in table 1. Finite element analysis was used for the mode shapes and
a C-code was developed to calculate the energies

When all the data were used in a three-parameter linear fitung, to solve equation (1), the
resulting regression parameter R was rather low. The best fitting was obtained by rejecting
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Figure 5. This plot shows the comparison b the d loss factor for each mode (circles)

and the estimated loss factor (squares) as they come from a three-parameter linear fitting. The
symmetric mode data were removed from the fitting process because they show a significantly
higher loss than the estimated one.

the data for the symmetric mode and the result is shown in figure 5. The agreement between
expected values and the experimental points is within the experimental errors. The large
discrepancy obtained for the symmetric mode may come from a suspension loss particularly
effective for this mode.

Using the loss factors per unit thickness coming from the fitting function and knowing
that the effective coating thickness was 6.3 um, the following values for the loss factors are
obtained:

$o =(56+0.9) x 107*
¢y = (63 £ 1.6) x 107°
b = (63£09) x 107°.

4. Non-linear thermoelastic effect

Thermal Auctuations inside a material produce strain luctuations due to thermal expansion
effects (coefficient o). This mechanism is responsible for shape fluctuations of mirrors {5]
and of suspension fibres that are scen by the interferometer as displacement noise. Thermal
conduction makes this mechanism dissipative and it rep ts a fundamental process known
as thermoelastic damping, studied first by Zener (7).

The mechanical loss angle determined by thermoclastic damping has the following general
expression:

ET
¢z = o & /@ )

where o is the linear thermal expansion cocflicient, E Young's modulus, T the temperature,
Cy the heat capacity per unit volume and finally f(w) the frequency-dependent part that is
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defined by the dimensions of the sample and by the heat conductivity X and capacity Cy of
the material used. The coefficient in front of f(w) in the previous equation gives the strength
of the damping. For silica this coefficient is about 3.6 x 1075, which is high compared to the
structural loss factor which canbe as low as 1 x 107 in thin fibres. This comparison becomes
more relevant if one considers that for silica fibres the thermoelastic pick has its maximum in
the range of tens of Hz where the effects of the pendulum thermal noise are still relevant in
comparison to those coming from the internal thermal noise of mirrors.

There is another mechanism to convert temperature fluctuations to strain (¢) fluctuations.
In this mechanism the stress-strain relations have an explicit temperature dependence through
their elastic coefficients, Young's modulus variations contribute to the strain field (o) as a
second-order effect except when a large static stress is present in the material. This is the
case for the suspension wires or fibres that are stressed by the weight of a test mass. For
longitudinal deformations the stress-strain relation reads € = ¢ /E. If a varation 8E < E of
Young’s modulus is considered, then 8¢ = ~e(SE/E). Inthe case of a large static strain, from
the previous relation, Young's modulus variation produces a first-order effect on the dynamical
strain. Moreover the sign of 8¢ with respect to 3E depends on the static strain applied.

For a stressed body, then, one can talk about an effective thermal expansion coefficient
e, = a — B(oo/ E), where B = (4dE/dT )/E is the linear thermoelastic coefficient. Itis possible
to demonstrate [11] that the loss factor becomes

2ET
oNLT = (d _ﬂU_Eo) ron f(w). 3)

Forsilica 8 =2 x 1074 1/K, @ = 5.5 x 107 1/K, E = 72 GPa. Assuming these constants,
the thermal expansion is conipletely compensated by Young’s modulus variation with a static
stress of only 6o = 200 MPa. In this condition the overall thermoelastic effect is nullified.
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