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ABSTRACT

Non-planar wing configurations are often hypothesised as a means for improving
the aerodynamic efficiency of large transport aircraft; C-wings may have the ability
to exploit and unify drag reduction, aeroelasticity, and dynamics and control but
their capacity to do so is ambiguous. The aim of this work is to provide an experi-
mental demonstration with the aim of verifying the C-wing configuration’s potential
application for drag and load alleviation.

The successful application of a C-wing system for improving the aerodynamic
efficiency depends upon the ability to construct the wing system such that a suffi-
ciently low root bending moment and parasitic drag is maintained, relative to an
equivalent planar wing system. This was facilitated by the development of a structured
genetic algorithm (sGA) optimisation architecture capable of utilising fundamental
aerodynamic theory, design specifications, and experimental facility constraints to
provide non-arbitrary wing topology designs. The optimisation procedure aided in
the design of a planar wing analogous of a typical mid-sized transport commercial
aircraft wing topology, representing a 10% scale model. From this baseline design
the sGA reconfigured the outboard 26% of the wing to independently form a C-wing
topology, increasing the planforms aerodynamic efficiency by 74.5%.

A modular wingtip semi-span model was designed to house the sGA planar and C-
wing designs inside the University of Glasgow’s de Havilland wind tunnel for tests at
Re = 1.5× 106. A number of experimental techniques adopted, such as force/moment
measurements, laser-Doppler vibrometry, PCB piezoelectric accelerometry, direct
image correlation (DIC), surface flow visualizations, and stereoscopic particle image
velocimetry (SPIV), provide insight into the semi-span model and wingtip arrangement
structural dynamics and flow field physics. Aerodynamic performance metrics show
that despite the C-wing operating with a 19.1% higher wing wetted area, a peak total
drag reduction of 9.5% at α = 6◦ is achieved in addition to a 1.1% reduction in the
wing root bending moment for equivalent lift. Study of the near field wake indicated
that this was achieved by the C-wing establishing a low vorticity spiral core vortex
with accelerated vortex decay properties. The C-wing has also been found capable of
passively attenuating buffet induced vibrations of the main-wing by up to 68.6%.
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CHAPTER 1
INTRODUCTION

1.1 INTRODUCTION

Non-planar wing arrangements can offer significant gains in aerodynamic efficiency
relative to conventional planar wing designs, of equivalent span and lift, by lowering
the total induced drag. This is achieved via the redistribution of vorticity and manip-
ulation of how it is shed into the wing wake. Numerous non-planar wing/wingtip
concepts have been proposed since the late 1970s differing in general arrangement
and aerodynamic characteristics. Of these designs, C-wings have been hypothesised
to have the unique capability of exploiting and unifying induced drag reduction,
aeroelasticity, and flight dynamics. However their capacity to do so is ambiguous.
The purpose of this project is to provide an experimental demonstration verifying the
C-wing configuration’s practical application.

The position of this work in relation to modern aviation is expressly addressed
in Section 1.2. A brief overview of non-planar wing design throughout the last
century is then discussed in Section 1.3. Subsequently, a more focused discussion
is given to outline state-of-the-art knowledge and understanding of the C-wing
design. The scope and targeted contributions of this work are then presented in
Section 1.4. It is anticipated that the wing design methodology and the wide ranging
experimental diagnostic techniques employed make this research a deep contribution
to the understanding of the C-wing aerodynamic performance metrics, structural
dynamics, and extended effects into the wingtip vortex flow. The guideline of the
presentation of the results in the following chapters is described in Section 1.5.

1
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1.2 RESEARCH MOTIVATION

Between now and 2030, there is an estimated global demand for approximately
27,000 new passenger aircraft, potentially worth up to $3 trillion. These aircraft
must comply with strategic research agendas developed by the Advisory Council
for Aeronautics Research in Europe (ACARE) which aims to enforce strict emission
targets by 2050—CO2 emissions per passenger kilometre to be reduced by 75%,
NOx emissions by 90% and perceived noise by 65%, all relative to the year 2000 [9].
Similarly, the International Civil Aviation Organisation (ICAO) in conjunction with
the Federal Aviation Administration (FAA) and the National Aeronautics and Space
Administration (NASA) have goals to mature fuel efficient technologies by 2030 in
order to meet the same targets as ACARE by 2050 [10]. The impact of aviation on
the environment is now a main driving factor affecting the designs of future aircraft
[11]. In recent years, the potential for hybrid electric, or even full electric, aircraft has
received a great deal of attention with most indicating the need for a fundamental
change in the aircraft configuration to drive greatly increased aerodynamic efficiency
[12, 13, 14].

In the cruise phase of large transport aircraft, typically 90% of the total flight time,
the induced drag is relatively lower than the parasitic drag but still contributes 40 to
45% of the total drag budget [15, 16]. At critical take-off conditions the induced drag
typically accounts for 80 to 90% of total drag [17]. According to Airbus, a 1% reduction
of the total drag for an A340 aircraft operating over long ranges saves 400, 000 litres of
fuel and consequently 5000kg of noxious emissions per year [18]. If this drag reduction
were to be directly correlated to induced drag, lower noise emissions would also be
achieved. In fact, the primary trend of wing design specification for commercial
transport aircraft over the last 70 years has been to increase the aspect ratio and
flexibility (reducing weight) such that more optimal lift distributions (and thus lift-to-
drag ratios) could be achieved [19, 20]. In the same time period, commercial interest
in non-planar wingtip devices (winglets), whether purpose designed or retrofitted to
older fleets, to passively reduce the wing induced drag in take-off, climb, cruise, and
descent phases (for a fixed wingspan) is evident [17, 21]. However, the lift distribution
of today’s modern aircraft are already tightly optimised for compromise between
aerodynamic loading, structure, physical size, stability and control, safety, etc., any
significant reductions of induced drag cannot be easily obtained, and indeed, there
have been several high-fidelity optimisation strategies that strive to further optimise
conventional planar wings [22, 23, 24].

Albritton et al. [1] compiled Rolls-Royce plc data to show the steady improvement
in fuel efficiency for long-range commercial aircraft between the late 1950s to the
1990s, which was published in the Intergovernmental Panel on Climate Change (IPCC)
Special Report on Aviation and the Global Atmosphere [25]. Figure 1.1 presents this
data, with post year 2000 data adapted from Serrano-Bernardo et al. [2], Bickerstaff
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Figure 1.1: Fuel efficiency improvement for long-range commercial transport aircraft.
Data adapted from Arbritton et al. [1], Serrano-Bernardo et al. [2], and Bickerstaff [3].

[3], and Peeters et al. [26]. With the Comet-4 used as a benchmark, it is claimed
that modern aircraft of the mid 1990s have a 70% higher fuel efficiency (aircraft fuel
burn per seat); 40% of which is due to the engine and 30% to the airframe [1]. It has
been claimed by several studies that the trend of increasing aircraft fuel efficiency
is plateauing because of two primary reasons: 1) aerodynamics of the traditional
‘tube-wing’ design and the already mature bypass engine technology is stagnating
[1, 27, 28]; and 2) a combination of social and economic factors have left the aviation
industry with low incentive to innovate, leading to slowed technological development
[29].

Modern aircraft, at least aesthetically, appear relatively unchanged compared to
their ancestors and although this similar appearance belies significant reductions
in fuel usage (as shown in figure 1.1) and operational costs, certain measures of
aerodynamic performance have seen little change in decades. Liebeck et al. [30]
demonstrated that between 1960 to 1990 there was very little (or no) progress in the
overall aerodynamic efficiency of commercial aircraft, although it would be somewhat
naive to state that no aerodynamic advancements have been made since the 1950s.
Advances in modern aircraft aerodynamics have actually served in the design stages
where trade-offs for other disciplines have been made to improve the economics of the
aircraft [31]. For example, the ability to increase the thickness-to-chord ratio of a wing
while maintaining the lift-to-drag ratio reduces the structural weight of the wing, thus
providing improved weight allowances for payload and/or additional fuel. However,
such conclusions have raised concerns about the commercial aviation industry and its
ability to keep up with new transportation systems and attract investment [32].

Sun et al. [33] recently presented a comprehensive study weighing continent-wide
air travel verses high speed rail (HSR) transportation with focus on passenger demand,
transit time, ticket price, frequency of use, environmental impact, and social welfare.
Their results indicate that while the infrastructure of HSR systems are not as mature,
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existing systems outperform air transportation, also demonstrating better resilience
to disruption. Such studies emphasise the requirement for the aviation industry to
innovate at a faster pace—especially with new and competitive transportation concepts
such as the Hyperloop emerging which have the potential to be faster, safer, and cheaper
[34, 35, 36, 37].

Commercial aviation is the most scrutinised and closely watched transportation
system, and due to this heritage of technology has become important. This encourages
low-risk innovations which result in small incremental changes to suit social attitudes
and the integration new aircraft fleets into a fixed world-wide airport infrastructure.
One of the major challenges faced today in aviation is the problem of improving
flight safety in the airspace surrounding airports due to the combination of close
proximity air traffic and subsequent wingtip vortices [38, 39, 40, 41, 42]. In particular,
the encounter of an aeroplane during take-off or landing with the wake generated
by a preceding aircraft can pose a serious hazard which is particularly dangerous
because it occurs near the ground. Loss of control and altitude, and strong structural
loads, are some of the dangers that the following aeroplane may suffer if subjected to
the vortex wake of another aircraft; this interaction has led to the injury and deaths
of passengers [42, 43, 44, 45]. As a result, regulations require aircraft to maintain set
distances behind each other and set time intervals between landings and take-offs;
this consequently leads to increased operating costs and airport congestion. For new
aircraft fleets to be designed in such a way as to radically reduce the the wingtip
vortex strength, and consequently lift induced drag, perceived aircraft noise, and
overall environmental impact, technological advances in the aircraft aerodynamics
must be leveraged.

A potential step forward in air transportation, addressing all of the aforementioned
challenges faced by aviation today, is the introduction of disruptive technological
advancements which may result in unconventional aircraft configurations [46, 47, 48].
Non-planar wing configurations have been widely recognised as a means of reducing
total drag compared to conventional planar wing systems of the same span and lift
[17]. A number of unconventional configurations have so far been proposed including
the blended-wing-body [30, 49, 50], C-wings [51], polyplane, ring wings [52], box
wings [53], and joined wings [54, 55, 56], including strut- and truss-braced wings
[57, 58, 59]. However, very few exploratory experimental investigations have been
conducted on such configurations. Among these non-planar wing arrangements,
the C-wing is hypothesised to have an inherent ability to exploit and unify induced
drag reduction and accelerate the vortex wake decay, aeroelastic control, and flight
dynamics [51, 60].
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1.3 NON-PLANAR WING DESIGN

1.3.1 REVIEW OF NON-PLANAR WINGTIP DEVELOPMENT

The first functional use of a non-planer wingtip geometry was achieved by Scottish
engineer Somerville [61] in 1910. The wingtip geometry can be seen in figure 1.2,
installed on Somerville’s biplane design. Described as ‘up-curled wing ends’, the
wingtip geometry was used to enhance the lateral stability of a biplane.

Fundamental investigations into non-planar wingtip geometries, which consisted
of only simple end-plate attachments, did not begin until decades later [62, 63, 64].
These end plates were shown to increase the effective span of the wing. Whitcomb
[21] found that carefully designed high aspect ratio end-plates were able to provide
significant gains in efficiency compared to that of a planar wing of equivalent span
and lift; improving the lift-to-drag ratio by nearly a factor of two when compared to
a tip extension of equivalent root bending moment. A schematic illustration of the
Whitcomb winglet is shown in figure 1.3.

At the same time, another study by Heyson et al. [65] considered the relative
advantages of winglets and wingtip extensions. It was concluded that for an equivalent
increase in root bending moment, winglets provided a greater induced drag reduction
relative to a wingtip extension. Later, Jones and Lasinski [66] conducted a numerical
study comparing winglets and tip extensions with different weight constraints. It
was concluded that the winglet did not provide a definitive advantage over a tapered
wing extension due to structural considerations. Kroo [67] also found that winglets
provided no definite advantage over planar wings. Asai [68] concluded that the
trade-off between the induced drag and the wing root bending moment alone was
not enough to determine the effectiveness of winglets, stating that the reduction of
induced drag achieved by winglets would be offset by the additional wetted area that
did not contribute to lift: increasing parasitic drag. Thus, tip extensions were found to
provide a slight improvement over winglets.

van Dam [69] investigated highly curved wing configurations inspired by fish

Figure 1.2: Somerville’s biplane flying in Illinois, USA. Image credit: The Coal City
Public Library.
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caudal fins which produced non-planar wings at angle of attack, and suggested
that these geometries could provide significant induced drag savings. Later studies
identified that much of the optimistic improvement was attributed to numerical
inaccuracies [70]. However, the idea of exploiting planform shape does hold merit.
Smith [71] supported this in planar split-tip investigations showing up to 10% drag
reductions relative to an optimally loaded planar wing.

More recently, the improvement and tailoring of non-planar wingtip geometry
performance has become a primary research interest. Several studies exist, both
numerical and experimental, which vary the winglet cant angle to investigate effects
on the wing performance and the near field vortex wake structure [72, 73, 74, 75].
Similarly, the relative performance between different wingtip devices is of interest.
Mostafa et al. [76] compared a planar wing with, and without, spiroid and simple
winglets to compare performance metrics within a commercial CFD package. This
study suggests that increased non-planar geometry complexity offers superior gains in
terms of vortex suppression and overall drag reduction. Mann and Elsholz [77] came
to a similar conclusions experimentally, comparing a wingtip fence, a large blended
winglet and a Kuchemann tip in both high lift and cruise conditions.

Due to the vastly different flow conditions experienced at the wingtip under
different flight conditions, achieving an optimal winglet shape for the entire flight
envelope is unlikely. To compound this, recent work by Giuni [78] shows that despite
the wide ranging studies conducted on the fundamental aspects of wingtip vortices,
gaps in the literature remain in regard to vortex formation and early wake development
for even simple wingtip (planar) geometries. Due to this, most wingtip device attempts
are purely experimental in nature; ten of the most notable wingtip devices are shown in
figure 1.3. Unfortunately, the general lack of the winglet local-flow-field understanding
makes it challenging to explain experimental results, and uncover proper improvement
directions for future designs.

The diversity of wingtip devices shown in figure 1.3 reflects the lack of consensus
within the field, with each device differing in their general arrangement of lifting
surface geometry, resulting in different aerodynamic characteristics. Additional

Whitcomb Winglet Tip Sails Vortex Diffuser Tip Fence Canted Winglet Blended Winglet

Spiriod Winglet Wingtip Grid Wingtip Turbine Split Scimitar Winglets

Figure 1.3: Notable non-planar wingtip devices.
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information on each of the devices shown in figure 1.3 is provided here: Whitcomb
winglet [21]; tip sails [79]; Lockheed Martin’s vortex diffuser [80]; Airbus’ A310
wingtip fence [81]; ‘classic’ canted winglets such as that on the A330/A340 or the
Boeing 747/757/767; blended winglets such as Airbus’ Sharklet [82, 83]; spiroid
winglet [84, 85]; wingtip grid [86, 87]; wingtip turbine [88, 89]; and Boeing 737’s split
scimitar winglet [90, 91].

Optimisation of a winglet geometry is typically based on the results from a large
population of samples, from either computational and/or wind tunnel experiments,
from which statistical approaches, such as a Pareto-front, can help identify complex
design trade-offs. This approach to modernise existing winglet designs enables
multi-disciplinary design insight, however the results only enable the refinement of
a predefined initial design rather than a novel one [92]. Recent winglet geometry
optimisation studies over the last decade have mostly focused on cruise as a single-
point design case for the wingtip device, resulting in solutions which are grossly
sub-optimal in off-design conditions [92, 93, 94, 95, 96, 97, 98]. In order to compensate
for wide sub-optimality, multi-point optimisation would have to be adopted to increase
performance over a broader range of the flight envelope, however such studies to date
have been limited to planar wing optimisations [22, 24, 50, 99, 100].

In an attempt to accommodate a broader flight envelope, several active winglet
devices have been suggested including: winglets with integrated control surfaces
[101]; morphing winglets which adapt their cant and/or twist distribution depending
on the flight condition [102, 103, 104]; and oscillating winglets for active vortex wake
manipulation [105, 106, 107]. Other studies have also suggested the implementation of
plasma actuators as an active method to enhance, or entirely replace, passive winglet
technology [108, 109]. Bio-inspired devices have also been investigated with multiple
variable triangular leading-edge extensions [110]. With multiple elements, in which
each element is set at a given angle contributing at a certain flight regime, overall
efficiency can be sustained [111, 112]. To date, none of these solutions have found
application on an operational airliner, due to their complexity and energy consumption
which compromises reliability and involves a weight penalty. These factors combined
are likely to cancel any potential aerodynamic efficiency gain.

1.3.2 UNCONVENTIONAL DESIGN: THE C-WING

Closed non-planar lifting surface arrangements include ring wings [52], box wings [53],
and joint wings [54, 55, 56]. Such arrangements are often considered the most capable
passive means of reducing the strength and associated influence of wingtip vortices
[56, 113, 114]. C-wings have been considered a compromise between a box wing and a
winglet; theoretically providing a reduction in the induced drag that approaches that
of the closed box wing arrangement [48, 114, 115, 116] whilst additionally reducing
the viscous drag penalty incurred by large wetted areas [5, 117]. In fact, the box wing
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arrangement among all non-planar configurations was shown by Prandtl [118] to offer
the “best wing system”, achieving the minimum possible induced drag for a given lift
and height-to-span ratio [119].

The C-wing has also been recognised to have the potential to replace the conven-
tional horizontal stabiliser to provide pitch control [51, 113]. However, owing to large
and heavy wingtip extensions, the C-wing is inherently sensitive to structural and
aeroelastic issues; they are not closed systems like box wing arrangements which are,
by comparison, much stiffer as the upper wing is fixed. Despite the aeroelastic con-
cerns that C-wings are seemingly prone to, conceptually the auxiliary lifting surface
at the main-wing wingtip could be used to introduce substantial damping to modes
of vibration [120].

In consideration of aerodynamic properties alone, Gage [115] identified the C-wing
configuration as an optimal solution while attempting to minimise the induced drag
of a planform with fixed lift, span and height. Slingerland and Verstraeten [121]
used a low-fidelity potential flow model with a drag-free wake to conclude that
with a constrained wingspan, winglets were able to provide drag reductions on the
order of 5%, but no significant advantages were found using C-wing configurations.
Ning and Kroo [94] conducted a similar investigation taking into account the area-
dependant weight, effects of critical structural loading, and stall speed constraints.
They concluded that C-wings achieved a lower net drag compared to winglets for
a constant positive pitching moment about the aerodynamic centre, especially for
wing planforms with span constraints and low sweep. Looking at aeroelastic design
trade-offs, Jansen et al. [5] used a medium-fidelity aerostructural panel code approach
to show that for maximum induced drag efficiency a box wing configuration was
optimal. When compensating for viscous drag effects alone, the C-wing configuration
was preferred. However, when structural considerations were taken into account, the
C-wing and box wing configurations were found to add more structural weight than
their respective drag reduction potential could compensate for; i.e. the reduction in
induced drag was not worth the gain in structural weight.

Gagnon and Zingg [122] later performed high-fidelity aerodynamic shape optim-
isation for several non-planar aircraft concepts: a blended-wing-body with C-wings, a
box wing, and a high-aspect ratio strut-braced wing. They identified that C-wings
provided much greater span efficiencies under optimal loading, however encountered
difficulties when optimising the C-wing. By only accounting for variation in the
C-wing’s horizontal extension span and dihedral, at a fixed height and stagger, the
configuration could not be properly optimised. The optimiser attempted to unfold the
C-wing in favour of a winglet of increased length. Therefore, the authors conclude
that C-wings do not appear to offer any significant benefits over winglets but do point
out that more research is needed to confirm this as C-wings offer the opportunity for
tailless aircraft with substantially reduced total wetted areas.

Bauhaus Luftahrt [123, 124, 125] numerically investigated the development of a
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C-wing configuration designed for a tailless electric passenger aircraft. The concept
was suggested to be able to achieve pitch control and trimmed flight, but the ability
to achieve induced drag reduction while maintaining pitch stability requires more
evidence. Airbus [60] has also shown interest in the C-wing due to its ability to
exploit and unify drag reduction, aeroelasticity, and flight dynamics and control.
It is suggested that longitudinal stability requirements cannot be met if significant
reductions in induced drag are pursued. The performance improvement due to
induced drag reduction was lost due to the increased wing weight necessary to
provide control authority. Aeroelastic design constraints of the C-wing, to avoid
flutter and divergence, were able to be met in the optimisation design problems
when provisions were made to not use the top-wing to provide longitudinal control
authority. This reduced the weight of the outboard wing section.

Potential aerodynamic benefits of C-wings have also been realised by Suresh et
al. [126], who used a commercial computational fluid dynamics (CFD) package to
compare a planar wing with and without an arbitrary C-wing extension. Inviscid
simulations with a Mach number of 0.85 and Reynolds number of ≈ 108 conclude that
the lift-to-drag ratio increased for low angles of attack, however this is the result of
large increases in both lift and drag. Parasitic drag, wing loading and/or moments
were not taken into account in this study. Following on from this work Gobpinaath
et al. [127] present a combined numerical and experimental investigation of C-wings
at low Reynolds numbers ( ≈ 1.8× 105). They observed that the C-wing can achieve
improved lift-to-drag ratios in the range of 2 ≤ α ≤ 6 compared to an equivalent
planar wing.

Most recently, Skinner and Zare-Behtash [120] presented a C-wing arrangement
capable of total drag reductions of up to 9.5% while demonstrating the capability
to simultaneously reduce the root bending moment by ≈ 1%. This is relative to a
planar wing of equivalent lift and wingspan at Re = 1.5× 106. Furthermore, this work
demonstrated the C-wing’s ability to attenuate buffet induced vibration of the wing
under high lift conditions by up to 68%.

1.3.3 THE C-WING ARRANGEMENT

The C-wing configuration is a three element wing system consisting of a side-wing
and top-wing mounted at the wingtip of the main-wing, as shown in figure 1.4.

C-wings differ from other multi-element configurations (such as a biplane or
canard) as the secondary surface is designed to produce a down-force, thereby acting
against useful lift [48]. Typically non-planar wing configurations attempt to reduce
induced drag contributions by scheduling the loading on each of the lifting surfaces.
The C-wing theoretically achieves drag reduction via two mechanisms [123, 125]: 1)
alteration of the main-wing load distribution by promoting a less pronounced decrease
in local lift at the main-wing wingtip; and 2) forward tilting of the lift vector of the
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Top-wing

Main-wing
Side-wing

Fuselage

Flow

Figure 1.4: C-wing layout with positive direction of span-loading on each surface
indicated.

top-wing where the main-wing’s downwash is exploited to produce a thrusting effect.
If designed appropriately, winglets, and non-planar wingtip variants, can be made
to show aerodynamic advantages when compared to conventional designs but often
fail as they usually lead to structurally heavier wings, due to increased root bending
moment, with detrimental increases in parasitic drag. The C-wing is thought to be
capable of overcoming these issues.

The optimal loading condition indicated in figure 1.4 indicates that the circulation
of the main-wing is carried onto the side-wing, acting much like a winglet, thus
loaded inward toward the fuselage [48]. The circulation is then further extended
onto the top-wing producing a net down-loaded surface for minimum induced drag
at a fixed total lift and wingspan. The goal of minimising the induced drag of the
system requires the gradients of circulation, where possible, to be minimised [118].
Conventional planar wings shed strong vortices at the wingtips and the circulation
tends to zero. Hence, distributing the vorticity in the wake over an effectively longer
wingspan would reduce the wake sheet intensity, in addition to moving the wingtip
vortices closer together than that for a conventional wing, accelerating the breakdown
of the wake system [51]. The down-loading of the top-wing surface will naturally have
an effect on the structural weight, performance and control, and may provide a means
of stability that is less affected by the main-wing downwash such as conventional
horizontal stabilisers.

1.4 AIMS AND OBJECTIVES OF RESEARCH

Conclusions and understanding of the performance of C-wing configurations, whether
positive or negative, are conflicting. Numerical investigations vary depending on
the specific design problem considered and the fidelity/scope of the physics models
used. This is compounded by the distinct lack of experimental wind tunnel data for
validation. Thus, the aim of this work is to provide an experimental demonstration to
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quantify the C-wing’s practical application through an exploratory proof-of-concept
study.

The main objectives of this work are as follows:

1. Development a novel population structured genetic algorithm to facilitate the
topological design optimisation candidate planar wing and C-wing designs
for progression to wind tunnel tests. This required the establishment of a low
fidelity aerodynamic model capable of capturing the flow physics with sufficient
accuracy to guide design decisions.

2. Design and manufacture of a custom-built semi-span wing/fuselage wind tunnel
model capable of housing alternative wing configurations while maintaining
baseline structural dynamics. This objective required wind tunnel modification
and benchmarking.

3. Quantify the flow field associated with the application of an unconventional
peniche-less semi-span wind tunnel model. This details a systematic approach
to assess how variation in the stand-off gap height alters the aerodynamic
performance metrics of the semi-span model, and the fluid dynamic mechanisms
that drive them.

4. Quantify the ability of the C-wing to provide drag reductions; this has not been
studied within relevant literature.

5. Quantify how the C-wing alters the wing’s structural dynamics and static
aeroelastic behaviour.

6. Investigate the trailing vortex wake system produced from both the planar wing
and C-wing arrangements, and subsequently examine the mechanisms for drag
reduction and other associated advantages the C-wing may facilitate.

Both qualitative (surface flow visualisations) and quantitative (stereoscopic particle
imaging velocimetry, force platform, pressure measurements, digital image correlation,
laser-Doppler vibrometry, and accelerometry) techniques have been utilised to achieve
the above objectives.

1.5 STRUCTURE OF THESIS

Following this introduction, the thesis is divided into the following sections:

Chapter 2 describes the development of an exploratory design optimisation archi-
tecture for the purpose of developing two wing designs: 1) a baseline planar wing;
and 2) a non-planar C-wing. These wings are designed to have equivalent wingspan,
lift, and root bending moment.

Chapter 3 presents a detailed account of both the de Havilland wind tunnel and
the custom built semi-span wind tunnel model. The experimental apparatus and
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techniques adopted to conduct this work are also described here.

Chapter 4 investigates how variations in the peniche-less semi-span model’s stand-
off gap height influences the aerodynamic behaviour of the model by altering the
wind tunnel’s boundary layer interaction with the stand-off gap.

Chapter 5 explores the C-wing performance relative to the planar wing of equi-
valent wingspan, lift, and root bending moment. Drag reduction capability and the
C-wing’s effect on the wing structural dynamics and aeroelastic behaviours are of
primary focus.

Chapter 6 investigates the wingtip vortex development in the early wake for the
planar and C-wing configurations. A comparison and critical discussion of methods
for correcting the vortex meander is presented. Subsequently, the planar wing and
C-wing early vortex wake systems are examined to understand the fluid dynamic
mechanisms which drive the C-wing’s induced drag reduction. Secondary benefits
unique to the C-wing arrangement are also explored.

Chapter 7 presents the main conclusions of this study, along with recommendations
for future work to be conducted.

Appendix A presents the numerical convergence analysis of the vortex ring
method.

Appendix B presents a discussion on the accuracy and error of the SPIV measure-
ments.

Appendix C includes details of the statistical convergence of the SPIV data, in-
cluding errors involved in the current study. The degree of repeatability and random
uncertainty of the experimental arrangement is also given.

Appendix D provides a comparison of the vortex ring method to the wind tunnel
data for the planar wing and C-wing configurations.

Appendix E gives a description of the of the universal (or self-similar) behaviour
of the radial distribution of circulation within the planar wing vortex core.
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CHAPTER 2
DESIGN OPTIMISATION AND ANALYSIS OF WING
ARRANGEMENTS

2.1 INTRODUCTION

This chapter describes the development of an exploratory design tool for the purpose
of developing two wing designs: a baseline planar wing and a non-planar C-wing,
to progress to a wind tunnel experimental campaign. The design tool applies fun-
damental aerodynamic theory to investigate potential wing design solutions that
meet design specifications and experimental facility constraints. Thus, wing solutions
are related in their design optimisation architecture, with the same design criteria
and underlying physics, additionally facilitating that wing designs selected for the
experimental campaign are not arbitrary.

Section 2.2 explores general considerations to be made for aerodynamic shape
optimisations, the problem definition, identification of appropriate optimisation ap-
proach, and geometric representation of selected design variables. Following this,
Section 2.3 discusses the development of the optimisation algorithm; specifically a
population structured genetic algorithm. The aerodynamic analysis model used by
the optimisation procedure to guide exploration and identification of superior wing
solution topology, within a defined design space, is subsequently reported in Section
2.4. Section 2.4 also covers the theory, development, and experimental validation
of a vortex ring potential flow analysis tool. Using the optimisation architecture
developed, Section 2.5 presents four preliminary wing topology optimisations of
increasing complexity. This led to the design optimisation of the planar wing and
C-wing arrangements selected to be carried forward to wind tunnel testing. Section
2.6 summarises the main findings of the chapter.

15
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2.2 GENERAL CONSIDERATIONS FOR AERODYNAMIC OPTIMISATION

The difficulty in any aerodynamic optimisation is the ability to define an analysis
method that is sufficiently simple to operate numerous times within a parametrised
search space, but is sophisticated enough to capture enough consideration that de-
termines a local geometry that feeds into a globally optimal system [128]. The overall
optimisation procedure, limited by computational resource, must be able to navigate
the required design space with the ability to capture enough information from per-
formance simulations to make ‘good’ design decisions. These design decisions should
guide solutions toward feasible design spaces, defined by design constraints, while
manipulating solutions to ensure the betterment of the optimisation objectives. Hence,
before an appropriate simulation platform can be established, the scope, complexity,
modality, dimensionality, and continuity of the design space and how it must be
navigated via an optimisation algorithm must be considered.

2.2.1 BASIC PROBLEM FORMULATION

The field of optimisation is expansive, and the choice of a suitable algorithm is highly
problem dependant [129]. A general optimisation problem can be presented mathem-
atically as [130]:

Minimise
{

f (X) Objective f unction

With respect to
{

X Design variables

Subject to


gi(X) ≤ 0 i = 1, l Inequality constraints
hj(X) = 0 j = 1, l Equality constraints
Xl

k ≤ Xk ≤ Xu
k k = 1, NDV Parameterised constraints

where X =


X1

X2
...

XNDV


Most optimisation methods use an iterative procedure. The initial set X design vari-

ables, which in the context of aerodynamic optimisation is referred to as the baseline
configuration, is updated until a minimum objective function, f (X), is identified or
the optimisation process runs out of allocated time/iterations. In the initial set-up of
the optimisation problem consideration must be given to: 1) the level of information
fidelity required from the flow solver, which is dependant on the type of problem; 2)
scope of parametrised design space; 3) types of design variables, i.e. discrete and/or
continuous; 4) single or multi-objective optimisation; 5) constraints handling; and
6) properties of the design space, e.g. number of local optima, discontinuities. It is
important to acknowledge that no optimisation procedure guarantees that the global
optima of the objective function will be found: the process may only converge towards
a locally optimal solution. Typically in this situation there are three possibilities: 1)
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restart the optimisation process to investigate whether the same solution is found; 2)
approach the design problem with a different optimisation methodology to compare
solution quality at a high computational expense; or 3) accept the optimum obtained
knowing that while it is superior to the baseline configuration it may not be the
optimal solution.

In the design case considered here, an optimisation algorithm is required to provide
a design tool that ensures experimental constraints and design criteria are adhered
to. For example, wing design specifications will be constrained by the test facility
limitations which will limit the physical size of the wing (relative to the wind tunnel
working section), and maximum allowable forces/moment dictated by mounting
systems and diagnostic equipment. In addition, the design space for a C-wing config-
uration (while largely dictated by the physics solver employed) is not well understood,
and consequently neither is the required design space properties. Furthermore, there is
no way to select a suitable starting design of the wing arrangement—any user-defined
starting design would be entirely suboptimal and arbitrary.

Based on the conclusions of a comprehensive review of 229 aerodynamic optimisa-
tion studies conducted by Skinner and Zare-Behtash [131], genetic algorithms (GA)
have been identified as a suitable class of optimisation algorithm for the design task
considered in this work. These algorithms are often praised for their ability to explore
and exploit solutions simultaneously due to their inherent stochastic, population
based, multi-start capability; thus no specific starting design point is required. This
also provides a platform for parallel processing, enabling the optimisation of mul-
tiple designs simultaneously. They are also capable of constructing insightful design
trade-off relationships, referred to as Pareto-fronts, between objective functions in a
multi-objective design space. GAs are well-suited to complex optimisation tasks, as
they can use both discrete and continuous design variables, and are insensitive to
any non-linearity, non-convexity, and discontinuity present within the design space;
unlike gradient-based methods which are completely dependant upon the existence of
smooth and continuous mathematical relationships in the design and objective spaces.

The main drawbacks of GAs are associated with their high computational cost,
placing limitations on their scalability and how many design variables are computa-
tionally feasible to handle, the fidelity of physics solvers employed, inherently poor
constraint handling capabilities, and the requirement for problem specific tuning.
Furthermore, studies have shown that GAs are very fast to identify design regions of
optimality, but demonstrate rapidly slowing rates of convergence as solutions within
the GA population become increasingly more optimal [129]. Some studies have tried
to build on the classical GA to enhance its applications to aerodynamic optimisation,
demonstrating that with architectural tailoring the classical GA can achieve mitigation
of the aforementioned drawbacks [132, 133, 134].
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2.2.2 REVIEW OF DESIGN VARIABLES AND GEOMETRIC REPRESENTATION

In general, it is necessary to implement geometric parametrisations in such a way that
they reduce the complexity and cost of the optimisation process but do not restrict
the communication of variables or the degree to which aerodynamic performance is
optimised. Parametrisation aims to balance the fundamental compromise between
computational speed of the optimisation run-time, favouring a tight parametrisation.
Zhang et al. [135] shows that the defined dimensionality of a problem for shape op-
timisations can restrict the optimal design. Using too few variables may prove certain
potential improvements impossible; for example, Gagnon and Zingg [122] conclude
that limiting design variables to top-wing span and dihedral in the optimisation of
C-wings considerably limits the optimisation procedure. Conversely, if too many
design variables are used, particularly if variables are strongly coupled, the search
landscape can become intractably complex to navigate. Increasing the dimensionality
of a given problem excessively leads to a paradox, first addressed by Sobieszczanski-
Sobieski [136, 137], in which increasing the number of design variables leads to a
decrease in the number of variables that can be manipulated as a direct result of
increased coupling. It is often desirable to limit the allowable design variables to avoid
geometries that cannot be evaluated with sufficient accuracy by the flow solver: due
to meshing (discretisation) limitations for example. Furthermore, this can help avoid
geometries that are unacceptable in terms of some criteria, or similarly, restrict the
optimisation to geometries that are necessary for other criteria. Regardless of the user
defined parametrisation, the final design is most definitely suboptimal—often limited
by parametrisation [138].

Chernukin and Zingg [4] conducted one of the few studies of how the number of
variables used and the related modality can affect aerodynamic designs, highlighting
that distinguishing between multi-modality and poor optimiser convergence can prove
problematic. By increasing the dimensionality of a design space it can be expected,
but not guaranteed, to increase the modality of the search space. Initialising 224
random starting geometrics with 368 design variables they demonstrated the presence
of at least 8 local optima for a blended wing optimisation, shown in figure 2.1. All 8
solutions satisfied both optimality and feasibility tolerances with the objective value
varying by approximately 5% between the local optima. The planform shapes are
distinct and so demonstrate that geometric variation is significant between local
optima which share similar performance characteristics.

1 2 3 4 5 6 7 8

Figure 2.1: Eight local optima found in blended wing optimisation [4].
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Furthermore, the method of geometric parametrisation used to communicate a set
of variables plays an important role in identifying optimal aerodynamics. It determines
which shapes and topologies can be represented, and how many design variables
are necessary for sufficient representation of the geometry. Thus, parametrisation
dictates particular geometric requirements and has a strong influence on the design
landscape. Therefore it cannot be precluded that different geometric parametrisations
will increase or decrease the degree of modality, linearity, or discontinuity observed.
However, it is indicated that a complex geometry parametrisation may impose distinct
computational costs. Representations of a geometry can be broken down into a number
of categories, but in a more broad sense, they can be considered to be constructive,
deformative, or volume based.

Constructive models include functions which define basic body shapes, spline
methods (such as Bezier splines, basis splines (B-splines), non-uniform rational basis
spline (NURBS)) and partial differential equations. Jansen et al. [5] used a medium-
fidelity aerostructural panel code to perform optimisation of conceptual wing config-
urations, shown in figure 2.2. The basic wing topology was defined through a series
of globally enforced geometric variables (i.e. sweep, span, taper, etc.) to manipulate a
series of wing sections. Parametrising the entire geometry in this way typically allows
for simplified global shape control with very few basic variables. This method is well
suited to low-fidelity aerodynamic models if a wide allowable design scope of wing
topology is necessary—there is no need for mesh deformations.

Constructive spline-based geometric parametrisations are used to represent two- or
three-dimensional surfaces and are typically used in conjunction with higher-fidelity
flow solvers, such as Euler and Navier-Stokes solvers, with the control points being
the design variables. Bezier splines are most efficient to evaluate, requiring few
variables and have been used for efficient aerofoil definition by Peigin and Epstein
[139]. Modification of any single control point defining a Bezier spline will modify
the entire curve, and thus is inherently effective for global shape definition, but has
very limited local control. B-splines address this issue of local control, enabling single
control point modifications to alter small portions of the overall curve. This allows
for more complex aerofoil definitions, as demonstrated by Koziel at al. [140], and can
enable the use of hinged control surfaces to an otherwise rigid body. NURBS increase
the local deformation control over surface definitions further in order to have more
complex geometric shapes such as fairings or wing-fuselage junctions. Vecchia and

Figure 2.2: Global variables parametrising simple wing geometry [5].
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Nicolosi [141] and Hashimoto et al. [142] adopt NURBS to parametrise the entire
aircraft configuration in order to reduce the drag of the vehicle through streamlining
fillets and fairings. Figure 2.3 shows an example of NURBS control points re-defining
the surface over the upper section of the fuselage/wing juncture.

Geometry definition through the use of partial differential equations (PDEs) is not
as commonly used as well-established spline-based methods, but is just as versatile for
geometry surface definition. Athanasopoulos et al. [143] show that for equivalently
complex surface construction PDEs require fewer design variables, resulting in a
more compact design space. Due to the small set of design parameters required by
the PDE method, the computational cost associated with the optimisation of a given
aerodynamic surface can be reduced [144]. In a PDE-based method the parameters are
boundary values to the PDE, hence the relationship between the value of the design
parameter and the geometry can be unclear making methodical surface deformations
tedious. This is likely why the aerodynamic definition of a body in an optimisation
scheme does not use PDE representation, even though it may initially seem a more
appropriate method. Comparatively, spline-based methods are conceptually simpler
and will provide a more direct relationship between design parameters and the
resulting geometry and thus allow better control over the range of geometries that can
be generated.

If optimisation establishes performance metrics from computational fluid dynamics
(CFD), the simplest methods for body surface definitions are deformative ones. In
deformative methods the mesh points on the surface of the body are directly treated as
design variables [145], and their position can be perturbed by the optimiser in order to
generate new shapes. This approach has the significant advantage that any geometry
the mesh generation algorithm is capable of generating can be evaluated, however it
is likely to require many hundreds of design variables; deformations are therefore
usually limited to single degree-of-freedom deformations. A common method used for
aerodynamic optimisation is the free-form deformation (FFD) approach which is useful
if the the geometry manipulations are particularly complex; FFD is covered in depth
by Kenway and Martins [146]. This approach embeds the solid geometry within a FFD

Original

surface

NURBS modified

surface

Figure 2.3: NURBS surfaces parametrising surface bland on fuselage [6].
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hull volume (volumes are typically trivariate analogues of Bezier splines, B-splines of
NURBS), which are parametrised by a series of control points. These control points
deform the mesh volume which translate to geometric changes of the solid geometry
rather than redefining the whole geometry itself (constructive parametrisation), giving
a more efficient set of design variables for CFD based optimisation. A key assertion
of the FFD approach, when applied within a CFD environment, is that a geometry
has constant topology throughout the optimisation process [7]; this is typical of high-
fidelity optimisations where the initial geometry considered is sufficiently close to the
optimal solution. Figure 2.4 shows the FFD hull volume enclosing a wing with 720
geometric control points used by Lyu et al. [7] with shape deformation control in the
vertical (z) axis. The initial random wing deformation and associated optimised wing
cross sections at select locations are also shown.

A similar method is based on radial basis function (RBF) interpolation, which
defines data sets of design variables and their global relationships. Fincham and
Friswell [147] use radial basis functions to optimise morphing aerofoils, and report
that they provide a means to deform both aerodynamic and structural meshes, and
interpolate performance metrics between two non-coincident meshes.

Volumetric-based body representation has been used for optimisations, but rarely
in the field of aerodynamics, a recent review of the applicability of volumetric paramet-
risation for aerodynamic optimisation is given by Hall et al. [148]. The authors point
out the limitations of volumetric representations stating that black-box optimisers
cannot be used and even gradient-based methods can often be impractical.

Figure 2.4: Image adapted from Lyu et al. [7] illustrating the free-form deformation
of a wing with 720 control variables. Selected wing cross sections and associated CP
distributions are highlighted to show initial perturbed (red), and final optimised (blue)
sections.
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2.2.3 DEFINITION OF DESIGN VARIABLES AND GEOMETRIC REPRESENTATION

USED

The purpose of the algorithm developed in this chapter is to design a non-planar wing
topology, relative to some baseline, that is suitable for wind tunnel testing. Thus, to
simplify the parametrisation of any single wing solution, an individual wing solution
is represented by a series of trapezoidal wing segments. The constructive global
geometry of each wing segment is described by a minimum of six design variables:
sweep (Λ), span (l), taper (λ), twist (θ), dihedral (Γ), and aerofoil section. Additional
variables considered include the root chord (croot), the wing’s angle of attack (α), and
the outboard wing panel’s (n ≥ 4) ability to reverse the camber orientation of the
aerofoil. The geometry description of any wing can be described by an infinite number
of wing segments, however in the present study the wing description is limited to a
maximum of 5 segments such that the maximum number of variables is limited to
35. The geometric variable description of such a wing is presented in figure 2.5, with
variable type and the typical ranges considered summarised in table 2.1.

This geometric definition provides sufficient detail to be solved by either low-
fidelity potential flow solvers, or high-fidelity CFD. Due to the nature of the optimisa-
tion at hand, coupled with the computational resources available, the defined wing
geometries will be evaluated using a potential flow vortex ring panel method which is
discussed in Section 2.4.
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Figure 2.5: Design variables in wing topology optimisation.
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Table 2.1: Typical variable description.

Variable Max No. of inputs Discrete or continuous Typical range

Sweep 5 Continuous 0 ≤ Λn ≤ 45 [deg]
Span 5 Continuous 0 ≤ ln ≤ 2 [m]
Taper 5 Continuous 0.1 ≤ λn ≤ 1
Twist 5 Continuous −10 ≤ θn ≤ 10 [deg]

Root twist 1 Continuous −5 ≤ θroot ≤ 5 [deg]
Dihedral 5 Continuous 0 ≤ Γn ≤ 195 [deg]

Root chord 1 Continuous 0.5 ≤ croot ≤ 1 [m]
Angle of attack 1 Continuous 0 ≤ α ≤ 15 [deg]

Aerofoil 5 Discrete -
Camber invert 2 Discrete 0, 1

The discretised description of each wing section’s aerofoil is generated from a
predefined database of aerofoil geometries created to enable the accurate prediction of
parasitic drag. This database will be discussed further in Section 2.4.5. Both symmetric
and cambered aerofoils are available for selection with a maximum chord to thickness
ratio of 15%; a total of 10 aerofoil geometries are available.

2.3 GENETIC ALGORITHM ARCHITECTURE

Genetic Algorithms (GAs) are a population-based optimisation technique inspired by
the Darwinian theory of survival of the fittest: a primary aspect of evolution [149].
GAs can be thought of as the propagation of a population of potential mathematical
solutions which evolve generation-by-generation by means of natural selection and
reproduction, along with the occasional modification though mutation [150].

A GA mimics this process by representing the candidate solutions as chromo-
somes, describing the individual’s genotype, which is decoded to form the solution’s
phenotypes whose ability to perform is then evaluated via some fitness function
determined in numerical simulation. The genotype represents the genetic blueprint
(or DNA) of the solution within the design space dictating the rules and traits of that
solution. The observable traits of that solution, determined by the genotype, are then
reflected by the solution’s phenotype; this is what feeds into the numerical analysis.
Once the population is analysed, selection pressures drive the selection process of
parent chromosomes for reproduction. During reproduction parent chromosomes
are recombined to form child chromosomes which enables the propagation of useful
schema from generation to generation; this process is referred to as crossover [151].
Child chromosomes are then mutated probabilistically perturbing the solution; this
process is referred to as mutation [151, 152, 153]. At this point the population is then
re-evaluated and the process repeats until some convergence criteria is met. Figure 2.6
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Figure 2.6: Schematic illustrating typical genetic algorithm.

illustrates this iterative process.

Key influencers, each posing characteristic difficulties, in the construction of GAs
suitable for aerodynamic optimisation problems include: 1) GA population size; 2)
selection methods; 3) genetic operations (namely crossover [154, 155] and mutation
[151, 153, 154, 156]); 4) genotype-phenotype mapping; 6) sufficient design constraints
for adequate problem definition; and 7) computational resource. Insufficient selection
of these factors can delay, if not prohibit, the performance of a GA in finding optimal
solutions.

2.3.1 GENOTYPE-PHENOTYPE CHROMOSOME MAPPING AND STRUCTURE

Genotype-phenotype mapping is a major influencer in a GAs performance. Traditional
GAs use binary encoding [152] to describe the solution’s genotype. In binary encoding,
the number of exploitable schema is maximised [157] and the algorithm is able to
converge quickly to a solution [158], but can yield low-quality solutions when applied
with many variables. In binary encoded GAs, string length must be assigned a priori
giving the algorithm discretised precision; thus, the higher the precision required, the
longer the string length resulting in considerably slower performance with increased
memory requirements [159, 160]. Avenues for decreasing the length of large binary
chromosomes are discussed by McGookin [153].

A particular drawback of binary encoding, which is often overlooked, is the
existence of Hamming cliffs in the genotypic search space [161]. This limitation is a
consequence of discretising the variables in genotype space via binary chromosomes.
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It requires the GA to simultaneously change the genotype bit representation in a
very small and precise manner to achieve a more optimal solution. This is obviously
an issue in consideration of aerodynamic optimisation, since small changes in a
single variable can have a large impact on the overall performance. The probability
that stochastic reproductive operators will achieve this is unlikely, while also the
binary code does not preserve the locality of points in the phenotype space [162].
Additionally, binary GAs often suffer from bias towards superior solutions in the
very early populations due to genetic drift. Genetic drift will encourage premature
convergence to sub-optimal solutions and is discussed in detail by Lim [163]. Work
towards maintaining a heightened population genetic diversity ensures avoiding
premature convergence [164], where diversity is the volume of dissimilarity between
individuals within a given population. Non-random mating has been shown to
maintain genetic diversity [165]. Massaro and Benini [166] discuss a variety of relevant
diversity preserving techniques and compare several binary encoded GA variants.

Real-number encoding is more commonly used to resolve limitations of binary
encoding, and is widely confirmed to be more efficient than binary [167, 168, 169, 170].
In real-number encoding the genotype and phenotype spaces share an identical
topological structure [160], and has the advantage of dynamic coding and floating
point representation to tackle large design spaces that require a continuous design
space that would otherwise be discretised [132]. Real-encoding gives a robust search
while keeping the string length small and enables the candidate solutions to exist
within a continuous design space. This allows the GA population to continuously
move towards more promising regions within the design space [171]. The main issue
with this is the requirement to have well defined search boundary limits for each
variable through explicit constraint management.

Thus, with the design variables encoded as real numbers, the chromosome struc-
ture must be defined; in this work a genetic modelling technique called a Structured
Genetic Algorithm (sGA), first introduced by Dasgupta and McGregor [172], is used. A
sGA uses a multi-layered structure for the chromosomal representation of a solution’s
genotype, which enables dynamic behaviour of gene variability within the chromo-
somal description of the solution’s phenotype. This leads to an increased design
capability of the chromosome and inherently maintains genetic diversity by allowing
alternative solution types of varying geometric complexity to exist simultaneously
within the population. For example, a planar wing defined by 1 wing segment can
exist in a population with a box wing defined by 5 wing segments and a planar wing
with winglet defined by 3 wing segments; where each wing solution is described
by a different number of design variables. To achieve this, a two-level chromosomal
structure is used: Level 1 binary genes, regarded as high level genes, act as a switch
that can activate (1) or deactivate (0) genes on the second level; Level 2 real-encoded
genes provide the physical description of the solution. Figure 2.7a shows this two-level
hierarchical chromosome structure, and figure 2.7b illustrates the chromosomal de-
scription of a solution where a change in high level genes facilitates multiple solution
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Figure 2.7: sGA dynamic chromosome structure.

changes in terms of active/passive genes. In the genotype-phenotype mapping, only
those genes which are active in the genotype contribute to the fitness of the phenotype.
Passive genes are dormant and are carried as redundant genetic material through the
evolutionary process.

Representing the chromosomes in this manner allows the GA to retain alternative
solution possibilities as shown in figure 2.7b, where it is seen that wing segments,
nseg = 2, 3, are deactivated. As a population of solutions converge in phenotypic
space, genotypic diversity will persist which is a unique characteristic for a GA. In
other genetic models phenotypic convergence suggests genotypic stagnation and a
lack of diversity. This is the main cause of trapping the algorithm at a local-optima
and results in premature convergence of the design; methods for assessing whether
the algorithm is becoming trapped at a local-optima is discussed in Section 2.2. In
addition, the algorithm can naturally facilitate co-evolution of different solution types
by simultaneously preserving different areas of the search space.

The biological inspiration for this genetic model, whereby genetic traits can be
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turned ‘on’ (active) and ‘off’ (passive) but remain embedded within a solution’s
genotype description, comes from mechanism of dominant and recessive structural
genes. Each candidate solution within a population must have the same chromosomal
genotype structure (length) in order to apply reproduction between solutions; two
parent solutions entering reproduction must contain the same total number of vari-
ables/properties. Genes which are not active (passive genes) remain in the genotype
chromosome but remain neutral in an apparently redundant form but can be passed
on to subsequent generations where they may be made active through reproduction.

2.3.2 POPULATION SIZE AND SELECTION METHODS

Population size, N, is very much related to the complexity of the problem and the
number of design variables considered; understanding how the population size influ-
ences a particular problem is not a trivial task. A good selection of population size will
improve both computation time and solution quality. It is generally argued that small
populations can lead to premature convergence and poor solution optimisation and
that larger populations may unnecessarily expend computational resources. Various
generalised guidelines exist regarding appropriate population size and methods for
tuning can be found in the literature [173, 174, 175]. Pandey et al. [176] present a
detailed comparative review of approaches to prevent premature convergence based
on several different factors affecting the GA’s behaviour: initial population; initial
population diversity; fitness/objective function; search space scope Vs. selection
pressure; problem complexity Vs. population size.

After the population of solutions have been evaluated (via some numerical simula-
tion) and the fitness of each solution has been determined, selection methods can be
implemented. These methods are used to structure the population in preparation for
the creation of new candidate solutions. Selection methods are independent of the
genotype-phenotype representation, simply presenting alternative methods to select
candidate solutions for the recombination of their schema; i.e. how to choose solutions
in the current population used to create new solutions for the next population. Typ-
ically, the population is structured with regard to each solution’s fitness in order to
emphasize the better solutions in the population with the aim of using the current
best solutions to construct offspring with a higher fitness. However, the selection
process is also key for maintaining diversity in the population which is required for
solution progress away from sub-optimal solutions. There are no strict rules on how
selection is implemented and is often down to user preferences. The most common
selection methods for GAs include: elitism [153, 154, 177]; roulette wheel [154, 178];
and tournament selection [154, 178, 179, 180].

Elitist methods force the GA to retain the best few solutions from one generation to
the next; i.e. the best x% of the population for example is passed to the next generation
and mating pool for reproduction. The advantage of this is that the best few solutions
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are never lost due to not being selected for reproduction, and removes the risk of
them being altered/destroyed through mutation. Researchers have found that elitism
significantly improves the GA’s performance [181, 182], however there is evidence to
indicate that this can drive premature convergence [153]. Mitigating this may require
a high mutation rate to maintain sufficient genetic diversity [153].

Roulette Wheel selection [183] is a probabilistic method for selecting solutions for
reproduction. It works by creating a biased selection pressure towards better solutions
in the population [179, 184]. Therefore, probabilistically good solutions are more likely
to be selected than poorer ones. This method allows both good and bad solutions to
progress to the next generation with no guarantee of the ‘best’ solution(s) surviving.
This helps maintain population diversity, and thus helps to preserve randomness
which is essential for good exploration of the design space, but also has the effect of
slowing the convergence rate [153].

Tournament selection involves holding ‘tournaments,’ in which the fitness of
random solution pairs from the population are compared: the highest fitness solution
progresses. When enough tournaments have been completed, the winners from each
tournament progress to the reproduction stages [180]. This selection method provides
a certain level of elitism where the single most fit solution will survive (but not all
good solutions will), and helps to maintain a certain level or randomness in the
selection process so that a lower mutation rate can be employed. Worrall [184] states
that this is well suited for large populations.

In the current work, tournament selection is employed in conjunction with the
non-dominated sorting of the entire parent and child populations. The strategy of
non-domination organises the population into a hierarchy of sub-populations based
on the ordering of Pareto-dominance, thus with two solutions entering a ‘tournament’
the solution with the lowest Pareto-dominance rank wins. Non-Dominated Sorting
Genetic Algorithms (NSGA) are discussed in detail by Srinivas and Deb [185], and
Deb [160, 186].

Figure 2.8 illustrates the non-domination organisation strategy used in this work
with a population of twelve solutions, within a two-objective ( f1 and f2) minimisation
problem, ranked into four Pareto-fronts: the first solution sub-population (S1, S2, S3, S4,
and S5) is completely non-dominated and given a rank of 1; the second sub-population
(S6, S7, and S8) is dominated by the individuals in the first Pareto only and given a
rank of 2; and so on. The shaded region indicates the feasible solution design space.
The aim of creating these sub-populations is to improve the adaptive fit capability of
the population of candidate solutions to a Pareto-optimal front constrained by some
objective function(s).

Non-domination, by definition, indicates that any two solutions from the same
Pareto-front cannot be considered to be better than one another with respect to all
objectives as they have the same rank. This introduces the crowding comparison
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Figure 2.8: Population of twelve solutions classified into four non-dominated Pareto-
fronts.

operator which is attributed to every individual within each Pareto-front and repres-
ents a measure of density of solutions in the vicinity of a particular design point. To
gain an estimate of the density of solutions surrounding a particular solution in a
certain front, the average distance to the neighbouring solutions, either side of the i-th
solution, is calculated. The crowding comparison operator guides the selection process
towards uniformly distributing solutions over Pareto-optimal fronts. Thus, if two
solutions enter a tournament from the same Pareto-front then the algorithm will place
preference on the solution which is located in a region of the design space with a lesser
number of solutions nearby, i.e. the more isolated solution. To gain information about
a solution’s crowding distances, the euclidean distances of neighbouring solutions
surrounding a particular design point in each objective space is calculated. This is
shown in figure 2.8 by the rectangle, enclosing solution S3 without including any other
solution in the population, emphasizing the crowing distance for S3. Hence, the sum
of the individual normalised euclidean distance between any two solutions i and j, of
the same Pareto-front (rank), in a population of N solutions is calculated as follows:

dij =

√√√√ N

∑
k=1

(
f (i)k − f (j)

k

f (max)
k − f (min)

k

)2

(2.1)

where f (max)
k and f (min)

k are the maximum and minimum objective function values of
the kth objective. For solution i, dij is computed for each solution j of the same rank.
Boundary solutions at the edge of a Pareto-front (e.g. S1 and S5 from front 1 in figure
2.8) are assigned an infinite crowding distance.

Although the crowding distance is calculated in the objective space here, it can
also be implemented in the parameter design space. Deb [187] points out that while
using the parameter-space to determine the crowing distance will vastly increase the
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phenotypic diversity of the GA population, it may mask information about Pareto-
optimal front. That is, evaluating objective-space crowding distances will provide
solutions with more trade-off in design features. In the current study, as several
diversity maintaining mechanisms have been employed, and there is an importance in
understanding specific design trade-offs, objective-space crowding distances are used.

In order to maintain traits of elitism and enable a broad range of sub-Pareto-fronts
to be assessed, the parent and child populations are combined for non-dominated
sorting and tournament selection. Rudolph [181] adopts this strategy to perform a
complete population sort including both parent and child solutions to identify all
fronts whereby the allocation of fitness is carried forward accordingly. This doubles
the size of the population (2N) which enters sorting and tournament selection, from
which only N solutions are selected to proceed into the next generation. The other
half of the population is discarded.

2.3.3 CROSSOVER OPERATORS

With parent solutions selected for the mating pool, the crossover operations breakdown
and re-combination of schema of candidate variables to create child solutions. This
represents the biological process of reproduction. Genetic operations are dependant
on genotype-phenotype mapping and therefore some forms of crossover are more
suitable than others. The exact combination of genetic operations is often omitted from
literature, however common examples of crossover include: single-point crossover
[151, 177]; two-point crossover [151, 153, 156]; multi-point crossover [188]; gene-lottery
[189]; uniform crossover [151]; and blended crossover (BLX-α) [167]. In this work
the primary method of crossover is blended crossover (BLX-α) with a probabilistic
secondary two-point section crossover.

The blended crossover operator (BLX-α) was first introduced by Eshelman and
Schaffer [167] for real encoded GAs. This operator generates two child/offspring
solutions over a design space segment defined by two parent solutions and a user-
defined parameter α as:

Child1 = γ · Parent1 + (1− γ) · Parent2

Child2 = (1− γ) · Parent1 + γ · Parent2
(2.2)

where,
γ = (1 + 2α) · rand− α (2.3)

Child1,2 and Parent1,2 denote X encoded design variables of the children (new
population solutions) and parents (a mated pair of solutions from the previous
generation) respectively, and rand is a random number between 0 and 1. γ is then
uniformly distributed for a fixed value of α. A schematic view of the BLX-α operator
is shown in figure 2.9, where xU

i and xL
i are the upper and lower search bounds of the
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Figure 2.9: The BLX-α operator acting on the ith variable of parent chromosomes x1

and x2.

ith design variable of a given solution X.

A number of investigations [160, 190, 191] have reported that BLX-0.5 (α = 0.5)
performs better than BLX operators with any other α value; if α = 0 offspring
variables cannot be outwith the variable range d as illustrated in figure 2.9 and rapid
convergence will result. Oyama and Liou [191] indicate that BLX-0.5 helps to balance
the conflict of exploiting good solutions while continuing to search for new ones. This
is achieved as BLX-α produces offspring depending on the dissimilarity between the
parent solutions. If the difference between the two parents is small, the difference
between the offspring and parents is also small. This inherent property allows
the search operator to establish an adaptive search. If diversity within the parent
population is large, an offspring population with a large diversity can be expected, and
vice versa. Hence, such an operator enables a good bias toward searching for solutions
early on (especially with a random population initialisation through the design space),
and then also allows an increasingly more focussed search as the population tends to
converge in a certain region of the design space.

Following blended crossover operations, offspring solutions are subject to probabil-
istic two-point crossover, with an increased chance of occurrence in earlier generations.
The advantage of this is that the search space can be even more broadly searched
than the BLX-α method is capable of achieving alone. As a broad design space is to
be considered, re-iterating the fact that multiple solution types can exist due to the
structured GA chromosomal hierarchy, it is important to maximise the search early
on. This also helps to define ‘anchor points’ in the design space that help to guide the
optimisation as the constraints are progressively tightened over generations.

A schematic view of two-point crossover operations is shown in figure 2.10. The
two-point crossover acts on the offspring chromosomal pair created by the BLX-α
operation. The chromosomes are cut at two randomly selected locations, creating
three chromosome sub-sections, of which one of the chromosomal sub-section are
swapped between child solutions. This method leads to a bulk gene transfer between
the solutions.

Work by Dejong [192] suggests that single- or two-point crossover, while perceived
to be the most appropriate method of crossover due its popularity, increases the
chance of disrupting fitter solutions. It is also concluded that any more than two
crossover points will degrade the overall GA performance. Alfaro-Cid [179] indicates
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Figure 2.10: Two-point crossover.

that this is true, but only when conservative selection methods (elitism) are employed.
With strong selection methods, or as a secondary crossover method, schemes using
two-point or multi-point crossover have shown good performance [179]. A thorough
study of how uniform single/two/multi-point crossover operations compare can be
found in Khoo and Suganthan [151].

2.3.4 MUTATION OPERATORS

Goldberg [193] argued that in real-encoded GAs the action of selection is naturally
driven to force above-average solutions to survive. Thus, it is suggested that after very
few generations, a real-encoded GA will begin to treat continuous design variables
in a discretised manner. In such an event, the search becomes restricted to specific
sub-regions of the design space limiting the design capability. Mutation operators
can help mitigate this through enabling a natural diffusion of solutions through the
design space. In Holland’s early work [152] the crucial genetic operator is crossover,
with mutation playing only a secondary role.

Mutation operations are implemented to slightly perturb select offspring solutions
generated by crossover [152, 153, 156, 179]. The basic principle of the mutation
operator is to choose one or more genes of the selected solution chromosome and the
allele, the value of that gene, is replaced with a randomly generated value [179]. The
mutations occur with reference to a mutation rate [152, 153, 184]. The mutation rate is
a value representing a percentage of the population that is to be mutated during a
single iteration of the GA. There are various approaches to select the mutation rate.
High mutation rates can help to fully exploit the full search domain but also increase
the probability that mutations will destroy useful schema. Conversely, low mutation
rates may not spread solutions out enough to successfully search the possible solution
space and thus can reduce the chance of finding superior optimal solutions.

In traditional GAs, the mutation rate often remains constant until termination of
the algorithm [160, 184]. Khoo and Sugantham [151] present methods experimenting
with time varying mutation rates. It is argued that an initially high mutation rate leads
to a diverse population, and a low mutation rate at the end means good solutions are
not destroyed. Yaman and Yolmaz [194] have also shown that a fixed mutation rate
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compared to a variable mutation rate can increase the overall performance for GAs.

In the present study, time varying mutation rates are employed which randomly
update gene alleles; this value remains within the user defined variable limits. This
operator is independent of the parent solutions and is equivalent to the random
initialisation of that variable with a uniform probability distribution.

2.3.5 CONSTRAINT MANAGEMENT

Constraint handling in aerodynamic, and indeed any industrial optimisation problem,
plays a consequential role in the quality and robustness of an optimised solution
within the defined design space. Geometric parametrisation itself poses a constrained
optimisation problem since, in addition to minimising the objective f (X), the design
variables must satisfy some geometric constraints. Constraint management techniques
found in literature have been classified by Koziel and Michalewicz [195] and Sienz
and Innocente [196] as: 1) strategies that preserve only feasible solutions with no
constraint violations: infeasible solutions are deleted; 2) strategies that allow feasible
and infeasible solutions to co-exist in a population, however penalty functions penalise
the infeasible solutions (constraint based reasoning); 3) strategies that create feasible
solutions only; 4) strategies that artificially modify solutions to boundary constraints
if boundaries are exceeded; and 5) strategies that repair/modify infeasible solutions.

Most commonly, optimisations apply weighted penalties to the objective function
if the constraints are violated. The reason for this is that penalty functions are often
deemed to ease the optimisation process, and bring the advantage of transforming
constrained problems into unconstrained ones by enforcing the penalties directly
to the objective function. With this method, Pareto-optimal solutions with good
diversity and reliable convergence for many algorithms can be obtained easily when
the number of constraints are small; fewer than 20 constraints. It becomes more
difficult to reach Pareto-optimal solutions efficiently as the number of constraints
increase, and the number of analyses of objectives and constraints quickly becomes
prohibitively expensive for many applications. This is because the selection pressure
decreases due to the reduced region in which feasible solutions exist [197].

Kato et al. [198] suggest that in certain circumstances Pareto-optimal solutions
may exist in-between regions of solution feasibility and infeasibility. This concept
is illustrated in figure 2.11, where it is seen that feasible and infeasible solutions
could be evaluated in parallel to guide the optimisation search direction towards
feasible design spaces. This is intuitively true for single discipline aerodynamic
optimisation problems where often small modifications to design variables can largely
impact the performance, rendering designs infeasible. Algorithm understanding of
infeasible solutions can help in the betterment of feasible solutions through algorithm
learning/training and constraint based reasoning. Robinson et al. [199], comparing the
performance of alternative trust-region constraint handling techniques, demonstrated
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Figure 2.11: Concept of parallel evaluation strategy of feasible and infeasable solutions
to guide direction in a GA.

that reapplying knowledge of constraint information to a variable complexity wing
design optimisation problem reduced high-fidelity function calls by 58%.

Gemma and Mastroddi [200] demonstrated that for multi-objective aerodynamic
optimisations, the objective space of feasible and infeasible design candidates are
likely to share no such definitive boundary. With the adoption of flutter constraints,
structural constraints, and mission constraints, the solutions defined as infeasible
under certain conditions would otherwise be accepted, hence forming complex Pareto-
fronts. Interdisciplinary considerations such as this help to develop and balance
conflicting constraints. For example, structural properties which may be considered
feasible, but are perhaps heavier than necessary and so inflict aeroelastic instabilities
at lower frequencies.

In the present study, constraint based reasoning has been applied to the op-
timisation problems. This will enable both feasible and infeasible solutions to co-
exist without forcing the optimisation in a particular direction as artificial modifica-
tion/correction to solutions or complete removal of inferior solutions would. This is
important to consider as the variable complexity wing topology may create superior
geometric arrangements in terms of the objective space, and achieve the performance
constraints (root bending moment for example), but violate geometric constraints
(such as maximum wingspan) by a small amount. Hence, if such a solution is found,
if that solution is deleted or modified based on a small constraint violation then the
schema and associated solution performance is lost.

Based on the fact that many of the geometric constraints are dictated by the wind
tunnel test section, it is likely that many superior solutions will be on the cusp of viol-
ating geometric constraints such as that placed on the maximum allowable wingspan
or root chord. In other words, optimal solutions are likely to lie on the intersection
of constraint boundaries [159]. Infeasible solutions must be allowed to coexist with
feasible solutions in the population, but the way in which they are infeasible, and the
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severity of the constraint violation, must be realised by the algorithm.

Geometric, gj(Xn), and performance, hk(Xn), constraint violations of the solution
Xn are accumulatively added via weighted penalties to the objective function, f (Xn),
based on the total number of constraint violations. This is established by the function:

f (Xn) = F(Xn) +
J

∑
j=1

Rj|gj(Xn)|︸ ︷︷ ︸
Geometric constraints

+
K

∑
k=1

rk|hk(Xn)|︸ ︷︷ ︸
Per f ormance constraints

(2.4)

where Rj and rk are user defined penalty parameters. Geometric constraint violations
are weighted based on the number of violations and the percentage of constraint
overshoot. These violations are evaluated prior to numerical simulation to ensure that
the geometry does not render the potential flow model unreliable. After simulation,
each solution’s performance metrics are compared to performance constraints (e.g.
minimum lift, maximum root bending moment, etc.) which are variably weighted and
scaled relative to the most inferior solution based on all performance requirements.
This enables superior solutions in terms of objective function which may violate some
geometric constraints to obtain a relatively high rank when the population is subjected
to non-dominated sorting. However, such a solution cannot obtain a non-dominated
rank 1 status within the population, and therefore can be dominated by objectively
inferior solutions that meet the minimum design constraint criteria. This arrangement
offers the schema of constraint violating superior solutions to evolve and propagate
through generations towards solutions of similar performance that meet all design
constraints. If a solution grossly violates geometric/performance constraints, its
penalty weighting will force it to be ranked lower within the population, eventually
leading to its replacement by a superior offspring solution through tournament
selection.

2.3.6 SUMMARY OF POPULATION STRUCTURED GENETIC ALGORITHM (SGA)
ALGORITHM

Based on the number of different encoding, selection, crossover and mutation methods,
and innovative modifications available it is clear that there are a number of forms
of genetic algorithms that can be implemented for any single problem. For practical
reasons, not all of these variations can be tested, so the different constituent parts
should be chosen sensibly. Thus, understanding how GAs work involves understand-
ing the notion of schemas, which are the building blocks of chromosome solutions
within the GA [201]. In this context good solutions will exhibit similar patterns of
allele values (possible traits of a design variable) and thus will have common schema.
Statistically, as the GA progresses, the number of good schemas are likely to increase,
as the number of bad schemas are destroyed.

A schematic illustration of the sGA developed in this work is shown in figure
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2.12. The evaluation of wing aerodynamic properties, used by the sGA to drive the
exploration and identification of superior wing solutions within the defined search
space, is reported in the following section.

2.4 VORTEX RING AERODYNAMIC ANALYSIS

The difficulty in any aerodynamic optimisation problem is the ability to define an
analysis method that is sufficiently simple enough to operate repeatedly within
a defined search space but sophisticated enough to capture enough consideration
that determines a local geometry that feeds into a globally optimal system [128].
This includes the fact that the analysis method must additionally be integrated
with the optimisation algorithm developed. Thus, the aerodynamic model must
be computationally efficient while simultaneously maintaining reasonable accuracy.
Overall design trends must be represented correctly in order to achieve a reliable
optimisation architecture capable of assessing different wing configurations.

Panel methods, which are based on potential flow theory, meet these requirements
and are utilised to model low-speed steady aerodynamic forces in this work. These are
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Figure 2.12: Schematic illustrating genetic algorithm strategy developed.
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derived from the potential flow equations which describe a low-speed, incompressible
(M∞ < 0.3), inviscid, irrotational fluid flow. Rather than iteratively resolving the
flow properties across a discretised volume/domain they predict aerodynamic loads
from the analysis of fluidic singularities modelled on the surface of a body only;
this approach is therefore accepted to be a computationally economic method of
aerodynamic analysis [202].

Due to the low computational demand and ability to provide sufficient accuracy,
within well-defined limitations, potential flow analysis has been broadly applied
to conceptual wing design problems [60, 98, 203, 204, 205, 206]. Furthermore, the
geometry of the wing configurations is not required to be known in great detail,
which suits the purpose for designing un-conventional lifting configuration topologies.
Specifically a Vortex Ring Method (VRM) has been developed. The VRM requires the
panelling of the mean surface where only the camber and thickness distribution is
required. Correction methods have been applied to improve the total drag computation
through estimating the parasitic drag.

2.4.1 POTENTIAL FLOW THEORY

Panel methods are based on providing a solution to the potential flow problem. From
potential flow theory, the flow of interest is assumed incompressible and irrotational
by the continuity equation. The governing equation in terms of the velocity potential
φ is expressed as [202]:

∇2φ = 0 (2.5)

This is Laplace’s equation and presents a boundary-value problem. This solution
of this Laplacian equation can be obtained by discretising the problem and applying
elementary solutions, such as point sources, point sinks, doublets, and vortex lines to
obtain the solution of a complex problem. The boundary condition of zero normal
flow at surfaces needs to be satisfied at the wing’s solid surface:

∇(φ + φ∞) · n = 0 (2.6)

2.4.2 BIOT-SAVART LAW

The continuous distribution of bound vorticity over the wing surface and of the
trailing vorticity in the wing wake are approximated using a finite number of vortex
ring elements. The advantages of this element, as opposed to the simpler horseshoe
element, is that the exact boundary conditions will be satisfied on the actual wing’s
surface and is therefore better suited to coping with camber and twist distributions
and various planform shapes [202].

The velocities induced by a straight vortex line segment at any arbitrary point in
space, such as any of the four segments forming the vortex ring. Each vortex line
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cannot start or end in a fluid and the contribution of a segment has to be considered
as part of a continuous vortex line. The induced velocity, Vind, at an arbitrary point in
space of a constant vortex line segment is given by the Biot-Savart formula [202, 205]:

Vind =
Γ

4π

~r1 × ~r2

|~r1 × ~r2|2
~r0

(
~r1

~r2
− ~r2

~r1

)
(2.7)

In equation 2.7, Γ is the constant vortex strength of the vortex segment, ~r1 and
~r2 are the spatial vectors from the starting and ending points of the vortex segment,
and ~r0 is the spatial vector along the length of the vortex segment as illustrated in
figure 2.13. The induced velocity of a horseshoe vortex is computed by applying the
Biot-Savart law on each vortex element composing the vortex ring.

Referring to figure 2.13, it is noted that when point P lies on the vortex line then
the vortex solution is singular. Hence, for numerical purposes, the vortex segment is
assumed to have a small radius within which the net induced velocity is zero.

2.4.3 VORTEX RING METHOD

The vortex lattice, in this instance composed of vortex rings, divides the lifting surface
planform into separate panels as shown in figure 2.14. The leading edge of each
segment ring is placed on the quarter chord line of the associated wing panel and the
collocation point, at the centre of the vortex ring, placed on the three-quarter chord
line of the panel. This satisfies the two-dimensional Kutta-condition along the local
chord. Additionally, along the wing trailing edge, the trailing vortex of the last panel
row must be cancelled to satisfy the three-dimensional Kutta-condition at the trailing
edge such that:

γTE = 0 (2.8)

Both the vortex segments and collocation points are distributed over the aerofoil’s
camber line. A normal vector n is defined at each collocation point and a positive Γ
is defined along each vortex segment according to the right-hand rule. The vortex

Figure 2.13: Three-dimensional vortex segment.
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Figure 2.14: Vortex ring model of arbitrary wing with Np spanwise, and Nc chordwise,
vortex rings.

filaments of the vortex rings induce a velocity on each panel’s collocation point, which
is computed using the Biot-Savart law. Additionally, as geometry symmetry exists
about the wing root chord, only the starboard wing is modelled, while the influence
port wing is treated as a solid boundary reflection [202]. This halves the computational
demand of any wing solution’s performance computation.

A surface panel meshing algorithm automatically discretises each wing segment
taking into account individual panel sweep, dihedral, taper, twist, and aerofoil camber.
A subtlety in the meshing algorithm, with regard to the optimisation procedure, is
how to discretise each wing segment where length is a continuous design variable.
For numerical accuracy, the vortex ring span is held constant for each wing segment,
and the joining vortex rings can vary continuously. Spatial discretisation is requested
by the user but is modified by the meshing algorithm depending on the overall wing
geometry to ensure fixed distribution of vortex rings and that biasing of vortex rings
toward certain wing segments does not occur.

Once discretised, an aerodynamic influence coefficient matrix can be determined
which represents the induced velocities from each vortex ring on all other panel
collocation points. In order to determine the vorticities of the vortex rings a kinematic
boundary condition is applied which forces the normal velocity at the collocation
point of each panel to be zero; this is the so called no penetration boundary condition.
The vortex strength distribution, Γ, for a given geometry can therefore be obtained by
solving the linear equations:
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where a represents aerodynamic influence coefficients, m is the order of the matrix
(number of spanwise × number of chordwise vortex rings), and Q∞ are the normal
velocity components of the freestream flow (U∞, V∞, W∞). Typically, the solution of
panel methods is based on solving the system of equations in equation 2.9 which is
not an iterative solution technique and involves a simple projection of a drag-free
wake aligned with the freestream to the far field (typically 30 wing semi-spans) [71].
The wake aligns with the freestream from the partition plane indicated in figure 2.14,
which enables the near field wake projection to compensate for the shedding of a
complex drag-free wake from a wing with variably swept segments [71]. Doing so
simplifies the wake projection as it does not need to match the trailing edge sweep for
far-field projections. This simplification removes the near field wake and its influence
on the wing planform.

While unsteady aerodynamics over the wing are not of interest, the influence of
induced velocities (downwash) generated by the vortex wake wake behind the wing is.
Hence, for each time-step ∆t the wing trailing edge vortex rings are propagated into
the wake satisfying the Kelvin condition [202], which states that the circulation around
a closed curve moving through a fluid remains constant with time. The influence
coefficient matrices are separated into an influence coefficient matrix Awing,wing to
account for the self-induced velocities from the aerodynamic lifting surfaces, and an
influence coefficient matrix Awake,wing to account for the induced velocities from the
wake on the aerodynamic lifting surface. Given these influence coefficient matrices,
the bound vortex strength Γwing,t+∆t for the time-step t + ∆t can be computed:

Γwing,t+∆t = A−1
wing,wing(−Vindt+∆t −Awake,wingΓwake,t+∆t) (2.10)

where Γwing denotes the vortex strength of the aerodynamic lifting surface panels,
Γwake denotes the vortex strength of the wake panels, and Vindt+∆t denotes the induced
velocities at the wing collocation points at time-step t + ∆t.

A force-free wake model utilising a wake relaxation scheme has not been employed
to align the wake everywhere with the local flow; i.e. the effect of the induced velocity
on the wake is not determined and therefore wake roll-up due to vorticity shed from
the wingtips is not modelled. Thus, for the purpose of improving optimisation run
times, iteratively time-stepping vortex rings into the wake projection is not utilised.
Neglecting these higher-order effects leads to the assumption of a rigid wake projection
within which deflections and perturbations are small compared to the freestream
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velocity. The primary reason of this simplification is to maintain a simpler analysis
model for the purpose of integration with the optimiser. Smith [71] demonstrated
that neglecting wake roll-up does not invalidate the shed trailing wake and that
appropriate consideration (leading to a significant increase in computational cost) of
these effects will ultimately account for a 1 to 2% change in the induced drag through
slight redistribution of the wing downwash. Evidence also suggests that the bound
circulation of the wing is unaffected. Furthermore, several other studies have shown
effective use of drag-free rigid wake modelling [60, 94, 207].

The wake vortex strength for each subsequent time-step ∆t is computed using a
propagation matrix Pwing, which is a binary matrix used to guide the trailing edge
vortex rings into the wake, and Pwake which is also a binary matrix guides all vortices
in the wake downstream with each iteration:

Γwake,t+∆t = PwingΓwing,t+∆t + PwakeΓwake,t (2.11)

Given the circulation of the vortex ring elements, the inviscid aerodynamic force
∆L per unit width ∆y acting on the bound segment of each vortex ring strip over the
lifting surface can be computed using the Kutta-Joukowsky theorem [202]:

∆Lm = ρ∞Q∞Γm∆ym (2.12)

The total aerodynamic load is the sum of the contributions of each of the individual
panels.

To derive Laplace’s equation (equation 2.5) the flow is assumed to be inviscid,
irrotational, and incompressible. Thus potential flow models cannot properly model
viscous drag effects, flow separation, or compressibility effects such as shock waves.

2.4.4 INDUCED DRAG CALCULATION

ON WING CALCULATION: ‘NEAR FIELD’

The ‘near field’ approximation of the induced drag poses a simple extension to the
panel method, where the downwash over the wing is estimated directly on the wing at
the distributed collocation points. Here, an aerodynamic influence matrix is computed
in which only the trailing vortex segments are considered; the influence of the bound
vortex segments are neglected. This procedure can be summarised by the matrix
formulation in equation 2.13 where all influence coefficients and vorticity of the
trailing edge segments responsible for the induced downwash are known:
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The induced drag computation of each bound vortex segment arising from the
trailing vortex segments are then obtained using the Kutta-Joukowsky theorem [202]:

∆Dm = −ρ∞Γmωindm ∆ym (2.14)

FAR FIELD: TREFFTZ PLANE ANALYSIS

Von Karman [208] developed a far field approach for determining the induced drag
from properties in a traversed plane far downstream of a lifting system. When this
plane is moved far enough away from the lifting system, the u-perturbations produced
by the bound vorticity become diminishingly small, leaving only the perturbations
produced by the trailing wake system. This plane is traditionally referred to as the
Trefftz plane. For the case of a streamwise wake of wingspan b, the induced drag
becomes:

Di = −
1
2

ρ∞

ˆ b/2

−b/2
∆φ

∂φ

∂z
dy (2.15)

where ∆φ is the potential jump from the upper side to the lower side of the wake in
the far downstream Trefftz plane. Although the potential jump is discontinuous across
the wake, the induced velocity, ∂φ

∂z is continuous. More information on conducting
Trefftz analysis is detailed by Drela [205]. In the present study the Trefftz plane is
positioned fifteen wing semi-spans downstream of the lifting system as shown in
figure 2.14 and suggested by Smith [71].

In applying this method the following assumptions are made:

� The flow is continuous, stationary, and inviscid.

� The flow is an isentropic perfect gas in the vicinity of the wake far away from
the wing.

� In the Trefftz plane the flow is considered two-dimensional; u-perturbations are
assumed negligible.

� The thin wake has a zero static pressure jump across it, and assuming that the
total pressure does not vary either, the incompressible steady Bernoulli equation
then implies a zero jump in velocity magnitude through the wake also. Thus,
there are no wake deflections.
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Smith [71] has shown that Trefftz plane analysis is a reliable computational method
for estimating induced drag which is insensitive to vortex ring spatial density and
numerical round off. Furthermore, this method does not suffer from pressure drag
cancellation errors which can make near field induced drag calculations unreliable.

2.4.5 VISCOUS DRAG CALCULATION

Consideration of a wing configuration’s total drag, which includes contributions from
both the induced and viscous drag, will alter the optimisation problem considerably.
Inclusion of the viscous drag is a particularly important factor to address when com-
paring different wing configuration geometries including planar wing tip-extensions,
addition of winglets, C-wings, and box wings as each will have very different wetted
areas. Thus, the viscous drag is important for the comparison between design trade-
offs and ensuring impractical gains in the viscous drag are not incurred. Simply fixing
the wetted area between planar and non-planar configurations would not allow for a
fair comparison as this would artificially drive maximum lift capability and lead to
pseudo-optimal results.

There are several approaches to extend the linear aerodynamics of panel methods
to include boundary layer effects, and hence viscous drag, such as coupling the
potential flow solver with a boundary layer solver [202]. A computationally less-
expensive method is to develop an analytical database of drag polar information
for a given aerofoil over a broad range of Reynolds numbers [203]. In this study an
analytical aerofoil database was developed and embedded into the panel method by
performing two-dimensional calculations using XFOIL [209, 210]. The contribution
of viscous drag is then introduced by embedding the two dimensional aerofoil data
into the panel method calculations. It is assumed that the viscous two-dimensional
drag coefficient of the local aerofoil over the wingspan varies quadratically with the
sectional lift coefficient [5, 94, 121, 128]:

Cdp = Cdp2(Re)C2
l + Cdp1(Re)Cl + Cdp0(Re) (2.16)

where Cdp is the section viscous drag coefficient. The coefficients (Cdp2 , Cdp1 , Cdp0) of
the drag calculation in equation 2.16 depend upon the local Reynolds number at the
mid-span of each aerodynamic panel and the pre-defined aerofoil characteristics. The
viscous drag coefficients are determined by interpolating the results for the given
aerofoil at different Reynolds numbers at different sectional lift coefficients. Thus, the
upper and lower bounds for which this approximation is valid must not be exceeded
at any wing cross section, while sufficient resolution for how the drag polar varies
with the Reynolds number must also be provided.
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2.4.6 STALL PREDICTION

Potential flow theory is only applicable to low angles of attack, providing a linear
approximation of aerodynamic performance metrics for a given wing geometry. Flow
separation, and subsequently wing stall, and its effects on the wing’s performance
cannot be predicted with such low fidelity models; flow separation is a highly three
dimensional non-linear fluid dynamic viscous interaction. For a continual increase in
angle of attack, the lift coefficient predicted via a potential flow model, for any wing,
would increase constantly in a linear fashion.

This characteristic limitation of the potential flow model must be addressed and
explicitly constrained within the optimisation protocol. The reason for this is that
during the optimisation, if the presence of stall is not realised, one of two situations
may arise: 1) the wing, or some portion of the wing, may take on too high an angle
of attack, and 2) wing configurations may be optimised to have unrealistically small
tip chords. With the latter, small sectional chords would result in high sectional
lift coefficients. Therefore, stall constraints will indirectly apply constraints to the
sectional chord and effective angle of attack, which is necessary as the optimisation
procedure will consider numerous multi-element non-planar wing arrangements.

As with the viscous drag approximations, there are several approaches to extend
the linear aerodynamics of panel methods to include boundary layer effects; namely
the effects of boundary layer thickening and separation arising from adverse pressure
gradients over the wing’s upper surface. The approaches used to extend linear
aerodynamic prediction models to include non-linear and post-stall lift-curve effects
can generally be classified into three main categories: the α-correction approach
[211], the Γ-distribution approach [212, 213], and the aerofoil de-cambering approach
[214]. In the first approach, the deviation of the aerofoil non-linear lift-curve from
the potential flow linear lift-curve is used to apply a correction to the sectional angle
of attack. In the second, the wing lift distribution is assumed and then corrected to
determine the effective sectional angle of attack for the non-linear aerofoil lift-curve.
Lastly, the de-cambering approach reduces the sectional chordwise camber distribution
to account for three dimensional flow separation effects at lift coefficients/angles of
attack. All of these methodologies dictate an iterative aerodynamic analysis, and
therefore a significantly increased computational demand.

For the optimisations conducted here the post stall performance for a given wing
geometry is not of immediate interest, however ensuring that the wing’s geometry
remains within the limitations of the VRM model’s predictive capability is. Hence,
critical section theory, similar to that employed by Ning and Kroo [215], has been
used to predict the onset of stall. This means that stall is predicted when any ith wing
section reaches a specified analytical section Ci

lmax
. In a similar manner to the viscous

drag approximations, an analytical aerofoil database was developed and embedded
into the panel method by performing two-dimensional calculations using XFOIL
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[209, 210]. Operating as a look-up table, the sectional Ci
l for the ith wing section (which

is a function of the sectional Reynolds number, Re, and sectional angle of attack, α, is
compared to the two-dimensional lift coefficient from the embedded aerofoil database.
Thus, the lift coefficient of each wing section is evaluated, where it must be less than
or equal to a maximum allowable sectional lift coefficient, Clmax , as shown in equation
2.17:

Ci
l(Re, α)|VRM ≤ Ci

lmax
(Re, α)|XFOIL (2.17)

This obviously does not provide any information of when a given wing arrangement
actually stalls, but does ensure that wing configurations will not stall at the given
wing CL.

Studies have used this method in a slightly different manner by considering the
stall speed of a given wing, and so kept the maximum sectional lift coefficient, Ci

lmax
,

constant across the span of all wing segments [5, 94]. In the current work, the Ci
lmax

can
vary over the span of each wing, from section to section, providing a more accurate
approximation of stall onset. This is particularly important at the outboard wing
section where the local Reynolds number and chord are, relative to the global wing,
smaller.

2.4.7 EXPERIMENTAL VALIDATION

CASE 1

The vortex ring panel method approach with viscous drag corrections has been
validated against wind tunnel tests for a planar wing with a NACA 65-210 aerofoil at
a Reynolds number of 4.4× 106, based on the wing mean aerodynamic chord. The
wing geometry, experimental data, and test conditions are provided by Sivellis [8].
The calculated, using both near and far field induced drag models, and experimental
lift-curve and drag polar is given in figure 2.15.
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Figure 2.15: Experimental wind tunnel data from Sivells [8] and VRM calculated data.
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The wing has been discretised into panels 46 spanwise vortex rings (≈ 0.05m in
width), and 8 chordwise vortex rings. The computation time was ≈ 15 seconds per
angle of attack. A convergence analysis for the vortex ring analysis considering spatial
discretisation and computation time is given in Appendix A. The root mean square
error (RMSE) between the experimental data and the numerical estimates are shown
in table 2.2; the agreement between the experimental data and both computed results
are deemed acceptable with the far field Trefftz analysis providing a marginally more
accurate performance prediction.

The experimental and numerical computations match well. Figure 2.15a shows a
limitation of the panel method where the most significant discrepancies occur at high
angles of attack since no flow separation physics or stall characteristics are modelled.
The experimental lift-curve-slope (per degree) of CLα = 0.0850 agrees with the lift-
curve-slope of the near field model CLα = 0.0861, and the far field model CLα = 0.0849.
The difference in the CLα arises due to the different way in which the near field and
far field Trefftz analysis computes the downwash over the wing. However in each
instance, stall prediction was indicated at α = 10.4◦. Sivellis [8] reports that evidence
of stall onset began at ≈ 11.9o, with CLmax occurring at 13.5o; under predicting stall
onset by 12.6%.

The drag polars are shown in figure 2.15b. At low lift coefficients, the VRM model
over predicts the total drag by up to 14.08% as the viscous drag model dominates.
The simplifying assumption of a quadratic variance of viscous drag with sectional lift
coefficient does not achieve consistent accuracy here. Discrepancies also exist at higher
lift coefficients, as the wing begins to stall, since no flow separation is modelled.

Increased vortex ring discretisation in the spanwise direction of the wing was found
to give a better prediction of CDi . A fundamental statement within this aerofoil theory
is that the camber line is considered a streamline of the flow over which the vortex
strength varies. Therefore, the nature of the panel method is devised to conceptually
obtain values for the vortex strength which treat the modelled wing as a streamline
of the flow; this also satisfies the Kutta condition. Increasing spanwise panels serves
to better resolve the vortex strength per unit length across the span, but it does not
sufficiently aid in the resolution of the induced velocities (i.e. downwash). Hence,
increasing the number of chordwise panels serves to distribute more collocation points
along the camber line at which the surface boundary conditions are applied; that is,
at each control point the normal component of the velocity is zero. This velocity is
the superposition of the uniform flow velocity and the velocity induced by the vortex

Table 2.2: VRM validation case 1 drag polar RMSE.

VRM model RMSE [%]

Near field analysis 1.34
Trefftz plane analysis 1.23
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panels. As a result, the induced velocity distribution over the wing is more accurately
modelled (leading to a more accurate computation of the induced drag), and the Kutta
condition is applied more precisely. Furthermore, increased chordwise panelling will
also aid in resolving the effects of geometric twist and camber more effectively.

CASE 2

Additional experimental validation of the VRM analysis model has been carried
out to ensure versatility and reliability in solving different wing geometries. Wind
tunnel data was gathered in the de Havilland (dH) National Wind Tunnel Facility
using a modified 304CZ sailplane wingtip winglet section, originally used by Anderle
et al. [216, 217], at a Reynolds number of 8.6 × 105 based on the model’s mean
aerodynamic chord. The wing section had a constant NACA 632-514 aerofoil cross
section. The numerical and experimental lift-curve, variation in the wing root bending
moment, and drag polar is given in figure 2.16. The 304CZ sailplane is modelled
with 25 spanwise vortex rings (≈ 0.05m in width), and 8 chordwise vortex rings. The
computation time was ≈ 7 seconds per angle of attack. Force and moment data has
been calculated to a confidence level of 95% with a margin of error less than 1% for
each datum.

Figure 2.16 further illustrates the limitations of the VRM panel method in dealing
with stall; stall onset begins at α ≈ 13◦ after which the model becomes increasingly
less accurate. For this reason, errors will only be considered over the pre-stall-onset
region (−5◦ ≤ α ≤ 13◦); this is shown in table 2.3. The VRM stall prediction indicated
the likelihood of stall at α = 11.4◦; under-predicting stall onset by 12.3%.

Figure 2.16a shows good agreement between the numerical, both near and far
field models, and experimental wind tunnel data. The experimental lift-curve-slope
of CLα = 0.0762 agrees with the lift-curve-slope of the near field model CLα = 0.0744,
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Figure 2.16: Experimental wind tunnel and numerically calculated data for a 304CZ
sailplane blended winglet wingtip.
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Table 2.3: VRM validation case 2 drag polar RMSE prior to stall onset (−5◦ ≤ α ≤ 13◦).

VRM model RMSE [%]

Near field analysis 7.79
Trefftz plane analysis 1.39

and the far field Trefftz model CLα = 0.0759. Furthermore, validation of the capability
to sufficiently predict the wing root bending moment is necessary so that it can be
employed as a design constraint in the optimisation procedure. This is an important
parameter to consider when trying to reduce the induced drag of a wing configuration.

Figure 2.16b shows a distinct difference in the drag polars predicted for the 304CZ
sailplane wingtip winglet section, where it is seen that the near field prediction of
the induced drag is consistently higher. This is due to the over prediction of the local
downwash and thus an over-prediction in the local angle of attack. This result was
also found by Smith [71] who highlights that the Trefftz plane analysis better accounts
for the wake shape. Hence, it is concluded that the near field model is unsuitable for
modelling arbitrary non-planar wing configurations.

2.5 AERODYNAMIC DESIGN OPTIMISATION

This section presents aerodynamic optimisation problems of increasing complexity,
including both single and multi-objective optimisations of wing lifting surface ar-
rangements working towards the design optimisation of the final wind tunnel models.
Multi-objective design criteria and competing constraints are methodically added to
investigate how they change the problem, and how the sGA copes with the changing
feasible design space.

The specifications for these tests are listed in table 2.4, where the baseline wing is
the same as that used in the Case 1 experimental validation. As the angle of attack of
each wing within the sGA population is allowed to vary continuously, according to
lift-curve-slope data presented in figure 2.15, the lift constraint varies as a function of

Table 2.4: Test case specifications based on planar wing presented by Sivells [8].

Specification

Freestream velocity 54.667 [m/s]
Mach number 0.17

Atmospheric pressure ≈ 234422 [Pa] (≡ 34psi)
Atmospheric density ≈ 2.754 [kg/m3]

Max semi-span (bre f ) 2.286 [m] (≡ 7.5 f t)
Max span-to-height ratio 0.2

Root Chord 0.725 [m] (≡ 1.769 f t)
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angle of attack (Lre f (α)). Therefore, for a specific angle of attack there is a fixed lift
constraint, this enables better comparison between the different candidate solutions
and the baseline planar configuration. The specific wing geometry and test conditions
are provided by Sivellis [8].

All presented optimisation results shown in this work have been obtained by
running the sGA-VRM algorithm on a Dual Intel Xeon (E5-2640 v3) parallel computing
platform (RAM: 2133MHz DDR4, 4× 8GB) using 15 cores via MATLAB’s parallel
computing toolbox suite. The sGA-VRM settings used for all optimisations in this
work are given in table 2.5.

Table 2.5: sGA-VRM settings.

Parameter Value

Population 150
Generations 600

Mutation rate 0.05 - 0.3
BLX-α α = 0.5

Secondary crossover operator 0.05

Spanwise discretisation (Np) ≈ 0.01 [m]
Chordwise discretisation (Nc) 8

2.5.1 MINIMUM INDUCED DRAG

OPTIMISATION 1

The Optimisation 1 problem considers the aerodynamic optimisation of un-swept, and
un-tapered rectangular lifting surface design space, for which only the induced drag
of the system is minimised. The optimisation problem is presented as follows:

Minimise: Di

w.r.t. variables



1 ≤ n ≤ 5
0 ≤ α ≤ 15 [deg]
0 ≤ Γn ≤ 195 [deg]
0.25 ≤ l1 ≤ 2.286 [m]

0 ≤ ln ≤ 2.286 [m]

−10 ≤ θn ≤ 10 [deg]
−5 ≤ θroot ≤ 5 [deg]
Camber = 0, 1

Subject to


1− L

Lre f
≤ 0

hwingtip
bre f

≤ 0.2

b ≤ bre f

where n is the number of wing segments. The twist distribution, θn, varies linearly
over each wing segment span, ln. The lift constraint ensures that wing solutions must



50 Chapter 2

maintain a required total lift, while the total wingspan, b, and wingtip height, hwingtip,
provide a maximum height-to-span ratio of 0.2.

As the posed optimisation problem is single objective, a single optimal solution is
identified. The optimal solution obtained for rectangular (un-swept and un-tapered)
lifting surfaces is shown in figure 2.17. This configuration is a closed box wing
of maximum allowable span and height made up of three wing segments; this
configuration is the optimal prediction given by lifting line theory [5, 118]. This
provides validation of the sGA-VRM optimisation algorithm performing to identify
anticipated optimal solutions.

The sGA designed the box wing arrangement to be optimal (i.e. have minimum
induced drag) at α = +7.48◦ as indicated in figure 2.18a. At α = +7.48◦ the induced
drag is 29.62% lower when compared to the planar baseline wing, with an average
induced drag reduction of 27.51% over 0◦ ≤ α ≤ +13◦. The drag polars in figure 2.18a
also indicate that the much larger wetted area of the box wing results in an ≈ 48.2%
increase in the wing’s parasitic drag. Hence, only small total drag savings are made
over the range +3.34◦ ≤ α ≤ +6.49◦, and at all other angles of attack the net total
drag actually increases despite the induced drag saving.

2.286m

0.457m

Wing root

Figure 2.17: Optimisation 1 - optimal induced drag solution.
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Figure 2.18: Baseline wing Vs. Optimisation 1 solution.
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The spanwise loading for the optimised box wing surface arrangement, the baseline
wing, and its optimal elliptical distribution is shown in figure 2.18b. Both the upper
(top-wing) and lower (main-wing) surfaces of the box wing are positively loaded, and
carry approximately the same section-wise lift, while the side-wing element carries
little load. Is it indicated that the side-wing is loaded inboard (positive loading). The
elliptical spanwise distribution theoretically provides the minimum (optimal) induced
drag for planar wings [202]. The baseline planar wing, described by Sivellis [8],
presents a sub-optimal spanwise loading indicative of an untwisted tapered (λ = 0.4)
wing. With taper, the outboard local lift coefficient increases due to the reducing
chord.

OPTIMISATION 2

Optimisation 1 considered un-swept and un-tapered rectangular wing sections only,
allowing the sGA to change the span, dihedral and twist of each segment. Including
sweep and taper design variables for each wing segment enables a broader topological
planform design space. The inclusion of taper can lead to unrealistically small sectional
chord distributions at the wingtip resulting in high local lift coefficients and encourage
wingtip stall, as previously discussed in Section 2.4.6. To prevent this, a sectional
stall prediction constraint is added to the lift and geometry constraints. Thus, the
optimisation problem is presented as follows:

minimise: Di

w.r.t. variables



1 ≤ n ≤ 5
0 ≤ α ≤ 15 [deg]
0 ≤ Γn ≤ 195 [deg]
0.25 ≤ l1 ≤ 2.286 [m]

0 ≤ ln ≤ 2.286 [m]

−10 ≤ θn ≤ 10 [deg]
−5 ≤ θroot ≤ 5 [deg]
Camber = 0, 1
0 ≤ Λ0.5c ≤ 45 [deg]
0 ≤ λ ≤ 1

Subject to


1− L

Lre f
≤ 0

hwingtip
bre f

≤ 0.2

b ≤ bre f

Ci
l |VRM ≤ Ci

lmax
|XFOIL

The Optimisation 2 problem remains single objective, thus a single optimal solution
is identified. The obtained optimal solution is shown in figure 2.19. This configuration
is a closed box wing of maximum allowable span and height made up of five wing
segments: two segments in the primary lifting wing, two segments in the side-wing,
and one segment in the top-wing.

The wing drag polar and spanwise loading distribution are shown in figure 2.20.
Allowing the main lifting surfaces to sweep further apart from each other improves
the aerodynamic performance of the closed non-planar configuration because of
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Figure 2.19: Optimisation 2 - optimal induced drag solution.
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Figure 2.20: Baseline wing Vs. Optimisation 2 solution.

the increased downwash over the wing. At α = +5.41◦, which denotes the sGA
design point, the induced drag of the optimised wing is reduced by 32.38% when
compared to the baseline wing, with an average induced drag reduction of 31.22%
over 0◦ ≤ α ≤ +13◦.

The drag polars in figure 2.20a indicate that the much larger wetted area of the
optimised box wing results in an ≈ 43.7% increase of the wing’s parasitic drag. The
net total drag of the optimised wing, relative to the baseline planar wing, is seen to
reduce in the angle of attack range 3.12◦ ≤ α ≤ 13.41◦ by an average of 3%.

Figure 2.20b shows the spanwise loading of the wing swept box wing arrangement,
indicating that the main-wing carries the bulk of the lift, while the top-wing carries
less load, however retains positive loading. The variation of Cl over the top and
main-wing is approximately flat, with the main-wing segment demonstrating high tip
loading due to low wing taper. The spanwise loading of the baseline wing and an
elliptically loaded planar wing are also shown.
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2.5.2 MINIMISE INDUCED AND PARASITIC DRAG

OPTIMISATION 3

Both Optimisation 1 and Optimisation 2 have dealt with only the minimisation of the
induced drag: a single objective. The inclusion of parasitic drag will have a pronounced
impact on the optimisation of non-planar arrangements which will strongly influence
the wing’s wetted area. Thus, Optimisation 3 is presented as follows:

minimise: Di and Dp

w.r.t. variables



1 ≤ n ≤ 5
0 ≤ α ≤ 15 [deg]
0 ≤ Γn ≤ 195 [deg]
0.25 ≤ l1 ≤ 2.286 [m]

0 ≤ ln ≤ 2.286 [m]

−10 ≤ θn ≤ 10 [deg]
−5 ≤ θroot ≤ 5 [deg]
0 ≤ Λ0.5c ≤ 45 [deg]
0 ≤ λ ≤ 1
Camber = 0, 1

Subject to


1− L

Lre f
≤ 0

hwingtip
bre f

≤ 0.2

b ≤ bre f

Ci
l |VRM ≤ Ci

lmax
|XFOIL

It is highlighted that Optimisation 3 is fundamentally identical to Optimisation 2,
other than the inclusion of the parasitic drag objective. Due to the presence of two
objectives, the sGA’s final population is presented as a Pareto-front of solutions; this
is shown in figure 2.21. It is found that solutions identified as achieving the best
induced drag reduction are closed box wing arrangements with 5 wing sections active.
Unsurprisingly the box wing solution from Optimisation 2 is identified within the
Pareto-front, and is indicated in figure 2.21. Moving down the Pareto-front, the closed
box wing arrangements open up to form C-wing configurations with large top-wings
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Figure 2.21: Optimisation 3 Pareto-optimal solutions.
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which are positively loaded over the range 0.78 ≤ CDi /CDire f ≤ 0.85. All C-wing
solutions have 3 to 5 active wing segments. These wing arrangements also increase
the wing root bending moment relative to the baseline case by up to 250%.

Moving further down the Pareto-front into the range 0.85 ≤ CDi /CDire f ≤ 0.91, the
C-wing configurations have smaller top-wings with inverted camber orientation in-
order to maintain positive loading. Such top-wings produce a net down-force opposing
useful lift. These solutions, achieving an ≈ 10 to 15% induced drag reduction, are
noted to identify some configurations which only increase the root bending moment
by 1 to 2% (facilitated by the down-loaded top-wing), while others increase the root
bending moment by up to 85%. For the C-wing solutions there are still significant
increases in parasitic drag of about 15%.

Along the Pareto-front, a discontinuity is observed in the parasitic drag variation of
solutions from CDp /CDpre f = 1.08 to CDp /CDpre f = 1.02. This jump in the Pareto-front
is caused by a sub-population within the sGA of different chromosomal structure. This
sub-group of solutions are planar wings with highly swept wingtips and outboard
canted winglets, as indicated in figure 2.21, which provide some induced drag savings
without causing a significant increase in the parasitic drag. As no root bending
moment constraints have been introduced but a constraint on the maximum wingspan
has, the identification of such solutions is promising. Whitcomb [21] showed in 1976
that winglets could reduce the induced drag of wings with constrained wingspans,
several studies since have confirmed this finding [5, 94]. Although wingletted solutions
appear to provide savings of the induced drag with minimal increase of the parasitic
drag, the wing root bending moments are seen to increase by ≈ 20% in order to meet
the lift constraints.

2.5.3 MINIMISE INDUCED AND PARASITIC DRAG WITH ROOT BENDING MO-
MENT CONSTRAINT

OPTIMISATION 4

Further building on the optimisation procedure presented in Optimisation 3, Optim-
isation 4 introduces an extra constraint acting to limit the wing root bending moment
via the root bending moment scaling factor mlimit. The lift produced by any wing
surface, even a closed box wing, is taken to be carried as a bending moment through
the main-wing root only. Optimisation 4 is presented as follows:
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minimise: Di and Dp

w.r.t. variables



1 ≤ n ≤ 5
0 ≤ α ≤ 15 [deg]
0 ≤ Γn ≤ 195 [deg]
0.25 ≤ l1 ≤ 2.286 [m]

0 ≤ ln ≤ 2.286 [m]

−10 ≤ θn ≤ 10 [deg]
−5 ≤ θroot ≤ 5 [deg]
0 ≤ Λ0.5c ≤ 45 [deg]
0 ≤ λ ≤ 1
Camber = 0, 1

Subject to



1− L
Lre f
≤ 0

hwingtip
bre f

≤ 0.2

b ≤ bre f

Ci
l |VRM ≤ Ci

lmax
|XFOIL

MRBM ≤ mlimit MRBMre f

The addition of the root bending moment constraint will indirectly help the
optimisation place a limit on the wing structural weight. The loading of non-planar
wing arrangements without root bending moments, as previously observed, tend to be
highly tip loaded. The addition of root bending moment constraints will try to move
the main-wing’s centre-of-pressure inboard, and is likely to encourage more heavily
down-loaded top-wings. This constraint is expected to produced aerodynamically less
efficient wing configurations. Non-planar wingtip arrangements encourage ‘cleaner’
flow over the outboard wing section, modifying the circulation at the main-wing
wingtip, which has the effect of causing additional lift over the outboard wing. Even
a small amount of additional lift can significantly increase the wing root bending
moment due to the moment arm (wing semi-span). Limiting the root bending moment,
while simple, has been shown to work for limiting the structural weight in conceptual
wing design optimisations. [68, 98, 121, 218, 219]

Figure 2.22 presents three optimisation cases: No RBM constraint (mlimit → ∞),
which is represented by Optimisation 3; RBM Constraint 1 (mlimit = 1.5); and RBM
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Constraint 2 (mlimit = 1). In the absence of any root bending moment constraint, the
sGA solutions increase the root bending moment by up to ≈ 250% relative to the
baseline planar wing. In this instance the identified box and C-wing solutions are
found to add more structural weight than their respective induced drag reductions
can compensate for. Therefore, these configurations cannot be justified.

It is observed that the addition of the RBM constraint modifies the Pareto-front.
This is indicative of the feasible solution design space changing. With the application
of RBM constraints the box wing is immediately removed, and consequentially peak
parasitic drag gains reduce with tighter RBM constraints. This situation reflects a
possible false optimisation design decision as the lift of the entire wing is considered
to be carried as a bending moment through the main-wing root only. In reality, a
closed box wing arrangement would share the wing root bending moment through
the main and top-wing roots. Furthermore, is it observed in figure 2.22 that a portion
of the converged ‘RBM Constrain 1’ Pareto falls bellow the converged ‘Optimisation
3’ Pareto. The reason for this is that in the absence of the RBM constraint the sGA
identifies several optimal solution types in alternative design spaces, as discussed in
Section 2.5.2. With the application of the RBM constraint, the sGA drives the solution
types into the same design space, resulting in a smoother Pareto-front, and facilitates
a more robust search guided by constraint based reasoning.

For RBM Constraint 1 (mlimit = 1.5), the wing configurations can exceed the planar
wing reference RBM by 50% for the respective angle of attack and associated lift
constraint. Some large aspect ratio top-wings persist for C-wing arrangements where
most are positively loaded with lower angles of attack and lower wing sweep. C-wings
with heavily down-loaded top-wings have slightly reduced total wingspans (≈ 4%)
and lower angles of attack. The top-wing segments are also noticed to have highly
raked wingtips. The high sweep reduces the component of velocity that a certain
wing section encounters (U∞cos(Λ)). Similar to the Optimisation 3 design case a few
wingletted wings are identified, however a discontinuity in the Pareto-front is not seen
as all wing segments are active. Thus, a smoother Pareto-front trade-off is obtained.
The winglet solutions are found to slightly reduce the parasitic drag by 2 to 3% and
the induced drag by 4 to 5%. The solutions in the Pareto that increase the induced
drag relative to the baseline are wingletted wings with reduced total span and high
angle of attack in order to meet lift constraints.

For RBM Constraint 2 (mlimit = 1), all wing arrangements in the Pareto-front meet
the root bending moment of the baseline planar reference wing for the respective
angle of attack and associated lift constraint. In this design case, top-wings reduce in
surface area relative to those for RBM Constraint 1, all remain positively down-loaded.
Peak induced drag reduction appears limited to 17%, with only very minor additional
induced drag savings accompanied by an almost asymptotic increase in parasitic drag
which begin to exceed 40%. These C-wings are of maximum span and height. It is
also noticed that for this design case all side-wings are canted inboard.
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2.5.4 WIND TUNNEL MODEL WING DESIGN

With the design algorithm specified (sGA-VRM) this section describes the design
of two wing arrangements, specifically a baseline planar wing and a C-wing, to be
carried forward to manufacture and wind tunnel testing. The sGA-VRM provides
an effective design tool to ensure experimental constraints and design criteria can be
met while maintaining characteristics of each wing arrangement. Thus, the expected
performance of the two wings are related in their design architecture with the same
specifications and underlying physics to guide the topological design. The primary
function of this is to ensure that the C-wing carried forward to the experimental stage
is not arbitrary. The sGA is implemented with specifications provided in table 2.5.

Each wing’s design specification is dictated by criteria adhering to the test facility
limitations which place restrictions on the wing sizing (relative to the wind tunnel
working section), and maximum feasible forces/moments which are dictated by
diagnostic equipment measurement capabilities. The experimental conditions and
facility limitations are summarised in table 2.6.

The planar wing, relative the the C-wing, has a very restrictive design space to
ensure that the wing is analogous to a typical mid-size transport commercial aircraft
wing topology, representing an approximately 10%-scale model. Thus, constraints
have been implemented to force a specific quarter chord sweep angle and overall
wing taper ratio. The C-wing design is given more flexibility in terms of variable
accessibility, however the inboard 74% of the main-wing wingspan is held constant
to the planar wing topology. The function of this is to reduce complexity and cost of
the wing model manufacture. The C-wing designed is thus more representative of
a C-wing wingtip retro-fit design. Furthermore, all wing sections remain untwisted
with constant aerofoil section, NACA 631412. The design decision of using the NACA
631412 for the wind tunnel model is discussed further in Section 3.4, while the 12%
thickness-to-chord ratio remains suitable for application of potential flow models [202].
Due to the lack of wing twist (washout), sub-optimal lift distribution over the wing

Table 2.6: Design specifications for model design.

Specification Value

Freestream velocity 50 [m/s]
Mach number 0.14

Atmospheric pressure ≈ 101325 [Pa]
Atmospheric density ≈ 1.225 [kg/m3]

Max semi-span (bre f /2) 1.5 [m]
Max span-to-height ratio 0.2

Max lift 2225 [N]
Max root bending moment 1100 [Nm]
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regardless of wingtip arrangement is expected. It is necessary to highlight that neither
wing arrangements can be considered truly optimal, but can be considered optimal
given the allowed design space and experimental constraints. While the C-wing may
achieve a total drag reduction, it is unlikely that it will provide optimal reduction of
induced drag relative to net increase of the parasitic drag.

No aerostructural design optimisations were made during the optimisation pro-
cedure, however additional geometric design constraints were enforced to reduce the
aerodynamic coupling term. Theory covering the wind tunnel model wing aeroelastic
design is covered in Section 3.5. The sGA facilitates the prerequisite design criteria
required to enable the decoupling of each wing arrangement’s bending and torsional
modes through aeroelastic constant management. The local elastic and inertial axes
are designed to coincide at 34% of the local chord line over the wingspan, thus the
inertial coupling is assumed negligible. Illustrated in figure 2.23, an additional geo-
metric constraint is implemented in which the distance between the elastic axis and
the aerodynamic centre for each spanwise panel is monitored. The sGA then drives
forward solutions which aligns the aerodynamic and elastic axes of the wing (ec→ 0).

BASELINE PLANAR WING

In the design optimisation of the baseline wing there is no reference design. This is
one of the advantages of employing the genetic algorithm as no a priori knowledge
of the design space is needed. As previously stated, the allowable design space is
restrictive, however refinement of the design relative to the specified design constraints
would be tedious and prone to human error if conducted manually via trial and error.
Design optimisation of the planar wing is presented as follows:

Figure 2.23: Illustration of aerodynamic coupling constraint.
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minimise: Di and Dp;
maximise: L

w.r.t. variables



1 ≤ n ≤ 3
0 ≤ α ≤ 10 [deg]
0.25 ≤ l1 ≤ 1.5 [m]

0 ≤ ln ≤ 1 [m]

0 ≤ Λ0.5c ≤ 45 [deg]
0 ≤ λ ≤ 1
0.5 ≤ croot ≤ 0.8 [m]

Subject to



b ≤ bre f

Ci
l |VRM ≤ Ci

lmax
|XFOIL

MRBM ≤ mlimit MRBMre f

ecNp → 0 (ecNp ≥ 0)
Λ0.25c → 30◦

λwing → 0.2

The constraint to influence the main-wing quarter chord sweep (Λ0.25c) to 30◦ forces
the wing into the topology sought and, combined with the aerodynamic coupling
constraint, will cause the elastic axis (or 34% local chord line) to be linear. The wing
root bending moment is allowed to approach facility limitations (dictated by the force
platform) within the optimisation (mlimit = 1). The resulting Pareto-optimal solutions
from the sGA are presented in figure 2.24. All wing solutions have the same lift within
10%, where wings with the lowest root bending moment exist in the region of the
Pareto-front nearest the utopia point; this region is highlighted in the figure. The
solution selected to be used as the baseline planar wing for the wind tunnel model
and C-wing optimisation is also indicated in figure 2.24.

The solutions with the highest induced drag are found to have slightly reduced
wingspans (smallest wingspan ≈ 1.46m—roughly 97% of the max allowable span) and
increased angles of attack. Following this section over the range of 0.043 ≤ CDi ≤ 0.025
wing solutions are observed to have a relatively constant parasitic drag coefficient
of 0.0162. Over this range, solutions are found to have increasing wingtip sweep
(raked wingtip) reducing the induced drag with minimal effect on the parasitic drag.
The local parasitic drag at the wingtip actually increases slightly as the local chord
decreases, leading to a reduction of the local Reynolds number. Wing solutions with
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Figure 2.24: Wind tunnel planar wing design Pareto-front.
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CDi > 0.025 continue to have swept wingtips at maximum allowable sweep (45◦), but
the overall wing area is seen to increase driven by an increase in the wing root chord
length. The root bending moment constraint then drives these wings to take on a
reduced angle of attack.

The planar wing solution selected (indicated at CDi = 0.0265, CDp = 0.0162 on the
Pareto-front) meets all the design criteria with the best alignment of aerodynamic
centres along the 34% local chord line. The planar wing solution topology is shown in
figure 2.25, with a summary of the topology description presented in table 2.7.

1.5m

Wing root

Figure 2.25: Wind tunnel planar model.

Table 2.7: Wing solution topology.

Geometric parameter Value

Wing semi-span (b/2) 1.50 [m]
Wing root chord (croot) 0.70 [m]

Mean aerodynamic chord (c̄) 0.44 [m]
Main wing sweep (Λ0.25c) 30 [deg]
Wing taper ratio (λwing) 0.21
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C-WING

With the baseline wing defined, the sGA was tasked with modifying the outboard
26% of the wingspan to house a non-planar wingtip extension. The primary goal
of the design optimisation is to identify wing solutions which reduced the wing
system’s total drag while maintaining equivalent (or smaller) wingspan and root
bending moment for the same lift relative to the baseline planar wing system. This
enables a confident comparison between the two arrangements with regards to the
aerodynamic performance of the overall wing system [21]. The successful application
of any non-planar wing system for improving the aerodynamic efficiency depends
entirely upon the ability to construct the wing system such that a sufficiently low root
bending moment and parasitic drag is maintained, relevant to the equivalent planar
wing system [46].

The non-planar wingtip optimisation is presented as follows:

minimise: Di and Dp

w.r.t. variables



1 ≤ n ≤ 5
0 ≤ Γn ≤ 195 [deg]
0 ≤ α ≤ 10 [deg]
0 ≤ ln ≤ 1.5 [m]

0 ≤ Λ0.5c ≤ 45 [deg]
0 ≤ λ ≤ 1

Subject to



1− L
Lre f
≤ 0

b ≤ bre f

Ci
l |VRM ≤ Ci

lmax
|XFOIL

MRBM ≤ mlimit MRBMre f

ecNp → 0 (ecNp ≥ 0)

The wing root bending moment should be equivalent to the planar solution,
therefore mlimit = 1. It is emphasised that with the variables presented, a broad
design scope is provided to ensure that any C-wing design is not an artificially forced
solution. While a box wing design is infeasible given the wing section of fixed topology,
planar wing arrangements (other than a span extension) and wingletted designs are
obtainable. Figure 2.26 presents the sGA solution population over 600 generations.

(a) sGA population evolution.

C
Di

C
D
p

0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045
0.0175

0.018

0.0185

0.019

0.0195

0.02

Lowest total

drag solution

Lowest induced

drag solution

Lowest parasitic

drag solution

(b) sGA 600th generation Pareto-front.

Figure 2.26: sGA population optimisation.
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Predictably, the majority of initialised solutions in the 1st generation exist within
the infeasible design space, as indicated by figure 2.26a. By the 10th generation, the
solution population is split between an infeasible and feasible range of solutions. The
reason for this is that a sub-population, indicated in figure 2.26a, of very low total drag
solutions exist. These solutions are composed of wingletted wings (with outboard cant
angle of 20◦ to 45◦) of maximum allowable span and height, thus meeting geometric
constraints, however they exceed the root bending moment constraint by up to 24%.
The sGA explores these solutions, suggested by the apparent movement of the sub-
population towards a Pareto-front. However, by the 50th generation all wing solutions
enter the feasible design space, and all outboard cant winglet designs are abandoned
by the sGA. Since the 1970s, outboard winglet cant angles have been recognised as
more aerodynamically efficient than inboard cant, at the expense of increased root
bending moment [21, 220]. Hence, the sGA is following physical phenomena that is
well understood by the aeronautic community in the pursuit of a reduced total drag
wing.

Typical of any genetic algorithm performance, the rate of solution betterment
slows as more optimal solution populations are found. The first 50 generations show
much faster solution development than the subsequent 550 generations, progressing
toward the final Pareto-front at generation 600. By the 200th generation, 83 of the 150
solutions form a non-dominated solution Pareto-front. From the 200th to the 600th

generation, the ‘best’ solutions only improve by a few percent with regards to their
objective however, by the 600th generation all solutions are non-dominated and are
spread over the Pareto-optimal front. The Pareto-front from the 600th generation is
shown in figure 2.26b.

The solution topological planforms from the Pareto extremes are illustrated in
figure 2.26b, i.e. lowest induced drag solution and lowest parasitic drag solution.
The location of the lowest total drag solution in the Pareto-front is also shown. All
wing solutions have approximately the same lift. The lowest parasitic drag/highest
induced drag solution is observed to have a large compound winglet with positive
loading. Moving along the front towards the highest parasitic drag/lowest induced
drag solution, the design trend is for the winglet to fold back on itself toward the
main-wing root to form a top-wing, which then increases in span between solutions.
The top-wing maintains positive loading for all solutions in figure 2.26b. The lowest
induced drag solutions have the highest root bending moments, some exceeding the
root bending moment constraint by 6%. Furthermore, the solutions at the extremes of
the Pareto-front meet the maximum wingspan and height constraints, whereas the
solutions in the centre (near the knee point) have maximum wingspans and heights
within the defined geometric constraint limits by up to 2%. Within this region the
lowest total drag solution is determined, the geometry of which is presented in figure
2.27.

Relative to the baseline planar wing, the C-wing solution shown in figure 2.27 has
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1.487m

0.259m

Wing root

y

Optimise

C-wing

Figure 2.27: Non-planar C-wing solution with lowest total drag.

a 0.87% reduced wingspan which reduces the aspect ratio of the main-wing surface
by 1.42%, and an increased wing wetted area of 19.1%. A study by Ning and Kroo
[94] also found root bending moment constrained C-wing solution designs to have
reduced maximum wingspans relative to a planar baseline.

Considering the relative performance between these two wings, consider the total,
induced, and parasitic drag polars presented in figure 2.28a. The trend in the total
drag polars (CD) shows that for α < +3◦ the C-wing will result in a relative increase
of total drag. This is due to the increase of the wing parasitic drag, because of the
increased wing wetted area. As the induced drag component dominates the net drag
(α > +3◦), the C-wing performance is seen to reduce the total drag of the wing. As
discussed, post stall wing performance is expected to deviate away from predicted
values. Stall onset is predicted to start at ≈ 8.5◦ for the planar wing, and ≈ 8.9◦ for the
C-wing. A similar stall angle is expected due to the overall main-wing similarity. The
C-wing stall angle is slightly higher due to the increased chord and the main-wing
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Figure 2.28: Planar ‘baseline’ wing solution Vs. C-wing solution.
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wingtip. Both configurations indicate stall onset starting at the wingtip. From figure
2.28b the spanwise loading of each wing shows higher local lift coefficients at the
wingtip. Limitations of the VRM analysis is also noticed where neighbouring wing
segments have instantaneous variations in sweep angle creating non-physical ‘kinks’
in the load distribution; such as that seen at z/b = 0.27 and 0.95 for the planar wing.
These discontinuities are small confined variations within the overall trend, and so are
not deemed able to drive pseudo-optimisation [131].

The side-wing and top-wing of the C-wing are positively loaded, with the side-
wing loaded inward towards the wing root, and the C-wing down-loaded (acting
against useful lift). This result has been observed previously. Elsewhere, studies
[48, 121, 221, 222] have shown that this characteristic is physically necessary for such
a non-planar arrangement to reduce the induced drag, and so is a promising result.

To further compare the performance of the sGA baseline planar and C-wing
solutions, figure 2.29 presents the percentage change in the C-wing’s aerodynamic
performance metrics as a function of angle of attack, α, relative to the baseline planar
wing solution. Figure 2.29a shows the trend previously discussed in which a total
drag saving is observed for α > +3◦. With increasing angle of attack the induced drag
saving is suggested to dominate the parasitic drag increase.

Figure 2.29b illustrates the change in lift and root bending moment coefficients.
The VRM analysis tool indicates that the lift-curve-slope (CLα ) is 0.100, and 0.102 for
the planar and C-wing respectively. It is also identified that the zero-lift angle of attack
(α0) is −2.28◦ for the planar wing, and −2.02◦ for the C-wing. Around the zero-lift
angle of attack, the top-wing of the C-wing will experience a positive angle of attack
producing a down-force. While this force is small it is not present for the baseline
planar wing, hence the seemingly dramatic reduction of lift (by almost 100%) and
root bending moment at α ≈ −2◦. Table 2.8 summarises the aerodynamic coefficient
deviations at the C-wing design point angles of attack (α = 6.04◦).
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Figure 2.29: Percentage change of C-wing aerodynamic coefficients relative to planar
arrangement.
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Table 2.8: Summary for aerodynamic performance change and C-wing sGA design
point (α = +6.04◦).

Parameter ∆%

CL −0.21
CMRBM +3.4

CD −11.11
CDi −27.09
CDp +15.54

As the VRM analysis indicates the C-wing reduces the induced drag, it is appro-
priate here to also consider the span (or aerodynamic) efficiency, e0, of each wing
configuration. For a planar wing, e0 is always less than one but for optimal elliptical
loading can be equal to one. For non-planar arrangements, the induced drag can be
less than the equivalent ideal planar wing, such that e0 can achieve a value greater
than 1 [223]. Kroo [17] indicates that the span efficiency for an optimally loaded
C-wing system (for h/b = 0.2) can theoretically obtain a span efficiency, e0, of 1.45.
In the same study, an optimally loaded box wing of same span and height achieved
e0 = 1.46. Takahashi and Donovan [224], Schirra at al. [225], and Nita and Scholz
[226] also present studies in which non-planar wing aerodynamic efficiencies are cal-
culated. Table 2.9 summarises the aerodynamic efficiencies for the planar and C-wing
solutions selected from the sGA optimisations. As previously discussed neither wing
system is optimally loaded (but are equivalently loaded), nevertheless the increased
aerodynamic efficiency of the C-wing is evident. If both the planar and C-wing
topologies presented in this work were optimally loaded, and then potentially no
longer equivalently loaded, it is necessary to indicate that their relative aerodynamic
efficiency would change greatly.

Table 2.9: Wing aerodynamic efficiency.

Wing solution e0

Planar 0.729
C-wing 1.272

2.6 SUMMARY AND CONCLUSIONS

A design optimisation architecture consisting of a population structured genetic
algorithm combined with a vortex ring potential aerodynamic analysis tool has been
developed. The objective of establishing such a capability is necessary to explore
a multitude of possible wing topologies within a feasible design space dictated by
experimental wind tunnel facility constraints. This permits the definition of a non-
arbitrary baseline planar and an optimised non-planar wing to progress to wind
tunnel testing. It is necessary to acknowledge that these wing solutions cannot be
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considered optimal, but are optimal given the enabled design space and experimental
constraints.

Preliminary aerodynamic optimisations of a wing planform relative to a planar
wing were first used to optimise wing topology by solving a series of wing design
problems. The problems differed in complexity, design consideration, and design
objectives. For the minimisation of induced drag, only box wing configurations of
maximum allowable span and height were found optimal, reducing the induced drag
by up to 32.38%. When parasitic drag was added as an objective, the sGA identified a
Pareto-optimal set of solutions ranging from box wings, to an assortment of C-wing
arrangements, reducing wingtip geometry to winglet configurations. Due to the
existence of span constraints, planar wingtip extensions were not identified in the
Pareto-optimal set of solutions. All but a few of the C-wing arrangements, due to
positive loading at the wingtip, were observed to dramatically increase the wing root
bending moment. Consequently, the root bending moment was added as a constraint
to indirectly limit the wing’s structural weight requirements. Doing so was found to
change the contour of the Pareto-front, indicative of the feasible design space changing.
Furthermore, box wings were also no longer deemed optimal due to the root bending
moment increase at the main wing root. The ability to decrease the induced drag
relative to the associated increase in parasitic drag quickly diminishes as root bending
moment constraints are tightened.

In the design of a planar baseline wing, the approximate planform shape was
artificially forced through constraint management and a restrictive design space. This
was to ensure the planar wing design was analogous of a typical mid-size transport
commercial aircraft wing topology, representing an ≈ 10% scale model. Although the
analysis of wing geometries did not make any aeroelastic considerations, constraints
were enforced to facilitate a wing model which, theoretically, would not be susceptible
to divergence or flutter. This was achieved by aligning the aerodynamic, elastic and
inertial axes of the wing. The following chapter will discuss this wing design feature
in greater detail when considering the physical wind tunnel model.

With the definition of a planar baseline wing, the sGA-VRM re-designed the
outboard 26% of the planar wing in order to reduce the induced drag without
incurring an unacceptable increase of parasitic drag, and maintaining an equivalent
root bending moment and lift relative to the baseline planar wing. At the sGA design
point angle of attack (α = 6.04◦), the C-wing’s expected performance was found
to reduce the total drag by 11.11% (decreasing the induced drag by 27.09%, and
increasing the parasitic drag by 15.54%). The VRM suggests that the aerodynamic
efficiency, e, of the C-wing is 74.5% higher than that of the planar wing design.



CHAPTER 3
TEST FACILITY AND WIND TUNNEL MODEL DESIGN

3.1 INTRODUCTION

A series of experiments using several experimental techniques have been conducted
with the objective of qualitatively and quantitatively investigating a semi-span wind
tunnel model. The semi-span model has been designed to house the baseline planar
and C-wing developed in Chapter 2 using the population structured genetic algorithm.
In this chapter the experimental facility, semi-span model design and experimental
diagnostic techniques used are discussed.

Firstly, in Section 3.2, a description of the de Havilland (dH) National Wind Tunnel
Facility at the University of Glasgow is given. Following which, Section 3.3 provides
a study characterising the wind tunnel’s working section boundary layer profile
and growth in addition to the horizontal static pressure gradient. This information
is required in the design and boundary corrections for the semi-span wing wind
tunnel model described in Section 3.4. Subsequently, the model wing aeroelastic
design, structural considerations, solid body blockage and wind tunnel corrections are
discussed in Sections 3.5, 3.6, 3.7, and 3.8, respectively. With the model and test facility
established, reference systems and experimental techniques/procedures, including
force platform, stereoscopic particle imaging velocimetry, surface flow visualisations,
laser-Doppler vibrometry, and accelerometry, are detailed in Section 3.9.

67
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3.2 THE DE HAVILLAND NATIONAL WIND TUNNEL FACILITY

The de Havilland (dH) National Wind Tunnel Facility is a sub-sonic closed return wind
tunnel circuit capable of reaching a Reynolds number of 4.4× 106 a meter (≈ 70ms−1).
A top view schematic diagram of the circuit is shown in figure 3.1.

The working section has an octagonal cross section of 2.65m width, 2.04m height,
and 5.64m length and has a contraction ratio of 5:1 relative to the settling chamber.
Fillets are arranged to enable the working section’s cross sectional area to increase
from inlet to outlet by ≈ 2%. The purpose of this expansion is to alleviate the
longitudinal static pressure gradient through the working section due to boundary
layer growth and subsequent horizontal buoyancy effects. The air is driven by a three
meter diameter fan located after the second set of turning vanes in the return leg of
the circuit. The test section is vented to atmosphere by a breather vent of 0.05m around
the wall perimeter at the down-stream side of the test section. This vent ensures that
the internal pressure of the tunnel does not increase as the air heats due to friction
during operation. It is common to have the breather vent at the downstream side of
the test section so that the back of the test section is close to atmospheric pressure
in order to reduce the effects of leaks through any holes in the test section; these are
typically caused by mounting holes.

A pitot tube and a thermocouple are positioned just aft of the test section inlet.
The test section is also equipped with several windows to allow for a wide optical
access from both the port and starboard sides as well as the roof. The turbulence
intensity, evaluated by Giuni [78] using hot wire anemometry, along the centre line of
the working section length is ≈ 0.4%.

The working section is installed with an Ate Aerotech 2m diameter turntable with
a stow away arc sector system for model positioning capable of providing roll (360◦

range), pitch (60◦ range), and yaw (360◦ range) motion. Pitch and yaw speed up
to three degrees per second, roll speed up to 0.5 degrees per second with position

Working Section

(octagonal)
Breather Vent

(0.05m) Turbulence Screen

Fan Section

(circular)
Fan Motor

Figure 3.1: de Havilland wind tunnel top view schematic.
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accuracy of ±0.005◦. In this study, the yaw of the turntable is used to control the
incidence angle/angle of attack of the wind tunnel model.

3.3 DE HAVILLAND WIND TUNNEL CHARACTERISATION

An understanding of the dH’s boundary layer development and consequential hori-
zontal static pressure gradient through the working section is necessary in this work.
The semi-span wind tunnel model, described in Section 3.4, will interact with the
boundary layer, and will also require corrections to force platform data to account for
the effect of any static pressure gradient through the working section.

The working section utilises expanding fillets which facilitate a ≈ 2% increase in
cross sectional area from inlet to outlet. This design feature is typical of low-speed
close return wind tunnels in order to reduce the need for an excessively long diffuser
while making efforts to counteract a thickening boundary layer [227]. The action of
the progressive boundary layer thickening over the length of the working section
reduces the effective area of the freestream jet from that of the physical dimensions of
the test section. Thus, by conservation of mass, this causes an increase in the dynamic
pressure (freestream flow speed) outside of the boundary layer; the streamlines are
effectively squeezed by a contracting tube. If the geometric cross sectional area was
constant, the speed increase would be more significant resulting in a more aggressive
static pressure gradient through the test section. This would act to draw the test body
downstream, and so artificially increase the total drag felt by that body. This extra
drag is commonly referred to a ‘horizontal buoyancy’ and is analogous to hydrostatic
forces (buoyancy) due to vertical pressure gradients acting on bodies submerged
under water. The increase in cross sectional area of the dH working section passively
attempts to minimise the effects of the boundary layer growth and maintain a constant
static pressure (freestream velocity) through the section.

3.3.1 METHODS OF CHARACTERISATION

The working section boundary thickness and static pressure through the test section
was sampled at several longitudinal locations using the 80mm pressure rake (with
2 static and 13 total pressure ports) and a series of pitot static probes through the
working section length, as shown in figure 3.2. Boundary layer profiles were sampled
at five locations over the working section length. Figure 3.3 presents a floor plan
schematic diagram of the working section indicating the rake positions tested; at
position x/L=0.3 the boundary layer was also sampled off-centre towards the starboard
of the tunnel and roof centre line to assess the boundary layer thickness uniformity.
This location is also where the leading edge of the semi-span model fuselage nose will
be.

The static pressure was monitored using four pitot static probes, including the de
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Flow

Pitot probe

[x/L=0.8]

Pitot probe

[x/L=0.97]

Pressure rake

[x/L=0.2]

80mm

Figure 3.2: Boundary pressure rake.

Havilland’s own dedicated pitot probe at x/L=0.2. Figure 3.2 shows the pressure rake
installed at x/L=0.2 (floor mounted), with pitot probes at x/L=0.8 (floor mounted),
and x/L=0.97 (roof mounted) visible in the background (pitot probe at x/L=0.3 is roof
mounted). Each pitot probe reached 600mm into the freestream. Tethers were installed
on the pitot probes to minimise vibration at higher velocities, which helped reduce
the root mean square of the data sampled. Table 3.1 summarises the benchmarking
plan. At positions x/L= 0.8 and 0.97 it was necessary to overlap the two pressure rake
data sets in-order to capture the full boundary layer profile; at these test locations the
boundary layer thickness was comparable to the height of the rake. Hence, additional
measurements were taken at these locations but with the rake mounted on 30mm
spacers lifting it partially out of the boundary layer.

The pressure rake and probes were connected to a Scanivalve Corporation temper-
ature compensated electronic pressure scanning module. This system was composed
of an ERAD4000 A/D base with 16-bit resolution and two module connections: 1) a
ZOC22b pressure scanner (32 channels, ±1psi differential pressure range); and 2) a
ZOC23b pressure scanner (32 channels, ±10inches H20 differential pressure range).

0

1.00

0.2 0.3 0.970.80.55

Turntable centre

TurntableFlow

dH pitot

probe

x/L

Rake locations

Pitot locations

Figure 3.3: Schematic diagram of the dH working section illustrating pressure
probe/rake sampling locations.
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Table 3.1: Summary of pitot probe and pressure rake sample locations through
working section. Re based on L = 1m.

x/L Freestream Static Pressure Pressure Rake Re[×106]

0 - X 0.7, 1.4, 2.1, 2.7, 3.4, 4.1
0.2 X (dH wall pitot) X 0.7, 1.4, 2.1, 2.7, 3.4, 4.1
0.3 X (roof mounted) X 0.7, 1.4, 2.1, 2.7, 3.4, 4.1
0.8 X (floor mounted) X 0.7, 1.4, 2.1, 2.7, 3.4, 4.1
0.97 X (roof mounted) X 0.7, 1.4, 2.1, 2.7, 3.4, 4.1

All pressure measurements were taken relative to ambient atmosphere away from
wind tunnel interference. Each channel was sampled at 250Hz over 60 seconds. This
provided enough samples to time-average all pressure data, for all Reynolds numbers,
to a confidence level of 98% with a margin of error (random uncertainty) consistently
less than 3%.

In assessment of the boundary layer profiles the following assumptions were made:

� Steady incompressible flow.

� No body forces in the streamwise direction.

� No viscous forces outside of the boundary layer.

� Uniform flow outside of the boundary layer.

� Boundary layer is the same on all walls.

� Constant floor/roof elevation.

The pressure data from the rake was converted to boundary layer velocity profiles
using the governing Bernoulli equation:

1/2ρU2︸ ︷︷ ︸
Dynamic pressure

+ p︸︷︷︸
Static pressure

+ ρgz︸︷︷︸
Gravitational acceleration

= constant (3.1)

3.3.2 WORKING SECTION BOUNDARY LAYER

In this section, the boundary layer profiles through the working section for a Reynolds
number of 3.4× 106 (based on L = 1m) are presented as this condition matches the
experimental conditions used throughout this study (1.5× 106 based on the model’s
MAC). The disturbance thickness of the boundary layer is described as the distance
from the surface to the point in the boundary layer velocity profile that reaches 99% of
the freestream velocity [227]. In order to approximate this point, while accommodating
for the coarse resolution of the pressure rake, cubic interpolation of the pressure rake
data provided boundary layer velocity profiles. From this interpolated velocity profile,
an estimation of the boundary layer thickness, δ, from the pressure rake data could
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be made. Subsequently, the pressure rake velocity profile data (and boundary layer
thickness) was verified using the empirical 1/7th power law turbulent boundary layer
velocity profile, defined as [228]:

u
U∞

= η
1
7 , where η =

z
δ

(3.2)

The 1/7th power law velocity profile is well-known to predict a valid solution for
turbulent boundary layer profiles for Re < 6× 106 [229, 230]. Figure 3.4 presents the
time-averaged pressure rake boundary layer velocity profile compared to the power
law velocity profile at the three streamwise locations through the working section.
The comparative agreement of the pressure rake data sampled at Re = 3.4× 106 to
the empirical 1/7th law profile across the five centreline position tests (see figure 3.3)
have a root mean square error of 0.83%. The root mean square error in the agreement
between the pressure rake and the 1/7th power law across all Reynolds numbers tested
is 4.10%. From figure 3.4 it is seen that the boundary layer thickness approximately
doubles from inlet to outlet (from ≈ 35mm to ≈ 74mm respectively) at Re = 3.4× 106.

An important parameter to be considered in relation to the wind tunnel model
used in this work is the displacement thickness of the wind tunnel boundary layer. The
displacement thickness is the mass flux deficit inside the boundary layer near the wall.
In this region, the flow is heavily retarded such that streamlines are displaced outward
by the displacement thickness, δ∗ to satisfy continuity. The displacement thickness
can be approximated easily if the 1/7th power law is adopted for its computation,
such that:

δ∗ ≡
ˆ δ

0
(1− u

U∞
)dz = δ

ˆ 1

0
(1− η

1
7 )dη =

1
8

δ (3.3)

Illustrating the boundary layer growth rate, figure 3.5 presents the boundary
layer thickness’ through the working section along the centre line of the tunnel floor;
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Figure 3.4: Boundary layer profiles from the dH working section floor centreline at
Re = 3.4× 106.
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Figure 3.5: Boundary layer thickness through working section.

error bars indicated the standard deviation in the boundary thickness’ measured.
The turntable and its moment centre are indicated. The boundary layer thickness
through the tunnel (and growth rate) appear to converge at Re ≥ 2.7× 106 into a
somewhat linear relationship. Additionally, the results presented in figure 3.5 provide
confidence that the lip of the turntable does not appear to significantly interfere with
the boundary layer thickening over the working section length.

Taking a best-fit line approximation of the data presented in figure 3.5, for each
Reynolds number separately, the boundary layer growth rate appears independent of
increases in Reynolds number. Boundary layer growth rate for each Reynolds number
is summarised in table 3.2.

To understand the mechanism of boundary layer growth, the time history of the
vorticity within the boundary layer is considered. Stokes’ theorem states that the
area integral of the vorticity vector, ω, bounded by a closed contour, is equal to the
line integral of the velocity vector around the bounding contour; this is called the
circulation which is mathematically expressed as:

‹
ω · da =

˛
V · ds = Γ (3.4)

Table 3.2: Summary of pitot probe and pressure rake sample locations through
working section.

Re[×106] Growth rate [mm/m]

0.7 7.130
1.4 6.456
2.1 6.701
2.7 6.497
3.4 6.358
4.1 6.430
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This expression demonstrates that the circulation around a closed contour is the
sum of the vorticity enclosed within it. It follows that the total amount of vorticity
contained within the boundary layer per unit length over a flat surface is constant;
the distribution of the vorticity normal to the surface does not change along its
length. Vorticity within the boundary layer is introduced through the so called no-slip
boundary condition arising from the viscous properties of the fluid. Physically, the
velocity gradient through the boundary layer arises from viscous shear stresses acting
on the fluid giving rise to friction which resists the relative fluid motion. Viscosity
acts through the mechanism of molecular diffusion to spread vorticity transversely as
it convects downstream. Thus, the local boundary layer thickness can be considered
to be a measure of the distance vorticity has diffused away from the solid surface.

To relate the factors controlling the boundary layer growth rate consider the
Reynolds number as a ratio of time scales, instead of a ratio of inertial to viscous
forces. At time t, the thickness of the boundary layer is of the order of

√
νt, where ν is

the kinematic viscosity and t is the time of diffusion [231]. In consideration of some
characteristic length scale, L, the time taken for viscous and convective effects to travel
distance L is:

Viscous time scale:

Tv =
L2

ν
(3.5)

Convective time scale:
Tc =

L
U∞

(3.6)

Hence, the ratio of viscous to convective time scales is:

Tv

Tc
=

(L2/ν)

(L/U∞)
=

U∞L
ν

= Re (3.7)

Therefore, a large Reynolds number the viscous effects will propagate more slowly
into the fluid from a body surface due to a longer viscous time scale. This is why, in
figure 3.5, an initial decrease in boundary layer thickness at a given station is noticed
as the Reynolds number increases; the fluid is being convected in the flow direction at
a much faster rate than the thickening of the boundary layer which is normal to the
flow direction. The growth rate remains independent of the Reynolds number as it is
a mechanism of molecular diffusion acting through the fluid viscosity. In other words,
at higher Reynolds numbers, at any position over a flat surface the boundary layer
thickness is less because it has less time to grow but the rate of growth experienced
over length L is constant, such that the growth rate is approximately constant.
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3.3.3 STATIC PRESSURE GRADIENT

Within an attached boundary layer, the static pressure will remain relatively constant at
a cross section of the working section while the total pressure is able to vary [227]. To
verify this assumption, the cross sectional uniformity of the static pressure at x/L=0.2
was checked. The pressure rake was positioned at the centre of the tunnel floor, in
line with the wind tunnel’s dedicated pitot probe, and the gauge static pressure was
monitored over the Reynolds numbers of interest and are presented in figure 3.6.

In figure 3.6 errorbars signify standard deviations in the pressure. The static
pressure in the boundary layer in the centre of the floor is seen to agree well with the
static pressure of the freestream over the Reynolds numbers shown. The standard
deviation of the pitot probe readings are seen to increase with increasing Reynolds
number, with increased probe vibration as the primary reason. The stiffer and smaller
pitot rake does not experience the same structural vibration.

As a pitot probe could not easily be mounted at the working section inlet [x/L=0],
the pressure rake was relied upon to provide static pressure at this location. Figure
3.7 shows the gauge static pressure through the wind tunnel working section over
several Reynolds numbers. As expected with a closed return wind tunnel, there is a
tendency for a static pressure drop through the working section (horizontal buoyancy).
Additionally, the gradient of the static pressure drop the section is seen to increase with
Reynolds number. Using a line of best fit, the longitudinal static pressure gradients,
given in Pa/m through the working section at each Reynolds number is summarised
in table 3.3.

The wind tunnel working section makes use of expanding fillet corners, which
aim to offset the static pressure drop though the working section due to boundary
layer thickening. While their efficiency cannot be quantified in the present study, the
indicated pressure gradients through the working section at the Reynolds numbers
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Figure 3.6: Boundary layer static pressure and dH pitot probe freestream static
pressure at x/L=0.2.
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Figure 3.7: Static pressure gradient through working section with Reynolds number.

Table 3.3: Summary of longitudinal static pressure gradients through the dH working
section for with Reynolds number.

Re[×106] Longitudinal static pressure gradient [Pa/m]

0.7 -0.1068
1.4 -0.5708
2.1 -0.9813
2.7 -1.6975
3.4 -2.2797
4.1 -2.8208

tested are slight. This suggests that test article/model mounted within the dH working
section will have very small, perhaps negligible, artificial drag increase arising from
horizontal buoyancy effects. However, these static pressure variations through the
test section will be modified in the presence of a test article, where large static
pressure variations can arise in cases of sufficiently large test articles with significant
blockage [227]. If solid body blockage can be maintained around (or below) 5%, and
no significant lateral flow is induced by the model, deviation away from the static
pressure gradients of the empty working section is minimal [227].

3.4 WIND TUNNEL MODEL

3.4.1 SEMI-SPAN MODEL TESTING

Semi-span testing techniques have been widely adopted as a tool to provide state-of-
the-art wind tunnel research capabilities [232, 233, 234, 235]. Semi-span models are
typically employed to double the maximum usable Reynolds number and enhance
the quality of measurement data owing to improved model strength, stiffness, and
overall fidelity [236]. Model construction costs are also significantly reduced [227].
However, semi-span models also have inherent difficulties associated with the quality
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of flow over the model, and are vulnerable to increased interference effects from
interaction with the wind tunnel. The basic principle of semi-span testing is to treat
the mid-plane cross section of the body as a plane of symmetry. This is generally
achieved by mounting the mid-plane of the body to some planar surface (such as the
wind tunnel floor, wall, or ceiling) enabling the surface to act as a plane of symmetry.
The wind tunnel walls however, provide poor symmetry planes due to the growth
of respective boundary layers which begin to develop far upstream of the model.
Interactions between the working section boundary layer and the model can introduce
three-dimensional vortical structures (horseshoe vortices), which are recognised to
have strong influences on the semi-span model’s aerodynamic behaviours, especially
over the inboard wing [237], which varies as a function of the angle of attack.

With the semi-span wind tunnel model designed in this study, efforts are made
to minimise the effects of the wind tunnel boundary layer (which is discussed in
depth in Chapter 4) and allow the main-wing section to house alternative wingtip
configurations.

3.4.2 SEMI-SPAN MODEL DESIGN

The planar baseline wing semi-span configuration of the model is shown in figure 3.8a.
This configuration is analogous of a typical mid-size transport commercial aircraft
wing topology of 10% scale. The modular design enables the outboard wing section to
be freely changed, with the secondary C-wing wingtip arrangement shown in figure
3.8b.

The topological design of these arrangements has been discussed in Chapter 2. A
schematic diagram of the semi-span model with both tip configurations is presented in

Planar

Flow

(a) Planar ‘baseline’ wing

C-wing

(b) sGA designed C-wing.

Figure 3.8: Semi-span model installed in the dH working section.



78 Chapter 3

Table 3.4: Wing parameters.

Conventional full-scale Planar C-wing

Mach number (M∞) ≈ 0.78-0.8 0.145 0.145
Reynolds number (Re) ≈ 109 1.5× 106 1.5× 106

Altitude (h) [m] ≈ 10972.8(36, 000 f t) 0 0
Dynamic pressure (q∞) [Pa] ≈ 10107.04 ≈ 1531.25 ≈ 1531.25
(Main) Wing area (S) [m2] ≈ 65-90 0.5717 0.5726

MAC (c̄) [m] ≈ 4-5 0.44 0.44
Wing semi-span (b/2) [m] ≈ 17-19 1.50 1.487

Taper ratio (λ) ≈ 0.2 0.21 0.174
Aspect ratio (AR) ≈ 4-4.5 4.12 4.06

figure 3.9, with relevant wing specifications and scaling information listed in table 3.4.
The Reynolds number (Re) is based on the wing’s mean aerodynamic chord (MAC)
with atmospheric properties taken from Anderson [238]. Evident from figure 3.9 the
semi-span model does not utilise the traditional peniche extrusion at the fuselage’s
symmetry plane, and instead a stand-off gap is employed at the fuselage symmetry
plane. Skinner and Zare-Behtash [239] discuss the benefits of this. The model stand-off
gap can be adjusted such that the model can be mounted with a continuously variable
10mm to 50mm stand-off gap; the size and scaling effects of which are discussed in
detail in Chapter 4. Figure 3.9 additionally indicates that the position of the model’s
centre of gravity is aligned with the mounting shaft.

Relative to the planar arrangement, the C-wing has a 0.87% reduced wingspan,
0.16% main-wing area, and an increased wing wetted area of 19.1%. Using design
criteria and insight outlined by Barlow et al. [227], the ratio of the model wingspan
should be less than 0.8 of the wind tunnel height (for closed test sections) due to
effects of the tunnel wall. Hence, the ratio of the wingspan to the tunnel height is 0.73.

Figure 3.9: Schematic diagram of model with force platform reference frame indicated;
dimensions in millimetres.
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Figure 3.10: Exploded view of semi-span model.

Figure 3.10 illustrates an exploded view of the model and how it interfaces with
the force platform. The model wing and fuselage are constructed from polyurethane
foams with an aerodynamically smooth finish of surface roughness < 0.1µm (surface
roughness grade N3 provided by manufacturer); the surface finish is also matte-back
to minimise laser reflections. The main-wing section connects through the fuselage’s
extruded aluminium spine to the steel balance interface. The fuselage spine provides
longitudinal rigidity for the fuselage; mounting points for the main-wing’s base; and
interfaces with the steel balance which translates model body forces to the force
platform. The steel balance interface is mounted centrally to the force platform’s
electromechanical centre, which is located at the centre of the turntable. Thus the
electromechanical centre and the model mounting shaft of the steel balance interface
are fixed to the pitch axis. However, the pitch axis is not geometrically fixed to the
model and can be adjusted by the user. The steel balance interface connects to the
fuselage spine in such a way that allows 210mm longitudinal continuous translation of
the model. This capability serves two purposes: 1) re-positioning of the model’s centre
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of gravity/aerodynamic centre relative to the pitch axis; and 2) model translation to
accommodate limitations in optical access and/or maximise SPIV data acquisition
with minimised calibration planes. It is highlighted that changing between the wingtip
arrangements alone does not effect the model’s centre of gravity.

Each interchangeable wingtip extension connects to the main-wing via locking
points around the main-wing’s elastic axis, as shown in figure 3.10; secondary location
pins provide alignment and support of the trailing edge. Grub screws are used to lock
the desired wingtip directly to the elastic axis of the main-wing at the wingtip locking
point. The fuselage mid-body slides over the wing and locks into the fuselage creating
and airtight seal with no exposed screw heads. The main-wing section and both
wingtip attachments are untwisted with a NACA 631-412 cross section, the profile of
which is shown in figure 3.11. The constant untwisted profile reduces the complexity
of the model for both simulation and manufacturing purposes. However, due to the
lack of wing twist (washout), sub-optimal lift distribution over the wing, regardless of
arrangement, is expected. The 631-412 aerofoil provided a sufficient distribution of
thickness over the chord length (with a maximum thickness of 12% at 34.9% chord)
which provides confidence in the wings structural integrity while maintaining good
numerical predictability (thin aerofoil assumption ≤ 15% [202, 205]).

6-series aerofoil sections are designed to maintain a favourable pressure gradient
on both sides of the profile and low drag characteristics over a broad range of angles
of attack; additionally providing shallow stall characteristics above Re = 0.5× 106

[240]. Shallow and predictable stall characteristics are deemed particularly important
in this study as buffet induced vibrations may become amplified (or attenuated)
by the C-wing configuration, either due to C-wing aerodynamics or the extra mass
(inertia) at the wingtip. In addition, tip stall is expected due to the high sweep and
lack of washout (wing twist). The low-profile drag characteristics offered by the
631-412 aerofoil are also essential to enable the total drag of the wing to be more easily
dominated by the induced drag component. Thus establishing a strong foundation for
investigating how the C-wing will effect the total drag of the model. The C-wing’s
primary function is to attempt the reduction of induced drag but will inherently
increase the parasitic drag due to the increased wetted area. In this study only the
total drag on the model is available, hence the independent variations of the parasitic
drag and induced drag cannot be assessed. Furthermore, while the aim of the C-wing

x/c

y
/c

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-0.05

0

0.05

0.1

Aerofoil

Camber line

Figure 3.11: NACA 631-412 aerofoil.
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arrangement it to reduced the total drag, it is unlikely that it will provide the optimal
reduction of induced drag.

3.5 WING AEROELASTIC CONSIDERATIONS

Wind tunnel models (even wings in general) are prone to distortion when exposed to
aerodynamic loads. These aerodynamic forces, themselves, depend on the physical
geometry of the structure (also dictating polar and second moments of inertia), and the
orientation of structural supports relative to the freestream direction. Thus, structural
distortion results in a modification to the aerodynamic loading, leading to a change
in structural distortion, and so on. This interaction of aerodynamics and structural
forces in known as aeroelasticity.

In the design and subsequent operation of the semi-span model two distinct
aeroelastic cases require consideration: 1) static, and 2) dynamic aeroelastic response. If
the wing structure is too flexible, the interaction of aerodynamic and elastic forces may
exhibit divergent tenancies leading to structural failure; such aeroelastic phenomena
include divergence and control reversal. Dynamic aeroelastics involves the inertia
of the structure in addition to the aerodynamic and elastic forces, the interactions of
which induce oscillations of the structure. If the natural frequency of the structure in
the the region of the frequency of the loading then the amplitude of oscillations may
become unstable leading to structural failure. Typical examples of these oscillations
include flutter, buffeting, and dynamic response. Aeroelastic phenomena have been
summarised in figure 3.12.

Control reversal and dynamic response of the wing (to gusts, for example) do
not require consideration, as the model will not interact with such phenomena in the
present study. In order to protect both the model and the wind tunnel, steps have been
taken to ensure structural failure from wing divergence, or flutter, will not occur within
the experimental test envelope by attempting the to design the wing such that it is not
vulnerable to either phenomena. The main-wing section, indicated in figures 3.9 and
3.10, has been designed to provide, as closely as possible, pure bending deformation
in order to simplify the wing analysis. This is typically achieved though passive
aeroelastic tailoring [241, 242]. However, in the present study aeroelastic tailoring of

Aeroelasticity

Static

Static 

deformation

Divergence

Dynamic

Flutter BuffetControl

reversal

Dynamic

response

Figure 3.12: Aeroelastic phenomena; bold text indicates aeroelastic behaviours of
interest in the present study.
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the wing structure has not been adopted as the wing components are manufactured
from polyurethane foam, an isotropic material. Thus, to achieve decoupled bend-twist
deformation, the moments acting around the main-wing’s elastic axis have been
balanced. Furthermore, this approach inherently provides confidence that structural
failure from torsional divergence or flutter will not occur.

3.5.1 STATIC AEROELASTICS

Distribution of the aerodynamic loading relative to the elastic axis leads to static
deformation of the wing. As the wing is deformed in steady flight, an aerodynamic
moment will generally be induced which causes the wing to twist. This twisting is
resisted by the wings elastic moment reaction. However, the elastic stiffness of the
wing is fixed and independent of the freestream velocity whereas the aerodynamic
loads are proportional to the square of the freestream velocity. Hence, there may be
a case in which a critical velocity is reached at which point the elastic stiffness is no
longer sufficient to hold the wing in an elastically deformed state. Above this critical
velocity, termed the divergent velocity, the wing is considered torsionally divergent at
which point structural failure is likely [243].

To understand the steady-state aeroelastic deformation of a finite wing, consider
figure 3.13. Typically the elastic axis of a finite wing lies distance ec behind the line of
aerodynamic centres as presented from wing section A-A.

The wing cross section A-A illustrates the aerodynamic coupling term, ec, which
drives static aeroelastic deformation. To observe the static aeroelastic characteristics
of such a wing configuration, a distributed aerodynamic loading would act as a
distributed load through, and a distributed twisting moment about, the elastic axis.
Thus, the total translation at elemental section, δz, can be described as the combination

[Cross section A-A]

Figure 3.13: Torsonal wing divergence.
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of rotations caused by elastic twist, θ′ from torsion about the z′ axis, and the wing
bending dω

dz′ , where ω is the wing’s bending about axis x′. The effect of elastic
deformation, θE, over the wingspan thereby modifies the wing root angle of attack, αr,
across the wingspan. Thus, the effective angle of attack αe f f along the span of a swept
wing is described as:

αe f f (z) = αr + θ′(z′)cosΛ− dω(z′)
dz′

sinΛ︸ ︷︷ ︸
θE=Elastic deformation

(3.8)

From this understanding it is possible to consider the finite wing torsional di-
vergence through elementary aeroelastic theory by application of strip theory. Thus,
treating a wing of span b

2 as a series of small elements of chord c and spanwise width
δz, the moment about the elastic axis can be expressed as:

KθE = M0 + Lec (3.9)

where K the torsional stiffness of the wing resisting the moment lift vector L and the
wing pitching moment M0, resulting in wing elastic twist θE. Assuming equilibrium
and expressing the twisting moment around the elastic axis in terms of torque T
at spanwise station z, and ∆L and ∆M0 as the sectional lift and pitching moment
respectively acting on elemental strips, δz, of infinitesimal thickness, equation 3.9
becomes [243]:

dT
dz

+ ec
dL
dz

+
dM0

dz
= 0 (3.10)

where the sectional lift, moment and torque acting on elemental strips can be expressed
as:

∆L =
1
2

ρU2cδz
∂cl

∂α
(αr + θE)

∆M0 =
1
2

ρU2c2δzcm0

T = GJ
dθE

dz

(3.11)

where ∂cl
∂α is the local two-dimensional lift-curve-slope, cm0 is the local pitching moment

coefficient about the aerodynamic centre, and GJ is the torsional rigidity of the wing.
Thus, substituting for L, M0, and T in equation 3.10 and rearranging:

d2θ

dz2 +
1
2 ρU2ec2 ∂cl

∂α θE

GJ
= −

1
2 ρU2ec2 ∂cl

∂α αr

GJ
−

1
2 ρU2c2cm0

GJ
(3.12)

Equation 3.12 is a second-order differential equation in θE, with a solution of the
standard form:

θE = Asinλz + Bcosλz−
(

cm0

e ∂cl
∂α

+ αr

)
(3.13)
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where,

λ2 =
1
2 ρU2ec2 ∂cl

∂α

GJ
(3.14)

A and B are unknown constants, but can be obtained for certain boundary conditions;
specifically when θE = 0 when z = 0 at the wing root, and dθE

dz = 0 at z = b
2 as the

torque is zero at the wingtip. Hence, taking θE = 0 at z = 0:

B =
cm0

e ∂cl
∂α

+ αr (3.15)

and, taking dθE
dz = 0 at z = b

2 :

A =

(
cm0

e ∂cl
∂α

+ αr

)
tanλ

b
2

(3.16)

Hence, substituting A and B into equation 3.13,

θE =

(
cm0

e ∂cl
∂α

+ αr

)
· (tanλ

b
2

sinλz + cosλz− 1) (3.17)

Rearranging 3.17,

θE =

(
cm0

e ∂cl
∂α

+ αr

)(
cosλ( b

2 − z)
cosλ b

2

− 1

)
(3.18)

At the divergence condition the elastic twist αE becomes infinite, such that cosλ b
2 = 0,

hence:
λ

b
2
= (2n + 1)

π

2
(3.19)

where n = 0, 1, 2, ..., ∞. In this instance the smallest value corresponding to the
divergence speed Ud occurs when n = 0, such that,

λ
b
2
=

π

2
(3.20)

or,

λ2 =
π2

4( b
2 )

2
(3.21)

from which, substituting back in to equation 3.14,

Ud =

√
π2GJ

2ρec2( b
2 )

2 ∂cl
∂α

(3.22)

Thus, a mathematical expression for the critical divergence velocity is shown in
equation 3.22. Mathematical solutions such as this rarely apply with accuracy to real
wing configurations, however it does accurately indicate the fundamental relationships
between design parameters [244]. From equation 3.22 it is immediately evident that
the divergence speed can be increased by either stiffening the wing’s torsional rigidity,
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or by decreasing the distance between the aerodynamic centre and the elastic axis, ec,
referred to as the aerodynamic coupling. Furthermore, as only positive velocities relate
to the divergence condition are physically meaningful, if ec ≤ 0 this mathematically
suggests that the wing will not reach a torsionally divergent condition. In other
words, if the aerodynamic centre coincides with or is aft of the elastic axis then the
wing will remain statically-stable at all speeds [243, 244, 245]. If the aerodynamic
centre coincides with the elastic axis this would mean that the wing experienced pure
bending with no elastic twist acting along the span as the aerodynamic loads would
not impose a moment about the elastic axis. Inherently this would additionally be
true for the wing at constant velocities at higher angles of attack; there would be no
moment induced about the elastic axis [246].

This line of reasoning has led to the design of the main-wing section to have the
elastic axis and the line aerodynamic centres positioned as closely as possible, with the
aim of them coinciding to mitigate aerodynamic coupling. This minimises torsional
divergence as a source of structural failure and additionally simplifies the deformed
wing geometry. Skinner and Zare-Behtash [120] have demonstrated this analytically
and experimentally. This design feature was facilitated by the genetic algorithm design
optimisation algorithm discussed in Chapter 2.

In addition to the above considerations, the semi-span model has an aft swept
wing whose elastic axis is therefore at an oblique angle to the oncoming freestream.
Torsional divergence is inherently less liable to be serious for flexible aft-swept wings,
as the wing bending provides a stabilising effect [247, 248]. A reduction in the
streamwise incidence of the outboard wing sections due to bending deformation
causes a movement of the centre of pressure inboard towards the wing root.

3.5.2 DYNAMIC AEROELASTICS

Flutter is a complex phenomenon in which structural modes of vibration are sim-
ultaneously coupled and excited by aerodynamic loads. In other words, flutter is a
condition in which a body, or components of that body, exhibit a self-sustained oscil-
latory behaviour at some critical velocity [218]. This dynamic aeroelastic phenomenon
results from interactions between the aerodynamic, elastic, and inertial loading acting
on the body. When the body structure is exposed to a critical freestream velocity,
structural deformations induce additional aerodynamic loads which in turn produce
additional structural deformations. Thus, flutter is an oscillation induced by the
aerodynamic loading without any external force other than the freestream; the inertial
and the elastic loads are both conservative and do not contribute to the net gain/loss
of the oscillatory cycle [243]. Oscillations are regarded as unstable if the oscillations
gain energy from the freestream from each subsequent cycle.

Considering a system with two degrees-of-freedom it is possible to explain the
fundamentals of wing flutter behaviour. Figure 3.14a presents a finite wing with
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defined elastic, inertial and aerodynamic axes, with cross section A-A illustrating the
wing translation and rotation as aerodynamic forces excite the structure. The plunge
(downward translation) is resisted by the wings bending stiffness, while the pitching
is resisted by the torsional stiffness. A full cycle (of period T) of the pitch-plunge
oscillation is presented in figure 3.14b, from which it is clear to see how the plunge
mode (bending mode) and the and the pitch (torsional mode) drive one another. At
t = 0 an initial increase in the effective angle of attack causing the lift to increase.
As this lift force causes the wing to bend upward, the torsional stiffness reduces the
effective angle of attack to neutral rotation at t = T/4. The bending stiffness then
reacts to return the wing to the neutral bending position at t = T/2, but the wing
simultaneously twists nose down reducing the effective angle of attack further. This
increased down-force plunges the wing down and the torsional stiffness returns the
wing to neutral twist at t = 3T/4. The cycle then completes. Notice this in this
scenario the maximum forced torsion and maximum forced bending are out of phase
by 90◦, as are the neutral positions of the torsion and bending. If we consider only the
plunging motion, when the wing section translates down it experiences an increased
angle of attack helping the decelerated the wing and restore neutral twist. Thus, the
fundamental cause of flutter becomes clear. When the critical freestream velocity is
reached, disturbances are imposed on the wing which phase shift the bending mode
and torsional mode amplitudes 90◦ out-of-phase.

From figure 3.14a typical locations for the inertial, elastic and aerodynamic centres
have been indicated. The distance/moment arms which can drive flutter of the wing
semi-span model are ec, termed the aerodynamic coupling, and ac termed the inertial
coupling. It is indicated here that gravity would conventionally acts in the negative y
direction relative to the wing presented in figure 3.14a, but for the experimental set-up
employed gravity acts in the positive z direction. It is observed analytically that when
g = 0, ac→ 0, and contributions from inertial coupling are almost entirely mitigated.
However, it is acknowledged that even though gravity (weight) is not acting in the
conventional direction relative to the wing orientation, the wing’s inertial axis will
persist as the wing has mass, but the effects of which will be negligible.

It follows that there are combinations of the aerodynamic and inertial couplings
that aeroelastic theory would analytically indicate decoupled bend-twist deformation,
reducing flutter sensitivity. If the inertial axis coincides with the elastic axis, ac →
0, and simultaneously, if the aerodynamic centres coincide with the elastic axis,
ec → 0, then bending and torsion deformation will be decoupled [249]. With the
line of aerodynamic centres aligned with, or aft of, the elastic axis the wing will
remain statically stable at all speeds and a torsionally divergent state will not be
reached [243, 244, 245]. Furthermore, if both coupling terms tend to zero, indicating
coincidence of the three axes, flutter (due to the 90◦ phase shifted bend-twist coupled
oscillation) cannot occur at any velocity [250].

Thus, alignment of the aerodynamic centres along the wingspan with the elastic
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z

[Cross section A-A]

(a) Typical aerodynamic, elastic and inertial axes.

(b) Pitch and plunge motion of wing section A-A exhibiting flutter.

Figure 3.14: Flutter oscillatory motion.

and inertial axis result in pure bending elastic deformation, ω, with aerodynamic
loading as indicated in figure 3.15. Fung [243] indicates that if this is achieved,
oscillatory bending modes of the wing will remain aerodynamically stable and that
purely translational flutter is impossible without the phase relationship with torsional
modes. Figure 3.15 also shows the alignment of the three axes for each wingtip
arrangement; each wingtip connects to the main-wing such that no discontinuities
in the axes alignment arise. In this study wing sections have been designed and
manufactured such that the aerodynamic centre of the wing, and the elastic and
inertial axes coincide along the wingspan at 34% of the local chord. The inertial
and elastic axis are linear over the wingspan, and the line of aerodynamic centres is
assumed linear over the wingspan for fully attached flow over the wing.

Even though design mechanisms have been employed to minimise sensitivity of
the wing to flutter, each wing arrangement will remain vulnerable to buffet induced
vibrations. Buffeting of the cantilevered flexible wing will arise from unsteady separa-
tion over a wing surface facilitating vibrations in the wing structure. These vibrations
are induced by aero-elastic coupling between a constant source of excitation (the
freestream) which can persist for long periods and has a stable and reproducible
response. Previous studies [251] have shown that the predominant buffet frequencies
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Figure 3.15: Semi-span model wing illustrating alignment of the inertial, elastic and
aerodynamic axes. Note acceleration due to gravity is in +z.

typically correspond to the fundamental bending mode.

3.6 STRUCTURAL ANALYSIS: STATIC LOADS

3.6.1 FINITE ELEMENT ANALYSIS

Finite element analysis (FEA), of the planar wing arrangement only, has been carried
out using the SOLIDWORKS simulation static load analysis tool box. The main
objective of the FEA study is to conduct an analysis of the statically loaded wing
structure to provide understanding of wing deflections and the progression of material
stress prior to wind tunnel tests to ensure safety. In recent years the SOLIDWORKS
FEA analysis package has been proven to be a useful analysis tool for solving complex
three-dimensional problems including analysis of heterogeneous structures [252],
structural analysis of large solar panel structures under wind loading [253], and
vehicle chassis [254].

The governing equation of motion of a system under an external load may be
expressed as:

[M]{Ẍ(t)} + [C]{Ẋ(t)} + [K]{X(t)} = { f (t)} (3.23)

where {X}, {Ẋ}, {Ẍ} are the displacement, velocity and acceleration vectors, respect-
ively. [M], [C], and [K] are the mass, damping and stiffness matrices of the structural
system, respectively and { f (t)} is the load vector.

In the static analysis, the loads are applied to the structure gradually, ramping
up to the full magnitude. Once the full force magnitude is reached the force remains
constant such that the analysis is time-invariant; i.e. static. Hence, accelerations and
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velocities of the exited system are negligible and so no inertial or damping forces are
considered, thus reducing equation 3.23 to equation 3.24 [255]:

[K]{X(t)} = { f (t)} (3.24)

In this analysis, materials are assumed to be isotropically linear elastic and ho-
mogeneous. With a linearly elastic material, stress is linearly proportional to the
strain, therefore materials with non-linear properties/ranges will not be appropriately
represented. Furthermore, material yielding and plastic deformation is not modelled,
but expected material yielding can be determined based on the stress magnitudes
reported as yield strength is exceeded [255]. In the FEA analysis the von Mises stress
criterion provides this information.

The von Mises stress, also referred to as the Huber stress or maximum stress
distortion theory, is a stress measure that accounts for all six stress components of a
general three-dimensional state of stress [255]. According to the principle stress σ1, σ2,
and σ3, the von Mises stress is expressed as [255]:

σvon Mises =

√
1
2
[(σ1 − σ2)2 + (σ2 − σ3)2 + (σ3 − σ1)2] (3.25)

von Mises stress is commonly used to present results for structural integrity to
indicate elastic or plastic deformation. The von Mises theory states that a ductile
material will start to yield at a location on the structure where the von Mises stress
becomes equal to or greater than the yield strength of the material.

The main-wing structure and planar wing attachment is made from polyurethane
composite while the structural connection between the two was a aluminium plate.
Each of these materials are homogeneous in their material properties. The physical
properties of the materials in the wing structure are summarised in table 3.5 [256, 257].

The wing has been modelled in isolation of the fuselage and mounting system

Table 3.5: Polyurethane wing material physical properties.

Property Value

Polyurethane [Sika M945] Density 1300kgm−3

Tensile strength 8.5× 105Nm−2 [Pa]
Yield strength 100× 106Nm−2 [Pa]

Elastic modulus 3400× 106Nm−2 [Pa]
Compressive strength 95× 106Nm−2 [Pa]

6061 Aluminium Density 2700kgm−3

Tensile strength 310× 106Nm−2 [Pa]
Yield strength 276× 106Nm−2 [Pa]

Elastic modulus 69× 109Nm−2 [Pa]
Compressive strength 316× 106Nm−2 [Pa]
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(including bolts, dowels, and grub screws), and replaced by appropriate connection
fixtures and boundary conditions, as illustrated in figure 3.16. The wing base mounting
bolts have fixed boundary conditions, meaning that nodal displacements will not be
allowed. The aluminium plate connecting the main-wing to the wingtip has been given
several rigid connections. In order to mimic the physical wing the internal aluminium
plate is rigidly connected to the wingtip but not in entirety to the main-wing. Rigid
connections are assumed for the wingtip locking pins fixing the aluminium plate in
position as shown in figure 3.16. The overall wing structure is then able to flex (in a
cantilever fashion) fixed at the wing base bolt locations. Force magnitudes of 220N,
580N, 920N and 1165N are representative of the normal force acting on the wing at
α = 0◦, 4◦, 8◦, and 12◦. These forces have been estimated using the VRM aerodynamic
analysis tool developed in Chapter 2. An additional loading case, determined by
trail and error, of ≈ 8000N corresponded to the loading which first causes the von
Mises stress to exceed the material yield strength; thus indicating the location material
yielding (plastic deformation) is expected to be encountered first. It is important
to highlight here that the load distribution over the wingspan has been assumed to
follow that of the spanwise loading predicted by the VRM model from the planar
wing shown in figure 2.28b.

With boundary conditions, material properties, and loads defined (characterising
the mathematical model), the CAD geometry must then be discretised into finite
elements. These elements are referred to as finite to emphasise that they are not
infinitesimally small, but small in comparison to the physical geometry of the model.
The loads and boundary conditions are also discretised at this stage. This entire
process inherently induces three sources of error: 1) formulation or the mathematical

Figure 3.16: Illustration of boundary conditions for planar wing arrangement static
load finite element analysis.
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model, or idealisation/modelling errors (an accumulation of errors/assumptions
made in material properties, boundary conditions and loads); 2) discretisation errors
(a direct impact of mesh density); 3) solution errors (caused by an accumulation of
round-off errors).

Assuming that the description of the mathematical model is sufficiently accurate,
discretisation error and solution error can be minimised by subjecting the problem
to a convergence analysis. Round-off errors of the discrete solution are not typic-
ally considered significant relative to other error sources, but can be minimised by
high/finer discretisation of the geometry. Discretisation error is directly related to the
discretisation quality (mesh quality). These errors occur from the representation of the
governing equations and physical geometry description as algebraic expressions in a
discrete spatial domain. A consistent numerical method to approach the continuum
representation of the equations and zero discretisation error is to systematically in-
crease the number of mesh points (nodes) to reduced the length of the finite elements;
thereby increasing the number of elements in the discretisation. This process is illus-
trated in figure 3.17. As the mesh is refined, the solution will become less sensitive
to grid spacing and approach the continuum solution. Figure 3.18 presents the mesh
convergence analysis of the wing structural model under several static load conditions.

In figure 3.18a it is seen that the maximum von Mises stress identified is sensitive
to the number of shell elements present in wing geometry discretisation. Convergence
of the solution is found with ≥ 1264473 elements in the mesh. With further mesh
refinements the von Mises stress over the entire structure varies by < 1%. Figure
3.18b shows that the maximum wingtip deflection remains insensitive with mesh
refinement, with wingtip deflections varying ≤ 0.2%. Nodes (connecting the elements)
define the ability to perform translation and rotation six degrees-of-freedom [255].
This signifies the convergence of model rotations and translations, and suggests the
efficient distribution of spatial element patterns [258]. All FEA results beyond this
point use a geometry discretisation with 1264473 shell elements.

133714 elements 1264473 elements 2486265 elements

Figure 3.17: Finite shell element mesh refinement.
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Elements in wing discretisation
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Figure 3.18: Wing finite element discretisation convergence analysis.

3.6.2 PLANAR WING STATIC LOAD RESULTS

With the results from figure 3.18a, figure 3.19 gives a visual representation of the
von Mises stresses over the wing structure at the elastic deformation limit (load
magnitude of ≈ 8000N) compared to the load magnitude expected at α = 12◦

(≈ 1165N)—a load difference of 587%. This implies that the wing will operate within
its elastic deformation potential; operation within broad elastic deformation ranges
typically suggest that repeated compression–tension cycles will not lead to elastic
softening/material fatigue [259]. Thus, it is anticipated that the model wing will not
plastically deform within its designated experimental performance envelope or life
span. In figure 3.19 both upper and lower sides of the wing are shown with no wing
deflection, and the position of the internal aluminium plate connecting the wingtip
to the main-wing indicated. It is clear that loading at α = 12◦ does not produce any
concerning von Mises stress, this is also evident from figure 3.18a. There is a peak
von Mises stress in the main-wing’s polyurethane structure at the most inboard, wing
leading edge, wingtip locking pin as indicated.

With the elastic limit case the von Mises stresses are seen to exceed the yield
strength of the polyurethane of the main-wing at the most inboard wingtip locking
pins; indicated as points of plastic deformation in figure 3.19. The main-wing structure
as a whole is seen to carry the distributed load well with no concerning stress
concentrations in the main structure. The internal aluminium insert is seen to support
and strengthen the wing structure over the length of the plate, causing the von Mises
stresses drop to a minimum relative to the rest of the loaded wing. The structural
discontinuity of the aluminium plate is what eventually causes plastic deformation at
the wing locking pins as it creates a focal point of material stress. This is, however,
of no concern considering the experimental envelope of the model and the resulting
forces expected to act on the wing.

Resulting wing deformation (translation and rotation) from the structural analysis
of α = 4◦, 12◦, and the elastic limit case are shown in figure 3.20. The rate of wing
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Figure 3.19: von Mises stresses from finite element analysis of planar wing with
constant static elliptic load.
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Figure 3.20: Wingtip deflections from finite element analysis of planar wing with
constant static elliptic load. Scale of deformation 1:1.

bending increases immediately outboard of the wing trailing edge extension (yehudi).
This may be an effect of the compound wing and the increased taper ratio outboard of
the yehudi (material per unit length decreases faster, i.e. wing cross section reduces,
thus reducing stiffness).

3.6.3 VALIDATION OF FEA RESULTS

Planar wing wingtip rotation and translation from aerodynamic loading in the wind
tunnel at Re = 1.5 × 106 at several angles of attack have been inferred using a



94 Chapter 3

rudimentary two-dimensional direct image correlation (DIC) technique via point
tracking at the wingtip. DIC is a non-intrusive optical approach for measuring
displacement/strain, in which digital photographs (provided by a Phantom v341
digital high speed, 4 Megapixel camera with 2560 × 1600 pixel) of a structure at
different stages of deformation are compared. MATLAB scripts have been developed
to analyse digital images of the unloaded and loaded wing structure, such as those
shown in figure 3.21 presenting a global visualisation of the planar wing deformation.
Calibration images were also captured in order to relate the camera CMOS chip co-
ordinate system with the spatial co-ordinates of the deformation field plane of interest.
This provides the necessary transfer functions required to convert pixel displacements
to physical structural deformations.

From the DIC results presented in figure 3.21, the wing bending is distinct. The
resulting wingtip movement monitored with the DIC have been compared to finite
element analysis of the statically loaded wing. This comparison is given in figure 3.22.

With the FEA wingtip translation summarised in figure 3.22a, a linear trend in
the wingtip deflection with load is observed (compounded by the assumption of
linearly elastic material properties). The experimentally inferred wingtip deflections
demonstrate a non-linear variation of wingtip deflection with load, with a maximum
difference from FEA of 23.93% at α = 8◦; root mean square error between the FEA
and experimental results over the fours angles of attack tested is 10.56%. The standard
deviation of each experimentally inferred datum is < 1.4mm.

As discussed in the Section 3.5, care was taken to align the line of aerodynamic

α=0o

α=4o

α=8o

α=12o

Flow

Un-loaded wing

Loaded wing

Figure 3.21: Visualisation of planar wing deformation under aerodynamic loading at
Re = 1.5× 106 for several angles of attack.
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Figure 3.22: Planar wing wingtip translations and rotations from finite element ana-
lysis compared to experimentally inferred translations and rotations from aerodynamic
loading at angle of attack.

centres along the wing with the inertial and elastic axis. Doing so, attempts to decouple
the bending and torsion of the wing when aerodynamically loaded such that the wing
is inherently protected from aeroelastic instabilities. This also reduces the complexity
of the model when loaded ensuring simulation and experiments are simplified. If the
three axes are correctly aligned, zero twisting of the wing and pure bending will occur.
Figure 3.22b compares the wingtip elastic twist rotation from the DIC experiments and
the FEA analysis. Negative elastic twist indicate a leading edge down rotation, the
magnitudes of which are small relative to the wingtip deflections. An approximately
constant offset of 0.09◦ is observed between the DIC and FEA results; root mean
square error between the FEA and experimental results over the angles of attack tested
is 8.33%. The standard deviation of each experimentally inferred datum is < 0.02◦,
which is too small to observe in figure 3.22b. These results provide validation that
the finite element analyses captures the wing deformation trends and approximate
magnitudes despite the FEA assumptions and simplifications. Unfortunately, this
gives no validation of the von Mises stresses but does provide confidence that plastic
deformation of the wing structure will not occur.

The negative gradient (wing twisting leading edge down) from the experimental
DIC and FEA structural analysis, suggesting that the aerodynamic centre of the wing
actually lies aft of the elastic axis. However, the relatively small wingtip rotation (in
comparison with the wingspan and the wing bending) implies that the distribution of
aerodynamic centres is very close the elastic axis.

3.7 SOLID BODY BLOCKAGE

The solid body blockage of a wind tunnel model is the ratio of the frontal area of the
model to the stream cross sectional area of the working section. In wind tunnel tests,
this ratio reflects the relative size of the model to the working section. Models are
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typically designed to keep solid blockage bellow 10%, with most correction methods
confidently applied with a solid blockage ratio of 5% or less [227]. With closed working
section wind tunnels, and due to the conservation of mass flow, the effects of blockage
produces an effective increase in the oncoming flow speed/dynamic pressure.

The solid body blockage percentage is given in figure 3.23 as a function of the
angle of attack for each wing arrangement; the percentage increase between the wing
arrangements from planar to C-wing is also given. For the planar wing arrangement
the blockage does not exceed 5% at any angle of attack. The C-wing reaches a
maximum blockage of 5.24% at α = 14◦.

Blockage[%] =
( f rontal area)

(stream cross sectional area)
· 100 (3.26)

The effects of the mounting shaft are not included in figure 3.23. At the shaft’s
maximum extension (5δ∗), the shaft increases the frontal area of the planar and C-wing
configurations by 1.83% and 1.66%, respectively. These increases in frontal area equate
to an additional solid body blockage of 0.73% for the planar wing, and 0.66% for
the C-wing. Regardless, when considering wind tunnel corrections, the shaft at its
respective extension is included in the frontal area of the model arrangement.

3.8 THREE DIMENSIONAL BOUNDARY CORRECTIONS

With design criteria outlined by Barlow et al. [227] closely adhered to, three-dimensional
boundary correction can be applied with confidence; even though the corrections are
small. Horizontal buoyancy drag, solid blockage, and wake blockage corrections have
been applied. As the lifting surface wingspan is < 0.8% of the tunnel width coupled
with the associated Reynolds number (106), downwash corrections and streamline
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Figure 3.23: Solid body blockage of wing configurations and the percentage increase
in blockage from planar to C-wing arrangement.
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curvature corrections have been assumed to induce negligible error [227].

3.8.1 BUOYANCY CORRECTION

The wind tunnel, along with most other closed return wind tunnels, has a static
pressure gradient long the longitudinal axis of the working section resulting from
the thickening boundary layer progressing through it. The static pressure gradient
is evaluated in Section 3.3 for several of Reynolds numbers. In this work, the semi-
span model operated at a Reynolds number of 1.5× 106 based on the wing MAC;
this is equivalent to a Reynolds number of 3.4× 106 per meter. At this Reynolds
number the wind tunnel was found to have a horizontal static pressure gradient of
dp
dx = −2.2797 Pa/m (taken from table 3.3). While buoyancy drag is less significant
for wings, it is considered important for bluff bodies such as the model half fuselage
[227]. Hence, according to Barlow et al. [227] the expression for the total buoyancy
drag acting on a body is given by:

DB =
dp
dx

ˆ 1

0
S(x).dx =

dp
dx
· (model volume) (3.27)

where S(x) is the model cross sectional area at station x. Integrating over the length
of the model results in the model volume (model volume = 0.0974m3). From figure
3.23, the solid blockage for each arrangement is ≤ 5% (maximum blockage = 5.24%)
regardless of angle of attack, thus deviation in the longitudinal static pressure from the
empty wind tunnel gradient is very small [227]. Additional drag due to the buoyancy
drag is ≈ 0.222N.

3.8.2 BLOCKAGE CORRECTIONS

Three-dimensional wind tunnel blockage corrections described in detail by Barlow
et al. [227] have been applied in this work, and have also been applied to similar
semi-span models with success [260].

Summing the model components (wing + fuselage + mounting shaft), it is appro-
priate to determine the solid blockage velocity effects by:

εsb =
∆Usb

U∞
=

Kτ(model volume)

C
3
2

(3.28)

where K ≈ 0.52 for the semi-span model shape factor spanning in the vertical direction
[260]; τ ≈ 0.86 and is an empirically derived factor from Barlow et al. [227] depending
on the tunnel working section shape and the model span-to-tunnel height ratio; and C
is the stream cross sectional area taken at the moment centre in the working section.
Hence, εsb = 0.003919.



98 Chapter 3

The correction for wake blockage at each angle of attack is calculated by:

εwb =
∆Uwb

U∞
=

S(α)
4C

CDu(α) (3.29)

where, S(α) is the frontal area of the model at angle of attack α; C is the stream
cross sectional area taken at the moment centre in the working section; and CDu(α)

is the uncorrected drag coefficient evaluated from the force platform at α. The drag
data must first have the buoyancy drag due to the horizontal static pressure gradient
removed in the determination of CDu [227]. Taking the planar wing arrangement at
α = 14◦, as an example, results εwb = 0.001712. Hence, the total velocity increment is
described by summing the solid and wake blockage corrections according to:

εtb = εsb + εwb

εtb = 0.005631
(3.30)

This correction factor can then be applied to the uncorrected freestream velocity,
U∞, or the freestream dynamic pressure, q∞ as follows [261, 262, 263]:

Ucorrected
∞ = U∞(1 + εtb)

Ucorrected
∞ = 1.005631U∞

(3.31)

qcorrected
∞ = q∞(1 + 2εtb)

qcorrected
∞ = 1.01126q∞

(3.32)

3.9 EXPERIMENTAL APPARATUS AND PROCEDURE

3.9.1 REFERENCE SYSTEMS

Due to the nature of the different experiments conducted, the natural co-ordinate
reference systems for each experiment were preferred. Therefore several co-ordinate
reference systems are adopted during the discussion of experimental procedures and
their associated results. Illustrations and description of the different reference systems
used are introduced in figure 3.24, where all co-ordinate systems, with the exception
of the polar vortex reference system, are normalised by the wing mean aerodynamic
chord. Reference systems are identical between planar wing and C-wing arrangement
with the flow direction fixed to the positive x0 wind reference (≡ xw). Note that model
reference systems are based of the force platform’s frame of reference, while wind
reference systems are based on the SPIV system’s calibrated frame of reference.
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Figure 3.24: Schematic of semi-span model with relevant co-ordinate reference systems
used in the present study.

FORCE AND BODY REFERENCE SYSTEM

Forces and moments produced by the model body are recorded about the electromech-
anical centre of the force platform indicated by the force reference system in figure
3.24. The force platform’s natural reference system has been used as the standard to
orientate all other body reference systems.

The force reference system is rigidly fixed in space to the body reference system
of the model and rotates around the z f (≡ zb) axis to change the model’s angle of
incidence relative to the wind reference system. Thus, the force platform provides
normal force to the model body reference (y f ≡ yb), and axial force to the body
reference (x f ≡ xb). In order to obtain lift, L, and drag, D, of the model at angle of
attack, α, the normal and axial forces must be related to the wind reference system via
the following trigonometric relationship:

L = Fy0 = Fy f cosα + Fx f sinα

D = Fx0 = Fy f sinα− Fx f cosα
(3.33)

Additionally, it is often required that resultant moments about the force reference
system at the electromechanical centre of the force platform can be related to suitable
reference points of the model. In this instance the body reference system is positioned
on the model centre of gravity located at the wing root, where [∆x, ∆y, ∆z] is the
spatial vector from the force reference system to the body reference system. Hence,
obtaining the moments around the chosen body reference system is obtained from the
following moment transfer:
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Mxb = Mx f + Fy f ∆z + Fz f ∆y

Myb = My f + Fx f ∆z− Fz f ∆x

Mzb = Mz f − Fx f ∆y− Fy f ∆x

(3.34)

WAKE AND VORTEX REFERENCE SYSTEM

The natural/convenient reference system for particle image velocimetry measurements
of the wing wake aligns the xw axis with the freestream direction, x0, the yw axis
aligned with the in the direction of the model lift vector, y0, and the zw axis aligned
with the wingspan, z0. However, the vortex axis in general will not be aligned with
the freestream, where the vortex will also move upward (in the direction of lift)
and inboard when shed and translated downstream away from the wing. These
natural vortex translations are also prone to meander amplitudes which is linearly
proportional to levels of freestream turbulence [264]. Thus, the vortex yv-zv plane (i.e.
particle imaging velocimetry plane) can not be assumed parallel to the yw-zw plane of
the wake.

Utilising the trend suggested by Ramaprian and Zheng [265] and treating the
arbitrary origin of the vortex system at the edge of the wingtip trailing edge, as shown
in figure 3.24, the maximum misalignment of the the vortex reference xv axis to the
wake reference xw axis over the range xw = −0.25 to 4c̄ is ±5.5◦ around yw, and ±5.1◦

around zw. Thus, on the vortex measurement plane yv-zv geometrically perpendicular
to the freestream leads to an estimation of the maximum plane misalignment of 3.7%.
Assuming an axisymmetric vortex with an axis which follows analytical trends, this
misalignment error corresponds to assume velocity vectors of 0.016c̄ length in the
freestream direction as they were on the same plane (this length decreases moving
downstream). This distance is small relative to the length scales of the axial evolution
of an analytical vortex, therefore deeming the misalignment error negligible. Reference
planes in the wake (yv-zv) used within this work are located at distances aft of the
wing aerodynamic centre based on the wing mean aerodynamic chord: xAC = −1.35c̄,
−1.5c̄, −2c̄, −2.5c̄, and −5.418c̄. For convenience these planes will simply be referred
to as x/c̄ = 1.35, 1.5, 2, 2.5, 5.418.

With origin of the wake reference system at the trailing edge of the wingtip,
intuitively as the model changes angle of attack the true distance from the wingtip
trailing edge to the wake measurement plane (yv-zv) will increase. The maximum
increase in the model angle of attack, from α = 0◦ to 14◦, represents a distance
separation increase of 1.24% of the mean aerodynamic chord (≈ 5.45mm).

The vortex itself can be described in either Cartesian or polar co-ordinates (see
figure 3.24); where the assumption that local Cartesian co-ordinates of the vortex
reference aligns with the wind reference (based on negligible misalignment error),
such that xv ≡ x0, yv ≡ y0, zv ≡ z0. The polar co-ordinate rv is the radial co-ordinate
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with origin at the centre of the vortex structure, and θv is the angular co-ordinate
which is zero on the positive zv axis, rotating anti-clockwise around xv. All vortex
visualisation in this work are presented with the vortex rotating anti-clockwise.

WING SURFACE REFERENCE SYSTEM

For measurement planes perpendicular to the wing local surface, xs is the curvilinear
reference which follows the surface (see figure 3.24). The ys axis is aligned normal to
the wing surface, and zs is aligned with the wingspan. This provides a convenience
reference system for one-dimensional vibration measurements of the finite wing.

3.9.2 FORCE PLATFORM

Aerodynamic coefficients have been assessed using an AMTI OR6-7 1000 series force
platform which was housed beneath the tunnel floor in the centre of the turntable
such that the electromechanical centre of the platform is centred with the yaw axis
of the turntable. In this study, the yaw axis of the turntable is described as the pitch
axis of the model. All force platform measurements have been taken with the model
positioned so that its centre of gravity is aligned with the pitch axis. The force platform
measures the three orthogonal force components along the X, Y, and Z axes, and the
resulting moments about each axis. Measurement accuracy is ±0.25% of the applied
load on the respective output. Each output datum was recorded at 2kHz over 20s for
static conditions only, with each case repeated 5 times; this provides sufficient data to
assess random uncertainty (margin of error) based on a given confidence level. Table
3.6 presents a summary of force platform experiments.

Table 3.6: Summary of force platform experiments; all experiments conducted at
Re = 1.5× 106.

Wing α range [◦] Stand-off gap [δ∗]

Planar −5 to +14 1.4, 2, 3, 4, 5
C-wing −5 to +14 4

3.9.3 STEREOSCOPIC PARTICLE IMAGING VELOCIMETRY

Particle Image Velocimetry (PIV) is a laser optical measurement technique that yields
non-intrusive global flow diagnostics of instantaneous velocity field within a planar
cross section of flow. PIV is part of a broader class of velocity measurement techniques
called pulse-light velocimetry (PLV). These methods measure the displacements of
tracers in a fluid by comparing the location of each tracer within an image over some
time, or a series of time-steps [266]. Such techniques vary in the type, size, and density
of tracer; type, duration, and number of light pulses; type, frame rate, and number
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of imaging devices; and processing technique of images. However, in each technique
the estimation of the local velocity vector u is based on the first-order definition of
velocity [267]:

u(x, t)=̇
∆x(x, t)

∆t
(3.35)

where ∆x is the displacement of some tracer, located at x at time t, and ∆t is the time
interval separating two observed states of that tracer. As ∆t approaches zero, the limit
of u is the instantaneous local velocity.

The PIV technique is typically based on three components: 1) a pulsed laser light
sheet; 2) tracer particles; and 3) camera. The pulsed laser light sheet illuminates the
tracer particles with each pulse (separated by ∆t) and simultaneously the camera
captures images in order to determine the displacement of the tracer particles in the
flow. If the flow is highly three-dimensional, the velocity component perpendicular to
the laser sheet can be a source of error in the measured velocity up to more than 15%
of the mean flow velocity [267]. This error is due to the dependence of the in-plane
velocity vectors being subjected to a comparable, or dominating, out-of-plane velocity
component. Hinsh [268] discusses a variety of approaches for recovering the complete
set of velocity components.

Stereoscopic particle imaging velocimetry (SPIV), while based on the same funda-
mental principle of PIV, is capable of evaluating three mutually–orthogonal velocity
components of a velocity vector from a two-dimensional plane of the flow field. The
SPIV method typically uses a minimum of two camera systems to record distinct
off-axis views of the region of interest simultaneously. Each camera system records
an image pair with the laser light pulse, where each pair is then analysed independ-
ently to generate two in-plane velocity fields. Then, as the perspective of the camera
orientations relative to the region of interest measurement plane in known (through
calibration), the out-of-plane velocity can be derived; see Lawson and Wu [269] for
more information. Furthermore, SPIV is known to result in more accurate flow dia-
gnostics on the in-plane velocity components relative to PIV. SPIV also gives more
experimental flexibility if optical access it limited as the cameras do not need to be
perpendicular to the laser light sheet as with PIV.

A commercial LaVision SPIV system was used for experiments on the semi-
span model in the wind tunnel; a detailed description of each component follows.
The arrangement of a typical experimental set-up is shown in figure 3.25, with a
detailed schematic illustration of the experimental set-up presented in figure 3.26.
It is highlighted that the laser sheet can be freely rotated around z0, and translated
longitudinally in x0, and laterally in y0. In this dissertation not all of the configurational
arrangements of the SPIV are discussed, though all of them are analysed and compared
with a summary of all SPIV experiments summarised in table 3.7.
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Figure 3.25: SPIV experimental set up with laser sheet in wing wake at x/c̄ = 1.35.
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Figure 3.26: Schematic of SPIV set-up shown in figure 3.25 with laser sheet in wing
wake at x/c̄ = 1.35. Wind reference frame shown.
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Table 3.7: Summary of SPIV experiments; all experiments conducted at Re = 1.5× 106.

Wing Laser plane position α [◦] Stand-off gap [δ∗]

Planar Centre-line of fuselage nose 0 1.4, 2, 3, 4, 5

Planar In wake: x/c̄ = 1.35, 1.5, 2, 2.5, 5.418 0 to 14 4
C-wing In wake: x/c̄ = 2.5, 5.418 0 to 10 4

LASER

A Litron double cavity (laser A and laser B) oscillator amplified, Nd:YAG laser
(wavelength 532nm) with an output energy of 100mJ per pulse, of duration 8ns,
was used to deliver the laser light sheet. The laser frequency, corresponding to the
acquisition frequency of the recorded images remains constant at 200Hz for this study.

Figure 3.26 illustrates the series of mirrors and light optics for delivering the beam
to the light sheet optic head. This arrangement allows two-dimensional translation
(in x0 and y0) and a single axis of rotation of the laser sheet (around z0) covering a
broad range of the working section. Depending on the field of view required, the
cylindrical lens in the light sheet optic of different focal length could be installed.
For investigations with the light sheet parallel to the freestream (in-plane velocities
dominate) flow a light sheet thickness of ≈ 1.5mm was used; for investigations with
the light sheet perpendicular to the flow a light sheet thickness of ≈ 4mm was used
(significant out-of-plane velocity). The former arrangement minimises tracking out-of-
plane velocities, while the latter ensures the measurement of in-plane velocities while
accommodating the dominant out-of-plane velocity.

Matte-black paint is used on the model and the working section walls to minimise
surface glare that may exceed the scattered signal of the seeding particles.

TRACER

As PIV methods measure the flow velocity indirectly, measuring the displacements of
seeded tracer particles, the dynamics of the seeding must be considered. The basic
assumptions of tracer particles are:

� Particles follow the flow exactly.

� The particles are non-intrusive (i.e. they do not alter flow).

� The particles do not interact with each other.

In order to validate these assumptions, the seeding must be assessed to avoid
significant errors in the velocity evaluation, and to ensure that the seeded tracer
particles follow the fluid motion faithfully [270]. In addition to this, consideration
must be given to the light scattering properties of the tracer particle and consequently
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how much signal the camera receives. Raffel et al. [267] indicate that a sufficient
trade-off must be found between a particle small enough (low enough mass) to ensure
effective tracking of the fluid motion, and a particle physically large enough to scatter
sufficient light to be seen by the camera.

In this study, the flow was seeded through a pipe mounted downstream of the
working section through the breather vent, as shown in figure 3.26. Olive oil seeding
was generated by a Pivtec-GmbH Aerosol Generator PivPart160 series device. The
nominal peak in the probability density function of the olive oil particles diameter size
distribution is 1µm [271]. Hence, the flow tracing capability of a particles of diameter
dp and density ρp (where ρolive oil ≈ 912kgm−3, between 6-35◦C [272]) in a fluid of
viscosity µ f , can be quantified through the particle relaxation time τp:

τp =
d2

pρp

18µ f
(3.36)

The particle relaxation time is a measure for the tendency of the particles to attain
velocity equilibrium with the surrounding fluid. Furthermore, if the flow time scale of
the fluid motion is considered, described by [273]:

τf low = 10
δ

∆U
(3.37)

where δ is the characteristic dimension (typically taken as boundary layer thickness),
and ∆U is the flow slip velocity, then the theoretical behaviour of the tracing particles
can then be reduced to the modified Stokes drag law for small spherical particles [274].
Hence the particle dynamic effects when suspended in a specific flow field may be
quantified by the Stokes number:

St =
τp

τf low
(3.38)

This is the ratio of particle aerodynamic response time to the flow time scale. In
order to be confident in the assumption that the tracer particles follow the fluid
motion accurately, St << 1 must be be satisfied. Table 3.8 summarises the associated
time scales demonstrating that St << 1 is satisfied. The characteristic dimension, δ,
has been taken as the wind tunnel boundary layer thickness at the moments centre
indicated on figure 3.5.

Table 3.8: Capability of seeding particles for flow tracing,.

δ [m] τp [µs] τf low [µs] St

0.0503 2.7992 10060 2.78× 10−4

Raffel et al. [267] have demonstrated that if a Stokes number of St ≤ 0.06 can be
achieved, then the root mean square tracing error will be < 1%.
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Due to camera hardware limitations, the effective digital particle diameter on
the image plane as viewed by the camera is a function of the physical particle size;
the intensity, and wavelength of the scattered laser light; the magnification/physical
distance between the camera and light sheet; the point response function of the lens;
and the lens f -number [266]. With experimental set-up and calibration process used
in this study, the particle size on the image plane as viewed by the camera is equal to
≈ 0.1mm, which corresponds to a value between one and two pixels on the laser light
sheet plane.

Another important aspect to consider is the seeding particle image density. Keane
and Adrian [275] demonstrated that to achieve a valid detection probability of at
least 90%, the density of particles should be at least 15 per interrogation window.
Hence, the detection of a correct displacement evaluation increases with the number
of particles, as the signal strength of the correlation peaks increase. However, if the
seeding particle density per interrogation window begins to exceed the contrast of
the camera system, leading to overexposure, individual particles become difficult
to identify and peak-locking can occur as individual particles loose definition. A
discussion of peak-locking and related SPIV measurement errors are discussed in
Appendix B.

CAMERAS

Two Phantom v341 digital high speed, 4 Megapixel cameras with 2560× 1600 pixel
CMOS sensors, of 10µm pixel size, each equipped with automatic Scheimpflug mounts
have been used. The Scheimpflug mounts ensure uniform magnification gradients,
and good image focus over entire field of view. A range of Canon lenses, from 85mm
to 200mm focal lengths and f -numbers between 2.5 to 5.6 were used to obtain the
required depth of field and focus to provide suitable particle size during each test,
with a maximum field of view of up to 600mm× 400mm. The system was controlled
using LaVision DaVis 8 software.

The cameras were mounted outside of the working section; with camera 1 on
the tunnel port side, and camera 2 on the starboard side as shown in figure 3.26.
This set-up is true for all SPIV tests conducted in this work. Depending on the
orientation and the positioning of the laser plane, the cameras were positioned to
maintain an angle separation of 30 to 45 degrees from the laser light sheet plane. This
angular displacement arrangement maintained measurement accuracy of the velocity
components, ensuring low errors in the evaluation of both in-plane and out-of-plane
components [269, 276]. The camera angular displacements in all three axes, between
the camera and the light sheet plane, were determined in the DaVis 8 system during
the calibration procedure.
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CALIBRATION PROCEDURE

The calibration procedure uses a calibration plate with known geometric properties
to relate the camera chip co-ordinate system with the spatial co-ordinates of the flow
field plane of interest (i.e. laser light sheet plane). This process provides the necessary
transfer functions required to convert pixel displacements of tracer particles to the
physical particle displacements. LaVision FlowMaster software was used to perfrom
the SPIV calibration based on a three-dimensional pinhole calibration [277].

The accuracy of the calibration is improved by taking several calibration images
at the laser sheet plane, where the calibration plate is slightly rotated or translated
between images. The average deviation of the de-warped marker positions to the
ideal regular grid was < 0.3 pixels for each calibration with no trend/bias/gradient of
the de-warped marker positions observed for either camera; i.e. uniform de-warping
observed. This suggests that an accurate calibration has been achieved [277]. The
camera distances and perspective angles to the laser light sheet are calculated during
the calibration process.

In the calibration process a calibration plate is used which is aligned as closely
as possible with the laser sheet. However due to the cameras being positioned wide
apart, by distance D (shown in figure 3.27) in the SPIV set-up, the calibration requires
correction due to the introduction of the so called ‘disparity vector.’ This disparity
vector arises due to misalignment between the calibration plate and the laser sheet,
and must be corrected accordingly from particle images from the laser sheet plane.
This enhances the calibration accuracy as particle images themselves are used for the
final stage of calibration.

Edge 1

Laser light 

sheet

Edge 2

particle

Edge 1 Edge 2

Camera 1

Camera 2

particle in dewarped 

image of camera 1

particle in dewarped 

image of camera 2

Figure 3.27: Schematic of SPIV set-up illustrating how the de-warping (correction) of
images from camera 1 and 2 causes particles to be mapped to different locations in
each image. The vector between these mapped positions is the disparity vector.
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Figure 3.27 illustrates how the disparity vector is caused by the calibration proced-
ure itself when de-warping (correcting) the images of each camera based on spatial
information provided by the calibration plate. As the distance D between the cameras
increase, angles β1 and β2 will also increase. With each camera focused on the laser
sheet plane/calibration plane, the camera images are transformed in a manner as if
they had been captured with the respective camera viewing perpendicular to the laser
light sheet [277]. With large separation distances D, and by aligning the each camera’s
field of view, the centre of each camera’s field of view will not co-inside.

LASER PULSE SEPARATION

The successive laser light sheet pulse separation time (∆t) is a key parameter that
has to be optimised for the specific PIV experiment in question, and thus requires
special consideration. The experimental conditions must be accounted for as minimum
and maximum velocities, velocity gradients, and flow direction will dictate certain
influence into the determination of the laser pulse separation time. Fundamentally,
the laser pulse separation time must be long enough to allow sufficient movement of
the slowest particles within the interrogation window, but short enough in order to
not lose too many particles from each interrogation window. Additional factors that
effect the separation time include the laser sheet thickness, interrogation window size,
and the correlation process. There are several methods for calculating the separation
time in the literature [267, 278, 279, 280]. In the current study a preliminary estimation
of the pulse separation time was made and then adjusted by experimental observation
of the resulting vector fields.

Keane and Adrian [275] showed that to achieve a validation detection probability
of at least 90%, the mean number of particles per interrogation window should be
greater than 15 and that the average particle displacement of the particles over the
pulse separation, ∆t, must be limited to less than 30% of the interrogation window size.
Thus, it is possible to relate ∆t directly to the geometric dimension of the interrogation
window dint, and a priori knowledge of the flow (i.e. freestream velocity). If the
dominant velocity is parallel to the laser light sheet, referred to as the in-plane velocity,
∆t can be approximated by:

∆t <
0.3dint

max|Uin−plane|
(3.39)

When the dominant velocity is perpendicular to the light sheet, referred to as the
out-of-plane velocity, the chance of particles clearing the light sheet and not being
detected by the second light pulse at all is high. Hence, a second light pulse separation
relationship related to the laser light sheet thickness dL must be considered too:

∆t <
0.3dL

max|Uout−o f−plane|
(3.40)
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The evaluation of the pulse separation for a reference wingtip vortex is now
presented. The trailing vortex at x/c̄ = 2.5, at α = 8◦ and Re = 1.5× 106 is adopted
as the reference case. The corresponding freestream velocity is ≈ 50m/s. For such
experimental conditions, the maximum swirl velocity (maximum tangential velocity)
of 0.8U∞ and a maximum axial velocity deficit of 0.6U∞ (max|Uout−o f−plane| = U∞) is
identified [264].

Equation 3.39 can be applied in assessment of both the object plane and the image
plane (on CMOS camera chip). In the first case, the interrogation window size will
use a scale factor of 0.1002mm/pixel (determined during calibration process), where
as the latter case will use the pixel dimension 0.01mm/pixel (determined from camera
specifications) and the magnification of the lens, 10.57 (determined from calibration
process).

Therefore, for an interrogation window size of 32× 32 pixels, equation 3.39 be-
comes:

∆tobject plane <
0.3 · (32 · 0.1002 · 10−3)

0.8 · 50
= 24.0µs (3.41)

∆timage plane <
0.3 · (32 · 0.01 · 10−3)

(0.8 · 50)
· 10.57 = 25.4µs (3.42)

The thickness of the laser sheet along the object plane is constant and equal to
4mm. The laser pulse separation from equation 3.40 can then be evaluated on the
object plane as:

∆tobject plane <
0.3 · 0.004

50
= 24µs (3.43)

The separation times from equations 3.41, 3.42, and 3.43 yield similar values which
implies a good experimental arrangement and accurate results for both the in-plane
and out-of-plane components. The in-plane separation is affected by the interrogation
window size chosen during the image processing when the out-of-plane separation is
dictated by the laser sheet thickness.

A laser pulse separation of ∆t = 45µs was used for the SPIV data provided in
Chapter 4, while a pulse separation of ∆t = 25µs was used for the data presented
in Chapter 5; the latter corresponds to the separation time calculation provided in
this section. Each of these separation pulse times were found to yield best results
in consideration flow features, peak velocities, and turbulent properties detected.
In-plane and out-of-plane velocity histograms were calculated for all experimental
set-ups, each showing no peak-locking effects, which indicates a well-conditioned
experiment and analysis. Peak-locking, histograms, and additional considerations of
the SPIV measurement accuracy and error have been discussed in Appendix B.
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IMAGE PROCESSING PROCEDURE

DaVis 8 was used for the processing of the images and the calculation of vector fields.
Analysis was conducted by purpose written MATLAB codes. The typical procedure
for a stereo cross-correlation process is briefly described here.

Each data acquisition consisted of four images: two single frames with a time
interval of ∆t from each camera. Each frame is de-warped through the mapping
functions developed in the calibration process and appropriately segmented into
interrogation windows with set initial size, weighting, and overlap. Each interrogation
window is cross-correlated with the corresponding region, shifting based off a refer-
ence vector field, from the first image to the second for each camera. The highest peak
identified in the cross-correlation image is taken as the displacement vector and is
used to calculate the corresponding velocity vector for that interrogation window. On
completion of this process for each camera image pair, two two-dimensional vector
fields are obtained. From the two planar vector fields stereoscopic reconstruction of
a two-dimensional three-component vector field is established. The vectors are then
subjected to a validation process and then projected onto a planar vector field which
is used as the reference vector field for the next cross-correlation pass of different
interrogation window size and overlap. This loop is repeated to the multi-pass criteria
set and procedure adopted. At this point, post-processing, filtering, and bad vector
handling can be implemented.

In the current study good quality seeding and imaging provided a high level of
reliability to the experiments. Hence, no vector post-processing was conducted; no
vector filtering, vector removal, or interpolation was enforced. Only a 3× 3 point
kernel smoothing filter was applied between each step of the multi-pass process. More
details on the functions involved in the image processing can be found in the LaVision
Manual [277].

In each SPIV test case, the stereo cross-correlation of the image pairs composed of
a double step process on an interrogation window of 32× 32 pixels with 25% overlap,
followed by another two steps with interrogation window of 16× 16 pixels with 50%
overlap. Exact spatial resolution will be presented with results, however it is typically
≈ 1mm.

The SPIV hardware recorded images at the maximum acquisition rate of 200Hz.
The internal memory of the cameras limited the maximum number of images that
each camera could record in any one experiment to 600; experiments were repeated a
minimum of three times to ensure statistical convergence could be reached. Appendix
C presents the example investigation of the statistical convergence of different quant-
ities (e.g. velocity, vorticity, turbulence qualities) for the planar wing trailing vortex
system; consideration to the errors associated with SPIV have been discussed with
their respective results.
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3.9.4 SURFACE FLOW VISUALISATIONS

TUFTS

The simplest, cheapest, and most frequently used method for low speed surface flow
visualisations is to attach tufts over the surface of interest. Tufts can very easily show
flow patterns but must be light and flexible such that they easily align with the local
flow field as a result of aerodynamic force. Hence, tufts can readily show where flow
is steady and where it is unsteady; regions of complete separation are easily identified.
Spatial resolution of the tufts should be close enough to sufficiently resolve local flow
fields, but when tufts are in close proximity their influence on the flow and each other
is very high and must be considered at all times.

To ensure that the tufts have minimal effect on the flow, the tufts used in this
study are mono-filament nylon with size 3 denier (0.02mm diameter), and have been
attached to the surfaces using a small amount of water soluble glue. Treatment of the
tufts with fluorescent dye was not necessary as the fluorescent yellow tufts contrasted
well with the black surface of the model and wind tunnel floor. All tufts used on
the model were 25mm long and positioned on the tunnel floor and on the model
in a grid pattern of 20mm laterally by 50mm longitudinally, as indicated in figure
3.28. The movement of the tufts was recorded at 100Hz for a period of 10 seconds
using a Phantom v341 camera. A summary of tuft visualisation experiments and test
conditions are given in table 3.9.

CLAY FLOW

A clay flow mixture consisting of fine white Kaolin clay suspended in paraffin is used
to visualise the characteristics of the flow near/over the model and wind tunnel floor.

Fuselage

nose

Pitch

axes

Flow
20mm

50mm

Turntable

Figure 3.28: Tuft grid used over working section floor, fuselage and wing root. Pitch
axes indicated.
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Table 3.9: Summary of tuft visualisation experiments; all experiments conducted at
Re = 1.5× 106.

Wing Tuft locations α [◦] Stand-off gap [δ∗]

Planar Tunnel floor & fuselage 0 to 14 1.4, 3, 4, 5
Planar Wing 0 to 14 4
C-wing Wing 0 to 14 4

It performs in a very similar manner to oil flow surface visualisations but with a few
advantages: 1) clay flow dries over the model and so can be photographed once the
wind tunnel is turned off. Oil flow must be photographed with the wind tunnel on
otherwise it will begin to run with the affect of gravity; 2) oil flow is more strongly
effected by gravity which makes it difficult to use on inclined or vertical surfaces [227];
3) oil flow can make the wind tunnel dirty and clog up turbulence screens which
strongly impedes the performance of the wind tunnel.

Clay flow visualisation moves in the local flow direction, spreading out over a
surface driven by the frictional shear force from the freestream air. From the patterns
of clay accumulations over the surface, qualitative conclusions can be drawn in regards
to the location and direction of streamlines, separation lines, and relative magnitudes
of frictional shear stresses [281, 282, 283]. These frictional shear stresses are defined as
the spatial derivative normal to the surface of the velocity field at the surface. The
integral curve lines of the velocity in this vector field are often referred to as limiting
streamlines, or skin friction lines. It is this vector field which produces the clay flow
patterns during wind tunnel experiments [284].

Surface clay flow visualisations have been used to provide insight into the time-
averaged flow features over the semi-span fuselage and floor as well as over each wing
arrangement. Results have been obtained by the following procedure: 1) set the model
angle of attack; 2) even application of the clay mixture to the surface; 3) operating the
wind tunnel from zero velocity to the operational flow regime in a relatively short
time (≈ 4 seconds), and recording continuously (with a Phantom v341 at 50Hz over 30
seconds) to monitor the progressive movement of the clay; 4) sustained operation of
the wind tunnel until clay mixture is dry (≈ 12 minutes). Colour images were taken
using a Canon SLR camera, model EOS-450D with 12 mega-pixel resolution.

Where and how the clay is placed before turning the wind tunnel on, as well
as viscosity, strongly affects the final results. The viscosity of clay was maintained
through batch making the clay mixture adhering to strict measurements, and thorough
mixing to avoid the clay clumping. Sites for clay application are indicated in figure
3.29. Sites A and B, on the tunnel floor and fuselage nose respectively, were applied
simultaneously, and site C, along the wing leading edge (for either planar or C-wing
case) was applied on separate wind tunnel runs. These sites, found through trial and
error, allowed the clay to flow over the floor and fuselage indicating points of interest.
Experiments conducted using the clay fow visualisation have been summarised in
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Figure 3.29: Clay application sites prior to experiment start.

Table 3.10: Summary of clay flow visualisation experiments; all experiments conduc-
ted at Re = 1.5× 106.

Wing clay locations α [◦] Stand-off gap height [δ∗]

Planar Sites A & B 0, 8, 14 4
Planar Site C 0, 8, 14 4
C-wing Site C 0, 8, 14 4

table 3.10.

3.9.5 LASER-DOPPLER VIBROMETRY

Laser-Doppler vibrometry has been used to determine wind tunnel forcing frequencies,
model natural frequency data, and monitor vibration of the model wing arrangements
under different conditions. This gives a deeper understanding of the wing vibration
and loads under different test conditions, and also how the wind tunnel influences
the model.

The laser vibrometer used in this work is a Polytec PDV-100 portable digital laser-
Doppler vibrometer, which provides a single degree-of-freedom point measurement
with peak velocity detection of 500mm/s and a frequency range of 0-22kHz with 24-bit
resolution. The laser vibrometer offers a non-intrusive optical means of measuring
vibration from a distance with no contact. In addition, relative accuracy of vibration
measurements is independent of the vibration frequency, and is immune from electrical
noise, unlike mechanical based accelerometers, for example.

The PDV-100 vibrometer uses the heterodyne interferometer principle to determine
the phase (and thus the optical path length) reflected back from the surface of some
vibrating test article [285]. In a heterodyne vibrometer, an acousto-optic modulator,
or Bragg cell, is used to frequency shift either the test signal or the reference signal;
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Figure 3.30: Laser vibrometer in Mach-Zehnder configuration schematic diagram.

figure 3.30 presents a schematic layout of the vibrometer using a Mach-Zehnder
heterodyne interferometer configuration [286], in which the Bragg cell frequency shifts
the reference signal.

With the configuration illustrated in figure 3.30, the test signal/laser frequency, fL,
is 4.7× 108MHz to which the Bragg cell provides a frequency shift, fB, of +70MHz to
form the heterodyne frequency reference signal. The vibrating test article causes a
Doppler shift of the test signal to form the measurement signal described by:

fL + fD(t) = fL +
2v(t)

λL
(3.44)

where v(t) is the test article velocity component with time in the direction of the laser
beam and λL is the laser wavelength (633nm).

The reference signal (frequency shifted by the Bragg cell) and the measurement
signal (frequency shifted by Doppler shift) are re-combined at beam splitter 3 as
shown in figure 3.30. This creates a frequency and amplitude modulated interference
signal through wave superposition, creating a pattern of constructive and destructing
interference which is detected and demodulated by the photo detector. The polarising
beam splitters and the λ/4 (quarter-wavelength) plate ensure that the superimposed
beams are of the same polarisation state, otherwise the beams would not coherently
align with the photo detector.

In operation, the laser vibrometer beam is positioned normal to the test article
surface along ys (single degree-of-freedom measurements) which is pre-treated with
high gain industrial grade retroflective film. This helps maximise the scattered beam
reflections detected, thus improving the measurement signal. Vibrations (velocities)
are recorded at a sampling frequency of 10kHz over a 26.5 second period per test,
achieving a resolution of 39µHz. No filtering was applied upon data acquisition; any
post-processing filters will be specified with results. As the vibrometer only provides
a single point measurement phased vibration between two points cannot be assessed.
Other means have been used for this (piezo-accelerometers).
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Figure 3.31: Laser-Doppler vibrometer measurement sites.

Measurement locations for laser-Doppler vibrometry are indicated in figure 3.31.
A series of ‘wind-off’ and ‘wind-on’ experiments conducted at these specific meas-
urement locations have been summarised in table 3.11. Preliminary ‘wind-off’ ex-
periments indicate bump tests. In bump tests, the transient response of the model
arrangement can be analysed to understand the fundamental vibrational characterist-
ics of the model without influence of the aerodynamic loading, or forced wind tunnel
structural vibration. By focusing the vibrometer to different measurement sites, and
bump testing the model, thereby exciting all natural frequencies of the model, natural
frequencies and structural damping can be assessed. ‘Wind-on’ experiments then
employ the same measurement sites but with aerodynamic loading and wind tunnel
vibration, at Re = 1.5× 106, at a series of angles of attack. The vibrometer moves with
the body axis of the model such that measurements remain normal to the test surface.

Table 3.11: Summary of laser vibrometer experiments; wind-off experiments signify
bump tests, wind-on experiments conducted at Re = 1.5× 106.

Wing Measurement location α [◦] Stand-off gap height [δ∗]

Wind-off
Planar Sites A, B, & C 0◦ 4
C-wing Sites A, B, C, & D 0◦ 4

Wind-on
Planar Sites A, B, & C 0◦ to 14◦ 4
C-wing Sites A, B, C, & D 0◦ to 10◦ 4

3.9.6 ACCELEROMETER

Printed circuit board (PCB) accelerometers have been used to supplement findings
of the laser-Doppler vibrometer. The three accelerometers used in this work are
PCB Piezotronics.inc ceramic shear accelerometers (model No.352C22), each providing
a single degree-of-freedom point measurement with peak acceleration detection of
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±500g (m/s2) with a frequency range of 1-10kHz. The voltage signals from the
accelerometers are passed through a PCB Piezotronics.inc signal conditioner (model
482C series) and then recorded via a National Instruments dynamic signal acquisition
module (NI 9234) capable of sampling all three sensors at rates up to 51kHz simultan-
eously with 24-bit resolution. It is also indicated that the acquisition model is specified
to be unable to recognise frequencies ≈< 0.5Hz.

It is well known that accelerometers perform poorly at low frequencies (≈ 1Hz) due
to acceleration amplitudes becoming very low [287]; accelerometers measure absolute
measures of acceleration whereas laser-Doppler vibrometer systems detect relative
displacements. In addition, if the frequency domain is considered, the data acquisition
module provides a resolution of ≈ 1.3mHz. The laser-Doppler system provides three
orders of magnitude greater resolution by comparison. However, in addition to the
accelerometers collaborating with the laser vibrometer (an optical measurement vs. a
mechanical measurement) data, the accelerometers enable vibrations at independent
points to be investigated. This enables the phased relationships of vibration within
a structure to be examined such as torsional modes or separate components of the
model; a single point laser vibrometer cannot provide this information. Arrangement
of the accelerometer sensors on the model structure is presented with the results for
clarity.

In operation, the accelerometers were mounted to the wing surface such that they
are normal to the surface using adhesive wax. Adhesive wax was suitable due to the
low mass of the sensors (< 0.5g) and relatively low accelerations (< 6g) are expected
[288]. Accelerations (vibrations) are recoreded at a sample frequency of 10kHz over a
20 second period per test. Filtering of any perceived electrical noise was achieved by
the signal conditioning box, with no cut-off filters applied. Only the results for the
accelerometer sensors employed for ‘wind-on’ experiments with aerodynamic loading
and wind tunnel vibration, at Re = 1.5× 106, have been discussed.



CHAPTER 4
SEMI-SPAN TESTING WITHOUT CONVENTIONAL PENICHE

4.1 INTRODUCTION

This chapter investigates the effect of varying the stand-off gap height of the peniche-
less semi-span model (described in Section 3.4) to enlighten flow field/stand-off gap
interactions and how this influences the aerodynamic metrics of the model. The goal
is to characterise how the stand-off gap height affects the flow over the model in order
to select an appropriate stand-off gap as a constant for further experiments. In this
study, no comparisons are made to any full span-models, thus only experimental
trends of varying the stand-off gap and its effects on the aerodynamic behaviour of
the model are of primary interest. Only the planar wing model is used in this study.

Section 4.2 presents a detailed background of semi-span model testing identifying
general considerations, advantages, and inherent disadvantages of the traditional
peniche extrusion. An initial study providing a quantitative description of how the
aerodynamic performance metrics of the model vary with angle of attack and stand-off
height, determined using the force platform, is presented in Section 4.3. In Section
4.4 structural dynamics of the model are considered in order to understand how the
wind tunnel and model vibrations interact. This provides the justification for the
post-processing of force platform data such that background experimental noise can
be filtered out of the signal. Afterwards, the flow field around the semi-span fuselage
nose at different stand-off gap heights is examined using stereoscopic particle imaging
velocimetry (SPIV) in Section 4.5. Subsequently surface flow visualisations using tufts
and clay flow methods are discussed in Section 4.6. These methods provide a deeper
understanding of how flow features propagate around the fuselage by highlighting
regions of flow unsteadiness, local flow directions, attached and separated flows, and
reveal wake structures and associated shear flows moving over a surface. Section 4.7
summarises the main findings of this chapter.

117
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4.2 BACKGROUND INTO SEMI-SPAN MODEL TESTING

Semi-span testing techniques have been widely adopted as a tool to provide state-of-
the-art wind tunnel research capabilities [232, 233, 234, 235]. Semi-span models are
typically employed to double the maximum usable Reynolds number and enhance the
quality of measurement data owing to improved model strength, stiffness, and overall
fidelity [236]. Additionally, the semi-span model arrangement for this study offers
convenient integration of the model with the test facility model positioning system
and diagnostic equipment.

The drawback of semi-span models is the inherent difficulties associated with
the quality of flow over the model; they are vulnerable to increased interference
effects within the wind tunnel. The basic principle of semi-span testing is to treat
the mid-plane cross section of the body as a plane of symmetry. This is generally
achieved by mounting the mid-plane of the body to some planar surface (such as the
wind tunnel floor, wall, or ceiling) enabling the surface to act as a plane of symmetry.
The wind tunnel walls however, provide poor symmetry planes due to the growth
of respective boundary layers which begin to develop far upstream of the model.
Interactions between the working section boundary layer and the model can introduce
three-dimensional vortical structures (horseshoe vortices), which are recognised to
have strong influences on the semi-span model’s aerodynamic behaviours, especially
over the inboard wing section [237].

To reduce the aforementioned interactions with the tunnel boundary layer/wall,
and achieve near free-air conditions, semi-span models traditionally use the peniche
technique. The traditional peniche is a two-dimensional profile extrusion identical to
the model’s mid-plane cross section to create a stand-off distance between the mid-
plane and the tunnel wall. The stand-off distance is typically scaled to the boundary
layer displacement thickness (δ∗) at the wind tunnel wall at the pitch axis/moment
reference centre of the model. Unfortunately, studies are generally ambiguous in
quantifying the complex interactions between the wall boundary layer and the peniche;
including the resulting effects and sensitivity on wing aerodynamics. Generally the
peniche is scaled through a trial and error approach forcing the semi-span model to
mimic the full-span model’s aerodynamic coefficients for a small range of angles of
attack at a given Reynolds number. Variations in the peniche height are often seen to
reflect variations in the lift-curve-slope, measured drag, stall characteristics and body
moments as local flow phenomena governed by the peniche are not well understood.

Studies by NASA Langley [289, 290, 291] have reported that the influence of
the peniche is to accelerate the flow over the entire upper surface of the wing, and
simultaneously increase the cross flow observed over the inboard upper surface area of
the wing. Conclusions suggest that a stand-off height equal to twice the displacement
thickness of the empty tunnel boundary layer works best to mitigate this, and that
modifications by filleting or undercutting the peniche (a three-dimensional peniche)
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can alleviate separation at the fuselage nose, and weaken the development of vortical
structures in this region. However, is has been shown that a standard 2-D peniche
will produce data which correlates better with full-span data relative to other peniche
configurations [291].

Eliasson [292] reports a reduction in the drag and maximum lift in semi-span wind
tunnel experiments relative to the expected free-flight values. It was concluded that the
discrepancy is a consequence of the peniche enforcing a redistribution of the velocity
field and increasing cross-flow components in the plane of symmetry of the half model.
The peniche’s effect on the model enforces additional flow displacement leading to
additional velocity gradients around the fuselage and inboard wing compared to a
full-span model. Hence, the peniche is not able to supply a velocity field sufficiently
parallel to the symmetry plane—especially at higher angles of incidence. Eliasson
[292] suggests that changing the peniche height only redistributes the strength of
the flow displacement and cannot be avoided, but that the shape of the peniche may
alleviate this feature. Other studies have tried to reduce the flow displacement, and
resulting vortical structures, through leading edge suction thereby reducing mass flow
and velocity gradients [293]. There is little evidence to suggest however, that suction
ahead of the peniche can produce a significant improvement in the aerodynamic
characteristics of semi-span models.

Doerffer and Szukc [237] performed a numerical study of the wing-body configur-
ation of the DLR F11 high-lift model in order to compare free-flight conditions to the
semi-span model. Computations of the semi-span model placed directly at the wall
and mounted using a standard peniche (at approximately 3δ∗) are presented. With
the application of the peniche, the strength and size of the horseshoe vortex around
the fuselage nose increased. It was found that the introduction of the peniche to the
semi-span model led to poorer agreement with full-span data; this was based on com-
parisons between pressure distributions over the wing and aerodynamic coefficients
CL, CD, and CMpitch . While it is concluded that the best results were found for the
semi-span model mounted directly to the wall without the addition of a peniche, the
authors speculate that a different factor, other than the peniche, is responsible for the
lift break-down of the DLR F11 semi-span model in the experiment but no conclusion
is reached. No attempts were made to vary the stand-off height of the peniche.

Yokokawa et al. [294] conducted a comprehensive experimental–numerical study
focused on how the aerodynamic influence of a semi-span model changes with a
peniche in an attempt to strategise the appropriate selection of the peniche stand-off
height. While they observed no changes in surface flow patterns (using oil flow
visualisations) with increasing peniche heights, strong changes in the aerodynamic
coefficients and pressure distributions are noted. Lift-curve-slope gradients were
observed to increase with a larger peniche height. The inconsistency of data for
different peniche heights indicated changes in the local flow physics over the wing.
Furthermore, the drag at a given angle of attack decreases as the peniche height
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increases, however they show that the inboard wing local drag increases. The pressure
distribution over the wing shows that only the leading edge of the wing is significantly
affected by changes in peniche height. Yokokawa et al. [294] suggest that different
peniche installations have the effect of changing the model’s effective aspect ratio;
thus strongly influencing the induced drag. To test this hypothesis, they implement
numerical simulations to predict optimal peniche heights to best resemble free-flight
conditions. It is found that two-to-three times the displacement thickness of the empty
wind tunnel boundary layer is optimal for matching effective aspect ratios.

It is common to find studies which pay little attention to the appropriate sizing of
the peniche. Ujang et al. [260] neglect investigation of the peniche’s influence entirely,
and opt to simply maximise the stand-off height in an attempt to raise the model out
of the wall boundary layer. In doing so, the solid body blockage of the model was
significantly increased. It can also be expected that the vortical structures around the
fuselage nose are not mitigated but in-fact amplified as the peniche reaches into the
freestream. In a similar manner, Kafyeke et al. [295] use a boundary layer spacer plate
to isolate the model from the wall boundary layer. They conclude that the aerodynamic
coefficients were comparable to flight test data, however pitching moment data across
most of the test range and post stall behaviour correlated poorly. Kuo and Lin [296]
demonstrated the application of a boundary layer spacer successfully integrated with
a semi-span delta wing model. It was found that the boundary layer spacer reduced
the influence of the tunnel wall boundary layer on the vortical structures over the
wing. Elsewhere [297], semi-span delta wing models have been mounted on very long
slender two-dimensional peniche extrusions.

The peniche attempts to reduce flow interference with the tunnel wall boundary
layer and achieve a flow field representative of the equivalent full-span model in free-
air. However, studies suggest that the application of the peniche appears to introduce
more flow complexity and measurement uncertainty than it offsets. A solution, or
at least a simple alternative, is to remove the peniche entirely and leave a stand-off
gap as suggested by Eder et al. [298]. The two-dimensional peniche and resulting
vortical structures modify the behaviour of the model, this is difficult to quantify and
to correct. Eder et al. [298] show that changing the peniche height introduces varying
discrepancies between full-span and semi-span aerodynamic coefficients and moments,
and that these discrepancies also change with angle of attack. This suggests significant
changes in the local flow fields over the model. Without a peniche, i.e. placing a
gap between the fuselage and the wall, deviations in aerodynamic coefficients and
moments were found independent of the angle of attack. A stand-off gap height of
4δ∗ was found to achieve constant deviation of the aerodynamic coefficients from the
equivalent full-span model over a range of angles of attack.

To date there is no universally accepted method on how best to conduct semi-
span testing despite the widespread use and recognised benefits of such models.
A significant limitation is that it is difficult to draw comparisons between different
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investigations due to lack of continuity and the various approaches adopted. Efforts
are made here to investigate the effect the stand-off gap height has on aerodynamic
behaviours while also understanding the local flow around the semi-span model and
how it changes with both stand-off gap height and angle of attack.

4.3 FORCE AND MOMENT MEASUREMENTS

Variation of the lift, drag, and pitching-moment coefficients about the model’s centre
of gravity/pitch axis are presented in figure 4.1, illustrating the behaviour of the
aerodynamic coefficients with stand-off gap height and angle of attack. Corrections for
blockage and horizontal buoyancy, as discussed in Section 3.8, have been applied. The
force and moment data presented have been post-processed using a 38Hz low-pass
filter (justification for which is given in Section 4.4) and have been calculated to a
confidence level of 98% with a margin of error (random uncertainty) of less than 1%
for each datum. It is indicated that the model has only been operated in the pre-stall
region so that the risk of damaging the model, and the wind tunnel, was avoided.

At all five stand-off heights, the lift coefficient, shown in figure 5.1a demonstrates
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Figure 4.1: Effect of stand-off gap height on aerodynamic coefficients for the planar
wing arrangement.
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a linear relationship between −5◦ and +7◦, with the maximum lift for each case
occurring at +14◦. This indicates that wing stall onset begins between +7◦ ≤ α ≤ +8◦,

which is supported by the plateauing negative gradient of
∂CMpitch

∂α over the same range
to a positive gradient for α > 8. The CLα gradient is noted to decrease with increasing
gap size. This trend is independent of Reynolds number as shown by data presented
in figure 4.2. The reducing gradient is caused by an increased mass flow though the
gap between the tunnel wall and the model. This flow adds additional circulation
around the fuselage which increases the induced angle of attack at the wing; this
effect is illustrated in figure 4.3.

Figure 4.4a shows the deviation of the lift coefficient as a function of the angle
of attack, taking the 1.4δ∗ case as the baseline. The general trend of ∆CL with angle
of attack is consistent for all cases. It is evident from figure 4.4a that for a given
positive angle of attack the CL of the model decreases with increasing gap size. For
the range 0◦ ≤ α ≤ +10◦, an approximately constant offset exists for ∆CL from the
baseline stand-off height 1.4δ∗, with relatively significant drops in CL occurring when
increasing from 3δ∗ to 4δ∗, and then again to 5δ∗. It is also observed that the initial
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increase in stand-off height from 1.4δ∗, to 2δ∗, and again to 3δ∗ has little influence on
∆CL. These deviations are summarised in table 4.1. For this α range, the deviation
of lift coefficient is a function of the distance between the fuselage symmetry plane
and the tunnel wall, and not a direct function of angle of attack. This result was also
identified by Eder et al. [298] who used tuft visualisations to show that lower stand-off
gap heights led to higher turbulence over the inboard wing, resulting in an increased
interaction with the tunnel boundary layer leading to delayed separation at higher lift
coefficients.

For α < 0 and α > +10 the lift coefficient is a function of the angle of attack as
well as the gap height; both instances are under direct influence of the wake from the
mounting shaft extending from the fuselage symmetry plane. At negative angles, the
low-wing model configuration blocks incoming flow such that the shaft wake moves
further over the fuselage afterbody than for equivalent positive angles of attack. With
high angles of attack the shaft wake spreads more to the upper side of the fuselage.
The influence of the shaft wake is less for smaller stand-off gap heights. Additionally,
as the angle of attack increases above α = 7◦, and stall onset over the wing spreads,
the ∆CL becomes increasingly more irregular.
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Figure 4.4: Difference in aerodynamic coefficients taking stand-off gap hieght 1.4δ∗ as
baseline.

Table 4.1: Average lift coefficient deviation from 1.4δ∗ baseline with stand-off gap
over range 0◦ ≤ α ≤ +10◦; corresponding to data shown in figure 4.4a.

Test Case ∆CL Offset

1.4δ∗ -
2δ∗ -0.0013
3δ∗ +0.0008
4δ∗ -0.0064
5δ∗ -0.0131
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Figure 4.4b shows the deviation of the drag coefficient as a function of the angle of
attack, taking the 1.4δ∗ case as the baseline. It is clearly visible that with increasing
stand-off gap height the drag coefficient increases. Between angles of attack −5◦ ≤
α ≤ +7◦ (the linear portion of the lift-curve) the difference in drag coefficient is almost
a constant offset from the baseline case, where this offset increases with gap height.
These ∆CD offsets have been summarised in table 4.2.

Table 4.2: Average drag coefficient deviation from 1.4δ∗ baseline with stand-off gap
over range −5◦ ≤ α ≤ +7◦; corresponding to data shown in figure 4.4b.

Test Case ∆CD Offset

1.4δ∗ -
2δ∗ +0.0017
3δ∗ +0.0038
4δ∗ +0.0051
5δ∗ +0.0072

Thus, the deviation in the drag coefficient is a function of the distance between the
fuselage symmetry plane and the tunnel wall, and not a direct function of angle of
attack. At angles of attack α > +7◦, with the onset of wing separation, the deviation
in the drag coefficient remains approximately constant, but a slight variation with
angle of attack is noted.

The drag increase between the different stand-off heights is not associated with
variations in the induced drag, but only those of the parasitic drag. The main increase
of the drag is caused by the flow past the symmetry plane of the fuselage. As the
gap height increases, illustrated in figure 4.3, the flow into the gap increases. The
symmetry plane of the model, which is connected to the fuselage, will thus experience
higher parasitic skin friction. Additionally, with increasing gap height the shaft
beneath the model incrementally extends, increasing the shaft’s wetted area. Despite
the disadvantage of the increased drag, the deviation of the drag coefficient is not a
direct function of the angle of attack; as it would be with a traditional peniche. As the
shaft is connected to the steel balance interface (shown in figure 3.10) and the flow
interaction between the tunnel wall and model symmetry plane will vary as a function
of the model incidence angle, a drag tare cannot be accurately applied to remove the
effect of the mounting shaft.

Figure 4.4c shows the deviation of the pitching moment coefficient as a function of
the angle of attack from the baseline case, 1.4δ∗. The deviation in the pitching moment
for the 2δ∗ stand-off height is very small, however at higher stand-off gap heights
larger deviations occur which are a sensitive to the angle of attack. A significant
decrease in the moment coefficient occurs between 2δ∗ and 3δ∗, which may suggest
the longitudinally aft movement of the aerodynamic centre possibly caused by the
shaft wake interfering with the flow over the fuselage afterbody. Stand-off heights 3δ∗,
4δ∗, and 5δ∗ demonstrate a similar behaviour (i.e. no further shifts of the aerodynamic
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centre) over the linear portion of the lift-curve (−5◦ ≤ α ≤ +7◦). The pitching moment
coefficient is particularly stable over the range 0◦ ≤ α ≤ +7◦. At higher angles of
attack (α > +7◦), as stall onset over the wing spreads, the deviations vary more
strongly.

It is also interesting to note that the side (vertical) force and associated notional
yaw moment acting on the model, which is suggestive of the flow behaviour between
the tunnel floor and fuselage symmetry plane, changes with stand-off height and angle
of attack. This information is presented in figure 4.5. Figure 4.5a shows the upward
force CFz (opposing the direction of gravity) acting on the model, the magnitude of
which is seen to decrease with increasing stand-off height, but increases as a function
of the angle of attack for a given stand-off height. Understanding of the trends shown
in figure 4.5a can be found if the results are compared to those found by Eder et al.
[298].

Eder et al. [298] showed that increasing the distance between the tunnel wall and
the fuselage symmetry plane caused the static pressure difference between the upper
and lower sides of the fuselage to decrease. Thus, the CFz is a function of the pressure
difference between the upper (wing side) and lower (between fuselage symmetry
plane and tunnel floor) sides of the fuselage which is driven by the subsequent static
pressure under the model. As the stand-off height of the model is increased, the mass
flow under the model increases which causes an increase in the dynamic pressure
and a drop in the static pressure under the model. Therefore the pressure differential
between the upper and lower sides of the fuselage reduces. However, this also leads
to an increased influence of the wake behind the mounting shaft between the wall and
the model. Eder et al. [298] found that in the presence of the shaft wake the fuselage
will experience an increased pressure differential between the upper and lower sides
of the fuselage afterbody downstream of the shaft. The mounting shaft wake influence
was shown to be a function of stand-off gap height and angle of attack.
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Figure 4.5b shows the trend in the notional model yawing moment with stand-off
gap heights and angle of attack. Over the range −2◦ ≤ α ≤ +1◦ a positive (nose up)
moment is observed as the model drag force dominates the moment contributions.
Over the range −5◦ ≤ α ≤ +5◦ similar moments are noticed for all stand-off heights
and angles of attack. For α > +5◦, the nose down moment is seen to increase with
increasing stand-off gap height and angle of attack. From figure 4.5a it is concluded
that the magnitude of CFz reduces with stand-off height, and figure 4.5b shows that
the notional nose down yawing moment increases with stand-off height at higher
angles of attack. This indicates that as the flow under the model increases, reducing
the magnitude of CFz, the CFz force centre must move aft increasing the moment arm
to the model’s centre of gravity. This may be caused by the shaft wake’s path changing
due to both the model incidence angle and effective Reynolds number, propagating
downstream and remaining under the model for extended distances with increased
stand-off gap height.

As the stand-off gap height increases, the velocity of the flow through the gap
increases thereby reducing the magnitude of CFz as the pressure difference between the
wing side and symmetry plane side of the model is reduced. This has the consequence
of the cylindrical mounting shaft experiencing a greater velocity magnitude, a higher
Reynolds number flow, through the gap which will alter the separation and profile of
the turbulent shaft wake. Figures 4.5a and 4.5b show that increasing the stand-off gap
from 4δ∗ to 5δ∗ results in little change relative to variations between other stand-off
heights. This may indicate a ‘plateauing’ effect of the flow under the model as further
increases in stand-off height have a reduced effect. However, to prove this conjecture
further increases in stand-off height (> 5δ∗) would have to be investigated, but this
cannot be facilitated due to model/facility limitations.

4.4 MODEL STRUCTURAL DYNAMICS AND INERTIAL LOADING

In this section the structural dynamics of the planar wing semi-span configuration are
discussed in order to provide clarity and justification for employing a 38Hz low-pass
filter to the force platform data. The structural dynamics of the planar wing are
examined and compared to the C-wing arrangement in detail in Section 5.5.

The natural frequencies of the model are identified by monitoring the transient
response at different locations on the model surface which are subjected to bump
testing. In performing bump tests the fundamental vibrational characteristics without
the influence of aerodynamic loading (vibrations from freestream turbulence), and
forced vibration from the wind tunnel (related to the wind tunnel physical structure)
can be examined. Hence, by understanding the model and the wind tunnel vibrational
characteristics in isolation of one another the force platform data can be post-processed
to improve the quality of the data and reduce background noise. The wind tunnel
vibrations have been monitored using the laser-Doppler vibrometer, which was also
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used to monitor the planar wing vibrations under aerodynamic loading at angle of
attack. These results are compared to the frequencies present in the data signals
obtained from the force platform. It is emphasised here that the force platform is
mounted below the tunnel floor on an independent structure, and thus does not make
direct contact with the wind tunnel structure.

The stand-off gap height does not have any effect on the structural dynamics of
the model as the model does not change in any physical/structural manner between
stand-off gap height installations. Therefore, vibrational frequencies present within
the model will not change with stand-off height. For the following vibration tests a
stand-off gap height of 4δ∗ was used.

4.4.1 MODEL BUMP TESTS

The bump test frequency response evaluated from the planar wing and semi-span
fuselage are shown in figure 4.6. The lateral bump test location shown in figure
4.6a, is located at 74% wingspan on the elastic axis (34% of the local chord). Two
bending modes are detected; the first at 7.2Hz, and the second at 33.5Hz. Figure 4.6b
presents the bump test frequency response evaluated along the longitudinal axis of
the semi-span fuselage. From the frequency spectra observed the 9.3Hz registered is
anticipated to be related to the fundamental bending mode of the main-wing structure,
identified as 7.2Hz previously. It is logical that there is a frequency separation of the
wing’s fundamental mode observed between the two measurement points as they are
structurally separated by several mechanical components of various material. Each
mechanical component will resonate at its own natural frequency which will influence
the system bump test measurement (note: the fuselage is more mechanically complex
than than wing). The 39.9Hz frequency is identified as the longitudinal frequency of
the half-body fuselage. Also note that the magnitude of vibrations detected from the
fuselage are significantly smaller than that examined for the wing; this is due to the
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Figure 4.6: Frequencies of the semi-span model observed in bump tests with laser
vibrometer (bump test measurement locations are indicated in respective figures).



128 Chapter 4

fuselage being much stiffer than the wing.

4.4.2 WIND TUNNEL VIBRATIONS

In the previous section bump tests enabled the identification of dominant frequencies
related to the planar wing semi-span model in isolation of the wind tunnel influence.
Similarly, it is imperative that the wind tunnel frequencies are understood in order
to consider their effect on the model. Figure 4.7 shows the vibrational frequencies
detected in the working section steel structure of the wind tunnel. The wind tunnel
operating conditions considered are two Reynolds numbers based on the wing’s mean
aerodynamic chord. Re = 1.5× 106 (≈ 50ms−1) is the operating condition of interest,
whereas Re = 0.9× 106 (≈ 30ms−1) is an off experimental design condition presented
to support the identification and analysis of wind tunnel frequencies.

Figure 4.7a shows that with the working section freestream at Re = 0.9× 106

the fan operates at ≈ 379.4rpm (monitored and logged via the wind tunnel health
monitoring system). This was detected by the vibrometer on the working section
structure indicted by the peak at 6.32Hz. Consequently, two further peaks are detected
at 25.28Hz, and 50.56Hz which relate to the four fan blades and the eight stators
(therefore a fan blade passing frequency of eight times the rpm), respectively. The same
vibrational characteristics are observed when the fan speed is increased to ≈ 615rpm,
corresponding to the fan frequency of 10.25Hz and two subsequent peaks detected
as a result of the fan blades and stators. Note that as the fan speed is increased the
vibrations experienced by the wind tunnel frame also become stronger.

With both fan speeds shown in figure 4.7, the vibrational frequencies related to the
stators are dominant. This is due to the stators imposing a direct structural vibration
on the wind tunnel’s frame, while the vibrations related to the fan are transmitted to
the wind tunnel frame via air turbulence (the fan is mounted to a shaft bearing in the
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fan section and is not physically connected to the wind tunnel structure).

4.4.3 MODEL VIBRATION DURING WIND TUNNEL OPERATION

Here only static test conditions are considered. However, even under static conditions,
wing deformation combined with both natural and forced vibrations will inevitably
contribute towards a more dynamic loading to be detected by the force platform.
If the interplaying vibrations influencing the model’s body forces and aerodynamic
performance metrics are understood at their source, they can be treated as background
noise and filtered from the temporal force platform data.

Considering first the wing vibrations during live wind tunnel operations at Re =
1.5× 106, figure 4.8 presents the vibrational frequencies of the wing at α = 0◦, 8◦, and
14◦ detected by the laser vibrometer. The measurement location is identical to that
used for bump tests with results presented in figure 4.6a. For the three angles of attack
presented in figure 4.8 the first and second wind bending modes of frequency 7.2Hz
and 33.5Hz are clear. For the α = 14◦ case, a tertiary peak is also observed at 50.2Hz;
it has been identified that for α ≥ 10◦ a frequency peak of ≈ 50Hz is detected. As the
wing begins to stall, initiating buffet induced vibration and incorporating the fact that
the fuselage itself is at an oblique angle to the oncoming flow, the entire model will
experience vibrations of greater amplitude at these higher angles of attack. Based on
the knowledge of frequencies related to the fuselage it is anticipated that the ≈ 50Hz
peak observed is related to fuselage vibrations being transferred to the wing. The
wing mounts to the fuselage via a steel interface. Hence, the ≈ 50Hz frequency is a
vibrational consequence of the fuselage structure excitation and not of the wing or a
forced frequency.

Referring to the same angles of attack (α = 0◦, 8◦, and 14◦), and experimentally
static conditions, the raw and filtered temporal signals for the drag coefficient mon-
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itored via the force platform is presented in figure 4.9. The noise within the raw signal
is considerable. Taking the α = 8◦ case as an example, the signal is also presented in
the frequency domain in figure 4.9. Frequency peaks within the signal indicate the
wing bending modes also detected from the laser vibrometer, alongside several other
dominant frequencies of comparable magnitude. In fact, two frequencies detected at
44.2Hz and 253.2Hz are seen to dominate over that of the wing’s primary vibrations.

Coincidently, the fuselage longitudinal natural resonant frequency of 39.9Hz
(determined by bump tests shown in figure 4.6b) is within proximity of the 40.8Hz
produced by the wind tunnel fan during operation at Re = 1.5× 106 (as shown in
figure 4.7b). The effect of this is the excitation of the fuselage’s longitudinal frequency,
thus significantly contributing to the noise detected on the x-axis channel of the force
platform which is fixed to the longitudinal axis of the model. This results in the
dominant 44.2Hz peak seen in the frequency domain of α = 8◦ shown in figure 4.9.
An additional fuselage related frequency of 52.8Hz is also detected. This frequency
has been seen to translate to the wing at increased angles of attack, detected by the
laser vibrometer with results presented in figure 4.8, while the longitudinal fuselage
frequency is not. This leads to the conclusion that the ≈ 50Hz frequency is related
to a lateral natural frequency of the fuselage. This provides sufficient explanation as
to why it is detected within the wing vibration while the far more dominant ≈ 40Hz
frequency is not; the longitudinal fuselage frequency acts along the wing plane while
the lateral fuselage frequency acts normal to the wing plane.

The secondary dominant vibrations at 253.2Hz detected within the unfiltered force
platform data have been identified to relate to the fuselage-force platform mounting
interface as indicated in figure 4.9. These vibrations are present on all six channels
of the force platform while remaining undetectable to the laser vibrometer unless
measured directly at the mounting shaft. As a consequence of not employing a
semi-span model with a peniche, which would give the full model a larger ground
footprint and broader structural support over the whole fuselage symmetry plane, the
single stiff support point induces high frequency vibrations to the force platform. The
fact that this high frequency is not detectable on the model by the laser vibrometer
indicates high structural damping between the mounting interface and the model
itself.

Consequently, in order to negate the ‘noise’ related to the excited fuselage fre-
quencies and steel mounting interface, which are not deemed to interfere with the
aerodynamic performance metrics, the force platform data was post-processed using
a 10th order 38Hz elliptical low-pass filter. The resulting filtered temporal data for
α = 0◦, 8◦, and 14◦ is shown in figure 4.9. The benefit of filtering the data is to
produce a much cleaner signal, and reduce random uncertainty of the measurement.
A summary of how the filter affected the data, comparing the signal mean, root mean
square (RMS), and standard deviation (STD) is given in table 4.3. Here it is seen that
the mean values between the filtered and unfiltered data remain unaffected while the
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RMS and STD of the signals are reduced. The reduction percentage is shown in red.
Furthermore, the fact that the filter is less effective at reducing the signal RMS and
STD with increased angle of attack is justified as natural frequencies of the wing are
increasingly excited by buffet induced oscillations, for example.

Table 4.3: Summary comparing unfiltered and 38Hz low-pass filtered drag coefficient
(CD) temporal data for α = 0◦, 8◦, and 14◦ presented in figure 4.9.

Unfiltered Signal Filtered Signal
mean RMS STD mean RMS STD

α = 0◦ 0.0245 0.0349 0.0249 0.0245 0.0253 (−27.5%) 0.0064 (−74.3%)
α = 8◦ 0.0677 0.0721 0.0250 0.0677 0.0681 (−5.5%) 0.0079 (−68.4%)
α = 14◦ 0.1405 0.1435 0.0292 0.1405 0.1410 (−1.7%) 0.0119 (−59.2%)

4.5 STEREOSCOPIC PARTICLE IMAGE VELOCIMETRY (SPIV)

4.5.1 FLOW FIELD VELOCITIES

Stereoscopic particle image velocimetry (SPIV) has been conducted along the centreline
of the fuselage nose at α = 0◦ for the Reynolds number 1.5× 106. The results presented
in this thesis used a configuration with a laser light sheet thickness of ≈ 1.5mm and
a laser pulse separation time of ∆t = 45µs. The methodology used for calculating
the separation time, ∆t, is presented in Section 3.9. The results have been processed
initially dividing the recoded images into 64× 64 pixel interrogation windows with
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25% overlap, and then refined to 32 × 32 pixel interrogation windows with 50%
overlap. With this arrangement the spatial resolution is 3.4mm, where the adjacent
vector spacing is 1.7mm. It must be highlighted that no vector post-processing has
been conducted and data sets have been time-averaged over 1200 images (recorded at
200Hz) to ensure statistical convergence. Time-averaging over 1200 images provided
statistical convergence of the flow field, while maintaining a maximum random
uncertainty of < 3% for a 95% confidence level. The procedure for assessing statistical
convergence has been discussed in Appendix C.

The time-averaged flow fields showing normalised velocity magnitude and stream-
lines for stand-off heights of 1.4δ∗, 3δ∗, and 5δ∗ are presented in figure 4.10. The white
dashed box in the top row of images illustrates the location of the lower images which
provide an enhanced view of the flow around the model nose for each test case shown.
The spatial co-ordinates have been normalised by the displacement thickness (δ∗) of
the empty wind tunnel boundary layer at the moment reference centre (pitch axis) of
the model, shown in figure 3.5.

The results presented in figure 4.10 show no formation of a horseshoe vortex
at any gap height. Thus, in the absence of the peniche a more stable flow field is
achieved. Additionally, as the stand-off height increases, the velocity gradients around
the stagnation point at the fuselage nose become more axisymmetric. Considering
the streamlines indicating the local flow direction, it is possible to qualitatively assess
the effect that changing the stand-off gap height has on the incoming flow/respective
boundary layer. At 1.4δ∗ stand-off height, shown in figure 4.10a, the streamlines in
the boundary layer are deflected upwards as they approach the model, away from
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Figure 4.10: Time-averaged |u|/U∞ contour at the centreline of fuselage nose at α = 0◦
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images).
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the tunnel floor boundary layer. Increasing the stand-off gap alleviates this effect as
more of the boundary layer is drawn into the gap under the model, as evident in
figures 4.10b and 4.10c. At 5δ∗ (figure 4.10c) the flow field around the symmetry plane
of the model begins to closely resemble what could be expected for an equivalent
full-span configuration at the symmetry plane. The flow near the tunnel wall is
accelerated under the model, indicated by the increase in velocity magnitude, hence
the flow does not separate away from the wall and no horseshoe vortex is formed.
The streamlines above the symmetry plane of the model remain undeflected. Thus, as
the stand-off height increases, the peak velocity deficit corresponding to the centre of
the stagnation point moves closer to the symmetry plane.

Normalised velocity magnitude profiles of the boundary layer at streamwise
stations x/δ∗ = −20, −10, −5, and −0.5 are presented in figure 4.11. The empty
tunnel benchmark boundary layer profile from position x/L = 0.3 (taken from figure
3.4b) coincides with the leading edge of the fuselage nose. At x/δ∗ = −20, figure 4.11a,
the velocity profiles at all stand-off conditions are similar to the empty tunnel velocity
profile. At this station, there is a quantity deficit in the ux component due to the
presence of the model. Increases in the uz component at this station are of the order
of 3%. The uz increase is stronger for lower gap heights forcing more aggressive fluid
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Figure 4.11: Tunnel wall boundary layer velocity magnitude profile development
immediately upstream of fuselage nose/stand-off gap at α = 0◦.
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displacement and lifting of the boundary layer.

As the flow approaches the fuselage nose (x/δ∗ = 0) a point of inflection in the
velocity profiles develops which corresponds to the stand-off gap height. This is
shown in figures 4.11b and 4.11c, illustrating the velocity profiles at x/δ∗ = −10 and
x/δ∗ = −5, respectively. With increasing stand-off height, the approaching airflow
below the stand-off gap height is drawn more strongly downstream towards the gap;
the flow above the stand-off gap experiences a greater velocity deficit moving over
the fuselage nose. The velocity profile immediately upstream of the fuselage nose at
x/δ∗ = −0.5 (figure 4.11d) shows the peak velocity deficit indicating the stagnation
point and the jet-like profile of the flow entering the stand-off gap. As the gap further
increases, the respective stagnation point moves closer to the symmetry plane and
the flow velocity into the gap increases at 4δ∗ and 5δ∗, resulting in an excess velocity
relative to the empty tunnel boundary layer. As previously mentioned, the lower
stand-off height causes an upward deflection of the flow, this is seen here to move
the stagnation point away from the symmetry plane of the fuselage. At stand-off
heights greater than 3δ∗ the stagnation point moves towards the symmetry plane. The
velocity profiles above the corresponding stand-off height is lifted further away from
the tunnel wall due to the model’s increased distance from the wall.

Acceleration of the flow under the model, seen in figure 4.11d, is largely attributed
to an increase of the uz component of the flow field below the fuselage symmetry
plane, as the flow approaches the stand-off gap. The time-averaged uz/U∞ component
of the flow field and streamlines for all stand-off gap heights tested are presented
in figure 4.12, with accompanying uz/U∞ velocity profiles shown in figure 4.13. It
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Figure 4.12: Time-averaged uz/U∞ contour at the centreline of fuselage nose at α = 0◦.
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Figure 4.13: Tunnel wall boundary layer uz/U∞ profile development immediately
upstream of fuselage nose/stand-off gap at α = 0◦.

is clear from figure 4.12 that as the stand-off gap height is increased the incoming
boundary layer is deflected/accelerated downward under the model symmetry plane
more strongly. The flow over the upper side of the fuselage does not experience
significant changes with the stand-off height other than the position of the stagnation
point as previously mentioned. The most significant change of the flow field occurs
between 2δ∗ and 3δ∗. At 3δ∗ the stand-off gap height at the fuselage nose reaches
approximately 40% of the empty wind tunnel’s boundary layer thickness at the same
location (x/L = 0.3).

Upstream from the fuselage nose at location x/δ∗ = −10 the uz/U∞ velocity
profile, shown figure 4.13a, shows that with the model in closer proximity to the
tunnel wall the flow deflection away from the tunnel wall is stronger. Moving nearer
the model at x/δ∗ = −0.5, figure 4.13b, a peak downward uz/U∞ velocity located
centrally to the respective stand-off gap is observed. The uz/U∞ velocity profiles
over the top of the model match closely, the apparent discrepancies above the model
symmetry plane arise due to the model having different mounting heights depending
on the stand-off gap.

4.5.2 TURBULENCE QUANTITIES

Some of the turbulent quantities have been compared for different stand-off gap
heights. The purpose of this is to provide some quantitative assessment of how
varying the stand-off gap alters the propagation of turbulence over the model, which
subsequently effects aerodynamic performance metrics. Previous studies have only
considered this in a qualitative manner using surface flow visualisations [290, 291, 298].

The root mean square of the velocity fluctuations (square root of turbulent normal
stresses) defined as follows is scaled by the freestream velocity U∞:
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σu =
√

u′2 =
√
(ui − u)2

σv =
√

v′2 =
√
(vi − v)2

σw =
√

w′2 =
√
(wi − w)2

(4.1)

In figure 4.14 the turbulent fluctuations of the three velocity components from the
flow field around the half-body fuselage nose are compared for stand-off gap heights
1.4δ∗ to 5δ∗. In-plane velocity fluctuations in the freestream direction, σu, reflect the
velocity profile streamlines in figure 4.10 indicating that with lower stand-off gap
heights the boundary layer is deflected upward over the top of the fuselage. Figure
4.14a shows that at a stand-off height of 1.4δ∗, σu fluctuations from the oncoming
boundary layer are seen to clearly propagate over the top of the fuselage nose. This is
facilitated by the upward deflection/thickening of the wind tunnel floor boundary
layer as it approaches the model. This indicates, at the very least, that the flow over
the whole fuselage forebody will exhibit increased unsteadiness.

Comparing the change in σu as a function of stand-off gap height, it is noticed that
higher stand-off gaps alleviate the unsteadiness transferred from the tunnel boundary
layer to the flow enveloping the forebody. Figures 4.14d and 4.14g, illustrating σu for
stand-off heights 2δ∗ and 3δ∗, respectively, indicate the transition of the downward
deflection of the boundary layer under the model symmetry plane; as previously
discussed, increasing the stand-off gap height is observed to accelerate the wind
tunnel boundary layer flow underneath the model. Increasing the stand-off height to
3δ∗, presented in figure 4.14g, shows the σu fluctuations within the boundary layer
flow diverging with the highest fluctuations of the inner boundary layer being drawn
underneath the model, and lower fluctuations of the upper boundary layer moving
slightly up and over the nose leading edge. This would seem to indicate that turbulent
fluctuations translating from the tunnel boundary layer to the flow over the fuselage
do not envelope the whole fuselage forebody as observed with the 1.4δ∗ case. Instead,
increased unsteadiness transmitted from the tunnel boundary layer moves around the
fuselage, remaining relatively low close to the fuselage symmetry plane. As these SPIV
images illustrate the flow over the fuselage centreline at α = 0◦, this is a reasonable
explanation of the flow behaviour which will be discussed further in Section 4.6.

Progressing on to higher stand-off gap heights 4δ∗ and 5δ∗, shown in figures 4.14j
and 4.14m, respectively, no boundary layer thickening or upward deflection is noticed
upstream of the fuselage; this is in agreement with the streamline data presented in
figure 4.10, and 4.12. In both instances, most of the tunnel boundary layer is seen
to be drawn under the model symmetry plane with no significant σu fluctuations
transferred to the flow over the fuselage forebody.

Now, consider the other components of the turbulent velocity fluctuations, σw,
the in-plane fluctuation normal to the freestream direction, and σv, the out-of-plane
fluctuation. The intention of the stand-off gap is to attempt to isolate the model
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from the tunnel boundary layer as much as possible in order to maintain a flow field
without any significant increase in cross flow velocity components. In achieving this,
the flow field would more closely mimic that around the equivalent whole body. In
the vicinity of the stagnation point on the fuselage nose there is a region of increased
cross flow fluctuations σw and σv, indicated in figures 4.14b and 4.14c. In this region
cross flow fluctuations reach up to about 12% of the freestream velocity regardless of
stand-off gap height. With lower stand-off gap heights, this unsteady region around
the stagnation point is observed to be larger with higher fluctuations also present
within the upstream boundary layer region.
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Figure 4.14: Velocity fluctuations over centreline of fuselage nose at Re = 1.5× 106,
α = 0◦ for stand-off heights 1.4δ∗, 2δ∗, 3δ∗, 4δ∗, and 5δ∗.
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In assessment of the in-plane σw fluctuations presented in figure 4.14, from a
stand-off gap height of 1.4 to 5δ∗, the turbulent region at the stagnation point can be
seen to reduce in size and move closer to the fuselage symmetry plane with increasing
stand-off height. The same trend is also observed for the out-of-plane σv fluctuations.
With lower stand-off heights the boundary layer is largely blocked from flowing under
the model such that the oncoming air must be more aggressively displaced around the
fuselage nose. In this subsonic flow field, the effects of this are felt upstream which
cause upward deflection/thickening of the tunnel boundary layer and results in the
higher fluctuations noticed. As the stand-off gap size is increased through 3δ∗ to 4δ∗

and 5δ∗, the region of strong cross flow fluctuations is reduced as a result of achieving
a velocity field that remains sufficiently parallel to the fuselages plane of symmetry.
It is necessary to indicate here that increased out-of-plane fluctuations at the top left
corner of the σv field of view, in the freestream, is suggestive of pixel-locking. This
may have been caused by thinning of the laser sheet in this region and is not detected
in any histogram.

As shown previously in figures 4.10 and 4.11, increasing the stand-off gap height
causes the tunnel boundary layer to accelerate into the gap. This quantitative flow
acceleration indicates that a favourable pressure gradient is achieved (defined as a
negative pressure gradient), therefore achieving a net pressure drop between the
tunnel wall and the fuselage forebody symmetry plane; this result was also identified
by Eder et al. [298]. This mechanism draws the wind tunnel floor’s turbulent boundary
layer underneath the model and subsequently alleviates large cross flow displacement
of the relatively slower air of the tunnel boundary layer. Thus, the data presented
shows that lower stand-off gap heights will result in higher flow unsteadiness of the
fuselage forebody. Increasing the stand-off gap height to 4δ∗/5δ∗ reduces the flow
unsteadiness over the upper side of the fuselage forebody.

Referring back to the force and moment measurements in Section 4.3, trends of
how the aerodynamic coefficients of the model changed with stand-off gap height
were investigated. The lift coefficient was seen to decrease by approximately constant
offsets with increasing stand-off height. This indicates that for certain α ranges the
deviation in the lift coefficient is a function of the stand-off gap, and not a direct
function of the angle of attack. The SPIV data presented here demonstrates that lower
stand-off gap heights enable the propagation of turbulent flow over the forebody of
the fuselage. This in turn leads to increased turbulence of the inboard wing section,
leading to higher lift coefficients and delayed separation as speculated by Eder et
al. [298] who used tufts to visualise this phenomenon. Changes to the local lift
coefficients/lift distribution will also play a role in modifying the pitching moment
coefficient.

Furthermore, the SPIV reveals the acceleration of the inner region of wind tunnel
boundary layer into the stand-off gap. The fact that the flow velocity into the stand-off
gap region increases as the stand-off gap height is increased, aids in the explanation of
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the almost incremental drag rise experienced by the model. The deviation in the drag
coefficient was shown to be a function of the distance between the fuselage symmetry
plane and the tunnel wall, and not a direct function of the angle of attack. This drag
rise is associated with the higher parasitic drag acting on the fuselage symmetry plane
which increases with the square of the velocity.

4.6 SURFACE FLOW VISUALISATIONS

SPIV measurements, shown in figure 4.10, demonstrated the absence of a horseshoe
vortex at the nose of the fuselage and the acceleration of the flow under the model.
The results, shown in figure 4.14, also indicated the reduction of turbulent velocity
fluctuations over the fuselage forebody centreline at α = 0◦. While informative, this
does not provide information away from the centre-line of the fuselage forebody, or at
increased angles of attack. Regions of interest around the model on the floor, along
the upper side of the fuselage, and the wing root region are logistically challenging to
investigate with SPIV due to restricted optical access. Consequently, these areas have
been qualitatively investigated in order to enhance the local flow field understanding.
Tuft and clay surface flow visualisation methods can highlight regions of flow unstead-
iness, indicate local flow direction, reveal regions of attached/separated flow, infer
pressure gradients and boundary layer development, and display behaviour of wakes
and associated shear flows moving over the surface under analysis. Each method will
however have intrusive influences on the local flow field, however these effects have
been deemed negligible. Results shown here can be considered time-averaged.

4.6.1 TUFT VISUALISATION

Surface flow visualisation using the tufts method is presented in figure 4.15. Inform-
ation regarding the tuft visualisation experiments has been provided in Section 3.9.
The standard deviation of the intensity fluctuations of the tufts with the model at
three stand-off heights (1.4δ∗, 3δ∗, and 4δ∗), for two angles of attack (α = 0◦ and 14◦)
are shown. It should be noted that the 4δ∗ and 5δ∗ show similar tuft patterns. The
model geometry is outlined by dashed lines, with the pitch axis and freestream flow
direction shown. Local flow streamlines interpreted from the tuft patterns are also
indicated. The tufts were attached to the tunnel floor, the main fuselage body, and the
wing root. Regions observed to have increased unsteadiness have been highlighted
both on the model and the wind tunnel floor where the bounding solid lines indicate
local shear flows.

Observations from the tuft visualisations agree with the information provided
by the SPIV in Section 4.5; the cases with the model at α = 0◦ are identical to
those presented for SPIV. Both experimental techniques demonstrate a correlation
between increased stand-off gap height and reduced flow instability over the fuselage.
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Furthermore, the SPIV data presented in figures 4.14b and 4.14c illustrate the region
of fluctuating cross flow components orthonormal to the freestream direction of σw

and σv, respectively. It is observed here that ahead of the fuselage nose cross flow
fluctuations are higher for lower stand-off gap heights. With a lower stand-off height,
the oncoming flow is more aggressively displaced around and over the fuselage nose,
whereas with increased stand-off height the oncoming boundary layer is drawn into
the gap (under the model). This aids in achieving a velocity field around the forebody
that remains sufficiently parallel to the fuselage symmetry plane, the downstream
effects of which can be examined in the tuft visualisations.

At α = 0◦, the stand-off gap is increased from 1.4δ∗, to 3δ∗, to 4δ∗ (figures 4.15a,
4.15c, and 4.15e respectively). With increasing stand-off gap height the region of
heightened tuft activity over the fuselage length is seen to reduce, moving aft towards
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Figure 4.15: Qualitative visualisation of the standard deviation of tuft fluctuations for
stand-off gap heights 1.4δ∗, 3δ∗, and 4δ∗.



Semi-Span Testing without Conventional Peniche 141

the tail section. There are two sources of flow instability here: 1) the mass of fluid
being displaced around and over the half-body fuselage forebody; and 2) the mounting
shaft’s turbulent wake interacting with the flow over the half-body fuselage afterbody.
There are no observed regions of unsteadiness over the wing root, at any stand-off
height at α = 0◦.

The general shape of the disturbed region over the fuselage length at α = 0◦ does
not change. The extent and strength of the tuft fluctuations is largely dominated by
the velocity fluctuations and displacement of the fluid around the nose. At 1.4δ∗,
figure 4.15a, the displaced turbulent flow propagates over the fuselage forebody, with
the highest flow instabilities travelling around the fuselage symmetry plane near the
floor. With increasing stand-off gap height, to 3δ∗ and 4δ∗ shown in figure 4.15c and
4.15e, respectively, less fluid is displaced around the nose as the wind tunnel boundary
layer is drawn underneath the model into the gap. While this is shown to be the case
with SPIV, the reduced tuft excitation and parallel uniformity over the fuselage with
increasing stand-off height indicates a more stable velocity field is achieved over the
entire fuselage length.

The area of tuft instability on the fuselage afterbody, near the tail section, visible
in figure 4.15e, is caused by the mounting shaft wake escaping from under the model
and impinging over the upper surface. This wake effect is noted to still be present
in the other two stand-off heights, 1.4δ∗ and 3δ∗, but is weaker (less air mass under
model) and also combined with unsteadiness from upstream. It is also seen that in
each case the disturbance patterns over the floor is narrower towards the nose of the
fuselage and diffuses away from the fuselage body moving downstream with the
lateral rate of growth increasing aft of the pitch axis due to the introduction of the
shaft wake.

At α = 14◦, as the stand-off gap is increased from 1.4δ∗ to 3δ∗ and then to 4δ∗

(figures 4.15b, 4.15d, and 4.15f respectively), the region of high fluctuations over the
fuselage length reduces in size. However, unlike the cases at α = 0◦ (see figures
4.15a, 4.15c, and 4.15e), the region and patterns of tuft activity change with stand-off
height. The changing flow structures arise as secondary cross flow from between
the model’s symmetry plane, and the tunnel floor becomes more influential as the
model’s angle of attack is increased; the fuselage is no longer parallel to the flow. With
increased stand-off height, at α = 14◦, the flow from under the fuselage is noticed to
become more stable as the tuft fluctuations reduce. At the same time, the shaft wake
becomes more noticeable. The tufts over the floor indicate that the secondary cross
flow through the stand-off gap from under the fuselage forebody, forward of the pitch
axis, is more stable than the flow aft of the pitch axis from under the afterbody. This
is due to the presence of the shaft wake.

For the stand-off height of 1.4δ∗ at α = 14◦ (figure 4.15b) tuft fluctuations are
present over most of the fuselage, enveloping all of the visible fuselage afterbody.
The floor shows high tuft activity along the entire length of the fuselage with no
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clear flow direction, which is indicative of the high flow instability. This indicates
the likelihood of a longitudinal vortex along the back of the fuselage at the stand-off
gap. Tuft fluctuations increase immediately downstream of the shaft (the model pitch
axis). As the stand-off height is increased from to 3δ∗ and 4δ∗, figures 4.15d and 4.15f
respectively, the cross flow from under the nose of the fuselage appears to becomes
more stable. This increase in flow stability reduces the tuft oscillations and shows the
local flow direction more clearly. Further downstream of the pitch axis, the wake of
the shaft is observed in the increased tuft activity on the floor.

Figure 4.15f shows an approximately mirrored disturbance over the floor and
fuselage due to the shaft wake. At the stand-off heights of 4δ∗ and 5δ, with a high
angle of attack, the shaft wake encounters a relatively faster cross flow emerging from
under the model forebody. There is a bounding shear-layer, indicated in figure 4.15f,
between the cross flow from under the semi-span model’s nose and the shaft wake.
The cross flow from under the fuselage nose excites the tufts, but the flow direction is
still clear. Downstream of the pitch axis, where the shaft wake is present, the turbulent
wake excites the tufts enough that a definitive local flow direction is not clear.

At higher angles of attack, and higher stand-off gap heights, the shaft’s wake
encroaches further over the upper side of the fuselage’s after-body. However, this
increased influence from the shaft’s wake is outweighed by the clear reduction of
flow instability along the entire length of the fuselage as gap height is increased.
This encourages the wind tunnel boundary layer to be drawn underneath, and not
over/around the fuselage. Moving the fuselage symmetry plane away from the
proximity of the tunnel floor moves the fuselage higher into the wind tunnel floor’s
turbulent boundary layer. From the SPIV results it was clear that at stand-off heights
3δ∗, 4δ∗, and 5δ∗, the wind tunnel’s boundary layer is drawn underneath the model
with systematically increasing effectiveness.

Furthermore, at the increased angle of attack, the interference noticed ahead of the
wing root leading edge is attributed to the presence of a horseshoe vortex formation.
This is present for each stand-off case shown in figures 4.15b, 4.15d, and 4.15f, where
the tuft patterns in each instance appear identical. Towards the trailing edge of the
inboard wing, shown in each figure, there is a region of separation indicated by the
high fluctuation and local flow directions of the tufts. The horseshoe vortex forming
at the leading edge of the wing root causes the flow to remain attached at the wing
root trailing edge for each stand-off height.

4.6.2 CLAY FLOW VISUALISATION

Figures 4.16 and 4.17 show the surface flow clay patterns on the tunnel floor around the
model at a gap height of 4δ∗ at α = 0◦ and 14◦, respectively. This enables observations
of the interaction between the boundary layer flow on the fuselage and the inboard
wing area and also how disturbances propagate and develop over the model at this
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Figure 4.16: Clay flow around model at α = 0◦ at stand-off height 4δ∗; views of
fuselage nose (a), and full fuselage, wing root and tunnel floor (b) are shown.

stand-off height. From the SPIV results in figure 4.11d it is evident that the inner tunnel
boundary layer flow accelerates into the stand-off gap under the model. Without a
peniche there is a velocity gradient at the wall in front of the fuselage nose. Therefore,
due to the acceleration of the flow into the gap under the model, the flow does not
separate from the wind tunnel wall. Hence, no horseshoe vortex is formed. This effect
is visualised using the clay flow method at α = 0◦ in figure 4.16a. The streamlines
formed by the clay around the fuselage nose, in figure 4.16a, indicate the flow turning
and being drawn under the fuselage. This corresponds well to the SPIV data in figure
4.10 illustrating the flow accelerating into the stand-off gap. Figure 4.16 was conducted
under identical conditions as the tuft visualisation in figure 4.15e, and SPIV data for
4δ∗ presented in figure 4.11d. Comparing figures 4.16b and 4.15e, the influence of
the shaft wake is visible in both instances. In the tuft visualisations the shaft wake
increased the flow instability indicated by the tufts, however the clay flow results in
‘clean’ patches over the same region following the shear-layer formed between the
shaft wake and the surrounding flow. The clay/paraffin mixture was pushed around
the shaft’s wake due to the wake’s relatively higher static pressure. The overall wake
pattern outlined by the clay (figure 4.16b) corresponds closely to regions of heightened
tuft fluctuations in figure 4.15e.

Furthermore, it is noted that the clay flow mixture progressively accumulates
(pooling) near the fuselage tail inside the shaft wake region, as indicated in figure
4.16b. The build up of clay in this location suggests that the relative magnitude of the
frictional shear forces acting on the clay is reduced. This intuitively indicates a drop
in the dynamic pressure (velocity) within the shaft wake region.

Applying the clay mixture to the model at α = 14◦ results in the surface flow
patterns shown in figure 4.17. The absence of the horseshoe vortex is again illustrated
by the clay flow patterns, with the flow streamlines being drawn under the model as
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Figure 4.17: Clay flow around model at α = 14◦ at stand-off height 4δ∗; views of
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previously seen at α = 0◦ in figure 4.16a. The streamline curvature over the fuselage
length is shown in figures 4.17a and 4.17c, which is strongly influenced by the induced
velocity over the wing root and also the shaft wake. Importantly, the streamlines show
an attached flow over the entire fuselage at this high angle of attack.

Figure 4.17b shows the flow patterns arising from the induced velocity over the
wing root. Due to the tuft visualisations at the wing root and consistent absence
of the horseshoe vortex at the fuselage nose, it is expected that the flow over the
inboard wing is similar for all stand-off heights. Akin to the tuft visualisations,
with comparison made to figure 4.15f, the horseshoe vortex ahead of the wing root
leading edge and the regions of separated and attached flow towards the wing trailing
edge are observed. The wing leading edge horseshoe vortex is responsible for the
flow reattachment toward the wing root in figure 4.17b with the reattachment and
separation lines highlighted. Attached flow over the inboard section of the wing
and transitional flow, suggesting boundary layer thickening, is also indicated. It is
necessary to bring to attention the possible influence of gravity on the surface patterns
in this region. As the boundary layer thickens and develops in the transitional region,
indicative of the local wall shear stresses weakening, gravitational forces may become
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influential (note that the wing is mounted vertically) and draw the clay mixture down
towards the fuselage. However, from experimental observations and the development
of the surface streamlines over time, it is found that forces due to gravity are negligible,
and that fluid dynamic shear forces from the flow on the clay remain dominant.

As the angle of attack increases, the shaft wake impinges more onto the top side
of the fuselage, the effect of this is clear when comparing figures 4.16b and 4.17c.
However, from the tuft visualisations it is understood that the instabilities over the
entire fuselage would be greater at lower gap heights.

4.7 SUMMARY AND CONCLUSIONS

The use of a stand-off gap for a peniche-less semi-span wind tunnel model at Re =
1.5× 106 based on the wing mean aerodynamic chord has been investigated; only the
planar wing arrangement is considered here. The model stand-off gap is scaled to the
displacement thickness (δ∗) of the wind tunnel at the pitch axis of the model such that
stand-off gap heights 1.4δ∗, 2δ∗, 3δ∗, 4δ∗ and 5δ∗ are considered. The main findings of
this chapter have been published by Skinner and Zare-Behtash [239].

Assessment of how the aerodynamic performance metrics of the semi-span model
vary with changes in the stand-off gap height demonstrated low sensitivity. This
itself is an appealing result as the conventionally applied two-dimensional peniche
extrusion has been widely confirmed to enforce flow displacement around the fuselage
nose leading to the formation of a horseshoe vortex and increased velocity gradients
over the model [291]. This subsequently has been shown to dramatically affect the
aerodynamic performance metrics of the model as both a function of stand-off height
and angle of attack [292, 294, 298]. Some studies [237] identified that the larger the
peniche installed the stronger the interactions with the respective horseshoe vortex
became. Consequentially the application of no peniche with the model mounted
directly to the wall was suggested to perform better and minimise the horseshoe
vortex influence.

In this study, it has been observed that deviations in aerodynamic coefficient
between stand-off gap height installations are approximately constant over the tested
linear lift region of the model (−5◦ ≤ α ≤ +7◦). This demonstrates that over this
region, deviations of aerodynamic coefficients are a function of the distance between
the fuselage symmetry plane and the tunnel wall, and not a function of the angle of
attack. Raising the stand-off gap height from 1.4δ∗ to 5δ∗ is noticed to increase the drag
by ∆CD = +0.0072 (≈ 26% increase) over the linear lift region. The lift-curve-slope is
noticed to decrease with increasing stand-off gap size in a linear fashion; this trend is
shown independent of the Reynolds number.

Assessment of the model structural dynamics and dynamic loading due to vi-
brations indicate that the model is perhaps more vulnerable to forced vibration due
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to the single structural support via the mounting shaft. This however is shown to
be of no great importance as post-processing of the force platform signals with a
38Hz low-pass filter mitigates vibrations resulting in increased signal noise. Any data
acquired from the force platform will be subjected to post-processing with the 38Hz
low-pass filter.

The oncoming wind tunnel boundary layer velocity gradients and fluctuations
around the semi-span fuselage forebody have been measured using stereoscopic
particle imaging velocimetry. Investigation of velocity profiles and gradients demon-
strate that no horseshoe vortex is formed at any stand-off gap height. Increasing the
gap height to 4δ∗ or 5δ∗ is shown to alleviate the displacement of boundary layer flow
around the fuselage nose, encouraging the tunnel boundary layer under the model,
where the inner region of the boundary layer experiences a favourable pressure gradi-
ent thus accelerating under the model. This is seen to reduce the upward deflection
of the wind tunnel boundary layer as it approaches the fuselage nose and helps to
maintain a velocity field that is sufficiently parallel to the fuselage plane of symmetry.
A knock-on effect of this is that turbulent velocity fluctuations from the boundary
layer, which propagate over the model forebody at lower stand-off gaps, are drawn
underneath the model symmetry plane.

In addition, cross flow velocity fluctuations at the fuselage stagnation point reduce
in intensity with increasing stand-off gap height. It is suggested that with a stand-off
heights of 4δ∗ or 5δ∗ the upper side of the semi-span model is sufficiently isolated from
the wind tunnel boundary layer. This is concluded as the flow field demonstrates no
significant increase in cross flow velocity fluctuations that reach above the symmetry
plane of the fuselage. Achieving this flow field is vital to closely mimic what would
be expected around an equivalent full-span model in the freestream.

Moreover, how the flow then translates over, around, and under the fuselage as
well as the inboard wing section has been investigated using qualitative surface flow
visualisation techniques. Observations from tuft visualisations enabled regions of
unsteadiness over the model to be highlighted, where results agreed with those of
the SPIV; higher stand-off gap height leads to reduced unsteadiness over the fuselage
forebody. The tufts also give insight into how the flow behaves as it emerges from
the stand-off gap where the extent of the mounting shaft wake over the fuselage
afterbody is evident, with results presented for 1.4δ∗, 3δ∗, and 4δ∗. The 4δ∗ stand-off
gap results are also accompanied by clay flow visualisations. The clay flow enhanced
the understanding of flow structure from underneath the model symmetry plane, and
gave insight into the extent and influence of the mounting shaft’s wake over the model
afterbody and tunnel floor.

Variations in the flow field caused by changing the stand-off gap height, while
seemingly not as severe as those experienced for a peniche extrusion, are seen to
modify the flow around the fuselage with associate effects which modify the aerody-
namic metrics of the model. Thus, all experimental results presented from this point
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forwards are conducted with the semi-span model installation using a stand-off gap
height of 4δ∗. While 4δ∗ and 5δ∗ are shown to create flow fields with ultimately the
same outcome in terms of model performance, and flow features, a stand-off height of
4δ∗ ensures longevity of the model mounting interface. Eder et al. [298], conducting
experiments with similar flow conditions and model installation, also identified 4δ∗ as
a optimal stand-off gap distance between the fuselage and wall.





CHAPTER 5
C-WING PERFORMANCE RELATIVE TO PLANAR WING

5.1 INTRODUCTION

With the development of a semi-span wind tunnel model, and identification of a
suitable stand-off gap height (4δ∗), the present chapter explores the performance of
the C-wing configuration developed in Chapter 2. Therefore, the objective of this
chapter is to provide an experimental demonstration of the sGA designed C-wing
configuration with the aim of verifying potential practical application.

The wind tunnel tests presented in this work are designed to be an exploratory
‘proof-of-concept’ study. This is achieved by considering aerodynamic performance
metrics of the C-wing relative to a planar wing of equivalent wingspan, lift, and root
bending moment, the results of which are presented in Section 5.2. Subsequently,
Section 5.3 features the use of clay flow visualisations to qualitatively examine how the
global flow over the main-wing is effected by the addition of the C-wing. Furthermore,
efforts have been made to design the wing configurations such that bend-twist deform-
ations were decoupled when aerodynamically loaded, resulting in near pure bending
of the wing as shown in Section 5.4. This characteristic has enabled the assessment of
buffet induced vibrations by simplifying the dominant vibrations of the main-wing
to bending modes alone. Section 5.5 presents an in-depth analysis of each of the
semi-span model’s wing configurations vibrations in which the structural dynamics
of the C-wing are compared to that of the planar wing. Section 5.6 summarises the
main findings of this chapter.

149
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5.2 FORCE AND MOMENT MEASUREMENTS

Changes in lift, drag, pitching moment about the model’s centre-of-gravity/pitch axis,
and the wing’s notional root bending moment are presented in figure 5.1, comparing
the behaviour of the C-wing relative to the planar wing. All measurements have
been corrected for solid-body blockage (Planar wing: 4.9% at α = 14◦; C-wing: 5.2%
at α = 14◦), wake blockage, and horizontal buoyancy using methods presented by
Barlow et al. [227]. The force and moment data has been post-processed using a
38Hz low-pass filter (justification for which is provided in Section 4.4). The force and
moment data presented have been calculated with a confidence level of 98% with a
margin of error less than 1% for each datum. The model has only been operated in
the pre-stall region to prevent damage to the wing due to high flexibility in bending.

To draw comparisons between the two equivalent wing configurations, where one
is anticipated to achieve a lower induced drag, it is common practice to maintain
equivalent wing lift coefficient without any gain in root bending moment [21]. Typ-
ically, any reductions of induced drag are offset by the increase in the root bending
moment; Takenaka et al. [92] showed a linear correlation between winglet span length,
induced drag reduction, and increases in root bending moment. This implies that
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Figure 5.1: Aerodynamic coefficients for the planar wing and the C-wing.
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wing systems such as this are often found to add more structural weight than their
respective drag reduction potential can compensate for; i.e. typically any induced
drag reduction achieved cannot be justified due to the gain structural weight.

For the C-wing tested, figures 5.1a and 5.1d show that the lift coefficient and
notional root bending moment coefficients match the baseline planar wing closely for
the angles of attack range tested. For both wings a slight drop in the lift coefficient
gradient is noticed at higher angles of attack, signalling the on-set of stall. This small
loss in lift coincides with a reduction of the root bending moment at higher angles of
attack, shown in figure 5.1d. This trend is suggestive of tip-stall.

The linear portion of the lift-curve-slope for the planar wing is −5◦ ≤ α ≤ +7◦,
while the linear portion of the C-wing is −5◦ ≤ α ≤ +5◦; the resulting lift-curve-
slope, CLα , is 0.100 and 0.104 respectively. At negative angles of attack, the C-wing’s
top-wing angle of attack becomes increasingly more positive, and thus more strongly
down-loaded. Hence, the increasingly down-loaded top-wing reduces the wing’s net
lift relative to the planar wing, as shown in figure 5.1a, also resulting in the reduced
root bending moment seen in figure 5.1d. The down-loaded top-wing also affects the
model’s pitching moment as shown in figure 5.1a. The top-wing not only provides a
restoring nose-up pitching moment for angles of attack lower than the C-wing model’s
zero-lift angle of attack (αo = −2.36◦), but is also seen to maintain a negative pitch
stiffness derivative, Cmα , thus implying longitudinal static stability.

Further explanation of how the C-wing modifies the static pitching moment of
the semi-span model is provided in figure 5.2. Before stall onset over the main-wing,
≈ 7◦ (CLplanar = 0.946 or CLC−wing = 0.949), the C-wing’s top-wing is down-loaded. As
stall onset over the main-wing deepens (α > 7◦), it appears that the top-wing loading
changes direction to act in the direction of useful lift creating a restoring nose-down
pitching moment. While this is detrimental to the C-wing’s ability to reduce the
induced drag, it compensates for loss of nose-down pitching moment due to the loss
of the main-wing lift from separated flow. Additionally, this is what causes the root
bending moment of the wing to increase (relative to the planar wing for α > 11◦).

Figure 5.1b shows the total drag variation with angle of attack for the planar and
C-wing configurations. For angles of attack α ≤ 0◦ the drag of the C-wing is higher
with a maximum total drag increase of 16.6% at α = −5◦. This is due to the C-wing
having a 19.1% increased wetted area resulting in a parasitic drag increase. However,
the induced drag reduction of the C-wing across the positive angle of attack range
is evident; i.e. the induced drag reduction is greater than the parasitic drag increase
over this range. Despite this increased wetted area, the C-wing achieves an average
total drag reduction of 7.4% over the 0◦ ≤ α ≤ +14◦ range. Peak drag reduction is
reached at α = 6◦, with a 9.5% saving. With further increases in the model’s angle of
attack, the C-wing begins to enter a condition analogous of T-tail aircraft approaching
deep stall. In this condition the main-wing’s wake begins to impinge on the top-wing
reducing its effectiveness.
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To summarise the trends discussed in the aerodynamic coefficients, figure 5.3
presents the percentage increase/decrease of the C-wing’s aerodynamic coefficients
as a function of angle of attack relative to the planar wing arrangement. It is evident
that at negative angles of attack, the down-force produced by the top-wing causes a
reduction in lift and root bending moment, while increasing total drag. This has the
combined effect of also reducing the lift-to-drag ratio. Over positive angles of attack
(0◦ ≤ α ≤ +14◦), the lift-to-drag ratio increases by an average of 8.5%, with a peak
increase of 10.67% at α = 6◦.

Referring back to figure 2.29 in Section 2.5.4, the VRM aerodynamic predictive
model utilised by the genetic algorithm optimisation procedure is observed to accur-
ately predict the relative performance of the C-wing illustrated in figure 5.3. A peak
total drag reduction of 11.11% at α = 6.04◦ was suggested by the VRM. A more direct
comparison of the VRM prediction of the wind tunnel semi-span model arrangements
is provided in Appendix D.
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Figure 5.3: Percentage change of C-wing arrangement aerodynamic coefficients
relative to planar arrangement.
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The C-wing theoretically achieves an induced drag reduction via two primary
mechanisms: 1) alteration of the main-wing load distribution through promoting a
less pronounced decrease in local lift at the main-wing tip; and 2) forward tilting of
the side-wing and top-wing lift vectors where the main-wing’s downwash is exploited
to produce a thrusting effect. The former achieves induced drag reduction through
decreasing the downwash of the flow approaching the wing; the downwash caused
by circulation at the tip is spread over a larger (longer) surface. The Biot-Savart law
indicates that induced velocity (downwash) is proportional to circulation strength
and inversely proportional to distance over which the circulation is distributed [238].
This acts to reduced the gradients of circulation [118]. The latter is achieved through
loading the side and top-wing in such a way that the C-wing operates as a quasi-closed
system of continuous circulation [48]. Due to the induced velocities created by the
pressure difference from the main-wing’s production of lift, the side and top-wing
produce thrust components acting to reduce the induced drag. This effect is illustrated
in figure 5.4, where the side-wing’s thrust, Tsw, is created due to induced velocity
Umw, and the top-wing’s load vector is tilted forward due to the influence of the flow
component Usw caused by the pressure difference at the side-wing, creating the thrust
component Ttw.

Though the drag reduction is clear, the responsible forces acting on the side and
top-wing are not easily isolated from the wing system. The direction of top-wing
loading can be inferred due to the lift coefficients observed and resulting pitching
moment. Similarly, the net side-force acting on the model is detected via the force
platform; the change in side-force between wing arrangements will be dominated
by the side-wing contribution. Hence, the side-wing forces and notional model yaw
moment for both the planar and C-wing configurations are shown in figure 5.5. It
is necessary here to recall the inherent influence of the model mounting shaft wake,
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Figure 5.4: Influence of the main-wing on the side-wing, and subsequently the side-
wing on top-wing. The dashed red vectors indicate velocities and the solid blue
vectors indicate forces.
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discussed in Chapter 4. The semi-span model has been mounted with a stand-off gap
height 4δ∗ in-order to offset the influence of the wind tunnel boundary layer over the
model forebody and inboard wing. The mounting shaft between the model symmetry
plane and floor has been shown to create a wake which interacts with the flow over the
fuselage afterbody whose influence is a function of the stand-off height. The shaft’s
wake influence on the semi-span model is assumed to be unchanged between the
planar and C-wing arrangements, therefore deviations in the side-force and notional
yawing moment from planar to C-wing configurations have been assumed to be
caused solely by the change in geometry at the wingtip.

Figure 5.5a shows that the side-wing is loaded inboard toward the fuselage for all
angles of attack; with highest gains in side-force achieved for the range −1◦ ≤ α ≤ +1◦.
This is logical as the side-wing is aft swept at 25◦, and therefore, unlike the main-wing
or top-wing, will experience an effective increase in sweep relative to the freestream
direction as the angle of attack is increased. Additionally, as the wing’s angle of
attack is increased, consequently increasing the circulation and induced velocities,
the resultant force vector will become inclined more into the flow, transferring a
component of the side-force from CFz to CD. For angles of attack α > 8◦, a rapid
decline in the side-force is noticed. This coincides with stall-onset of the main-wing as
indicated by the lift-curve-slope shown figure 5.1a.

Furthermore, due to the inboard loading of the side-wing, in addition to its
positioning aft of the model centre of gravity/pitch axis, an increase in the notional
model yawing moment occurs, as shown in figure 5.5b. The peak increase in CMyaw

occurs over the range −3◦ ≤ α ≤ +2◦.
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5.3 SURFACE FLOW VISUALISATIONS

Surface clay flow visualisations for the planar and C-wing main-wing at α = 0◦,
8◦, and 14◦ are shown in figures 5.6a and 5.6b, respectively; the freestream and
gravitational force directions are indicated. Qualitatively, structures arising from
attached/separated flows, stall cell formations, surface imperfections, and horseshoe
vortex interactions can be examined. The flow over each wing’s surface at α = 0◦,
shown in figure 5.6a and 5.6b for the planar and C-wing main-wing respectively, is
fully attached with no inexplicable deviations from the freestream direction. Vortical
wake structures in the order of 4 to 5mm are visible downstream of all six wingtip
locking pins in addition to some flow disturbances caused by the wingtip joint; such
features have been deemed to have a negligible effect on the global flow field.
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Figure 5.6: Surface clay flow visualisation over the planar and C-wing configurations
at Re = 1.5× 106 for α = 0◦, 8◦, and 14◦.
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For both wing configurations, the clay flow indicates the flow is attached over all
surfaces at α = 0◦. Increasing the model’s angle of incidence to α = 8◦, clear outboard
separation is noted for both the planar and C-wing. Outboard stall of the untwisted
swept wing, while detrimental to performance, is expected. In addition, this result
agrees with lift-curve-slope results from figure 5.1a indicating the onset of stall from
α ≈ 7◦. The stall lines in each wing configuration share similar profiles; the only
distinctive difference is that the C-wing’s stalled region progresses onto the side-wing.
Interference patterns due to the locking pins and wingtip joint are indistinguishable
from the α = 0◦ case. At the wing root/fuselage juncture, streamline deviations show
evidence of induced flow from a horseshoe vortex; the horseshoe vortex root is located
at the leading edge (LE) of the wing root. Furthermore, both wing arrangements show
evidence of light LE separation bubbles over the span of the wing.

At α = 14◦ there are consistent stall characteristics between the planar wing and
C-wing’s main-wing. Surface flow visualisations for both configurations show the
development of three stall cells; these have been labelled P1, P2, and P3 for the planar
wing at α = 14◦ shown in figure 5.6a, and C1, C2, and C3 for the C-wing at α = 14◦

shown in figure 5.6b. Soon after the wind tunnel reaches stable operating conditions,
the progressive accumulation of the clay flow mixture is observed to form along the
stall front, and begins collecting in these stall cells. The immediate build-up of clay
in the location of the stall cells suggests that the stall cell locations are immediately
realised in explicit locations with no large spacial fluctuations. The abundance of the
clay in the stall cell is translated from the recirculation region formed by the buckling
of the separation front. This is determined from experimental observation and is not
explicitly shown in figure 5.6. However, it is noticed that a consistent modification of
the clay flow streamlines from their otherwise straight path is seen upstream of the
separation as they blend together into the separation front.

The wing-to-wingtip joint appears to act in a similar manner to a vortex generator,
in that the resulting turbulence promotes attached flow which appears to divide a
larger stall cell into two as seen in figure 5.6a and 5.6b at α = 14◦. This moves a
smaller stall cell towards the wingtip, labelled P1 and C1, from a much larger stall
cell extending from the wingtip joint down to the yehudi wing break, P2 and C2,
which are indistinguishable from one another. This phenomenon occurs for both the
planar and C-wing, however the stall cell C1 located towards the C-wing main-wing
tip appears larger relative to P1. This is likely caused by the stall progressing onto the
C-wing’s side-wing, which has the effect of elongating stall cell C1.

Stall cell P3 for the planar wing and C3 for the C-wing, located at the wing TE
near the wing root at α = 14◦, show similar interactions with the wing root horseshoe
vortex which forces reattachment inboard of P3/C3. The induced flow from the
horseshoe vortex, coupled with boundary layer thickening inboard of the yehudi,
is seen to have the effect of sharply turning the inboard wing flow down towards
stall cell P3/C3 as suggested by the streamlines and the build-up of clay. From the
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experimental observations and the development of the surface streamlines with time,
it is assumed that forces due to gravity are negligible, and that fluid dynamic shear
forces from the flow on the clay are dominant.

Additionally, common between both configurations at α = 14◦ is the formation of
a LE separation bubble over most of the wingspan as indicated in figures 5.6a and 5.6b.
As the wing is untwisted, the separation bubble forms a straight line along the LE. At
the operational Reynolds number regime of 106 a short separation bubble is expected
to occur as the very initial flow in contact with the wing is laminar. Since a laminar
boundary layer is incapable of coping with anything but a very slight adverse pressure
gradient, the flow almost immediately separates. The separated flow then transitions
to turbulence, entraining fluid and re-attaching, forming a turbulent boundary layer. In
other words, the laminar separation bubble represents the transition-forcing tripping
mechanism to a turbulent boundary layer. At the operational Reynolds number, and
angles of attack of interest, this separation bubble will remain 1 to 2% of the local
chord and will not greatly affect performance. The formation and structure of a
laminar separation bubble at the wing LE is described in detail by Wallis [299] and
Lissaman [300].

In consideration of the force and moment data presented in Section 5.2, it is
realised that the angle of attack range with peak drag reduction coincides with strong
side-wing loading. The aerodynamic coefficients evaluated suggest that a drop-off in
the C-wing’s ability to reduce the induced drag diminishes as the main-wing exceeds
α = 8◦. As previously mentioned, figure 5.6b appears to indicate the progression of
stall from the main-wing onto the C-wing’s side-wing at α = 8◦ and 14◦. Figure 5.7
presents the progression of this stalled region from the main-wing on to the side-wing
for the α = 14◦ case.

Stall cells C1 and C2 are identified in addition to the stall line advancing from
the main-wing to the side-wing, unhindered by the connecting blend. Identification
of this feature supports the conjecture made previously regarding the rapid decline
in the production of side-force, which also coincides with the deterioration of the
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C-wing’s drag reduction capability.

5.4 WINGTIP DEFLECTION

The planar and C-wing arrangement wingtip translation and rotation from aerody-
namic loading at Re = 1.5× 106 for several angles of attack have been inferred using
an in-house two-dimensional direct imaging correlation (DIC) technique. Wingtip
translation and rotations are presented in figure 5.8.

Figure 5.8 indicates that each wing arrangement shows a similar bend-twist
behaviour at the wingtip; negative elastic twist angles indicate leading edge down
rotation. Peak wingtip deflections of ω/c̄ = 0.2065 and 0.2259, for the planar and
C-wing respectively, occur at α = 14◦. The effect of the C-wing’s top-wing is seen to be
responsible for modifying the wingtip translation. At lower angles of attack (α < 8◦),
the top-wing is down-loaded (opposing main-wing lift) and therefore reduces the
wingtip translation, as shown in figure 5.8a. Similarly, figure 5.8b illustrates that the
top-wing down-loading enforces a nose up pitching moment which increases the
wingtip twist angle. The negative trend of the wingtip rotation with angle of attack
suggests that the aerodynamic centres along the wing lie slightly aft of the elastic axis.
At angles of attack α > 8◦, figures 5.8a and 5.8b suggest that the C-wing becomes
up-loaded (contributing to main-wing lift) therefore increasing the wingtip translation,
and now imposing a nose down pitching moment at the wingtip relative to the planar
wing. This result is in agreement with the aerodynamic coefficient trends observed in
figure 5.1.
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5.5 MODEL VIBRATION AND STRUCTURAL DYNAMICS

5.5.1 LASER-DOPPLER VIBROMETRY BUMP TESTS: WIND OFF

The transient response from bump tests for both the planar wing and C-wing arrange-
ments has been analysed to better understand fundamental vibrational characteristics
without the influence of wind loading (vibrations from wind tunnel turbulence) and
forced wind tunnel vibrations (vibrations related to natural frequencies of the wind
tunnel structure). By focusing the laser-Doppler vibrometer to different measurement
locations and bump testing the model, thereby exciting all natural frequencies of the
model, measurements of the associated natural frequencies and system damping can
be identified. The excitation ’bump’ is applied via a pendulum at the test locations
indicated, where the impact force is perpendicular to the surface and consistent to
within 4%. Since the measurements are one-dimensional, the bending and torsional
modes cannot be definitively differentiated. However, from the experimental observa-
tions the dominant modes are anticipated to be the bending modes, which is typical
of swept wings.

The frequency response evaluated from the main-wing for both wing configur-
ations are shown in figure 5.9. The bump test location indicated in figure 5.9 is
z/b = 74% of the wingspan on the wing flexural axis; the flexural axis along the wing
is located at 34% of the local chord. The C-wing demonstrates a more complex vibra-
tional system, however there is a clear attenuation of the vibration of the main-wing
structure. The bump tests show a 41.2% attenuation of the first mode (7.2Hz planar
and 5Hz C-wing), and a 45.8% attenuation of the second mode (33.5Hz planar and
32.1Hz C-wing) in figure 5.9. The C-wing is also observed to introduce a unique low
magnitude split-peak within the frequency domain at 8.45Hz and 8.98Hz.

The top-wing extension is suitably positioned for passive vibration absorbency as
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is it connected via wingtip which will experience the main-wing’s greatest amplitude
deflections [301]. In this situation it will perform as an axillary mass within a tuned
mass-damper system. Such a design is expected to introduce other peak response
frequencies in the structure, typically one below and the other above the excitation
frequency it suppresses [302, 303]. The dominant 7.2Hz peak present in the planar
wing has been broken down into two reduced magnitude frequency shifted peaks in
the C-wing configuration (5.0Hz and 12.7Hz). This behaviour is indicative of the C-
wing acting as a dynamic vibration absorber [304, 305, 306], absorbing the vibrational
energy within a certain frequency interval thereby reducing the dynamic response
of the system. The sharpness of the frequency peaks implies that the vibration
absorber has very low damping [304]; a damped/tuned vibration absorber would
have characteristically softer peaks.

Examination of the bump tests performed directly on the C-wing’s top-wing is
presented in figure 5.10. The characteristic split-peak of the C-wing is noticed to be
more predominant; the bump test location shown in figure 5.10 is located on the
C-wing’s top-wing wingtip at 34% local chord. The 5Hz main-wing mode persists in
the C-wing top-wing bump test, while the 12.7Hz mode is barely registered. Relative
to the 5Hz peak, the split peak is approximately three times the magnitude. Also
shown in figure 5.10 is the results of applying full wave rectification (taking the
absolute values of the raw signal) to the vibrational signal recorded from the C-wing
top-wing bump test. This reveals a ‘hidden’ frequency at 0.27Hz, referred to as the
amplitude modulating frequency, fAM.

The temporal response of the bump tests are shown in figure 5.11, and can be used
to gain further insight into this amplitude modulating frequency and it’s role within
the observed split-peak phenomena. Main-wing vibrations under bump testing for
both the planar and C-wing cases (indicated in figure 5.9) give temporal responses
shown in figures 5.11a and 5.11b, respectively. Perceptual segregation of the modal
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frequencies has been achieved through applications of elliptic bandpass filters which
can provide sharp roll-off, helping to isolate frequencies that are close to one another.
The overall system reaction to bump tests characteristically resembles the response of
an under-damped 2nd order system. This free vibration, due to an initial displacement
Xo, is theoretically described by:

X(t) = Xoe−ζωnt
{

cosωdt +
ζ√

1− ζ2
sinωdt

}
(5.1)

Within the C-wing’s response, an amplitude modulated vibrational mode with
a frequency of 8.72Hz is observed in figure 5.11b; this frequency is the average of
the split-peak. The amplitude modulated response is clearer if the C-wing top-wing
is considered directly, this is shown in figure 5.11c. This temporal response is, at
first glance, made up of two frequencies: 1) an 8.72Hz wave, analogous of a carrier
wave; and 2) an amplitude modulating wave enveloping the carrier wave at 0.27Hz.
Referring back to figure 5.10, illustrating the bump test of the C-wing top-wing
in the frequency domain, it appears that no information concerning the amplitude
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modulating signal is immediately obvious. In the presence of amplitude fluctuations,
the ability to detect the modulation of the signal can be masked by the presence of
multiple carrier waves. This effect is known as modulation detection interference
(MDI), and by applying full-wave rectification to the signal (taking the absolute signal
values), it is possible to detect the amplitude modulation frequency. Furthermore, as
pointed out by Hall and Grose [307], MDI occurs when two or more carrier waves are
superimposed into a singular waveform, which brings attention back to the split-peak
observed in figures 5.9 and 5.10.

The two carrier waves, with frequencies of 8.45Hz and 8.98Hz, are identified to be
the natural frequencies of the side-wing and top-wing respectively. Considering the
physical vibration and interaction between these two components, they are inherently
mechanically coupled. Thus with the two vibrations excited simultaneously, the law of
superposition states that the total amplitude is the sum of the vibrational amplitudes
at time t. Figure 5.12a and 5.12b simulate the undamped vibration of the side-wing
and top-wing with frequencies fsw and ftw, respectively; where fmw is the fundamental
bending mode frequency of the main-wing. Figure 5.12c shows the superposition of
the side and top-wing vibrations resulting in an interference pattern with amplitude
oscillations of 0.27Hz, and a carrier frequency equal to the average of the interfering
waves fav = 8.72. This phenomenon is called beating. The beating pattern is the result
of two waves with similar frequencies which merge creating points of constructive
and destructive interference as labelled in figure 5.12. When local maxima of the
two waves are 180◦ (π radians) out-of-phase, the maxima of one wave cancels the
minima of the other (destructive interference). When the local maxima of the two
waves have no phase difference, and are therefore in-phase, the interference pattern
shows increased amplitude (constructive interference). The beating pattern can be
assessed through consideration of trigonometric identities, leading to equation 5.2, to
aid in the explanation of the beating observed.

cos(2π ftwt) + cos(2π fswt) = 2cos
(

2π
ftw + fsw

2︸ ︷︷ ︸
fav

t
)

cos
(

2π
ftw − fsw

2︸ ︷︷ ︸
fAM

t
)

(5.2)

Equation 5.2 characterises the interference pattern created as the periodic variation
in the amplitude (amplitude modulation) of a single carrier wave with frequency
fav, where the function modulating the amplitude is occurring at frequency fAM.
Intuitively beats occur at twice the amplitude modulating frequency, thus the number
of beats per second is the difference in frequency between the two interfering waves:

fbeat = | ftw − fsw| (5.3)

A summary of the vibrational frequencies associated with the C-wing bump tests
and the domain in which they are detectable is summarised in table 5.1.
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Observed Frequencies

Detection fsw ftw fav fAM fbeat

Frequency Domain X X X
Temporal Domain X X X

Table 5.1: Summary of frequencies associated with the C-wing in free vibration and
the domain in which they are detectable.

Table 5.1 serves to emphasise the complexity of the C-wing structural dynamics.
Bump tests undergoing free vibration have enabled the observation of a temporally
modulated interference pattern embedded within the dynamic noise of the C-wing
vibration. This will provide a deeper understanding of the wing vibrational behaviour
when aerodynamically loaded, and exposed to aeroelastic phenomena.

Briefly considered in Section 4.4, the force platform is connected via a steal mount-
ing interface through the fuselage symmetry plane, hence the natural frequencies
relating to the fuselage must also be examined with the exclusion of the wind tunnel
vibrations. This is necessary to fully understand and explain the frequencies of the
forces and moments monitored by the force platform under live experiments. Figure
5.13 shows the bump test responses observed in the longitudinal axis of the fuselage
for both the planar and C-wing arrangements. Examination of the figure shows that
the effect of different wing configurations is negligible on the frequency spectra where
there are two distinct frequencies; the low magnitude of the vibrations are due to the
high stiffness of the fuselage. The registered 9.3Hz is anticipated to be related to the
fundamental bending mode of the main-wing structure, previously identified at 7.2Hz
for the planar wing, and 5Hz for the C-wing. It is logical that a frequency shift in
the wings fundamental mode is observed between the two measurement locations as
they structurally separated by several components of varying material. The 39.9Hz
frequency is only excited through longitudinal bump tests of the fuselage.
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Figure 5.13: Frequency response observed in the longitudinal fuselage axis; bump
test measurement location indicated.

5.5.2 MODEL VIBRATION DURING WIND TUNNEL TESTS: WIND ON

LASER-DOPPLER VIBROMETRY

The measurement locations with the laser vibrometer during live wind tunnel experi-
ments are identical to those considered for the bump tests. Figures 5.14a and 5.14b
show the frequency response of the planar and C-wing configurations respectively at
three angles of attack (α = 0◦, 8◦, and 14◦). The frequency responses displayed have
been averaged over five repeat experiments, each 25.6 seconds in duration sampling at
10kHz providing a resolution of 39µHz. Measurement locations are identical to those
taken for bump tests in figure 5.9.

The frequency responses for each wing arrangement, shown in figure 5.14, identify
the same modal frequencies as the bump test results presented in figures 5.9. Confirm-
ing the findings obtained from the bump tests which suggested that the C-wing would
operate as a dynamic vibration absorber, figure 5.14 shows a remarkable attenuation
of all fundamental wing vibrations. The 7.2Hz peak present in the planar wing has
been split into two frequency shifted peaks in the C-wing configuration, at 5.3Hz
and 11.8Hz respectively, under static wind tunnel tests. The split-peak arising from
the side and top-wing vibration is noticeable but could have been over looked and
regarded as mechanical noise had the bump tests not highlighted its existence.

It is noticed that when transitioning from α = 0◦ to 8◦ the vibration magnitude for
each wing arrangement decreases. The reason for this is that as the wing becomes
more heavily loaded, and separation does not yet impose an oscillation of the lift, the
structural vibrations are attenuated. This will be discussed further later. Considering
the first two dominant modes of each wing configuration (1st mode: 7.2Hz for planar;
5.3Hz for C-wing; and 2nd mode: 33.5Hz for planar; 32.2Hz for C-wing), table 5.2
gives a summary of attenuation or amplification of the C-wing’s main-wing vibrations
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Figure 5.14: Frequency response, detected by the laser vibrometer, for each wing
arrangent at α = 0◦, 8◦, and 14◦, at Re = 1.5× 106; measurement locations indicated
are identical to those used in figure 5.9.

Table 5.2: Percentage change of the first two primary modes illustrating whether
modal vibrations of the main-wing were attenuated or amplified by the C-wing relative
to the planar wing.

α 1st Mode [∆%] 2nd Mode [∆%]

0◦ -25.22 +3.98
8◦ -7.46 -20.55
14◦ -68.63 -76.01

relative to the planar wing.

While there is a slight amplification of the second dominant mode at α = 0◦ in
table 5.2, all other cases show attenuation of the vibration amplitude. As separation
over the upper side of the wing spreads, the wing will begin to buffet, the strength of
which will increase with angle of attack. Notably, the C-wings ability to attenuate the
main-wing vibrations improves as buffeting/separation deepens; 68.63% attenuation
of the fundamental mode is achieved at α = 14◦. This is made clearer if the peak
magnitudes of the two primary modes from each wing are examined across the entire
angle of attack range. Figure 5.15 summarises this by presenting the peak velocity
magnitude vibration response detected from the main-wing vibrations, including the
data shown in figure 5.14, for both the planar and C-wing configurations.

Examining the 1st mode peak vibration magnitude of the planar wing, it is observed
that the wing vibrations gradually increase between α = −5◦ and +2◦. This is due
to the wing being lightly loaded, with natural frequencies of the wing excited by
the freestream turbulence [308]. The peak vibration amplitude is then observed to
decrease between α = 2◦ and 10◦ before rapidly increasing due to buffeting; over
this range the wing loading will increase with angle of attack. Some studies [309]
have suggested that increased wing loading will impose a stress distribution through
the wing structure increasing its effective stiffness. This would only be possible
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Figure 5.15: Summary of peak vibrational velocity magnitudes observed for the planar
and C-wing wing’s; measurement locations identical to those designated in figure 5.9.

due to structural non-linearities, imposing an increase in the vibration’s frequency
while reducing the vibration’s amplitude. The vibrational frequencies of the wing
arrangements in the current work (manufactured from polyurethane foam—a linearly
elastic material) do not experience any frequency shift under increasing aerodynamic
load. From Section 5.4 it is also understood that each wing arrangement deforms under
increasing aerodynamic loads in a linear manner. Thus, a reasonable explanation of
the reduction of vibration peak amplitude is provided by Whalley [310], who indicates
that as aerodynamic loading increases transient oscillations of the wing structure
will subside as the lift distribution holds the wing’s statically deformed shape under
higher tension. The 2nd mode of vibration for each wing arrangement is observed
to be relatively insensitive to the wing loading, only increasing due to buffeting for
α > 10◦.

Peak vibration magnitudes for the C-wing structure are shown to consistently
attenuate mode vibrations relative the planar wing, while also demonstrating reduced
sensitivity to angle of attack. The 1st mode exhibits similar behaviour to that of the
planar wing. Vibration of the main-wing structure is noticed to increase slightly at
8◦, before buffet onset, due to the top-wing impinging on the main-wing’s wake.
For α > 10◦, with the main-wing exposed to buffet induced oscillation, the C-wing’s
ability to attenuate the main-wing vibration in clear from figure 5.15.

From surface clay flow visualisations in Section 5.3 it is shown that the planar
and C-wing have similar stall characteristics. Buffeting results from a particular
form of unsteady separation arising over a wing facilitating vibrations in the wing
structure. Previous studies [251] have shown that the predominant buffet frequencies
are expected to correspond to the fundamental bending frequency. This phenomenon
is not critical for aircraft but does limit the flight envelope of commercial aircraft as
the maximum allowable intensity of buffet is limited by regulations for passenger
comfort and safety. Buffeting can become detrimental to the flying performance and
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manoeuvrability of the aircraft. If a reduction in the intensity of buffeting could be
achieved for a typical commercial aircraft this would allow flight at higher altitudes,
enable the aircraft to cope better with high angle of attack manoeuvres, and increase
the maximum allowable take-off weight [24, 251]. In other words, the wing would
be able to perform better scenarios of high-wing loading and increased sectional lift
coefficient.

Modern attempts to reduce buffeting are typically approached in one of two ways:
1) applying small static actions to control surfaces to slightly increase lift; 2) modifying
the wing aerodynamics to avoid flow separation by adapting the wing profile or using
mechanical vortex generators. The latter can be difficult to implement while only
delaying buffet occurrence and does not reduce its intensity. In addition, aerodynamic
modifications (such as mechanical vortex generators) are only effective in respect of
buffeting of a specific nature and have been shown to increase drag in nominal cruise
conditions [311]. There have been some attempts to actively reduce buffeting of swept
wings in view of addressing a broad frequency spectrum, but these methods are
complex, require instrumentation, feedback control systems, power supply, and will
add significant weight to the wing [312, 313]. The findings of this study have shown
that the C-wing passively attenuates the main-wing vibration, whilst simultaneously
reducing total drag without a significant increase in the weight or root bending
moment.

In its simplest form, the dynamics of the C-wing operating as a passive vibration
absorber consists of an axillary mass (the top-wing) coupled to the main vibrating mass
(the main-wing) via a spring–damping element (the side-wing). This is illustrated in
figure 5.16.

Thus, the C-wing dynamic vibration absorbency provided by the auxiliary mass
(top-wing) to the main vibrating system (main-wing) can be described by the differen-
tial equations 5.4 and 5.5.
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Figure 5.16: Simplified schematic of the C-wing vibrating system.
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MmwẌmw + Csw(Ẋmw − Ẋtw) + KmwXmw + Ksw(Xmw − Xtw) = Fosinωnt (5.4)

MtwẌtw + Csw(Ẋtw − Ẋmw) + Ksw(Xtw − Xmw) = 0 (5.5)

At frequencies well below resonance of the auxiliary mass, both masses can be
expected to move in phase with little/no vibration absorbency observed. This is indeed
the case for the C-wing tested here; table 5.2 indicates that the C-wing’s vibration
attenuation capability becomes more effective as stall progression (and subsequent
buffet) spreads. Above the resonant frequency, the auxiliary mass provides an apparent
fixed point in space which results in an opposing force being transmitted to the main-
system. Through conservation of energy, the amplitude of displacement/velocity of
vibration of the main system is reduced as kinetic energy is transferred to the auxiliary
mass, thereby increasing the amplitude of displacement/velocity of vibration of the
auxiliary mass [314]. The vibration of the auxiliary mass (the top-wing) will move
out-of-phase with the main-wing. Therefore, the elastic deformation of the side-wing
is not only key for the transfer of forcing/kinetic energy, but also plays an important
role in the mechanical impedance of the system and could be an expected point of
structural failure manifested through material fatigue over time.

Figure 5.17 shows the frequency response of the C-wing’s top-wing at three angles
of attack (α = 0◦, 8◦, and 14◦) under the same test conditions for the results shown in
figure 5.14, with the same measurement location for bump tests of figure 5.10. The
relative magnitude between the top-wing’s peak vibrations relative to the main-wing’s
peak vibrations, shown in figures 5.17 and 5.14b respectively, have been summarised
in table 5.3.
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top-wing at α = 0◦, 8◦, 14◦, at Re = 1.5× 106; measurement locations indicated are
identical to those shown in figure 5.10.
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Table 5.3: Percentage difference of the dominant vibration magnitude observed in the
C-wing’s top-wing relative to the C-wing’s main-wing.

α Change in peak vibration magnitude [∆%]

0◦ +337.19
8◦ +183.83
14◦ +361.16

Due to the nature of the top-wing acting as a vibration absorber, and therefore
absorbing kinetic energy from the main-wing, the dominant velocity magnitudes of
the top-wing are significantly higher than that for the main-wing. This characteristic
was also observed in bump tests comparing the C-wing main-wing response from
figure 5.9, to the C-wing top-wing response in figure 5.10. For Re = 1.5× 106 at
α = 14◦, the velocity magnitude of the top-wing is noted to be 361.16% higher than
that detected for main-wing structural vibrations.

It is appreciated that the induced vibrations from buffeting are entirely different
from gust loading and violent manoeuvres in a turbulent atmosphere with unsteady
transient phenomena of short duration. Buffeting is induced by aeroelastic coupling
between a constant source of excitation which can persist for long periods and has
a stable and reproducible response. Consequently, particular flight conditions such
as gusts do not occur under the same conditions, therefore the C-wing’s structural
vibration absorbency may not achieve the same level of attenuation when exposed to
transient external stimulus.

ACCELEROMETRY: PHASED WING VIBRATION

Supplementary to the laser-Doppler vibrometry measurements, PCB piezoelectric
accelerometers have also been employed. This enhances the understanding of the
wing’s structural dynamics by enabling a vibrational phase analysis which cannot
be performed with the single point laser vibrometer. Three accelerometers have
been fixed to the wing surface in various arrangements in order to ascertain certain
vibrational phase relationships.

Figure 5.18 presents data for the accelerometers applied to both the planar and
C-wing configurations, in the so-called ‘arrangement 1’: all sensors at z/b = 74%
wingspan, with sensor 1, 2, and 3 placed 5%, 34% (elastic axis), and 95% of the local
chord, respectively. The test condition presented in figure 5.18 is with the wing at
α = 8◦ for Re = 1.5× 106.

The results in figure 5.18 support those provided through the vibrometry measure-
ments. Frequency responses of the two configurations, with the planar shown in figure
5.18a and the C-wing in figure 5.18c, indicate the attenuation and frequency shift of
the primary mode, indicative of vibration absorbency characteristics. The split-peak
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Figure 5.18: Accelerometer arrangement 1 for α = 8◦.

caused by the side and top-wing beating interference is also observed. Considering the
temporal domain of the vibration shown in figures 5.18b and 5.18d, for the planar and
C-wing respectively, it is evident that the vibrations detected across the chord at the
z/b = 74% wingspan are in-phase: ≈ 0rad). This implies that there are no dominant
torsional modes, confirming that all frequencies detected are indeed bending modes.
Furthermore, the phased vibration between two sensors, i.e. the torsional modes, can
be address directly by subtracting the signal from any two sensors. Doing so cancels
each signal leaving broadband noise of the order of 0.04g. As there is no detected
phase relationship over the chord length of the wing, this further supports the conclu-
sion of no dominant torsional modes in either wing arrangement. This result is found
for all angles of attack. It is necessary to acknowledge that torsional modes << 1Hz
may exist as the accelerometers are unable to register such frequencies. Similarly,
torsional modes of higher frequency and very low amplitude may be present, however
such modes will remain undetected due to low acceleration amplitudes.

Regarding the general vibrational patterns of each wing, the planar wing’s tem-
poral vibration waveform appears smooth and sinusoidal whereas the C-wing’s
oscillatory motions are more irregular. This is due to the C-wing operating with a
more complex vibrational signature (indicated by comparing the frequency domain
responses), from which constructive and destructive interference patterns warp the
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dominant sinusoidal motion.

Rearranging the accelerometers into the so-called ‘arrangement 2’ for the C-wing
places sensor 1 at z/b = 74% wingspan placed at 34% (elastic axis) of the local chord,
and sensors 2 and 3 at z/b = 54% wingspan on the C-wing’s top-wing wingtip placed
at 5% and 95% of the local chord, respectively. The results for the C-wing with this
accelerometer arrangement at α = 14◦ at Re = 1.5× 106 is shown in figure 5.19.

From both the frequency and temporal domains, presented in figures 5.19a and
5.19b respectively, it is clear that the relative magnitude of acceleration between the
top-wing wingtip and the main-wing is considerable. This finding agrees with the
laser vibrometry data indicating that the top-wing, acting as the auxiliary mass of
a vibration absorber, is ‘absorbing’ the vibrational kinetic energy of the main-wing.
Considering the temporal domain shown in figure 5.19b, it is seen that the vibrational
phase analysis shows that signals from sensors 2 and 3 lag the signal from sensor
1 by −3.0826rad (≈ −πrad) and −3.1035rad (≈ −πrad) respectively. Therefore, this
provides evidence that the top-wing vibrations are out-of-phase with the main-wing,
as previously speculated. In addition, it is noted that sensors 2 and 3 signals are in
phase (≈ 0rad), indicating the absence of any dominant torsional modes present in
the top-wing structure.

FORCE PLATFORM: MODEL INERTIAL LOADING FROM WING VIBRATION

With evidence of the attenuation of wing vibration, it is necessary to consider how the
interplaying vibrations influence the model’s body forces and aerodynamic perform-
ance. Buffeting results in lift and drag variations that greatly affect an operational
aircraft’s aerodynamics and impose limitations to the flight envelope. The frequency
response for each wing arrangement’s drag coefficient under experimentally static
conditions at α = 0◦, 8◦, and 14◦ are presented in figure 5.20. To negate the wind tun-
nel vibrations, the excited longitudinal fuselage natural frequency, and steel mounting

10
-1

10
0

10
1

10
2

10
3

0

0.5

1

1.5

2

2.5

×

× ×

1

2 3

5Hz

Split-peak

[8.7Hz]

Frequency [Hz]

M
ag

n
it

u
d
e 

[m
/s

2
]

Sensor 1
Sensor 2
Sensor 3

(a) Frequency response.

Time [s]

g
 [

m
/s

2
]

Φ →1=-3.0826 rad

Φ3→1=-3.1035 rad

Φ2→3= 0.0209 rad

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-5

-4

-3

-2

-1

0

1

2

3

4

5
Sensor 1
Sensor 2
Sensor 3

(b) Temporal response.

Figure 5.19: Accelerometer arrangement 2 for the C-wing configuration at α = 14◦.
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Figure 5.20: Drag coefficient filtered frequency response, detected by the force plat-
form, for both planar and C-wing arrangements for α = 0◦, 8◦, 14◦.

interface vibrations, the force platform data has been post-processed with a 10th order
38Hz elliptical low-pass filter. These vibrations, detected on all six force platform
channels, represent a consequence of utilising a peniche-less semi-span model. This
is deemed to not outweigh the aerodynamic interference benefits of removing the
semi-span model’s peniche; justifications and effects of this have been discussed in
Chapter 4. The 38Hz low-pass filter cut-off has been indicated in figure 5.20.

The results presented in figure 5.20, which measured mechanically, are consistent
with the optical laser-Doppler vibrometry results presented previously in figure 5.14.
The significance of this result irrefutably indicates that attenuation of the wing’s
natural modes have the knock-on effect of attenuating vibrations felt by the fuselage.
In other words, the C-wing’s ability to operate as a vibration absorber acts as a form
of suspension system for the fuselage via the main-wing. While it is clear that the
relative motion between the wing system and the fuselage is limited, the practical
application of this, other than improving aircraft handling and performance, would
be to improve ride quality for on-board passengers.

5.6 SUMMARY AND CONCLUSIONS

An experimental investigation has been conducted to compare the performance of
a semi-span planar wing and a non-planar C-wing configuration at Re = 1.5 ×
106, including a detailed understanding of the model vibrations. Surface clay flow
visualisations were used to compare flow over the wing and identify regions of
attached/separated flows, stall fronts, stall cells, model surface imperfections, and
horseshoe vortex interactions at the wing root. Aerodynamic performance metrics of
each configuration were assessed using a force platform. The main findings of this
chapter have been published by Skinner and Zare-Behtash [315].

Assessment of each configuration’s aerodynamic performance metrics (via the
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force platform) showed that, despite the C-wings 19.1% increase in wing wetted
area, an average total drag reduction of 7.4% over a 0◦ ≤ α ≤ 14◦ angle of attack
range was achieved, i.e. where induced drag contribution to the total drag dominated
over parasitic drag. A peak total drag reduction of 9.5% was reached at α = 6◦.
This is accomplished with the C-wing maintaining lift and root bending moment
equivalent to that of the planar wing configuration over the same angle of attack
range. At negative angles of attack the total drag is seen to increase by up to 16.6%
as parasitic drag dominates. Forced vibrations due to the wind tunnel excitation of
the fuselage’s longitudinal natural frequency, which translates to noisy interpretation
of aerodynamic performance metrics, was mitigated through application of a 38Hz
low-pass filter. This is somewhat a consequence of a peniche-less, semi-span model
having less structural support and stiffness.

The surface clay flow visualisations identified similarities in each wing config-
uration’s stall characteristics, indicating that the C-wing’s effects on stall over the
main-wing are negligible. In addition to highlighting the progression of stall over each
wing, clay visualisations supported force data indicating that peak drag reduction
coincided with strong inboard side-wing forces. At higher angles of attack, the drag
reduction capability drops off, as does the side-wing inboard loading. Clay visual-
isation indicates that this was caused by the main-wing stall propagating onto the
side-wing.

Furthermore, laser-Doppler vibrometry was used to examine the C-wing’s ability
to act as a passive undamped vibration absorber. This examination is supported by
accelerometer results and the force platform. The accelerometers also indicate that
all mode frequencies detected are bending modes, with no evidence of dominant
torsional modes observed as envisioned from the wing aeroelastic design methodology
discussed in Section 3.5. Furthermore, it is found that the C-wing top-wing vibrations
are out-of-phase with the main-wing. This achieves an 68.63% attenuation of the
excited primary bending mode due to buffet at α = 14◦, relative to the planar wing.

The C-wing’s ability to maintain passive drag reduction and vibration damping
without significant increases in wing weight or root bending moment are promising.
There are however, foreseeable structural limitations to the C-wing configuration
which have not been examined in this study, the primary limitations being: 1) inertial
loading coupled with wing weight distribution; and 2) the possibility of side-wing
failure through material fatigue/inertial loading. The former was not an issue in this
study as the wing was mounted vertically; however, it is necessary to highlight that
this does understate the effect of gravity on the relatively heavier C-wing wingtip.
The latter is a bi-product of the C-wing acting as an effective vibration absorber where
the top-wing’s dominant vibrational velocity magnitude is up to 361.16% higher than
that experienced by the main-wing.





CHAPTER 6
WINGTIP VORTEX DEVELOPMENT IN THE EARLY WAKE

6.1 INTRODUCTION

Having assessed the relative performance of the C-wing to the planar wing in Chapter
5, the aim of this chapter is to elucidate the link between how the C-wing alters the
wingtip vortex wake and how this plays a role in reducing the induced drag. The
vortex system develops quickly after leaving the wing trailing edge, and understanding
the mechanisms driving the development of the vortex in the near field region is
crucial for understanding performance implications and how the vortex is expected
to behave in the far field. The physics of the vortex flow in the early wake are very
complex and are directly linked to the vortex formation process over the wingtip
geometry. The wingtip geometry, the distribution of the wing circulation, and the roll
up of the wake sheet characteristically determine the early evolution of the vortex.

A comprehensive understanding of both the planar wing and C-wing near field
trailing vortex system is achieved in this study through comparing several angles of
attack at various downstream distances at a fixed Reynolds number (Re = 1.5× 106).
The relationships between the wingtip geometry and the resulting vortex wake velocity
fields, vortex core shape development, and the low frequency (≤ 100Hz) turbulent
properties inside the vortex core have been studied. SPIV was used to provide
instantaneous and time-averaged global flow field measurements.

In Section 6.2 the phenomenon of vortex wander and its implications on the time-
averaged SPIV data have been defined. Additionally, the problem of establishing
an appropriate vortex spatial localisation algorithm for centring and averaging the
instantaneous velocity fields is addressed by providing a critical discussion for the
adoption of different centring methods. Subsequently, Section 6.3 investigates the
properties of the planar wing vortex wake and how these develop as a function of
both angle of attack and downstream distance. Thus, with a detailed understanding
of the planar wing vortex wake, the C-wing vortex system and how it compares to
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the planar wing vortex system is investigated in Section 6.4. Specifically, the fluid
dynamic mechanisms adopted by the C-wing and how they manifest as a reduction of
the induced drag is examined. Secondary benefits of the C-wing’s unique capability to
simultaneously provide a low vorticity vortex (LVV) and a quick decay vortex (QDV)
system with reduced turbulence levels is also explored. A summary of the main
findings is finally presented in Section 6.5.

6.2 SPATIAL LOCALISATION OF THE VORTEX CORE CENTRE

Wingtip vortices are non-stationary flows that exhibit small random motions normal
to the vortex axis. This phenomenon is referred to as vortex wander (or meander),
referring to the aperiodic motions which scatter the vortex centre location over time
[316]. Spatially adjusting instantaneous PIV images to accommodate vortex meander
provides better knowledge of the flow properties of the trailing vortex structure.
Birch [317] demonstrated that the averaging of a wandering vortex, if not corrected
appropriately, can blur and distort the data forcing convergence upon a universal (or
self-similar) circulation profile obtained for the case of a Batchelor q-vortex.

In practice, vortex wandering produces an artificial spreading effect in the time-
averaged flow field measurements, which vary in both magnitude and frequency over
time. Artificial spreading results in a larger apparent vortex core size and smaller
peak magnitudes of the vortex flow properties (e.g. swirl velocity) compared to any
instantaneous measurement. It is common practice to acknowledge the presence of
vortex wander but assume its affects, without quantification, are negligible [318]. Ana-
lysis of the effects of wandering is necessary to accurately reveal flow structures inside
the core region, and to give confidence in the measurements made outside the core
[319]. Whatever the source of the wandering (wing vibration, freestream turbulence,
etc.), the vortex core translation and mean flow properties must be acknowledged.

Figure 6.1 presents streamwise vorticity contours for the wingtip vortex produced
by the planar wing at α = 8◦ at x/c̄ = 1.5 and 2.5. For the simple averaged examples,
the vortex core is blurred for both figures 6.1a and 6.1c, relative to figures 6.1b and 6.1d
in which the instantaneous SPIV flow realisations have been spatiality corrected using
helicity centring. Furthermore, figure 6.1a implies an asymmetric vortex structure,
whereas the wander corrected vortex structure presented in 6.1b presents a more
symmetric vortex with a well defined core. The wing vortex sheet is also found to
become better defined with the application of vortex centring corrections.

Although the vortex wandering phenomenon has a more pronounced effect on
the mid-field for finite wings, correcting for wandering effects is essential when the
objective is to accurately quantify flow structures and turbulent properties in the wake
and inside the wingtip vortex core [320]. The mid-field is defined as 10 ≤ x/c̄ ≤ 2000
[321].
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Figure 6.1: Simple time-average and helicity centred time-average vorticity of the
planar wing wingtip vortex at α = 8◦, for x/c̄ = 1.5 and 2.5.

The spatial centring of instantaneous realisations of the vortex can be considered
as a post processing procedure in which the solid-body translation of the vortex and
the turbulent fluctuation within the vortex are separated. The solid translation of
the vortex is what is experimentally observed and referred to as vortex meander.
Hence, the implementation of a methodology which is capable of extracting vortex
wander information to spatially adjust the time-average vortex flow field requires close
consideration. Birch [317] showed that for isotropic and Gaussian vortex wandering
amplitudes, any flow field with zero in-plane velocity at r = 0 and r → ∞ converges
towards the circulation profile obtained for a Batchelor q-vortex. This implies that
strong agreement between time-averaged vortex velocity profiles and the Batchelor
q-vortex does not mean that the instantaneous profiles will also agree well with the
q-vortex model.

Averaging procedures which align the instantaneous realisations of the vortex,
therefore localising their centres, assumes that the wandering is a solid translation of
the vortex on the plane perpendicular to its axis. The velocities associated with the
wandering movement of the vortex itself are negligible compared to those generated
by the vortex [319]. Thus, the challenge is to identify a robust methodology that can
be used to define the instantaneous vortex centre. Two approaches are available from
the literature: 1) identification of the vortex centre through identification of flow field
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properties in the region of the vortex core [316, 320, 322]; or 2) the application of
a discrete mask to the data assuming the behaviour of an analytical vortex model
[323, 324]. The first approach is dependant upon the accuracy and spatial resolution of
the measurements around the vortex core, the fidelity of which is particularly affected
by the lack of seeding particles in the vortex core. The latter is based on an appropriate
least square fit on a number of variables (such as the vortex centre position, velocity,
orientation, core radius, and circulation) to a reasonable analytical model.

For wing trailing vortices, peak magnitudes of vorticity and swirl velocity prop-
erties are well defined within the vortex centre, in contrast to, for example, the tip
vortices generated by lightly loaded rotors in forward flight, especially those on the
advancing side, which are often very small and weak, hard to detect, and coexist in
the vicinity of similar magnitude secondary vortices [323]. Also, in the early wake
(x/c̄ ≤ 10 [321]), the vortex may not be symmetric, and therefore poorly described by
analytical models. It was found that enough seeding particles were present within
the vortex core, and the SPIV measurements resulted in a sufficiently high vector
spatial resolution (≈ 1mm) and reliability to track flow properties within the core;
approximately 20 vectors over the vortex core diameter. Therefore, in this study, the
first approach is adopted for the instantaneous vortex centre identification. A reference
case of the planar wing trailing vortex at x/c̄ = 2.5 aft of the wing mean aerodynamic
chord, at α = 8◦ and Re = 1.5× 106, has been used to demonstrate the application
of vortex centring methods. It is highlighted at this stage, with reference to figure
6.1, that all vortices shown in this work are viewed from upstream and are therefore
rotating anti-clockwise.

Pre-processing of the raw images was necessary to facilitate the high spatial
accuracy within the vortex core. Figure 6.2a presents the instantaneous seeding
distribution for the reference case. A core diameter of ≈ 15mm is indicated (≈ 3.4%
of the mean aerodynamic chord). The dark region observed at the vortex core is

≈15mm

32×32 Interogation

window size

16×16 Interogation

window size

Vortex core

(a) Raw instantaneous seeding
image.

Vortex core

(b) Particle intensity normalisation filter
applied to figure 6.2a.

Figure 6.2: Instantaneous seeding distribution at x/c̄ = 2.5, Re = 1.5× 106, and
α = 8◦ for the planar wingtip.



Wingtip vortex Development in the Early Wake 179

approximately 75% of the vortex core diameter. This seemingly empty void in the
seeded flow exists due to the centrifugal force of the swirling flow accelerating the
mass of the seeding particles radially out of the vortex core [270, 325]. Relatively, there
are fewer particles within the vortex core because of this, however, there remains a
sufficient number for cross-correlation. To compensate for the fluctuation in seeding
density, a particle intensity normalisation filter is applied to all raw data; the effect of
applying such a filter to the raw data shown in figure 6.2a, is presented in figure 6.2b.
It is emphasised here that applying this filter only manipulates the relative particle
intensity, and not particle position. It also removes the need for post-processing of the
instantaneous images. With this, a reliable and accurate description of the flow inside
the core is achieved with a measurement grid spacing of ≈ 5% of the core radius.

Methods for the detection of the vortex centre from measurements in the core
can be based on several different properties of the vortex. Analytically, all of these
methods would indicate the same location of the vortex core. A discussion of the most
suitable vortex centre localisation methods is presented as follows.

1. Centroid of the seed void. The dark region formed by centrifugal forces acting on
the seeding particles (shown in figure 6.2a) provides a simple qualitative method
for vortex centre estimation. The shape is not usually circular or repeatable in any
of the instantaneous SPIV images. Several factors including the image contrast,
seeding distribution, particle size and mass, bit resolution of the camera, and
vortex size and strength, make the utilisation of this method for establishing an
automatic and robust instantaneous vortex centring method unreliable compared
to tracking quantitative flow properties [316].

2. Zero in-plane velocity (or swirl centre). Swirl centre is represented by the spatial
location at which the in-plane velocity component is zero, as described by
equation 6.1: √

v2 + w2 = 0 (6.1)

For an isolated vortex (such as for a finite wing) this method will indicate the
geometric centre of the vortex. However, this method can lead to false meander
results if the vortex axis is not straight or when axis curvature is high (such as
rotor vortices). Additionally, this method becomes increasingly more unreliable
for large vortex translations, or if the PIV measurement plane is misaligned.

3. Peak axial velocity perturbation, (ux −U∞). Either a velocity perturbation deficit or
excess, depending on tip loading and roll-up of the wake sheet, can be identified
as the vortex centre. When the perturbation is strong, the vortex centre can be
identified as the point of peak axial velocity.

4. Peak vorticity. Vorticity is a three-dimensional pseudo-vector defined as the curl
of the velocity field. SPIV measurements on a single plane can only provide the
velocity gradients in the in-plane directions (i.e. ∂/∂y and ∂/∂z). As a result,
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only a single component (the streamwise component) can be estimated, which is
given by equation 6.2:

ωx =
∂w
∂y
− ∂v

∂z
(6.2)

In this work, the streamwise vorticity is calculated with the eight-node circulation
method described by Raffel et al. [267] which is shown to perform better than
other schemes in terms of error and smoothness of the results. This method can
be employed due to the sufficiently high spatial resolution, where the location
of the peak vorticity can be taken as the vortex centre.

5. Peak of helicity. Helicity is a conserved quantity which measures the helical
motion of a vortex. It is defined as the dot product of the velocity and vorticity
such that the result indicates the inclination between the vorticity vector and
the velocity vector. In this work only the streamwise vorticity is available.
As the wingtip vortex convects downstream with the freestream flow, a more
appropriate definition is the scalar product of the axial velocity perturbation and
the vorticity [320], as presented by equation 6.3:

Hx = |ux −U∞| ·ωx (6.3)

Peak helicity identifies the vortex core.

6. Q-criterion (peak swirl strength). Singular points typical of vortical features of
spiral or close streamlines can be mathematically described by complex eigen-
values of the velocity gradient tensor, This description is composed of the strain
tensor Σ and the vorticity tensor Ω, and is expressed as follows:

dV
dx

= Σ + Ω =

[
εyy εyz

εzy εzz

]
+

1
2

[
0 −ωx

ωx 0

]

=

 ∂v
∂y

1
2

(
∂v
∂z +

∂w
∂y

)
1
2

(
∂w
∂y + ∂v

∂z

)
∂w
∂z

+

 0 1
2

(
∂v
∂z −

∂w
∂y

)
1
2

(
∂w
∂y −

∂v
∂z

)
0

 (6.4)

A vortex characterised by the invariance of the velocity gradient tensor requires
the discriminant Q of the characteristic equation of the velocity tensor gradient
to be below zero [326]. Hence, the centre of the vortex can be defined as the
point of minimum Q, defined as [316]:

Q =
( ∂v

∂y +
∂w
∂z )

2

4
+

∂v
∂z

∂w
∂y
− ∂w

∂z
∂v
∂y

(6.5)

As this method uses velocity gradients to identify the vortex core, the meas-
urement spatial resolution will greatly influence the accuracy and reliability,
especially in the presence of high gradients.
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7. Peak of the eigenvalues of the velocity gradient tensor, λ2. Starting from the gradient
operator applied to the Navier-Stokes equations, Jeong and Hussain [326] found
a definition of a vortex that leads to the eigenvalues of the tensor Σ2 + Ω2, which
must be negative. This method leads to the identification of the vortex centre as
the point of minimum λ2, defined as:

λ2 =
( ∂v

∂y )
2 + ( ∂w

∂z )
2

2
+

∂v
∂z

∂w
∂y

(6.6)

As this method uses velocity gradients to identify the vortex core, the meas-
urement spatial resolution will greatly influence the accuracy and reliability,
especially in the presence of high gradients.

In the centre of an analytical vortex, the following relation is true [327]:

ω2
x = |Q| = |λ2| (6.7)

Among the seven aforementioned vortex centre identification methods, only the
method of tracking the centroid of the seed void is excluded. This method is only
qualitative in nature, and may not be axisymmetric, or in any repeatable shape, in
the acquired instantaneous flow images due to seeding density, and several other
previously discussed factors. It is necessary to indicate that the vortex centre tracking
methods described in this work reflect only a few methods available from the literature.
Jiang et al. [328], among others [316, 329, 330, 331, 332], provide discussion on various
vortex centre identification methods.

Figure 6.3 illustrates the vortex properties reported for identifying the vortex centre
within instantaneous realisations. The calculation of the in-plane velocity and the axial
velocity perturbation, shown in figures 6.3a and 6.3b respectively, involve the local
velocity vectors only. It is assumed that the vortex axis is aligned with the freestream
(as described in Section 3.9) so that the out-of-plane component measured by the
SPIV is the true vortex axial velocity. While the axial perturbation velocity (figure
6.3b) appears axisymmetric, the in-plane velocity (figure 6.3a) appears to be slightly
asymmetric. This is caused by the spiral roll-up of the wing wake sheet. Within the
region of the vortex core, an axial velocity deficit with distinct peaks of ≈ 0.22U∞, is
observed as the vortex is fully developed. Less developed wingtip vortices in the very
early wake are known to exhibit high asymmetry and a jet-like core structure with a
velocity excess [333, 334].

The streamwise vorticity, shown in figure 6.3c, is calculated with the eight-node
circulation method described by Raffel et al. [267] which is shown to perform better
than other schemes in terms of error and smoothness of the results. A region of high
vorticity is observed within the core. A similar result is observed in figure 6.3d where
a concentration of helicity is observed within the core. The helicity highlights the
vorticity peak when an axial velocity perturbation is present within the vortex core;
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Figure 6.3: Centring methods for an instantaneous realisation at x/c̄ = 2.5, Re =
1.5× 106, and α = 8◦ for the planar wing.

this exists in most trailing vortex structures. Additionally, helicity is the only vortex
property which includes, in its calculation, all three velocity components available
from the SPIV.

The derivatives used for the calculation of Q and λ2 (shown in figures 6.3e and
6.3f) are calculated with the 4-point centred least-square approach [267]. The two
contours appear very similar, with identical peaks marking the vortex centre. This
occurs since in the vortex core, the planar elongational strains εyy and εzz are negligible
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when compared to the shear strains εyz, εzy, and at the vortex notional centre:

(∂v
∂y

)2
,
(∂w

∂z

)2
,

∂v
∂y

∂w
∂z

<<
∂v
∂z

∂w
∂y

(6.8)

which leads to an approximately identical definition of Q and λ2 from equations 6.5
and 6.6 in the vicinity of the vortex centre.

Each data set presented in this work is time-averaged over 1800 vortex SPIV vector
fields (at 200Hz); figure 6.4 illustrates the 1800 instantaneous vortex centre positions
recorded by each centring method for the reference case (planar wing arrangement at
Re = 1.5× 106 and α = 8◦, for x/c̄ = 2.5). The spatial centroid of the vortex meander
is indicated by the red marker, the perimeter around this marker is the rms-perimeter
indicating the azimuthal magnitude of the notional vortex centre fluctuation.

From figure 6.4, two characteristics of the distribution patterns of the instantaneous
centres are apparent. Firstly, the distribution of instantaneous centres, regardless of
the centring methodology, is strongly affected by the grid spatial resolution of the
vector field. The vector grid spatial resolution for all SPIV data presented in this work
is ≈ 1mm, which is of the order of one tenth of the movement of the core centres. The
grid resolution is also considered small relative to the size of the vortex core radius
(≈ 5%), thus the alignment of each instantaneous centre based on the closest grid node
does not incur significant error. In essence, this will result in a residual observational
systematic error in vortex wandering measurements which is less that one half of the
diagonal grid spacing (≈ 0.7mm). Referring to an analysis by Devenport et al. [319],
this would result in less than a 0.8% error in the measured peak swirl velocity and
core radius. Therefore, vortex realisations have been aligned based on the grid node
closest to the vortex centre in the present work.

The second characteristic observed from the centring methods is the general
distribution. Scattering of the vortex centres between the centring methods indicate
azimuthally equivalent ranges of dispersion; illustrated by the rms-perimeter. For
each centring method, the peak vortex meander amplitude is ≈ 2% of the wing mean
aerodynamic chord for the reference case shown, where the distribution of centres
appears to have no particular bias or orientation of vortex wander. Observations here
would thus indicate an isotropic wander amplitude.

Figure 6.5 shows probability density functions (PDF) of the vortex wander amp-
litude for different angles of attack and different downstream stations. Figure 6.5a
suggests insensitivity of vortex wander amplitude to angle of attack; results for me-
ander are presented in the y/c̄ and z/c̄ axes separately, again indicating isotropic
wander. This behaviour is observed at all downstream x/c̄ planes. However, for
a given angle of attack, the vortex wander amplitude increases with downstream
convection away from the wing as illustrated in figure 6.5b. Devenport et al. [319]
suggests that this trend occurs as the dominant source of vortex wander is from wind
tunnel unsteadiness. Isotropic wander amplitudes are also observed with downstream
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Figure 6.4: Instantaneous vortex centre locations based on different centring methods
at x/c̄ = 2.5, Re = 1.5× 106, and α = 8◦ for the planar wing.

translation (see figure 6.5b), however, at x/c̄ = 5.418 the PDF distribution indicates
that vortex wander becomes slightly biased in the z/c̄ axis.

The effects of the vortex centre localisation method adopted for the correction of the
wandering is discussed in this work with particular attention paid to the swirl velocity
distribution, the axial velocity distribution, the vorticity distribution, and turbulent
quantities. As the centring methods are effectively filtering and time-averaging the
SPIV data differently, dictating different vortex structures, each must be closely
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Figure 6.5: Probability density functions (PDF) of the vortex wander amplitudes
recoded using the helicity centring method.

scrutinised. The average of the 1800 instantaneous vector fields is calculated for each
vortex centring localisation method, involving the centring of each vortex realisation.
The average of the instantaneous vector field without any centring methodology
applied is referred to as the simple average case. Vortex centring results for λ2 are not
shown as they yield similar results to those provided by the Q-criterion.

6.2.1 SWIRL VELOCITY DISTRIBUTION

Typically, without centring each instantaneous flow field measurement, the vortex
wander causes the mean vortex to show a larger core radius and a reduced maximum
swirl velocity due to artificial spreading. Application of centring methods tends to
result in a smaller core radius realisation and higher peak swirl velocities [316]. All
wingtip vortices considered in this work are within the early wake (x/c̄ < 10 [321]).

All circumferentially averaged vortex data profiles presented in this work are
calculated by a cubic interpolation of the respective data field (swirl velocity, axial
velocity, vorticity, etc.) along 36 radii equispaced around the respective notional centre,
adopting a cubic interpolation from the Cartesian grid of the original velocity vectors.
Figure 6.6 illustrates this process utilising a vorticity contour to additionally illustrate
the wake sheet roll-up.

Figure 6.7 presents the swirl velocity profiles for the different centring methods;
the circumferentially averaged profile is shown by the red line. In figure 6.7a the swirl
velocity profiles from the simple averaged vector field are shown. An asymmetry
between the swirl velocity peaks on the suction and pressure sides of the vortex is
observed. This is due to the flow interaction of the vortex with the wake sheet roll-up
spiralling around the it. Both Region A and Region B are indicative of momentum
transfer from the turbulent free shear-layer to the wingtip vortex [319, 335]; these
regions have been indicated in figure 6.6. From figure 6.7, it is observed that there is
no significant change in the swirl velocity differential with the application of different
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Figure 6.6: Simple averaged vorticity of the planar wing wingtip vortex at α = 8◦ for
x/c̄ = 2.5, with schematic illustrating various slicing cuts made across the vortex to
measure the mean flow characteristics.

centring methods.

The swirl velocity profile embodies the three-layered description of a turbulent
trailing vortex during roll-up presented by Phillips [336]: 1) the viscous core which
linearly decreases the swirl velocity to zero as r → 0, and rotation is close to solid-
body; 2) the fluid region bounding the vortex core, defined by maximum swirl velocity
(vortex core radius rc); and 3) the outer vortex region in which the swirl velocity
decays. Regardless of the centring method applied, figure 6.7 indicates that the swirl
velocity profile remains largely unaffected, with peak swirl velocities increasing by
less than 2%.

Considering the swirl velocity at the centre of the core (y/c̄ = 0), the swirl velocities
are seen to converge to uθ/U∞ = −0.012 for the zero in-plane centring methods shown
in figure 6.7b; the swirl velocities at the centre of the simple average case and the axial
velocity perturbation centring methods both show a scatter of uθ/U∞± 0.085 in figures
6.7a and 6.7c respectively. The vorticity, helicity, and Q-criterion centring methods
show similar scatter patterns at the vortex core, each converging to uθ/U∞ ≈ −0.03.
Additionally, the mean swirl velocity profiles for the vorticity, helicity, and Q-criterion
centring methods each indicate a subtle double gradient structure near the core centre
at y/c̄ ≈ ±0.0035 (≈ 0.18rc).

As previously mentioned, the vortex core radius rc is defined as the distance
between the vortex centre (y/c̄ = 0) and the point of maximum swirl velocity. The
mean vortex core radius is evaluated by averaging the 36 radii swirl velocity peaks
determined for each centring method, the values of which are presented (in mm) in
figure 6.7 for each centring method. The average vortex core radius, regardless of
centring method, is 0.019c̄ to 0.022c̄ and is therefore comparable to the maximum
vortex meander amplitudes detected in figure 6.4. For the reference case shown, all
centring methods are recorded to reduce the size of the vortex core radius, relative to
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Figure 6.7: Average swirl velocity profiles, and vortex mean swirl profile (red line),
calculated with different centring methods at x/c̄ = 2.5, Re = 1.5× 106, and α = 8◦

for the planar wing.

the simple average case, with the zero in-plane velocity centring method resulting in
the greatest reduction of 17.7%, as shown in figure 6.7b.

6.2.2 AXIAL VELOCITY DISTRIBUTION

While variation of the in-plane swirl velocity description is subtle when comparing
the vortex centring methods to the simple averaged vortex, more obvious variations
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arise when the axial velocity (out-of-plane) profiles are viewed. In figure 6.9, the axial
velocity profile of the simple average and vortex centred averages are reported along
36 radii equispaced around the notional centre, with mean velocity profiles also given.

All velocity profiles reveal an axial velocity deficit contained to the vortex core,
with a region of velocity excess induced by the wingtip/wake sheet roll-up interaction
previously referred to as Region B, indicated in figure 6.6. The velocity excess region
is unaffected by the applied centring method; uz/U∞ ≈ 1.051 for all cases. The zero
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Figure 6.8: Average axial velocity profiles, and vortex mean axial profile (red line),
calculated with different centring methods at x/c̄ = 2.5, Re = 1.5× 106, and α = 8◦

for the planar wing.
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in-plane, vorticity, and Q-criterion centring methods, shown in figures 6.8b, 6.8d, and
6.8f respectively, have little effect on the peak axial deficit. It is seen that the zero
in-plane and vorticity based methods increase the peak axial velocity deficit at y/c̄ = 0
by ≈ 3%, while the Q-criterion centring method actually reduced the deficit by 6.5%
relative to the simple averaged case.

It is observed that the axial perturbation (figure 6.8b) and helicity (figure 6.8e)
based centring methods have a remarkable influence on the velocity deficit recorded,
increasing the peak axial velocity deficit by 76.9%, and 75.7% respectively, relative
to the simple averaged vortex. Referring back to figure 6.3b, the instantaneous
vortex realisation of the vortex indicated a core axial velocity of ≈ 0.22U∞. The axial
perturbation and helicity centring methods provide comparable time-averaged results.
Furthermore, for both of these cases, a double gradient structure is observed near
the vortex core centre at y/c̄ ≈ ±0.0035 (≈ 0.18rc). This coincides with the double
gradient observed for the swirl velocity field.

6.2.3 VORTICITY DISTRIBUTION

Figure 6.9 presents the normalised vorticity profiles of the simple average and vortex
centred averages, reported along 36 radii equispaced around the notional centre, with
mean vorticity profiles also illustrated.

The peak vorticity at the core centre is found to vary with the application of
instantaneous vortex centring methods while, similar to the swirl and axial velocity
components, the overall profile remains largely unchanged. All centring methods
are recorded to increase the peak vorticity, relative to the simple averaged case, with
the axial perturbation centring proving least effective in this instance with a peak
vorticity increase of 0.2%. The zero in-plane, vorticity, helicity, and Q-criterion centring
methods increase the peak vorticity at the core centre by 14.6%, 41.0%, 27.9%, and
35.2%, respectively.

A double gradient structure is observed in the vicinity of the vortex centre for the
vorticity, helicity, and Q-criterion centring methods at y/c̄ ≈ ±0.007 (≈ 0.37rc). The
structure of the inner vortex core will be discussed in detail in Section 6.3.

6.2.4 TURBULENCE QUANTITIES

The fluctuating turbulent properties of the vortex core have been compared for
different vortex centring methods; a detailed analysis of the turbulence in the planar
wing vortex core is presented in Section 6.3. The instantaneous velocity at one point
of the flow field is expressed as the sum of the average velocity at that point and its
fluctuating component:

u = u + u‘ (6.9)
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Figure 6.9: Average vorticity profiles, and vortex mean vorticity profile (red line),
calculated with different centring methods at x/c̄ = 2.5, Re = 1.5× 106, and α = 8◦

for the planar wing.

The root mean square of velocity fluctuations (square root of turbulent normal
stresses) is defined as follows and is scaled by the freestream velocity U∞:

σu =
√

u′2 =
√
(ui − u)2

σv =
√

v′2 =
√
(vi − v)2

σw =
√

w′2 =
√
(wi − w)2

(6.10)



Wingtip vortex Development in the Early Wake 191

The turbulent kinetic energy (TKE) is also calculated, characterised by the meas-
ured root mean square of the velocity fluctuations. The TKE can be quantified by the
mean of the turbulence normal stresses (half the sum of the variance of the velocity
fluctuations):

k =
1
2

(
u‘2 + v‘2 + w‘2

)
(6.11)

The TKE is scaled by U2
∞.

The Reynolds stresses (a second order term), also scaled by U2
∞, are defined as

follows:
v‘w‘ = (vi − v)(wi − w)

u‘v‘ = (ui − u)(vi − v)

u‘w‘ = (ui − u)(wi − w)

(6.12)

where the v‘w‘ are the stresses on the SPIV plane.

The shear strain rate εyz and the normal strain rate εxx are calculated with an eight
point scheme as described by Raffel at el. [267] where, for the latter, incompressibility
is assumed:

εyz = εzy =
1
2

(∂v
∂z

+
∂w
∂y

)
εxx =

∂u
∂x

= −
(∂v

∂y
+

∂w
∂z

) (6.13)

The maximum Mach number found in the flow field of the trailing vortex is of the
order of M = 0.14, thus the assumption of ∇ · u = 0 is reasonable. The normalisation
of the shear strain rate is scaled by U∞/c̄.

Figures 6.10 and 6.11 present the in-plane turbulent velocity fluctuation compon-
ents, while figure 6.12 presents the out-of-plane fluctuations. In each figure, the simple
average and vortex centred flow field are compared. High fluctuations are observed
within the vortex core for all components. Both in-plane fluctuations, σv, and σw,
exhibit elliptical profiles aligned with the y- and z- major axis respectively, whereas
the axial fluctuations, σu show a more axisymmetric profile. This behaviour was also
observed by Ramasamy et al. [320].

Chow et al. [337] have discussed the biasing effect on the in-plane fluctuations in
detail, where the results shown in figures 6.10 and 6.11 agree with the results of Chow
et al. [337] in that the turbulence distribution inside a trailing vortex is anisotropic.
Furthermore, it is clear that for the in-plane centring method, viewed in figures 6.10b
and 6.11b, very low in-plane fluctuations are observed in the centre of the vortex
core of the same order of the in-plane velocity fluctuations recorded in the freestream
(≈ 0.08σ). Conversely, the axial velocity perturbation, peak vorticity, and Q-criterion
centring methods increase the in-plane velocity fluctuations at the core centre.

The out-of-plane velocity fluctuations show an axisymmetric distribution around
the vortex core. Both zero in-plane and helicity based centring methods, figures 6.12b
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Figure 6.10: In-plane velocity fluctuations, σv/U∞, for different centring methods at
x/c̄ = 2.5 and α = 8◦ for the planar wing arrangement.

and 6.12e respectively, show a decrease of σu fluctuations at the centre of the vortex
surrounded by peak turbulent fluctuations. The axial velocity perturbation, peak
vorticity and Q-criterion centring methods are observed to increase the the out-of-
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Figure 6.11: In-plane velocity fluctuations, σw/U∞, for different centring methods at
x/c̄ = 2.5 and α = 8◦ for the planar wing arrangement.
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Figure 6.12: Out-of-plane velocity fluctuations, σu/U∞, for different centring methods
at x/c̄ = 2.5 and α = 8◦ for the planar wing arrangement.

plane velocity fluctuations in the core centre. It is appropriate to indicate that strong
turbulent velocity fluctuations inside the vortex core do not necessarily correspond
to the vortex centre velocity fluctuations, but instead refer to a point within the
vortex core. Only the peak axial perturbation centring method, by definition, would
correspond to the vortex centre. Therefore, the fluctuations of the out-of-plane velocity
are not directly related to the vortex wander, but only to its instantaneous intensity.
Due to this, Ramasamy et al. [320] and Han et al. [338] indicate that the out-of-plane
fluctuation component will dominate any characteristic estimation (such as TKE, shear
strain rates, or Reynolds stresses) within the vortex core, and thus can be expected to
show similar characteristics to that indicated by the out-of-plane fluctuating velocity
component.

Compiling the velocity components in the three axes the TKE is obtained; contours
of which are presented in figure 6.13. For all methods the TKE is observed to be
axisymmetric. The axial perturbation and vorticity centring methods, shown in figures
6.13c and 6.13d, suggest an increase of turbulence in the centre of the core, while the
zero in-plane, helicity, and Q-criterion centring methods illustrate a drop in TKE at
the vortex centre. Regardless of the centring method adopted, peak turbulence is
located in the vicinity of the core. The peak TKE at the centre is dictated by the high
turbulence level of all the velocity components within the core. The application of the
zero in-plane, helicity, and Q-criterion centring methods indicate that relaminarisation
of the vortex core has occurred. More details of relaminarisation in the planar wing
vortex core is discussed in Section 6.3.5.
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Figure 6.13: Time-averaged turbulent kinetic energy, k/U2
∞, for different centring

methods at x/c̄ = 2.5 and α = 8◦ for the planar wing arrangement.

The Reynolds shear stress in the SPIV plane, and the corresponding shear strain
are shown in figures 6.14 and 6.15 for the different averaging methods. The four-lobed
pattern observed, with alternative positive and negative signs for both the v‘w‘ and the
strain rate components has physical meaning; especially when the relative orientation
between the v‘w‘ and the strain rate is 45◦. Both Chow et al. [337] and Ramasamy [320]
observe this result, indicating that this reveals the anisotropic eddy viscosity within the
vortex core. Both the shear strain rates and the Reynolds stresses are seen to change
in pattern and magnitude when adopting different centring methods. Understanding
the variation of strain rates and Reynolds stresses is crucial for understanding the
production of turbulence inside the vortex.

Application of any of the centring methods is seen to vastly improve the realisation
of the Reynolds stresses within the vortex core relative to the simple averaged case,
as shown in figure 6.14. Regardless of centring method used, the Reynolds stresses,
v‘w‘, are seen to reach a maximum at ≈ 95% of the core radius, with a maxima also
observed at ≈ 24% of the core radius; both of which are particularly clear in the
vorticity and helicity centring methods shown in figures 6.14d and 6.14e. Following
the maxima at ≈ 95% of the core radius, the Reynolds stresses reduce rapidly to zero
within two core radii of the vortex axis. The magnitude of the shear stresses is found
to reach its minimum value at the vortex axis.

With reference to figure 6.15a, the shear strain rates are observed to show the
same four-lobed pattern outside of the vortex core independent of the averaging
method used. Of the four large lobes present in each case, a maximum shear strain
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Figure 6.14: Time-averaged vortex Reynolds stresses, v‘w‘/U2
∞, for different centring

methods at x/c̄ = 2.5 and α = 8◦ for the planar wing arrangement.

is indicated outside the vortex core at ≈ 1.22rc. The zero in-plane and axial velocity
perturbation methods are found to reduce the magnitude of the shear strains observed,
while unable to provide any shear strain information from within the vortex core. A
remarkable realisation of the shear strain rates within the vortex core is found with
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Figure 6.15: Shear strain rate, εyz ·U∞/c̄, for different centring methods at x/c̄ = 2.5
and α = 8◦ for the planar wing arrangement.
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the application of the vorticity, helicity, and the Q-criterion centring methods, each of
which defining a double lobed structure. Shear strain peaks are identified at ≈ 30%
of the core radius, with a minimum shear strain inside the vortex core occurring at
≈ 50% of the core radius. Figure 6.16 illustrates this trend taking a data cut along the
horizontal (z/c̄ = 0) for each averaging method.

Figure 6.16 highlights the double lobe structure with maximum shear strain near
the centre of the core (≈ 0.30rc). This is followed by a minima at half the core radius
(≈ 0.5rc), and a second shear strain maxima just beyond the core radius (≈ 1.22rc). The
wingtip vortex flow, in the very early stages of the wake, is dominated by secondary
vortex structures and the roll up of the vortex sheet. The vortex meandering spatial
correction is observed, in this case, to not strongly affect the macro vortex structure,
but instead reveals the flow structures within the core and provides confidence in the
measurements made outside of the core region.

The helicity based correction method is the only method discussed in this work
which uses all available velocity components, and provides consistent description of
the inner vortex core structure. The vorticity and Q-criterion methods have also proven
reasonably robust with the exception of sufficiently describing the inner core axial
velocity. The Q-criterion (and the λ2) centring method is complex, computationally
expensive, and introduces errors from the calculation of the flow field gradients
while not providing any clear benefits [267]. The zero in-plane and axial velocity
perturbations cannot accurately account for the whole vortex structure, particularly
when considering turbulence analysis. Therefore, unless explicitly indicated otherwise,
the helicity centring method will be used for correcting for vortex wander, having
been found to be the most appropriate in describing the swirl and axial velocity
distributions, vorticity profiles, and turbulent properties of the vortex core, including
Reynolds stress and shear strain rates. Ramasamy et al. [316] arrived at the same
conclusion in a study for rotor blade tip vortices.
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Figure 6.16: Shear strain data profiles for different centring methods presented in
figure 6.15; data cut taken along z/c̄ = 0.
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Assessment of the statistical convergence and random uncertainty for several vortex
properties with the application of the helicity based centring method is presented in
Appendix C. Based on this analysis all SPIV data presented from this point forward
has been averaged over 1800 samples to provide statistical convergence with a peak
random uncertainly of less than 3% for all velocity components.

6.3 PLANAR WING TRAILING VORTEX

The planar wing trailing wingtip vortex is discussed in this section. The planar wing
arrangement and its near field vortex wake must be understood before it is compared
to the C-wing trailing vortex. The C-wing trailing vortex is compared to the planar
wing vortex system as a benchmark in Section 6.4.

6.3.1 SWIRL VELOCITY DISTRIBUTION

Figure 6.17 shows the averaged swirl velocity distributions for a range of α and x/c̄,
where the suction and pressure sides of the vortex relative to the wing have been
indicated. Distributions have been averaged over 36 radii equispaced around the vortex
centre. The vortex core radius is defined as the distance between the vortex centre
(r/c̄ = 0) and peak swirl velocity. Inside the core, the swirl flow varies approximately
linearly, while outside of the vortex core the swirl velocity varies inversely with the
radial distance asymptotically approaching zero.

Within the vortex core, a secondary structure is observed consistently at 18 to 22%
of the core radius, indicated by a point of inflection in the otherwise linear profile. This
inflection is particularly clear for x/c̄ > 2.5 for all angles of attack. Such double-core,
or layered-core, structures have been observed by Devenport et al. [319], who argues
that the double-core is a remnant of the vortex initial conditions imposed by a blunt
or squared wingtip. Engel [339] showed the formation of the main wingtip vortex on
the suction side of the wing, accompanied by the development of strong secondary
vortices from the pressure side of a squared wingtip. Devenport et al. [319] suggested
that the vorticity associated from the pressure side vortices become wrapped up into
an annulus around the main vortex core. This diffusive merging of primary and
secondary wingtip vortices, leading to a multi-structured core, has also been discussed
by Phillips [336]. While multi-structured core structures are theorised and discussed,
with few experimental observations, little information regarding the actual structure
or behaviour has been explored in the literature.

Independent of angle of attack, the early vortex peak swirl velocity on the suction
side, relative to the pressure side, of the wing is up to 14% higher at x/c̄ = 1.35;
implying an ever-developing vortex. This differential decreases with downstream
distance as the vortex rolls up further circumferentially, distributing the swirl velocity
around the core and becoming increasingly more isolated from the vortex sheet. Figure
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Figure 6.17: Swirl velocity development with angle of attack and x/c̄ plane.

6.17 shows that for the angles of attack presented, the peak swirl velocities on the
pressure side begin to reach an equivalent magnitude to those observed of the suction
side as x/c̄ = 2.5 is approached, and an axisymmetric swirl velocity distribution,
unhindered by the vortex sheet, is reached.

Variation in the vortex peak swirl velocity with downstream distance as a function
of the wing angle of attack is presented in figure 6.18. Over 0◦ ≤ α ≤ 6◦ (linear lift
region) a linear relationship is observed between the peak swirl velocity and angle
of attack. This is indicative of a laminar rate of growth. As the wing enters light
stall at approximately α = 8◦ to 9◦, the swirl velocities for any given x/c̄ plateaus.
Further increases in the angle of attack, leading into deeper wingtip stall, leads to the
transport/convection of separated flow into the wingtip vortex and a rapid decay of
peak swirl velocity is recorded. This trend was also observed by Birch et al. [340].
Peak swirl velocities are also observed to reduce with x/c̄ for any given angle of
attack.
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Figure 6.18: Peak swirl velocity at different x/c̄ planes as a function of α.

6.3.2 VORTEX CORE SHAPE

As previously stated, the vortex core radius, r, is defined as the distance between the
vortex centre (r/c̄ = 0) and the point of maximum peak swirl velocity. In this section,
the vortex core shape is presented as the locus of the points of maximum swirl velocity
around the vortex centre. Thus, the vortex core edge has been defined from 36 radii
equispaced around the vortex centre. From this, different values of the core radius
are found depending on the orientation (with θv as the azimuthal coordinate) of the
cut along which the swirl velocity is measured. Ramasamy et al. [316] found that
two data slices across the tip vortex (producing four profiles) provided an acceptable
measurement of the vortex core dimension.

In figure 6.19, the radius values at each x/c̄ downstream plane are plotted on
polar plots as a function of θv for different angles of attack. In the present reference
system the vortex rotates anti-clockwise. For each angle of attack presented the vortex
core shape is observed to be axisymmetric, and grows in size with both angle of
attack and downstream convection. Comparing figures 6.19c and 6.19d, for α = 8◦

and 10◦ respectively, it is intriguing to note that the rate of vortex core growth is
lower for α = 10◦ than for α = 8◦. This is clear when comparing the farthest
downstream location x/c̄ = 5.418. It is also noticed that at the upstream locations
(such as x/c̄ = 1.35), the vortex for α = 8◦ is smaller than that for α = 10◦. The only
explanation that can currently be attributed to this is that between α = 8◦ and 10◦ the
progression of the stall front over the outboard wing alters the load distribution such
that at α = 10◦ the way in which the vortex forms changes.

Variation in the mean vortex core radius with downstream distance as a function
of the wing angle of attack is presented in figure 6.20a, with an enhanced view of
the lower angle of attack range shown in figure 6.20b. Over the range 0◦ ≤ α ≤ 8◦

(which mostly coincides with the linear lift region of the wing), a linear rate of growth
is observed in the vortex core radius with angle of attack at any given downstream
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Figure 6.19: Development of vortex core shape for different angles of attack and x/c̄
plane.

plane. Figure 6.20b illustrates that the core radius reduces in size for all downstream
locations for both α = 9◦ and 10◦ relative to α = 8◦. For angles of attack α < 10◦,
rapid vortex growth is observed as wingtip stall deepens, and a less well defined and
subsequently weaker vortex forms with an increased radius.
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6.3.3 AXIAL VELOCITY DISTRIBUTION

The axial flow associated with trailing tip vortices has been studied in great depth over
the years and has been shown to be either directed towards the wing (wake-like or
velocity deficit), or away from the wing (jet-like or velocity excess), however a unique
solution, to date, has not yet been found.

The fact that experiments identify either an excess of a deficit in the axial velocity
was explained by Spalart [333] as the result of the acceleration of the flow described
by inviscid theory and the total pressure losses by viscosity of the boundary layer
fluid layered around the vortex core. Axial velocity excess at the vortex centre can be
explained in two mathematically equivalent ways: 1) from consideration of the helical
shape of the vortex lines; and 2) from equating the pressure at different points of the
vortex. Both approaches lead to the following relationship:

d(u2
x + u2

θ)

dr
+ 2

u2
θ

r
= 0 (6.14)

The circulation profile can be expressed as Γ(r) = 2πruθ , hence re-arranging and
substituting for uθ into equation 6.14:

2π2r2 du2
x

dr
+

dΓ(r)2

dr
= 0 (6.15)

As it is generally observed that Γ increases with r, it is clear that ux increases as the
vortex axis is approached (r → 0) resulting in a velocity excess. In a physical flow, the
fluid surrounding the vortex core is layered with the boundary layer fluid entrained
from the wake sheet from the wing surface. This introduces strong shear-layers and
viscous losses that contribute to the deceleration of the flow. Spalart [333] indicates
that there must be a balance between viscous effects and inviscid acceleration of the
axial flow. Thus, large values of the circulation will result in an excess velocity, while
low values will result in a velocity deficit of the axial flow field.

Bailey et al. [334] demonstrated that in the very early stages of the vortex formation,
the pressure in the vortex core gradually decreases along the vortex axis generating
a favourable axial pressure gradient which in turn accelerates the core fluid in the
streamwise direction. This results in a jet-like core having an axial velocity excess [319].
Farther downstream, viscous effects decelerate the flow, acting to convert the core to
wake-like. It has also been observed that axial velocity gradients introduce a possible
mechanism for the production of turbulence within the core [337, 341]. All trailing
vortices examined in this study exhibit a wake-like structure, and are considered too
far downstream (x/c̄ ≥ 1.35) to exhibit a jet-like vortex core.

Figure 6.21 shows the averaged axial velocity distributions for a range of α and
x/c̄, where the suction and pressure sides of the vortex relative to the wing have
been indicated. Distributions have been averaged over 36 radii equispaced around the
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Figure 6.21: Axial velocity development with angle of attack and x/c̄ plane.

vortex centre. Inside the core, the axial flow shows a velocity deficit, however, outside
the vortex core on the pressure side of the vortex a velocity excess is noticed. This
velocity excess is located in a pocket of flow between the vortex and the trailing wake
sheet, and is observed to be stronger nearer to the wing for moderate angles of attack.

Variation in the vortex peak axial velocity with downstream distance as function of
the wing angle of attack is presented in figure 6.22. Over the linear lift region the peak
axial deficit increases until stall onset is approached at which point the peak velocity
deficit in the core is shown to decrease. This result was also observed by Gerontakon
and Lee [264]. Additionally, peak core deficit is observed to show a general decreasing
trend as the vortex travels downstream, indicative of a favourable pressure gradient
(∂p/∂x < 0) along the vortex axis. The mild decay of the velocity deficit at the
centre of the vortex core evolves approximately as x−1log(x), which coincides with
the asymptotic variation proposed by Batchelor [342] for a fully developed trailing
vortex. At α = 10◦, this relationship appears to reverse such that the peak axial deficit
increases with downstream distance. This is indicative of an adverse pressure gradient
(∂p/∂x > 0) along the vortex axis. Similar observations have been made by Phillips
and Graham [343], and Sousa and Pereira [318], who indicate that the development
of axial pressure gradients along the vortex axis in a trailing vortex system is driven
by the axial variation of the swirl velocity, which in turn gives rise to the core axial
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Figure 6.22: Peak axial velocity at different x/c̄ planes as a function of α.

velocity gradient. These mechanisms provide a balance between inertial and pressure
gradient forces.

Considering the aforementioned balance, such a pressure distribution can be
responsible for the appearance of axial velocity excess outside of the vortex core on the
pressure side of the vortex (+y/c̄) as shown in figure 6.23. Similar regions of velocity
excess have been identified in other experimental campaigns [265, 318, 344]. The
region indicated to exhibit velocity excess is subject to a favourable pressure gradient.

Based on Bernoulli’s theorem (derived from the principle of conservation of
energy), Batchelor [342] predicted the existence of axial velocity excess trailing vortex
systems, both inside and outside of the core, capable of exceeding the freestream
velocity [345]. In the three-dimensional vortex, the swirling mass of air is accelerated
axially as it is compressed between the highly viscous regions of the wake sheet and
the vortex core roll-up. With stronger vortices, and higher swirl velocities, the region
of excess velocity is seen to grow while the magnitude remains fairly constant at
ux/U∞ ≈ 1.05. As the vortex convects downstream and continues to roll-up, the
vortex core becomes increasingly more isolated from the wake sheet, and the velocity
excess decreases, tending to U∞.
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204 Chapter 6

6.3.4 VORTICITY DISTRIBUTION

The vorticity distributions for α = 0◦, 4◦, 8◦, and 10◦ at all streamwise (x/c̄) stations
are shown in figure 6.24. For all angles of attack, the peak vorticity at the centre of the
vortex core is observed to persist as the vortex translates downstream with only very
slight rates of decay over the 1.35 ≤ x/c̄ ≤ 5.418 range. However, with downstream
propagation of the wingtip vortex, the vortex core develops into two distinct structures
meeting at ≈ 38% of the core radius, with the outer core vorticity dissipating. The
inner core structure (at approximately ≤ 0.38rc) appears insulated by the outer vortex
core structure, acting as a ‘buffer’ region which disperses with downstream distance
via viscous/turbulent diffusion mechanisms. This explanation helps to clarify why the
peak vorticity does not reveal any significant rate of decay with downstream distance
for any angle of attack. The persistence and stability of peak streamwise vorticity
with downstream position in the near field has also been observed by Ramaprian and
Zheng [265] and Yang and Shengjin [346] for planar wings.

Variation in the peak vorticity at the vortex core centre with downstream distance
is presented in figure 6.25 as a function of the wing angle of attack. Over the range
0◦ ≤ α ≤ 6◦ (which coincides with the linear lift region of the wing) a linear increase
of the peak vorticity is observed for each angle of attack for any given downstream
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Figure 6.24: Vorticity development with angle of attack and x/c̄ plane.
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Figure 6.25: Peak core vorticity at different x/c̄ planes as a function of α.

plane. Progressing into stall α > 7◦, the peak vorticity is recoded to plateau and then
steeply drop off as the wing stall deepens and a weaker wingtip vortex is formed.

6.3.5 TURBULENCE IN THE VORTEX CORE

TURBULENT KINETIC ENERGY EVOLUTION

Despite the high Reynolds numbers encountered in flight conditions of conventional
mid-size commercial aircraft (in the order of 109), vortices grow with rates typical
of laminar flows. This explains the persistence and strength of vortices in the far
field. The dissipation rates also follow that of a laminar flow, which is comparably
much slower and less dissipative than that found in turbulent flows [347]. Rotations
within the vortex core can strongly inhibit turbulence transport of the fluid leading to
a stratified flow [348]. Trailing vortices, and in particular vortex cores, are examples of
relaminarisation of the flow induced by the fluid rotation in which the contribution
of the turbulent fluctuations to the mean flow dynamics become negligible, and a
laminar flow is developed [349].

Contours of in-plane velocity fluctuations σv and σw are roughly elliptical in shape
and aligned with the respective major axis and maxima occurring at the vortex centre;
examples of this have previously been shown in figures 6.10e and 6.11e, respectively.
This shape, observed in all instances, illustrates anisotropy in the radial fluctuations.
This is explained by Chow et al. [337] as a consequence of the production of Reynolds
shear stress within the vortex core. The out-of-plane velocity fluctuations show an
isotropic distribution, such as that shown previously in figure 6.12e, with a reduction
of turbulent fluctuations within the core centre. This is found for all test cases.
Ramasamy et al. [320] and Han et al. [338] indicate that the out-of-plane fluctuation
component will dominate any characteristic estimation (such as TKE, shear strain
rates, or Reynolds stresses) within the vortex core, and thus can be expected to
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show similar characteristics to that shown by the out-of-plane fluctuating velocity
component. Consequently, the TKE also presents a dip in magnitude at the vortex
centre.

The turbulent kinetic energy (TKE) development for α = 0◦, 4◦, 8◦, and 10◦ are
presented in figure 6.26 in order to provide a concise description of how the TKE
varies with both angle of attack and downstream distance for the planar wing vortex.
The dip the in TKE at the vortex centre indicates that relaminarisation of the inner
vortex core has occurred, such that the trailing vortex has, at least partially, a laminar
core [320, 337]. Work by Martin [350, 351] has shown evidence that the trailing vortex
core structure is neither fully laminar or fully turbulent, but is instead in a continuous
state of dynamic evolution with an inner core of relatively slow laminar diffusion
surrounded by a region of accelerated turbulent diffusion. This is seen in figure 6.26
where the dip signifies a laminar inner core structure, while the peaks at either side
indicate an annulus of relatively higher turbulent flow completely enveloping it. Thus,
the vortex core propagates downstream away from the wing trailing edge, with the
major diffusion mechanism driven by viscosity rather than turbulence [352]. The
mechanism for this will be discussed.

Figure 6.26a shows the increase of TKE with angle of attack at x/c̄ = 1.35, the
closest SPIV plane to the wing trailing edge. At α = 10◦ the relatively shallower dip in
TKE at the vortex centre is attributed to the increased interaction of the primary core
with secondary vortices generated by the squared wingtip which are stronger and
more persistent at higher angles of attack [78]. This induces higher disturbances into
the primary vortex core and increases the TKE. At the downstream plane, x/c̄ = 5.418
shown in figure 6.26b, the peak turbulence levels are seen to persist for each angle of
attack, the radial diffusion turbulent annulus grows significantly while the laminar
inner core shows little radial growth. The behaviour matches observations made by
Martin [350, 351].
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Figure 6.26: Turbulent kinetic energy data slice through the planar wing vortex core
vertical plane (along z/c̄ at y/c̄ = 0) for α = 0◦, 4◦, 8◦, and 10◦ at x/c̄ = 1.35 and
5.418.
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The turbulent dissipation of trailing vortices can be broadly explained as a fluidic
system tending towards a state of lower kinetic energy by dissipating TKE while
conserving angular momentum [348]. Bradshaw [353] quantified this analogy between
rotation and stratification. Using energy arguments, he developed an expression
for the local strength of the analogous stratification in a rotating flow, expressed as
an equivalent gradient Richardson number. This analogy, formulated in terms of a
Richardson number, can be applied to further the understanding of viscous turbulent
vortices. The Richardson number is the ratio of the potential to kinetic energy in the
stratified flow. The local gradient Richardson number is defined as [348]:

Ri = 2Sp(Sp + 1) (6.16)

where the Bradshaw non-dimensional shape parameter Sp is given in terms of the
swirl velocity and its gradient [353]:

Sp =
(uθ

r

)
/
(duθ

dr

)
(6.17)

The measured distribution of Ri as a function of r/rc is shown in figure 6.27. The
result simply states that the high streamline curvature around the vortex core prevents
the formation of large scale turbulent eddies. The existence of such eddies would
contribute to the turbulent diffusion of vorticity away from an otherwise laminar core.
As the Richardson number falls bellow a critical value, based on the vortex Reynolds
number (Re1/4

ν ), where the vortex Reynolds number is defined as:

Reν = Γoν−1 (6.18)

required to prevent the formation and/or transport of large scale turbulent eddies
(see figure 6.27). In other words, where Ri > Re1/4

ν , the flow is so strongly stratified
and smooth, the turbulence is heavily damped [348]. At r/rc = 1 large-scale high
energy eddies have insufficient kinetic energy to entrain fluid across the boundary,
while at r/rc = 0 Kolmogorov micro-scale eddies are unable to engulf fluid and
increase mixing [347]. Hence, for r/rc < 1 diffusion is the only possible transport
mechanism. According to this theoretical model, the diffusive flux is determined by a
surface renewal frequency of either large-scale or small-scale eddies [354]. These two
eddy sizes in turn correspond to the two possible limits of vortex persistence. If the
large-scale eddies are not persistent with respect to the surface, the flux is determined
by the smallest eddies. At this condition, the radial momentum transport would be
proportional to Re1/4

v .

This result supports the suggestion that core relaminarisation has occurred. Over
the range 1.35 ≤ x/c̄ ≤ 5.418, the planar wing vortex core is expected to be subjected
to only viscous diffusion due to the results presented in figure 6.27. This is why the
vortex core grows at a slow, viscous, laminar rate, as previously illustrated in figure
6.20, unaffected or perturbed by the surrounding turbulent flow exhibiting persistent
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Figure 6.27: Richardson number as a function of distance from the core centre for the
trailing vortex at x/c = 1.35 and 5.418 at α = 8◦.

behaviour. Similar profiles to that shown in figure 6.27, for the local Richardson
number, are obtained for all α, at all x/c̄ planes, and any azimuthal orientation of data
cut through the respective vortex core for the planar wing vortex. From figure 6.27
the value of Ri at r/rc is noticed to increase as the vortex propagates downstream,
indicating increased stratification. This suggests that the laminar core, over the x/c̄
range investigated, becomes increasingly less vulnerable to turbulent dissipation.

REYNOLDS SHEAR STRESS AND SHEAR STRAIN RATES

The evolution of the in-plane Reynolds shear stress v‘w‘ for α = 4◦ and 8◦ is shown in
figure 6.28; the respective mean core radii have been superimposed. The shear stress
intensity is observed to increase for planes closer to the wing trailing edge and with
increasing angle of attack. For planes x/c̄ ≤ 2.5 the axisymmetry of the vortex is
visible, while further downstream at x/c̄ = 5.418 shear stresses exhibit strong decay
and asymmetry. The shear stress shows peak values at two different vortex core radii,
which are clearer for planes x/c̄ ≤ 2.5: an inner peak occurring at ≈ 0.24rc, and an
outer peak occurring at ≈ 0.94rc. Considering that shear stress is primarily caused
by friction between fluid particles due to viscosity, it is interesting that peak stresses
occur near the vortex core substructure, and the vortex core boundary itself.

Figure 6.29 illustrates the evolution of the in-plane Reynolds shear stresses with
downstream distance for α = 4◦ and 8◦, taking data slices at 135◦ from the SPIV data
presented in figure 6.28. The shear stress intensity is observed to decay moving away
from the wing trailing edge for the angle of attack shown. The shear stress reaches
its maximum at ≈ 0.94rc, and then reduce rapidly to zero within 1.5 core radii of the
vortex axis.

The eddy viscosity distribution (the production of turbulence) is dependant upon
the Reynolds shear stress v‘w‘, and not explicitly on the turbulence intensities [320].
As a result, even though the in-plane turbulent fluctuations both reach a maximum
at the centre of the vortex, their product (v‘w‘) is found to reach a minimum, this is
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Figure 6.28: Streamwise development of in-plane Reynolds shear stresses (v‘w‘) for
α = 4◦ and 8◦.

consistent with other studies [320, 337].

The shear stresses drive the shear strain rates and thus contribute to the viscous
dissipation of the fluid kinetic energy to heat. The shear strain rate is the deformation
of the fluid caused by elongation, compression, volume change, or angular distortion
due to an external force (shear stress), and thus expresses how the relative velocity of
the medium changes (i.e. velocity gradient). The contours of the shear strain rates,
corresponding to the Reynolds shear stresses presented in figure 6.28, are reported in
figure 6.30.
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Figure 6.29: Streamwise development of in-plane Reynolds shear stresses (v‘w‘) for
α = 4◦ and 8◦; data slices taken at 135◦ for data presented in figure 6.28.
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Figure 6.30: Streamwise development of shear strain rate for α = 4◦ and 8◦.

The Reynolds shear stresses (shown in figure 6.28), and their associated shear
strains (see figure 6.30), each exhibit a bimodal four-lobed pattern with alternative
positive/negative signs which has physical meaning, especially when orientated in
different directions. In the case of the v‘w‘ components, the lobes are at approximately
45◦ to the y/c̄ and z/c̄ axes, whereas the lobes in the stress rate are aligned with
these axes. The difference in orientation between the stress and strain indicates that a
linear eddy viscosity assumption is invalid. An interesting point in view of this, is
that linear eddy viscosity models used in Reynolds Averaged Navier-Stokes (RANS)
solutions assume an isotropic distribution of eddy viscosity by representing the entire
stress tensor using a scalar (e.g. with k-ε and k-ω models). Simulation modelling
can be misleading concerning the turbulence measurements inside the vortex core, as
demonstrated by Churchfield and Blaisdell [355]. Thus models which assume linear
eddy viscosity, and express the Reynolds shear stresses as linear functions of the
shear strain rates thereby aligning their axes, are expected to be unable to describe
the vortex evolution in the near wake observed in this work. However, features of
the mean flow, such as the formation of the vortex system, axial and swirl velocities
and vortex centreline static pressure can be correctly described. Therefore, non-linear
eddy viscosity models of Reynolds stress models have to be adopted when an accurate
description of the vortex core evolution is required [352, 356].

Another observation from the shear strain rates is that two radii of local peaks
can be detected, forming the double-lobed pattern visible in figure 6.30. Additionally,
higher angles of attack, and downstream distance, generate vortices with a broader
distribution of high shear strain rates. Symmetry of the vortex is maintained at all
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Figure 6.31: Streamwise development of shear strain rate for α = 4◦ and 8◦; data
slices taken along y/c̄ at z/c̄ = 0 for data presented in figure 6.30.

conditions. The inner peak occurs at ≈ 0.30rc, and the outer occurs outside of the
vortex core at ≈ 1.22rc consistently for all angles of attack and all planes. This is
summarised in figure 6.31, which illustrates a data slice taken horizontally through
the positive lobes of the shear strain rate. From figure 6.31, the outer region of shear
strain dissipates and weakens with downstream distance as the vortex core grows.
The inner-lobe shear strain rates are seen to persist with downstream distance.

6.3.6 SUMMARY OF PLANAR WING VORTEX CORE STRUCTURE

The overall structure of the vortex core and its properties, which are consistent with
all angles of attack and downstream location, is summarised in figure 6.32. Similar
structures are noted to have been observed by Devenport [319]. This description
agrees with the work of Phillips [336] who studied the turbulent roll up of a vortex
sheet. This work divided the vortex region into three concentric regions, however
stated that multi-structured cores could be expected to reach a state of equilibrium.
The three dominant regions of the vortex are:

1. The innermost part dominated by viscous effects within which the swirl velocity
decreases linearly to zero in correspondence to the vortex centre. In addition,
approaching the centre, the rotation is close to solid-body rotation and the
Reynolds stresses will tend to zero with the square of the distance from the
centre.

2. The second region is located around the point of maximum swirl velocity (at
the vortex core radius rc). Here, the viscous effects are small and in this highly
strained turbulent region a logarithmic law for the circulation applies [357].

3. In the outer region, the flow is turbulent, the swirl velocity decays as a potential
vortex (as 1/r) and the Reynolds stress goes to zero as 1/r2.
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Figure 6.32: Schematic of the planar wing trailing vortex core structure.

Investigations [265, 340] of axisymmetric turbulent vortex structures, such as that
produced by the planar wing, have demonstrated that the circulation distribution of
the first two regions should follow universal behaviour in the near field, described by
semi-empirical laws. Appendix E provides analysis of the self-similar behaviour of
the planar wing vortex core.

6.4 C-WING VS. PLANAR WING TRAILING VORTEX

6.4.1 SWIRL VELOCITY DISTRIBUTION

As previously discussed in Section 6.2, the planar wing trailing vortex was observed
to produce a seeding void at the centre of the vortex core due to high swirl velocities
and subsequent centrifugal forces. This void, for the planar wing, is visible in all raw
SPIV data for all x/c̄ planes for the range 0◦ ≤ α ≤ 10◦, beyond which stall at the
wingtip forces a weaker vortex. Over the same α range no seeding void is observed
for the C-wing vortex, thus qualitatively implying a weaker vortex system with lower
swirl velocities.

Figures 6.33 and 6.34 present the swirl velocity around the wingtip vortex at
x/c̄ = 2.5 for α = 4◦, 8◦, and 10◦ for the planar wing and C-wing respectively.
Emphasis is made to the different uθ/U∞ ranges used to present the data. Initial
observations indicate that the planar wing swirl velocities around the vortex core
are ≈ 60% higher. Furthermore, the planar wing’s vortex is axisymmetric while the
C-wing’s vortex system is asymmetric in both shape and swirl velocity distribution,
while also distinctly larger.
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Figure 6.33: Planar wing trailing vortex swirl velocity contours at x/c̄ = 2.5 for α = 4◦,
8◦, and 10◦.
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Figure 6.34: C-wing trailing vortex swirl velocity contours at x/c̄ = 2.5 for α = 4◦, 8◦,
and 10◦.

Examining the planar wing vortex position relative to the projected wing TE (figure
6.33), the core moves inboard as α increases. This is also observed as a function of
downstream station x/c̄. The C-wing vortex does not behave in the same manner,
instead the core appears to have a spatially locked trajectory insensitive to angle of
attack or the downstream position. Figure 6.34 shows that the C-wing vortex core
is fixed relative to the side-wing’s free shear-layer, sitting at ≈ 30% to 40% of the
side-wing’s span. The vortex is not observed to translate toward the upper half of the
side-wing free shear-layer. Few studies [72, 77, 358] have examined the structure of the
vortex system behind a winglet (side-wing). However, Gerontakos and Lee [72] have
shown that in the wake of a near vertical winglet (Γ ≥ 67◦), a junction vortex forms at
the base of the winglet with a smaller vortex at the winglet tip. While the core shape
is not investigated, the reduction in swirl velocity was shown, with the junction vortex
remaining outboard of the winglet’s wake sheet for some distance downstream.

Between x/c̄ = 2.5 and the downstream station x/c̄ = 5.418, the decay of swirl
velocity is noticed while the vortex core maintains its position on the side-wing wake
sheet with the vortex shape not losing definition. This will be discussed further in
Section 6.4.2. In referring to figure 6.34, the C-wing’s wake sheet is observed to create
a perimeter (similar to the TE projection) within which low swirl velocities are found.
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The driving mechanism for this will be discussed later.

Compiling the vortex structures for α = 4◦ and 8◦ in figures 6.33 and 6.34, figure
6.35 shows the averaged swirl velocity distribution at x/c̄ = 2.5 and 5.418. This
illustrates the reduction in average swirl magnitude achieved by the C-wing. It is
more informative to also consider how the relative peak swirl velocities vary as a
function of α and x/c̄. Figure 6.36a presents the peak swirl velocities recorded for
each wing arrangement over the range of 0◦ ≤ α ≤ 10◦ at x/c̄ = 2.5 and 5.418; the
planar wing data is adapted from figure 6.18. Figure 6.36b presents the decay of the
peak swirl velocity with downstream distance, x/c̄, for both wing arrangements.

From figure 6.36a both wing arrangements show a linear increase in peak swirl
velocity with angle of attack for 0◦ ≤ α ≤ 8◦. Over this range, the C-wing peak swirl
velocities are of the order of 75% lower relative to those produced by the planar wing.
For α > 8◦, and the progression of stall over the outboard wing, the planar wing
shows a dip in the peak swirl velocity while the C-wing demonstrates a continued,
but lessened, increase in swirl with α; this behaviour is also noticed in figure 6.36b.

As previously discussed, the drop in peak swirl velocity for the planar wing arises
due to the wingtip stall forcing the transport of separated flow into the very early
vortex development. While this remains true for the C-wing, (recalling that force
and moment data and surface clay flow visualisations demonstrate equivalent stall
front/cell progression over the main-wing, discussed in Chapter 5) the blend juncture
between the main-wing and side-wing are thought to smooth out the initial flow
interaction at the main-wing wingtip where the flow from the suction and pressure
sides of the main-wing would otherwise abruptly meet. There is also the existence of
the C-wing free shear-layer, initially separating the suction and pressure sides. For the
planar wing, only a discontinuous termination of the wingspan exists.

Figure 6.36a also indicates that the rate of swirl velocity decay is slower for the
C-wing trailing vortex. This is further shown by referring to figure 6.36b, considering
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Figure 6.35: Swirl velocity development comparison for α = 4◦ and 8◦ at x/c̄ = 2.5
and 5.418 SPIV planes.
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Figure 6.36: Vortex peak swirl velocity as a function of α and x/c̄ for the planar wing
and C-wing.

the peak swirl velocity as a function of x/c̄. The rate of decay ((uθ/U∞)/(x/c̄)) of
the peak swirl velocity is noticed in figure 6.36b to increase with angle of attack, and
reduce with downstream distance x/c̄. Considering the two planes x/c̄ = 2.5 and
5.418, between which the decay of peak swirl as a function of streamwise distance
can be compared for the two wings, it is observed that the rate of peak swirl decay is
consistently higher for the planar wing by a factor of ≈ 2. Additionally, it is important
to note that figure 6.36b illustrates that for all α, the C-wing trailing vortex peak
swirl velocity remains lower than the peak swirl velocity recorded for the planar
wing vortex at α = 0◦. In other words, for the range of angles of attack tested, the
C-wing’s strongest vortex remains weaker than the planar wing’s weakest vortex for
2.5 ≤ x/c̄ ≤ 5.418.

Decomposition of the in-plane swirl (tangential) velocity components can be used
provide insight into the mechanisms driving the C-wing’s induced drag reduction
capability. Figure 6.37 presents the time-averaged in-plane velocities uy and uz for
both the planar wing (figures 6.37a and 6.37b) and the C-wing (figures 6.37c and
6.37d), illustrating the downwash, outboard, upwash, and inboard flows at x/c̄ = 2.5;
a schematic diagram indicating the relative flow directions is given in figure 6.37a.
Emphasis is made to the relative magnitude of the velocity components for the planar
wing and C-wing. For the angles of attack shown, the planar wing demonstrates
an axisymmetric distribution of induced velocities, but the upwash and inboard
components consistently have a slightly higher peak velocity at the vortex core edge.
Kinks, such as those indicated in figure 6.37b, are caused by the vortex induced
velocities interacting with the wing wake sheet rolling up around the vortex. The
drop-off in the data profile in figure 6.37a for α = 4◦ and 6◦ for z/c̄ > 0.15 is due to
reaching the edge of the SPIV plane (outside of the calibrated field of view), and is
not a physical feature of the flow.

The C-wing induced circumferential velocities illustrate the aforementioned asym-
metry of the trailing vortex, but similar to the planar wing vortex the upwash and
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Figure 6.37: |uy|/U∞ and |uz|/U∞ data cuts from the planar and C-wing trailing
vortex at x/c̄ = 2.5 for α = 4◦, 6◦, 8◦, and 10◦.

inboard flow components are seen to dominate their counterpart. While all induced
velocities of the vortex are reduced relative to the planar wing, the most remarkable
observation is that of the local downwash (shown in figure 6.37c) in the vicinity of the
C-wing vortex core. This is the main driving factor contributing to the region of low
swirl velocity indicated in figure 6.34.

Further investigation would be required to quantify the downwash distribution
over the main-wing span, and how the C-wing affects this, however the wingtip vortex
is the primary source of induced velocity. Therefore, it is reasonable to assume that,
based on the SPIV data obtained, the C-wing reduces the downwash acting over
the main-wing span. The effect of this on the wing’s performance is the driving
mechanism behind the induced drag reduction. Downwash modifies the wing’s
effective angle of attack across the wingspan tilting the lift vector aft, a component
of which then acts in the direction of drag: lift induced drag. The C-wing disperses
the concentration of vorticity at the wingtip into a large asymmetric vortex, forcing
an overall weaker vortex system which achieves a large reduction of the induced
velocities. The vortex is also observed to remain outboard of the main-wing wingtip,
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unable to pass through or roll-up the side-wing wake sheet for x/c̄ ≤ 5.418. This
vortex behaviour is thought to be primarily driven by the blend juncture and the lower
side-wing. The upper side-wing and top-wing convected wake sheets are subsequently
responsible for further reducing the induced downwash component, by acting as a
turbulent barrier through which circumferential velocity components are damped.
This provides an explanation for the lower induced downwash leading to the region
of low swirl indicated in figure 6.34.

6.4.2 VORTEX CORE SHAPE

The C-wing vortex core shape is presented as a locus of points of maximum swirl
velocity around the vortex core centre. The vortex core edge has been defined from 36
radii equispaced around the vortex core centre. From this, different values of the core
radius are found depending on the orientation (with θv as the azimuthal coordinate),
along which the swirl velocity is evaluated. The planar wing vortex core shape for a
range of α and x/c̄ has previously been reported in Section 6.3.2, and so will not be
re-illustrated here, however will be referred to.

In Section 6.3.2 the trailing wingtip vortex for the planar wing was shown to be
axisymmetric for 0◦ ≤ α ≤ 10◦ over the 1.35 ≤ x/c̄ ≤ 5.418 experimental range. For
α ≤ 10◦, the planar wing vortex core radius was not observed to exceed 0.035c̄ at any
stage, as illustrated in figures 6.19 and 6.20b.

Referring to swirl velocity contours for the planar wing and C-wing, (shown in
figures 6.33 and 6.34 respectively) the planar wing vortex core shape is well defined,
whereas the C-wing core shape, while distinctly larger, is more elusive. Figure 6.38
presents the vortex core shape for the C-wing for planes x/c̄ = 2.5 and 5.418, at α = 4◦

and 8◦. In the present reference system the vortex rotates anti-clockwise. At α = 4◦

(figure 6.38a), a clockwise spiral shaped core structure is observed at both x/c̄ planes,
characterised by a discontinuous jump of the core radius at θv = 300◦ at x/c̄ = 2.5,
and θv = 200◦ at x/c̄ = 5.418. Furthermore, considering the relative locations of the
spiral shaped core discontinuity, the relative locations would suggest a minimum
of ≈ 260◦ anti-clockwise core rotation between the two x/c̄ stations. The same core
structure and behaviour is observed for both α = 2◦ and 6◦, while no vortex core is
viewed at α = 0◦. Comparing figure 6.38a to figure 6.19b, other than the dissimilarity
in general shape and structure, the C-wing wingtip vortex is noticed to be larger by
an order of magnitude. This is true for α ≤ 6. When the flow is fully attached, the
main-wing to side-wing juncture promotes diffusion of the vortex, while interaction
with the side-wing wake sheet drives the clockwise spiral vortex structure.

For α = 8◦ and 10◦ a closed core profile nearing a more axisymmetric vortex
structure is found, as shown in figure 6.38b. With stall progressing around the main-
wing to side-wing juncture, the vortex core is pushed farther outboard, away from the
side-wing wake sheet. This behaviour is noticed when comparing the swirl velocity
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Figure 6.38: Development of vortex core shape for the C-wing for α = 4◦ and 8◦ at
x/c̄ = 2.5 and 5.418 SPIV planes.

contours in figure 6.34. This enables the swirl distribution around the core to become
more circumferentially balanced, allowing the discontinuity in the spiral core structure
to close. The wake sheet continues to interact with the vortex core causing a horizontal
elongation of the core at x/c̄ = 2.5, as seen in figure 6.38b. The core radii at both
x/c̄ = 2.5 and 5.418 are smaller relative to those for α ≤ 6◦, however they remain
larger relative to the planar wing’s vortex core for the same conditions (shown in
figure 6.19c).

Variation in the mean vortex core radius at downstream positions x/c̄ = 2.5
and 5.418 as a function of angle of attack is presented in figure 6.39a for each wing
arrangement. The planar wing, previously discussed in Section 6.3.2, demonstrates
a linear increase of the vortex core radius over 0◦ ≤ α ≤ 8◦; after which, outboard
wing stall forces weaker swirl velocities and an apparent reduction of the mean core
radius. For the C-wing, no vortex is realised at α = 0◦, a spiral core vortex is found for
2◦ ≤ α ≤ 6◦, and a more axisymmetric profile for the core is found for 8◦ ≤ α ≤ 10◦.
While already physically larger in size, the spiral core vortex is recorded to grow in
size at a much faster rate relative to any other experimental arrangement.

Figure 6.39b illustrates how the trailing vortex mean radius varies as a function
of downstream location. For all planar wing angles of attack shown, the rate of the
vortex growth varies linearly with downstream location driven by relaminarisation
of the core. The planar wing stall onset does not drive a smaller vortex radius, but
reduces the rate of growth of the vortex. Figure 6.39a shows that for α > 8◦ there is
a reduction in the size of the planar wing vortex for x/c̄ > 2.5. Figure 6.39b further
indicates that for x/c̄ < 2.5 all incrementally higher angles of attack result in a linearly
larger vortex core, however the downstream rate of core growth lessens for α > 8◦.
This behaviour is also realised when comparing the planar wing vortex core shape as
a function of downstream distance for α = 8◦ and 10◦, as shown in figures 6.19c and
6.19d, respectively.
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Figure 6.39: Mean vortex core radius for the planar and C-wing as a function of α
and downstream location x/c̄.

For the C-wing, it is clear from figure 6.39b that the spiral vortex core causes an
increased rate of core growth between x/c̄ = 2.5 and 5.418. The relative extent of this
growth is evident when comparing figures 6.19b and 6.38a. It is indicated that α = 6◦

results in the largest core structure with the greatest rate of growth; this corresponds
to the angle of attack which achieves the largest induced drag reduction, as examined
in Section 5.2. As discussed, it is observed that for the C-wing at α ≥ 8 the vortex core
changes structure. Figure 6.39b indicates that this change in structure reduces the core
radius and lowers the rate of core growth with downstream position.

6.4.3 AXIAL VELOCITY DISTRIBUTION

Having discussed the planar wing’s axial velocity behaviours in Section 6.3.3, the
C-wing’s axial velocity deficit will be analysed here. Figure 6.40 presents the axial
velocity contour at the C-wing’s main-wing wingtip at x/c̄ = 2.5. Figure 6.40a
illustrates the absence of any vortex core while showing the vortex wake sheet of the
main-wing wingtip and side-wing. Due to the absence of any detectable vortex core,
figure 6.40a has been averaged using the simple averaging method; i.e. no centring
method has been applied. In figures 6.40b and 6.40c, the vortex core at 4◦ and 8◦ is
distinct, as is its positioning relative to the C-wing wake sheet. Comparing figures
6.40b and 6.40c for the C-wing to the equivalent planar wing vortex axial velocity
contours, shown in figures 6.23a and 6.23b, it is realised that the axial deficit in the
vortex core is greatly reduced for the C-wing. The difference in the ux/U∞ contour
range is emphasised. The C-wing vortex core is not accompanied by the velocity
excess observed with the formation of the planar wing vortex. The vortex core for
the planar wing rolls up in closer proximity to the wake sheet of the wing which
drives the velocity excess as discussed in Section 6.3.3. Referring to figures 6.40b and
6.40c, the C-wing vortex core is seen to form at the base of the side-wing, but is lifted
away from the main-wing vortex sheet by the blend juncture; which has been labelled
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Figure 6.40: C-wing axial velocity contours at x/c̄ = 2.5 for α = 0◦, 4◦, and 8◦.

Blend 1. Blend 2 refers to the blend junction from the side-wing to the top-wing. With
increased angle of attack, the velocity deficit of the side-wing wake sheet reduces.

Compiling the planar axial velocity contours for α = 4◦ and 8◦, from figures 6.23a
and 6.23b, and the C-wing axial velocity contours shown in 6.40b and 6.40c, figure
6.41 shows the circumferentially averaged axial velocity distribution at x/c̄ = 2.5 and
5.418. This illustrates the reduction in averaged velocity deficit achieved by the C-wing
relative to the planar wing under the same experimental conditions. Furthermore, it
is noticed that the planar wing vortex core adopts a distinct conical structure, whereas
the C-wing deficit profiles illustrate a more diffused vortex which imposes shallower
axial flow velocity gradients.The peak deficit remains at the centre of the vortex core.

The peak axial deficit velocity as a function of α, for each wing arrangement, over
the range of 0◦ ≤ α ≤ 10◦ at x/c̄ = 2.5 and 5.418 is presented in figure 6.42. The planar
wing data has been adapted from figure 6.22. For the planar wing, the peak deficit
increases with α over the linear lift region of the wing until stall onset is approached
(≈ 7◦), after which the peak deficit at the core centre begins to decrease with α.

The peak axial deficit of the C-wing core behaves differently. There is a very
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Figure 6.41: Axial velocity deficit development for α = 4◦ and 8◦ at x/c̄ = 2.5 and
5.418 SPIV planes.
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for the planar wing and C-wing.

gradual increase in the peak axial deficit over the linear lift range of the wing (α ≤ 6◦);
this coincides with the vortex core having a spiral structure. For α ≥ 8◦, and with the
transition of the spiral core structure into a more axisymmetric core, the velocity deficit
begins to increase more sharply. It has been previously indicted that at this condition
(α ≥ 8◦) the peak swirl velocities also increase. Observations by Batchelor [342] and
Phillips and Graham [343] indicated that the effect of an increased swirl motion acts
to increase the static pressure in the vortex core and consequently decrease the axial
velocity there; the axial deficit arises from the conservation of azimuthal fluid motion.
As the swirl velocity decays with downstream position, the static pressure in the core
falls and the dynamic pressure increases, thereby decreasing the axial deficit. Hence, a
favourable axial pressure gradient exists along the axis of the vortex core. Considering
figure 6.42, the C-wing vortex at all α can be considered to have a stronger favourable
pressure gradient along the vortex axis as the axial deficit decrease between x/c̄ = 2.5
and 5.418 is larger relative to that for the planar wing at any respective angles of
attack. This relatively stronger favourable pressure gradient is facilitated by the much
weaker swirling motion of the C-wing vortex.

6.4.4 VORTICITY DISTRIBUTION

The circumferentially averaged streamwise vorticity distributions at α = 4◦ and 8◦

and stations x/c̄ = 2.5 and 5.418, for both the planar wing and C-wing arrangements,
are presented in figures 6.43a and 6.43b, respectively. It is observed that for all angles
of attack, and for each configuration, the peak vorticity occurs at the centre of the
vortex core. As previously discussed in Section 6.3.4, the planar wing peak vorticity
persists as the vortex translates downstream with only very slight rates of decay over
the 1.35 ≤ x/c̄ ≤ 5.418 range. For the C-wing, the vortex peak vorticity is observed
to be an order of magnitude lower; achieving a reduction of ≈ 80%. The dispersion
of the vorticity field is driven by the larger vortex core size and the reduction of
circumferential velocities produced by the C-wing. Figure 6.43 additionally indicates
a much more rapid decay of vorticity between x/c̄ = 2.5 and 5.418 for the C-wing
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Figure 6.43: Vorticity development comparison for α = 4◦ and 8◦ at x/c̄ = 2.5 and
5.418 SPIV planes.

trailing vortex.

Akin to the two-layer core structure observed in the plane wing vortex, the
circumferential averaging of the spiral vortex core structure for the C-wing for 2◦ ≤
α ≤ 6◦ suggests a similar structure such as that shown in figure 6.43a. This is however,
an artefact of circumferentially averaging the spiral core. Unaveraged data cuts
through the vortex show comparable profiles, however each would be biased toward
the inner side of the spiral core.

Variation of the peak vorticity in the vortex core as a function of angle of attack
and downstream position is presented in figure 6.44. In figure 6.44a, the planar wing
demonstrates a linear increase in peak vorticity over the linear lift range of the wing,
beyond which (α > 7◦) the effects of stall onset decays the vortex strength. The peak
vorticity from the C-wing vortex is much lower over the full α range, as previously
indicated. At x/c̄ = 2.5 the C-wing exhibits a rise in the peak vorticity as the spiral
vortex core gets stronger. With transition to the closed core structure for α ≥ 8◦, a
drop in peak vorticity is noticed. A fairly constant peak vorticity is observed over
2◦ ≤ α ≤ 10◦ at x/c̄ = 5.418. Over the same range of α the rate of decay of vorticity is
suggested to vary, with maximum decay occurring for the spiral core vortices. Figure
6.44b illustrates the very slow vorticity decay for the planar wing with downstream
distance for all angles of attack. Similarly, the increased rate of decay for 2◦ ≤ α ≤ 6◦

between x/c̄ = 2.5 and 5.418 for the C-wing is clear.

Gerz at al. [45] and Breitsamter [359] each present comprehensive reviews of the
wake vortex characteristics of large transport aircraft, in which fundamental aspects
of trailing vortex alleviation strategies are discussed. Each indicate that strategies
for minimising the strength of the wingtip vortex can be divided into two categories:
1) the generation of a low vorticity vortex (LVV) by enhancing the dispersion of the
vorticity field; and 2) the generation of a quickly decay vortex (QDV) system through
the promotion of three-dimensional instabilities. Both properties, LVV and QDV,
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Figure 6.44: Vortex peak vorticity for the planar and C-wing as a function of α and
downstream location x/c̄.

define strategies toward less impactful wingtip vortices in terms of induced drag and
the wake vortex hazard imposed on a following aircraft [359].

With the data presented in figure 6.44, the C-wing appears to promote a LVV. The
objective of a LLV design is to disperse the vorticity field over a wider spatial area
via the generation of wingtip vortices with larger core sizes and lower swirl velocities
around the core radius after roll-up is completed. On the other hand, the QDV designs
promote rapid growth rates of the vortex core via turbulent diffusion. The radial
transport of vorticity, and thus the rapid expansion of the vortex core, is supported
by the relative increase of turbulence in the vortex core. This can be achieved by
disrupting the primary core by forced interference from multiple secondary vortex
systems (passive), or by active excitation of the core. Passive QDV interference can be
introduced by using wing control surfaces, such as spoilers, flap edge elements, or
the tail plane, to create zones of turbulent vortical flows to interact and expand the
core size of the wingtip vortex [359, 360, 361]. Notable examples of active QDV which
have been successfully applied include: application of periodic motions to control
surfaces to perturb secondary vortex cores and excite wake instabilities [362, 363];
oscillating winglets at reduced frequencies which concentrate narrowband turbulent
kinetic energy which distort and disperse the near-field wingtip vortex resulting in an
amplification of inherent far-field instabilities [107, 364]; and blowing/suction devices
to manipulate very early wake swirl velocities and pressure gradients to modify the
vortex location, strength and structure [365].

With reference to both passive and active attempts to achieve LVV and QDV
systems, the C-wing arrangement designed in this work meets criteria to achieve both
a LVV and promote a QDV system in a mechanically simpler, passive, and reliable
manner.
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6.4.5 TURBULENCE IN THE VORTEX CORE

TURBULENT KINETIC ENERGY EVOLUTION

Having examined the turbulent kinetic energy (TKE) evolution of the planar wing
vortex core in Section 6.3.5, it was found that relaminarisation of the inner core at
all α and x/c̄ planes had occurred. Additionally, independent consideration of the
streamline curvature around the core via the Richardson number indicated a laminar
core structure, within which large scale turbulent eddies could not contribute to
the turbulent diffusion of vorticity away from the core. This behaviour is typical of
conventional planar wing trailing vortices [364].

Figure 6.45 presents select SPIV data sets to provide a concise description of the
TKE behaviour of the C-wing vortex core. Equivalent data for TKE evolution in the
planar wing vortex core has previously been presented in figure 6.26. The fundamental
observation here is that the TKE within the C-wing vortex core is one to two orders of
magnitude lower (depending on α) than that observed in the planar wing vortex core.
This indicates a much lower turbulent vortex wake within which relaminarisation of
the core is not observed.

Figure 6.45a illustrates a Gaussian distribution for the TKE for all α shown with
peak turbulence at the vortex core centre. A data profile for α = 0◦ is not given as
no vortex core can be identified. Between profiles for α = 6◦ and 8◦ there appears
to be a rapid rise in the TKE—this is due to the onset of light stall at the main-wing
wingtip. Furthermore, each profile is noticed to be biased slightly toward the upwash
side of the vortex (r/c̄ > 0), which corresponds to the vortex region of highest swirl
as illustrated previously in figure 6.34. Farther downstream at x/c̄ = 5.418, figure
6.45b indicates the rapid diffusion of the TKE for α = 4◦ and 6◦ as the outer regions
of the vortex increase in turbulence level, and the Gaussian distribution of the TKE is
lost. Data profiles for α = 8◦ and 10◦ also demonstrate increased turbulence levels
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Figure 6.45: Turbulent kinetic energy data slice through the C-wing vortex core
vertical axis (along z/c̄ at y/c̄ = 0) for α = 4◦, 6◦, 8◦, and 10◦ at x/c̄ = 2.5 and 5.418.
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in the outer vortex, but the Gaussian distribution is maintained due to the structural
change in the vortex core into a more stable axisymmetric core.

Wingtip geometry is known to strongly affect the vortex formation process and
characteristics of the developed vortex, however the identification and understanding
of the governing phenomena taking place in this region is poor. Consequently, very
few studies exist in the literature which consider how the vortex wake turbulence is
affected by the application of wingtip devices. However, those which do comprehend
this subject matter provide results which are in agreement with those found in this
work, and aid in providing a deeper understanding of the mechanisms which drive
reduced turbulence in the vortex wake. Marchman et al. [366], investigating the
application of the Whitcomb winglet [21] for general aviation aircraft, found that a by-
product of reducing the strength of the wingtip vortex was the reduction of the vortex
wake turbulence due to the smoothing and distribution of vorticity concentrations.
Similar results have also been observed for spiroid winglets [367]. Gerontakon and
Lee [72] found that as a result of the reduced turbulence, the wingtip vortex from a
wingletted swept wing was more resistant to diffusion due to the increased lack of
turbulent dissipation. As a result some wingtip devices, such as the vortex dissipater
[368], are designed to specifically increase the turbulence within the vortex wake with
the aim of forcing a faster decay (QDV), but compromises the optimal induced drag
reduction capability of the device.

Both Airbus [82] and Boeing [369] have released articles acknowledging that
winglet devices provide a reduction in perceived aircraft noise by reducing the vortex
wake turbulence. Recent developments in commercial aircraft have resulted in the
emergence of increasingly blended winglets, such as the so called ‘Sharklet’ winglet
[83]. Discontinuous junctions, sharp edges, and rapid changes in chord between
the wingtip device and the main-wing contribute to shed concentrations of vorticity
and turbulence production from flow interactions with the wing-juncture [73]. This
produces higher turbulent kinetic energy levels in the vortex wake and is suboptimal
for drag reduction [370]. Blended junctions (such as that utilised on the C-wing) consist
of a smooth curved geometric transition between surfaces. This design feature reduces
turbulence levels in the vortex by shedding the trailing vorticity sheet over a larger
trailing edge distance, removing the possibility of shedding vorticity concentrations at
the intersection [370].

In Section 6.4.4, it was indicated that the C-wing trailing vortex, relative to the
planar wing vortex, met criteria to achieve both a LVV and promote a QDV system.
With having established that the C-wing drives a lower turbulence level in the vortex
wake, it may appear ambiguous as to how the C-wing promotes a QDV between
x/c̄ = 2.5 and 5.418. A QDV system promotes rapid growth of the vortex core by
increasing the relative turbulence level within the vortex to excite wake instabilities
which distort the core structure [359]. With fully attached flow, the C-wing distributes
shed vorticity in such a way that the wingtip vortex is forced to take on an inherently
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distorted spiral shape. This is maintained via interaction with the side-wing wake
sheet. Hence, even through the global turbulence in the vortex wake is lower, the
vortex core is no longer shielded from the mechanisms of turbulent diffusion and
relaminarisation of the core cannot occur.

The Richardson number (defined in equation 6.16) can be used to determine
if the streamline curvature around the vortex core is high enough to prevent the
formation and transport of large scale turbulent eddies. The existence of such eddies
would contribute to the turbulent diffusion of vorticity away from the core. The local
Richardson number, Ri, plotted as a function of r/rc, for both the upwash (strongest)
and downwash (weakest) sides of the vortex are shown in figure 6.46 for α = 8◦

at x/c̄ = 2.5 and 5.418. The trailing vortex at α = 8◦ has been used here as it is
more resistive to turbulent diffusion than the that seen for α ≤ 6◦ with the spiral
core structure, thereby presenting a ‘worst case’ scenario. It also provides suitable
comparison of the planar wing’s Ri profiles at α = 8◦ shown in figure 6.27.

At the core edge, if the Richardson number falls bellow a critical value, based
on the vortex Reynolds number, the damping of large scale turbulent eddies no
longer occurs [348]. In other words, where Ri > Re1/4

v , the core boundary r/rc is
so strongly stratified that the flow is smooth and the turbulence is heavily damped.
Even Kolmogorov micro-scale eddies would not be able to entrain fluid across the
boundary. Hence, for strong axisymmetric vortices one would typically expect that
for r/rc < 1 laminar diffusion of the core is the only possible transport mechanism
[350, 351], which is what is observed in Section 6.3.5 for the planar wing.

In figure 6.46a it is noticed that only the upwash side of the vortex presents
sufficiently high streamline curvature to provide the strong stratification of the flow
required to damp large scale turbulence. The downwash side of the vortex (approxim-
ately 1/3 of the vortex circumference) does not indicate the same behaviour. Hence,
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Figure 6.46: Richardson Number as a function of distance from the centre for the
C-wing trailing vortex at x/c̄ = 2.5 and 5.418 at α = 8◦. Refer to figure 6.37a for
clarification on upwash/downwash sides for vortex.
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this would imply that the vortex core is not circumferentially protected from the
mechanism of turbulent diffusion. This characteristic is exaggerated with the spiral
vortex core due to the discontinuity in the core structure.

With the clear growth and rate of dissipation of the C-wing vortex, it is seen
that from figure 6.46b that Ri < Re1/4

v at the core edge (r/rc = 1) at x/c̄ = 5.418.
Both the upwash and the relatively weaker downwash side of the vortex indicate
comparable Ri peaks at the vortex core edge which almost match the Re1/4

v threshold.
This suggests that the entire vortex core is weak and dissipated enough to be entirely
susceptible to turbulent diffusion. While the vortex wake turbulence is greatly reduced
for the C-wing, the vortex core structure is vulnerable to turbulent dissipation which
is thought to be primarily driven by interaction with the side-wing wake sheet.

REYNOLDS SHEAR STRESS AND SHEAR STRAIN RATES

Figures 6.47 and 6.48 present the in-plane Reynolds shear stresses (v‘w‘) in the vicinity
of the wingtip vortex at x/c̄ = 2.5 for α = 4◦, 8◦ and 10◦, for the planar wing and
C-wing, respectively. Emphasis is made to the different v‘w‘/U2

∞ scaling ranges used
to present each data set, and that the edge of the calibrated field of view is visible at
z/c̄ ≈ 0.18 beyond which a non-physical signal is observed. The planar wing shear
stresses around the vortex core are an order of magnitude higher than that of the
C-wing. Furthermore, the planar wing vortex stresses are more concentrated around
the smaller and focused vorticity field, relative to that of the C-wing vortex shear
stresses which cover a vastly larger spatial region. In Section 6.4.2 it was shown that
the planar wing’s average vortex core radius was consistently smaller by an order of
magnitude.

The planar wing vortex shear stresses are seen to be much stronger relative to
the planar wing’s wake sheet. Conversely, due to the dispersion of the vorticity field,
and lower induced velocity gradients, the C-wing’s trailing vortex stresses are seen
to be comparable in magnitude to that of the side-wing’s wake sheet at all angles of

0 0.025-0.025 -0.015 -0.005 0.005 0.015

v`w`/U∞
2

y/c

z/
c

0 0.2-0.2
-0.2

0.2

0

-0.1

-0.1

0.1

0.1

/

(a) α = 4◦, at x/c̄ = 2.5.

y/c

z/
c

0 0.2-0.2
-0.2

0.2

0

-0.1

-0.1

0.1

0.1

/

(b) α = 8◦, at x/c̄ = 2.5.

y/c

z/
c

0 0.2-0.2
-0.2

0.2

0

-0.1

-0.1

0.1

0.1

(c) α = 10◦, at x/c̄ = 2.5.

Figure 6.47: In-plane Reynolds shear stresses for α = 4◦, 8◦, and 10◦ at x/c̄ = 2.5 for
the planar wing configuration.
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Figure 6.48: In-plane Reynolds shear stresses for α = 4◦, 8◦, and 10◦ at x/c̄ = 2.5 for
the C-wing configuration.

attack shown. At 10◦, the stresses from the wake sheet of the main-wing are noticed to
increase, tending towards similar magnitudes for that recorded in the C-wing vortex
and side-wing wake sheet.

The reduction in the Reynolds shear stresses, produced by the C-wing relative to
the planar wing, occurs as the turbulent fluctuating terms of the velocity field are
lower. The C-wing’s vortex has been shown to be dispersed and of lower turbulence
relative to the planar wing vortex.

Each vortex structure shown in figure 6.48 exhibits a bimodal lobed structure of
the same orientation, however the radial positions at which the Reynolds shear stress
reaches maximum values are found to be different. Discussed in Section 6.3.5, the
planar wing vortex constantly presented a double-lobed structure with local stress
maxima at ≈ 0.24rc and ≈ 0.94rc. These stress peaks occurred in the vicinity of rapid
gradient changes in the local velocity field. The C-wing vortex on the other hand,
reached a peak value at ≈ 0.5rc, and reduced rapidly to zero within two mean core
radii of the vortex axis. This is a typical result found in weaker vortex systems [320].
In both the planar wing and C-wing cases, the magnitude for the Reynolds shear
stresses were found to reach a minimum at the vortex axis (rc = 0).

The contours of the shear strain rates, corresponding to the Reynolds shear stress
presented in figures 6.47 and 6.48, are reported in figures 6.49 and 6.50, respectively.
Emphasis is made to the different εyz/U∞ c̄ scaling ranges used to present each data
set.

The shear strain rates for the C-wing vortex are noticed to be an order of magnitude
lower than that for the respective planar wing vortex. Similar to the shear stress,
the planar wing vortex shear strain distribution is more focused within the strong
axisymmetric vortex core, while the C-wing presents a weaker and more dispersed
strain rate contour. This result is expected, as the shear strain rates are derived from
the mean in-plane velocity gradients, which the C-wing has shown to decrease relative
to the planar wing while illustrating a much larger vortex core. Discussed in Section
6.3.5, the planar wing vortex constantly presented a double-lobed structure with local
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Figure 6.49: Shear strain rate for α = 4◦, 8◦, and 10◦ at x/c̄ = 2.5 for the planar wing
configuration.
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Figure 6.50: Shear strain rate for α = 4◦, 8◦, and 10◦ at x/c̄ = 2.5 for the C-wing
configuration.

strain maxima at ≈ 0.30rc and ≈ 1.22rc. These strain peaks occur due to deformation
in the fluid (velocity gradients), driven by shear stresses. The C-wing vortex on the
other hand, reaches a peak value within 0.12rc of the mean core radius. In both cases,
the magnitude for the shear strain rates were found to reach a minimum at the vortex
axis (rc = 0).

Furthermore, previously discussed in Section 6.3.5 was the physical meaning of
bimodal pattern of the Reynolds shear stress (planar wing in figure 6.47 and C-wing
in figure 6.48) and shear strain rates (planar wing in figure 6.49 and C-wing in figure
6.50) and the relative 45◦ orientation; the shear stress aligned approximately 45◦

to the y/c̄ and z/c̄ major axes, whereas the strain rates are aligned with the major
axes. The difference in the orientation of the stress and strain indicates that eddy
viscosity is non-linear. This behaviour is consistent between each wing arrangement;
the implications of which are discussed in Section 6.3.5.

6.5 SUMMARY AND CONCLUSIONS

SPIV has been used to conduct an investigation into the early wingtip vortex structure
of a planar wing and C-wing arrangement of equivalent wingspan, lift, and root
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bending moment, having previously demonstrated the performance benefits of the
C-wing in Chapter 5.

The selection of an appropriate vortex centring procedure to spatially localise
the instantaneous vector fields is found in the clarification of a robust vortex centre
definition, which can be taken in various forms. From the comparative study presented
which considered several vortex properties such as vortex translation, swirl velocity,
axial velocity, vorticity, and turbulent qualities, the identification of the vortex core
centre with the peak streamwise helicity was found to provide the highest reliability.
In conjunction with the centring methods examined, SPIV hardware constraints and
the limitations of the vector grid spatial resolution have also been also addressed.

Examination of the planar wing trailing vortex system over the downstream range
1.35 ≤ x/c̄ ≤ 5.418 produced an axisymmetric vortex core for which the peak swirl
velocity, mean core radius, peak axial deficit, and peak vorticity increased linearly
with angle of attack over the linear lift range of the wing. The turbulent kinetic energy
(TKE) evolution of the planar wing vortex core demonstrated that relaminarisation
of the inner core at all α and x/c̄ planes had occurred. Additionally, independent
consideration of the streamline curvature around the core via the Richardson number
indicated a laminar core structure, within which large scale turbulent eddies could not
contribute to the turbulent diffusion of vorticity away from the core. This behaviour is
typical of conventional planar wing trailing vortices [364], and explains the persistence
of the vortex core observed and its laminar growth rates.

The planar wing configuration was also seen to display a double-layered core
structure, the likes of which have been previously observed by Devenport [319]. Due
to the sufficient resolution provided by the SPIV, the layers within the core structure
and how vortex properties vary within the core have been examined. Based on
observations and analysis from the literature, the formation of such a core structure is
hypothesised to be caused by the planar wing’s squared wingtip. Further analysis
beyond the scope of this work would be required to confirm this.

Evaluation of the of the C-wing trailing vortex, relative to the planar wing vortex,
shows that the vortex has an asymmetric clockwise spiral core structure with peak
swirl velocities ≈ 75% lower than that observed in the planar wing vortex. In addition,
the asymmetric distribution of swirl velocity is maintained by the C-wing’s wake
sheet which also stops inboard translation of the vortex. Consequently, this facilitates
a significant reduction of ≈ 80% of the peak induced downwash in the vicinity of the
vortex core. This is intrinsically linked to the reduction of the induced drag achieved
by the C-wing.

Further benefits of the C-wing, relative to the planar arrangement in this work,
have also been identified. Owing to the dramatic reduction of the swirl velocities and
the much larger vortex core, the C-wing achieves a low vorticity vortex (LVV) due to
the dispersal of the vorticity field; peak vorticity in the core centre is recorded to be an
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order of magnitude smaller than that for the planar wing vortex. As a by-product of
this, a reduction of the vortex wake turbulent kinetic energy was also found due to the
smoothing and distribution of the vorticity field. In terms of commercial application
this would imply that the C-wing could also achieve a reduction in the perceived
aircraft noise [82, 369].

Induced drag reductions accomplished by means of implementing a LVV generally
imply that, due to the reduced wake turbulence, the wingtip vortex will become
more resistant to diffusion due to lack of turbulent dissipation [72, 359]. This is
compounded by typical wingletted wings as they are are likely to continue to produce
an axisymmetric vortex system susceptible to core relaminarisation. However, the C-
wing has been shown able to produce a vortex core structure which promotes turbulent
diffusion of the trailing vortex system, increasing dispersion rates of the vortex by
a factor of ≈ 2 relative to the planar wing vortex. Examination of the Richardson
number suggests that the core is vulnerable to the mechanisms of turbulent diffusion.





CHAPTER 7
CONCLUSIONS AND FUTURE WORK

The findings of this investigation can be summarised into three categories: (i) the
development and implementation of a population structured genetic algorithm (sGA)
and vortex ring method (VRM) design-optimisation architecture; ii) semi-span wind
tunnel testing without the use of a conventional peniche; and iii) experimental findings
related to the sGA-VRM designed planar wing and C-wing arrangements. The findings
of the aforementioned categories are summarised below.

7.1 CONCLUSIONS

7.1.1 DEVELOPMENT OF THE SGA-VRM OPTIMISATION ARCHITECTURE

Considering the different design specifications and constraints, the sGA-VRM al-
gorithm was found capable of identifying theoretically optimal solutions while unveil-
ing design trade-off Pareto-fronts. This was facilitated by the navigation of complex
design spaces, utilising both feasible and infeasible designs via constraint based reas-
oning, to find superior wing solutions. Subsequently, the sGA-VRM re-configured the
outboard 26% wingspan of the planar baseline wing (analogous of a typical mid-size
commercial aircraft wing topology) to independently form a C-wing topology and
increase the aerodynamic efficiency by 74.5%. At the sGA design point angle of attack
(α = 6.04◦), the C-wing’s predicted performance was found to reduce the total drag
by 11.11% (decreasing the induced drag by 27.09%, and increasing the parasitic drag
by 15.54%).

It is important to emphasise that neither configuration (planar or C-wing) in
this study are truly optimal, but are optimal given the allowable design space and
experimental constraints explicitly given to the sGA.

233
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7.1.2 SEMI-SPAN TESTING WITHOUT CONVENTIONAL PENICHE

The application of the traditional peniche attempts to reduce flow interference with
the tunnel wall boundary layer and achieve, as closely as possible, a flow field
representative of that expected around the equivalent full-span model in free-air.
However, the introduction of the peniche is known to introduce the formation of a
horseshoe vortex around the nose of the model which adds more complexity and
uncertainty to measurements than it offsets. This is primarily due to the horseshoe
vortex varying with the model angle of attack. Adopting scaling methods to selected
the ‘best’ peniche stand-off height is typically ineffective.

Removal of the conventional peniche extrusion, thereby placing a gap between
the fuselage symmetry plane and tunnel wall, for stand-off gap heights 1.4δ∗, 2δ∗,
3δ∗, 4δ∗, and 5δ∗ have been shown to prevent the formation of a horseshoe vortex at
the fuselage nose. Furthermore, variation in the aerodynamic performance metrics
of the semi-span model demonstrated low sensitivity to changes in the stand-off
gap height. Deviations in aerodynamic coefficients between stand-off gap heights
are approximately constant over the linear lift range of the model (−5◦ ≤ α ≤ +7◦).
This demonstrates that over this region, deviations in aerodynamic coefficients are a
function of the distance between the fuselage symmetry plane and tunnel wall, and
not a direct function of the angle of attack. General trends show that with increasing
stand-off gap height the lift coefficient decreases and the drag coefficient increases.

Increasing the stand-off gap height to 4δ∗ and 5δ∗ was observed to encourage
acceleration of the wind tunnel boundary layer into the stand-off gap, under the
model symmetry plane. This reduced the upward deflection of the wind tunnel
boundary layer as it approached the the fuselage nose, maintaining a velocity field
sufficiently parallel to the fuselage symmetry plane. The velocity fluctuations over the
fuselage forebody reduced in intensity with increasing stand-off gap height. Results
show that for stand-off gaps heights 4δ∗ and 5δ∗, the upper side of the semi-span
model is sufficiently isolated from the wind tunnel boundary layer and a flow field
closely mimicking what would be expected around an equivalent full-span model in
freestream air is achieved. The aforementioned drag coefficient increase with stand-
off gap height is caused by the accelerated flow through the stand-off gap causing
an increase in the parasitic drag acting on the fuselage symmetry plane. The lift
coefficient decrease with stand-off gap height is caused by the increased circulation
around the fuselage, increasing the induced angle of attack. While 4δ∗ and 5δ∗ create
equivalent outcomes in terms of flow features and model performance, 4δ∗ ensures
longevity of the mounting interface.

The removal of the peniche introduces two primary limitations depending on the
nature of the experimental set up. These are: 1) vulnerability to forced vibration;
and 2) the mounting shaft wake flow over the fuselage after body. In this work the
former was mitigated via a detailed understanding of the model structural dynamics,
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inertial loading, and interactions with the wind tunnel natural frequencies enabling
the post-processing and filtering of force platform data. The latter was not an issue
in the current work but was observed to influence the flow over the fuselage after
body, which could become problematic if the model incorporated a horizontal tail
plane unit. As the model angle of attack is increased, the mounting shaft wake
impinges more onto the top side of the fuselage, however surface flow visualisations
suggest that instabilities over the entire fuselage reduce with increased stand-off gap
height. Regions of persistent instability are shown to be confined with no obvious
spatial translations over the body at a gap height of 4δ∗. Shaft wake interactions with
the model are observed to affect the model’s pitching moment and notional yawing
moment as a function of stand-off gap height.

7.1.3 ANALYSIS OF THE C-WING DESIGN RELATIVE TO EQUIVALENT PLANAR

WING

Assessment of each wing arrangement’s aerodynamic performance metrics at Re =
1.5× 106 showed that despite the C-wing operating with a 19.1% higher wing wetter
area, an average total drag reduction of 7.4% over a 0◦ ≤ α ≤ 14◦ range was achieved.
A peak total drag reduction of 9.5% (or a lift-to-drag ratio increase of 10.67%) was
reached at α = 6◦ while maintaining equivalent lift and root bending moment relative
to the planar wing; this was accurately predicted by the sGA-VRM algorithm. Drag
reduction capability correlates to high side-wing loading, thus at higher lift conditions
(α > 8◦) the main-wing wingtip stall develops and spreads onto the side-wing
reducing the C-wing’s effectiveness. The top-wing has been observed to maintain the
wing’s longitudinal static stability post stall on-set, and reduce the main-wing static
aeroelastic deflections for α < 8◦.

The structural dynamics of the C-wing, relative to the planar wing, is identified
to have a more complex vibrational signature. Structurally, the primary effect of the
C-wing is to act as a dynamic vibration absorber with very low damping, promoted
by the top-wing vibrating out-of-phase with the main-wing. In addition, the side-
and top-wing natural frequencies interact, causing a mechanically coupled amplitude
modulated beating interference pattern masked by modulation detection interference.
The C-wing’s ability to passively attenuate the main-wing buffet induced oscillation
has been observed, with the C-wing attenuating the fundamental bending mode of the
main-wing by 68.63% at α = 14◦ relative to the planar wing. Under such conditions,
the vibrations of the top-wing increase significantly; at α = 14◦, the velocity magnitude
of the top-wing is recorded to be 361.16% higher than that detected for the main-wing
structural vibrations.

The early wake trailing vortex behind each wing configuration has been studied
using SPIV. The importance of spatially centring each instantaneous vector field
realisation before averaging has been demonstrated, particularly for the evaluation of
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the axial flow, vorticity, and turbulence properties within the core. Several definitions
found in the literature have been compared, from which the peak of the streamwise
helicity component was found the most satisfactory.

The planar wing configuration demonstrated a vortex wake with properties analog-
ous to that of a typical commercial aircraft; the trailing vortex system was axisymmetric
over the 1.35 ≤ x/c̄ ≤ 5.418 downstream range, with the peak swirl velocity, mean
core radius, peak axial deficit, and peak vorticity increasing linearly with angle of
attack. Examination of the turbulent kinetic energy of the vortex indicated that
relaminarisation of the inner core at all α and x/c̄ had occurred. Additionally, in-
dependent consideration of the streamline curvature around the core edge via the
Richardson number indicated a laminar core structure, within which the stratified flow
damped large scale turbulent eddies. This is typical behaviour of planar wing vortices
and explains the persistence and slow growth of the vortex core as it propagates
downstream, as diffusion is the only possible transport mechanism.

Investigation of the C-wing trailing vortex shows that the vortex structure has an
asymmetric clockwise spiral core structure with peak swirl velocities ≈ 75% lower
than that observed for the planar wing vortex. This is what drives the induced drag
reduction. The vortex core structure also decreases the peak axial deficit by ≈ 350%,
the peak core vorticity by ≈ 80%, and increases the dispersion rate of the vortex
by a factor of 2 relative to the planar wing vortex. Thus, the C-wing arrangement
designed in this work meets criteria to passively achieve both a low vorticity vortex
and a quick decay vortex system. Assessment of the turbulence within the vortex core
indicated that the spiral core shape prevents relaminarisation of the core. Furthermore,
streamline curvature around the core indicates that the flow is not strongly stratified
implying radial diffusive flux of the core is increased due to mechanisms of turbulent
dissipation.

7.2 FUTURE WORK AND RECOMMENDATIONS

7.2.1 C-WING DESIGN OPTIMISATION

1. Investigate the application of other optimisation approaches, for example:
particle swarm optimisation, simulated annealing, adjoint gradient based optim-
isation, surrogate modelling, etc.

2. Incorporate fuselage, fuselage-wing integration, and control surfaces into aero-
dynamic optimisation procedure.

3. Incorporate an equivalent non-linear finite element beam model into the sGA-
VRM algorithm to explore non-planar configurations taking into account the
coupling between aerodynamics and structures. Structural model should account
for gravitational forces (inertial loading/relief), fuel masses, non-structural
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masses of control surfaces and actuators, as well as engine thrust and mass.

4. Investigate optimisation of full aircraft arrangements: engine position, blended
wing body, canard, etc..

5. Investigate the inclusion of more complex inter-disciplinary optimisation object-
ives/constraints, such as: i) using the C-wing for longitudinal and lateral control
and stability; ii) flutter analysis; iii) wing loading under high manoeuvre loads.

6. With a well defined starting design point defined, and computational resource
permitting, high fidelity CFD utilising free-form deformation and adjoint-based
gradient optimisation could be implemented to investigate C-wing arrangements
at transonic speeds. Aerostructural optimisation could be conducted using
coupled-adjoint formulations.

7.2.2 SEMI-SPAN MODEL TESTING

1. Modify mounting interface to increase stand-off gap height above 5δ∗. This
would allow investigations into very high stand-off gaps (> 10δ∗), and investigate
if increasing the stand-off gap past a certain point plateaus model performance.

2. Investigate the differences between full-span and semi-span wind tunnel testing.
This would require the development of a purpose built aircraft arrangement
capable of both arrangements: i.e. a full span model that can be split in half.
This would enable stand-off gap heights to be compared to two-dimensional and
three-dimensional peniche extrusions as well as the true equivalent full span
model. Hence, scaling factors between the different semi-span arrangements
and equivalent full span could be determined.

7.2.3 PLANAR WING SEMI-SPAN MODEL TESTING

1. Modify the existing planar wing’s squared wingtip to enable a modular rounded
wingtip. This would enable the investigation of the double-core structure by
altering the vortex initial considerations imposed by the wingtip.

2. Manufacture a new planar wingtip insert without a raked tip. This would enable
the investigation of how raked wingtip geometry affects early vortex formation.

3. Redesign the planar wing to incorporate an optimal twist distribution to provide
stall behaviour analogous to commercial aircraft.

4. Redesign the planar wing to be manufactured out of carbon-fibre to enable the
incorporation of surface mounted pressure transducers. This would enable: i)
quantitative surface pressure data; ii) lift distribution data; iii) evaluation of
induced and parasitic drag contributions (total drag provided by force platform).
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7.2.4 C-WING SEMI-SPAN MODEL TESTING

1. Manufacture a winglet model identical to the C-wing without the top-wing
extension. This will help investigate mechanisms for enhanced induced drag
reduction which separate winglets and C-wings.

2. Use SPIV, or laser-Doppler anemometry (LDA), to investigate the iteration of
the main-wing’s wake with the top-wing at high angles of attack.

3. Obtain SPIV data for downstream positions closer than x/c̄ = 1.35, and further
downstream than x/c̄ = 5.418.

4. Use SPIV, or LDA, to investigate the C-wing junction flows: main-wing to
side-wing, and side-wing top-wing junctions. The main-wing to side-wing
junction facilities the dispersion of the vorticity field facilitating a weaker trailing
vortex. The side-wing to top-wing junction creates a region of further reduced
swirl velocity inboard of the wingtip. The mechanisms and early formation of
these structures is crucial to induced drag reduction. Making the C-wing from
carbon fibre and using surface mounted pressure transducers would help in this
endeavour.

5. Redesign the C-wing to be manufactured out of carbon-fibre to enable the
incorporation of surface mounted pressure transducers. This would enable: i)
quantitative surface pressure data; ii) lift distribution data; iii) evaluation of
induced and parasitic drag contributions (total drag provided by force platform).

6. Investigation of aeroelastic response of the C-wing to transient gusts.

7. Redesign of the C-wing to: i) allow the wing to be mounted horizontally so
that effects of inertial loading and the heavy C-wing wingtip become more
predominant; ii) incorporate control surfaces for high lift configurations and
scheduling of loads on each lifting surface; iii) to schedule the top-wing loading
only to investigate the manipulation of the bending and torsion deflections and
modes, and the applicability of this to controlling flutter characteristics of the
wing.
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A: VORTEX RING METHOD CONVERGENCE ANALYSIS

Utilising the first experimental validation case for the vortex ring analysis model in
Section 2.4.7, a convergence analysis is conducted here considering spanwise and
chordwise wing discretisation. The purpose of doing so considers the minimisation of
round-off and discretionary errors by refining geometry discretisation.

Discretisation errors are directly related to the discretisation quality. These errors
occur from the representation of governing equations and the wing physical geomet-
ric description as algebraic expressions in a discrete spatial domain. A consistent
numerical method to approach the continuum representation of the equations and
zero discretisation error is to systematically increase the number of surface mesh
panels to reduced the size of the finite vortex elements; thereby increasing the number
of elements (vortex rings) in the discretisation. This process is illustrated in figure
A.1, where the lift and drag coefficient of the wing at α = +7.48◦ is modelled. The
experimental data is also shown.

The spatial discretisation of aerodynamic surfaces is also important to consider
from the point of balancing accuracy and computational time. Clearly spanwise vortex
rings (Np) alone do not provide sufficient accuracy for the prediction of wing lift
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Figure A.1: VRM spatial discretisation convergence analysis using validation case 1
at α = 7.48◦.
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or induced drag, however all solutions converge with Np = 46 (spanwise spatial
resolution of ≈ 0.05m).

A fundamental statement within thin aerofoil theory is that the camber line is
considered a streamline of the flow over which the vortex strength varies. The nature
of the panel method is devised to conceptually obtain values for vortex strength which
make the modelled wing a streamline of the flow and also satisfy the Kutta condition.
Increasing the number of spanwise panels serves to better resolve vortex strength per
unit length across the span (more precisely evaluating lift), but it does not sufficiently
resolve the induced velocities (i.e. downwash). Hence, increasing the number of
chordwise panels serves to distribute more control points along the camber line at
which boundary conditions are applied; that is, at each control point the normal
component of the velocity is zero. This velocity is the superposition of the uniform
flow velocity and the velocity induced by the vortex panels. As a result, the induced
velocity distribution over the wing is more accurately modelled (leading to a more
accurate computation of the induced drag), and the Kutta condition is applied more
precisely. Chord-wise panels are also necessary to resolve the effects of geometric
twist, affecting the predicted lift-curve-slope.

Figure A.2 illustrates the corresponding variations in computational time with
spatial resolution. The need for compromise and accuracy become obvious; for
a single of analyses it may be acceptable to run higher fidelity meshes with an
associated computation time of several minutes. However, for parametric studies and
optimisation algorithms where many planform evaluations are necessary, a lower
number of panels (chordwise in particular) should be used. This would lead to
fairly accurate solutions with faster computations of the order of a few seconds. On
average, the genetic algorithm is required to analyse 90, 000 wing geometries in a
single optimisation.

It has been found that regardless of wing geometry 8 chordwise vortex rings are
sufficient to model aerofoil camber and twist. Spanwise discretisation of geometries
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into ≈ 0.05m wide vortex rings provide good accuracy and computation times. For
optimisations, due to the range of geometries involved, spanwise discretisation of
≈ 0.01m wide vortex rings was used to accommodate more complex shapes. This is
found to have a maximum analysis time of ≈ 15 seconds per wing, translating to a
maximum optimisation time of ≈ 25 hours using a genetic algorithm population of
150 candidate solutions over 600 generations using.





B: CONSIDERATIONS OF SPIV MEASUREMENT ERROR

Errors in the velocity information derived from SPIV come from a variety of sources
including the optical system, experimental set-up, image reconstruction method,
image digitisation, seeding quality, correlation process and post-processing of the
images [267, 371, 372]. Some of these errors can be rectified with the implementation
of post-processing algorithms and by following guidelines from similar experiments
[267].

The set-up of the camera position and angular displacement, the choice and posi-
tioning of the calibration plate, the focusing of the image, the calibration procedure and
the calculation of the mapping function were accomplished following the guidelines
of the PIV system manufacturer [277] and adopting the DaVis 8 software. The quality
of the calibration process was given by the software in terms of average deviation
of the de-warped marker positions of the calibration plate to the ideal regular grid.
A value consistently lower than 0.3 pixels was calculated, which ensured accurate
calibration of the system [277].

The digitisation of the smoke tracer particles can be one of the most significant
sources of error in the accurate determination of the velocity information [372]. Di-
gitisation effects in PIV occur when the imaged flow tracer particles are too small to
be adequately defined as a distinctive image, which is an effect of the limited spatial
resolution of the CCD/CMOS sensor chip used in digital cameras. The limited pixel
size of these cameras result in reduced resolution for a given magnification. The small
tracer particles in the flow field are thus imaged without an accurate profile and the
displacements derived from the correlation processes tend to be biased to integer
values resulting in clusters of vectors in the derived velocity maps to have block like
appearances [373]. This phenomenon is known as peak-locking which the probability
density function (PDF) histograms relating to the velocity field computation will show
biased peaks toward integer velocity values [267]. In other words, if the experimental
arrangement is such that the seeding particles are seen on the CCD/CMOS sensor
chip with definition of less than one pixel in diameter, peak-locking can occur.

The camera lenses and the position of the cameras during the experiments were
chosen to minimise the peak-locking effects and the particle size on the image plane
was between 1 and 2 pixels [374]. Additionally, errors from an improper seeding
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density of the flow field were minimised ensuring sufficiently populated interrogation
windows [278, 375]; in certain experimental conditions (vortex core) pre-processing
of the raw data using a particle intensity normalisation filter was applied to increase
particle population within interrogation windows. The time delay between the two
laser pulses was also accurately calculated (see Section 3.9).

The peak-locking effect in the velocity maps was monitored within the DaVis 8
software to have an average value within the acceptable range [277]. Histograms, such
as that presented in figure B.1, of all corresponding velocity components for all values
from minimum to maximum were monitored. Based on this, DaVis 8 calculates a
‘score’ for the peak locking where: a score of 0 indicates no peak-locking; a score of
≤ 0.1 indicates negligible peak-locking effects; and a score ≥ 0.1 indicated strong
peak-locking. For all of the data sets collected the peak-locking score from DaVis 8
was not logged to exceed 0.015 for any velocity component.

Figure B.1 presents examples of the in- and out-of-plane histogram for an instant-
aneous realisation of the planar wing vortex at α = 0◦, from which peak-locking to
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Figure B.1: Probability density function (PDF) histogram of velocity components for
instantaneous vector grid realisation for the planar wing for Re = 1.5× 106, at α = 0◦

at x/c̄ = 2.5.
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integer values is not observed.

The image processing procedure can also be a source of large errors in the velocity
vector evaluation. An appropriate choice of interrogation window size, overlap and
processing procedure is fundamental in the accuracy of the calculated velocity vector
field [266]. Giuni [78] provides a detailed analysis for the selection of the interrogation
window size and overlap.





C: STATISTICAL CONVERGENCE OF TIME-AVERAGED
VORTEX

The assessment of the statistical convergence for selected vortex flow properties is
performed, adopting the helicity centring method with up to 1800 velocity vector fields
of the planar wing reference case. The effects of varying the number of instantaneous
velocity vector fields enables the determination of the minimum number of samples
that are required to achieve statistical convergence. Furthermore, when averaging
over a range of data samples, the random uncertainty characterising the dispersion
of values of the measurand, based on a confidence interval/margin of error, can be
obtained. Since the SPIV hardware used during the experiments limits the number of
samples recorded (at 200Hz) in a single experimental run to 600, the errors incurred
by time-averaging over this number of vector fields is presented.

Quantities such as swirl velocity, axial velocity, vorticity, Reynolds shear stress, and
shear strain rate are reported as peak averaged for an increasing number of samples,
N, of instantaneous vector realisations. The physical distribution of such quantities is
as important as the peak values; the comparison of different states of convergence are
likely to show different distributions and structure of the vortex flow properties. For
the flow property contours, the reaching of convergence is observed as a smooth and
distinct shape forms.

The swirl velocity contour shows a distinct shape with only 25 samples, as shown
in figure C.1a. With 250 samples (figure C.1c) the vector field is smooth, and is deemed
converged. Averaging over additional samples smooths the velocity gradients and
thus provides a slightly better definition of the core shape.
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Figure C.1: Swirl velocity at x/c̄ = 2.5, Re = 1.5× 106, and α = 8◦ for the planar
wing.

Figure C.2 illustrates the in-plane uncertainty in the spatial region of the vortex,
showing that the peak errors are found inside the vortex core. With only 50 samples
(figure C.2a) the uncertainties within the core exceed 20% due to the presence of
turbulent velocity fluctuations. Thus, even though a formed swirl velocity profile is
found, the errors associated with the vector field is not acceptable. Increasing the
sample ranges to N = 600 brings the uncertainty down to ≈ 6%, where sampling
over the full sample range available N = 1800 lowers the uncertainty within the core
to ≈ 3%. Notice that for sample ranges ≥ 600, shown in figures C.2b and C.2c, the
in-plane flow outside of the vortex core indicates a random uncertainty < 1%.
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Figure C.2: Uncertainty for a confidence level of 95% for the helicity centred swirl
velocity with different sample sizes of N instantaneous vortex realisations.
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The uncertainties associated axial velocity vector field, presented as contours are
shown in figure C.2. Maximum error is again found within the vortex core. Similar
to the in-plane vector field uncertainties, high uncertainty is recorded within the
vortex core with only 50 samples (figure C.2a), where increasing the sampled range
to N = 600 brings the uncertainty down to ≈ 6%, and then sampling over N = 1800
lowers the uncertainty within the core to ≈ 3%. Outside of the vortex core the
surrounding axial flow field is found to have a random uncertainty ≤ 1% for all
sample ranges shown in figure C.3.

Convergence curves are presented in figure C.4, illustrating how the peak swirl
velocity, vortex core radius, peak axial deficit, and peak vorticity vary with N samples.
The uncertainties shown in the convergence plots are the maximum uncertainty
identified within the vector field for a given sample range N, hence the spatial location
of the peak error may change. It is observed that regardless of flow property monitored
the peak uncertainty is always identified within the vortex core.

Previously mentioned, the in-plane and out-of-plane velocity vector fields show
a distinct and converged shape with only 25 samples, however, many more samples
(≈ 250) are required to bring the uncertainty error within the core down to ≈ 10%
and reach a smooth, fully converged state. This is observed in figures C.4a and C.4c
where the uncertainty is inversely proportional to the number of samples N.

A cubic interpolation of 36 equispaced radii around the vortex centre is performed
to evaluate the circumferential mean of the vortex core radius; the value and associated
uncertainty, as a function of N, is given in figure C.4b. There is no distinct trend
observed for the variation in the vortex radius with sample range N. This is due to
the observational systematic error of the vector field grid dominating errors associated
with measuring the vortex core radius (rc ± 0.7mm). The variation in the mean core
radius observed with number of samples N (0.0168rc/c̄ to 0.0192rc/c̄) equates to a
change in the mean radius of ≈ 0.66mm. The uncertainty of the vortex measurement
does not exceed 6% for any range of N, where for N ≥ 1000 the maximum uncertainty
is approximately constant at 4%.
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Figure C.3: Uncertainty for a confidence level of 95% for the helicity centred axial
velocity with different sample sizes of N instantaneous vortex realisations.



280 Chapter

N

u
/U

0 200 400 600 800 1000 1200 1400 1600 1800
0.6

0.64

0.68

0.72

0.76

0.8

U
n
ce

rt
ai

n
ty

 [
%

]

0 200 400 600 800 1000 1200 1400 1600 1800
0

4

8

12

16

20
Peak swirl velocity
Peak uncertainty

(a) Swirl velocity.
N

r c/
c

0 200 400 600 800 1000 1200 1400 1600 1800
0.016

0.0168

0.0176

0.0184

0.0192

0.02

U
n
ce

rt
ai

n
ty

 [
%

]

0 200 400 600 800 1000 1200 1400 1600 1800
0

4

8

12

16

20
Mean core radius
Peak uncertainty

(b) Vortex core radius.

N

u
x
/U

0 200 400 600 800 1000 1200 1400 1600 1800
0

0.032

0.064

0.096

0.128

0.16
U

n
ce

rt
ai

n
ty

 [
%

]

0 200 400 600 800 1000 1200 1400 1600 1800
0

4

8

12

16

20

Peak axial velocity
Peak uncertainty

(c) Axial velocity.
N

x
c/

U

0 200 400 600 800 1000 1200 1400 1600 1800
0

0.1

0.2

0.3

0.4

0.5

U
n
ce

rt
ai

n
ty

 [
%

]

0 200 400 600 800 1000 1200 1400 1600 1800
0

4

8

12

16

20
Peak vorticity
Peak uncertainty

(d) Vorticity.

Figure C.4: Convergence of the vortex peak swirl velocity, core radius, axial deficit,
and vorticity, with maximum uncertainty for a confidence level of 95% for wingtip
vortex of the planar wing at α = 8◦, x/c̄ = 2.5.

Convergence of the streamwise vorticity distribution, which involves derivatives of
the in-plane velocity field, requires a higher number of samples for convergence. Fig-
ure C.4d presents the peak vorticity convergence and maximum uncertainty identified.
With 250 samples the vorticity distribution within the core is fully defined, however
averaging over N = 600 samples is required for full definition of the vortex sheet and
roll-up structure. More samples are required for the definition of the vortex sheet
due to the lower signal-to-noise ratio. For N ≥ 1000 the maximum uncertainty in the
vorticity field is < 3%.

The convergence and associated random uncertainty for first order turbulent
quantities show a trend similar to the convergence of the velocity fields, shown in
figures C.4a and C.4c. Second order turbulent quantities, such as the Reynolds shear
stress and shear strain rates are expected to require a higher number of images
to converge. Figure C.5 presents the contour convergence of the shear strain rate.
Averaging over 250 samples, the peak magnitudes have converged and the distribution
seems to have reached a moderately converged level although, averaging over 1200
samples achieves smoother gradients within the core and heighten structure definition.
The Reynolds stresses demonstrate this same rate of convergence. As the Reynolds
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Figure C.5: Shear strain rate convergence at x/c̄ = 2.5, Re = 1.5× 106, and α = 8◦ for
the planar wing.

shear stresses and the shear strain rates each show a four-lobed pattern of alternatively
positive and negative values, the convergence curve of these properties are presented
for the average of the absolute values of those peaks in figure C.6.

With 250 samples, the maximum uncertainty in the evaluation of the Reynolds
stress and shear strain is 11% and 23% respectively. Increasing the samples to N >

1200, the random uncertainty falls to ≈ 5.5% for the shear stresses, and ≈ 8% for the
shear strain rate. A similar evaluation of the statistical convergence of these turbulent
properties was performed on rotor wingtip vortices by Ramasamy et al. [320] who
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Figure C.6: Convergence and peak uncertainty for the in-plane Reynolds shear stress,
and shear strain rate for a confidence level of 95% for wingtip vortex of the planar
wing at α = 8◦, x/c̄ = 2.5.
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observed convergence of the first order flow properties with 250 samples, with more
than 750 samples required to evaluate second order characteristics.

As a result of this convergence analysis, a minimum of 1200 samples has been
deemed adequate for convergence however, the full available data range of 1800
samples is utilised to minimise the random uncertainty. The evaluation of the uncer-
tainties presented in this section are to be taken as an overestimation of the global
measurement as they only represent peak values. The uncertainty outside of the
vortex core for all flow properties is recoded to be < 1% when more than 600 samples
are used for averaging, as shown in figures C.2 and C.3.



D: VORTEX RING METHOD PLANAR WING AND C-WING
VALIDATION

Variation in lift and drag coefficients as a function of angle of attack evaluated from the
vortex ring method (VRM) and wind tunnel force platform experiments are presented
in figure D.1. All wind tunnel measurements presented here (adapted from figure 5.1)
have been corrected for solid-body blockage (Planar wing: 4.9% at α = 14◦; C-wing:
5.2% at α = 14◦), wake blockage, and horizontal buoyancy using methods presented
by Barlow et al. [227].
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Figure D.1: Numerically predicted VRM and experimentally evaluated lift and drag
coefficients for the planar wing and the C-wing.
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Each wing has been discretised into spanwise vortex rings approximately 0.01m
in width, with 8 chordwise vortex rings. The computational time for each wing is
approximately 15 seconds per angle of attack. In agreement with the experimental
validation cases presented in Section 2.4.7, the VRM predications here are observed to
be able capable to adequately capturing the pre-stall performance trends of the planar
wing and C-wing configurations.

Figures D.1a and D.1c present the lift-curve-slope of the planar and C-wing
respectively. Over the range −5◦ ≤ α ≤ +7◦, the root mean square error (RMSE) for
the VRM prediction is less than 1% for the planar wing and ≈ 1.3% for the C-wing.
A summary of the zero-lift angle of attack, α0, the lift gradient, CLα , and the angle of
attack at which stall onset is detected, αStall Onset, from both experimental and VRM
prediction is provided in table D.1. It is highlight that αStall Onset is not the stall angle
of attack, is it the angle of attack at which stalled regions over the wing surface begin
to develop.

Planar (EXP) Planar (VRM) C-wing (EXP) C-wing (VRM)

α0 −2.56◦ −2.28 −2.36◦ −2.02
CLα 0.100 0.100 0.104 0.102
αStall Onset ≈ +7 +8.5 ≈ +7 +8.9

Table D.1: Summary of numerically predicted (VRM) and experimentally evaluated
(EXP) lift-curve-slope data.

The drag polars for the two wing arrangement presented in figures D.1b and
D.1d, for the planar and C-wing respectively, indicate that fuselage drag corrections
improve the drag accuracy of the VRM. In the optimisation routine no fuselage
drag correction was used. This is not consequential as the drag from the fuselage
is primarily due to viscous effects, dictating an approximate constant drag increase
over the angle do attack range. For both the planar and C-wing arrangements the
drag offset between the experimental data and VRM prediction without the fuselage
correction is approximately ∆CD = +0.0116.

The fuselage drag, which contributes to the wind tunnel model total drag, is
not computed by the VRM model directly. Instead an empirical correction has been
developed to predict the fuselage drag contribution as a function of Reynolds number
and angle of attack. To achieve and accurate fuselage drag prediction, wind tunnel
data of the semi-span model at 4δ∗ with the wing removed was used to calibrate a
viscous drag estimate based on the van Driest II method [376]. This method has been
frequently adopted to provide viscous drag predictions of the fuselage and wing in
Euler and potential flow simulations [20, 22, 128].

The van Driest II method [376] is used to estimate the turbulent skin friction
coefficient, C f . This method uses a flat-plate turbulent skin friction estimate with form
factor corrections to account for the added pressure drag due to viscous effects. For
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fuselage-like bodies the following form factor correction is described by the empirical
function equation D.1 [22] :

K f orm = 1 + 1.5
(d

l

)1.5
+ 50

(d
l

)3
(D.1)

where d/l is the ratio of diameter to length. The contribution of an axisymmetric
fuselage component is then:

CD = K f ormC f (D.2)

From equation D.2, half of the drag contribution has been added to the VRM
perdition of the wing arrangement as shown figures D.1b and D.1d. Over the range
−5◦ ≤ α ≤ +7◦, the RMSE for CD between with experimental and the VRM prediction
with empirical fuselage correction is less than 2% for both arrangements.

The wing arrangements are not forced into a completely stalled condition for any
of the the tests considered in this work. Figure D.1b illustrating the planar wing drag
polar shows that the VRM model adequately captures the drag coefficient for α > 7◦

despite lightly stalled regions over the wing. The same accuracy is not observed for
the C-wing VRM model. Discrepancies occur for α > 7◦ as the C-wing begins to enter
a condition analogous of a T-tail aircraft approaching deep stall. In this condition,
the main-wing’s wake begins to impinge in the top-wing reducing it’s effectiveness
for induced drag reduction. The VRM does not capture the flow physics of this
interaction.





E: UNIVERSAL BEHAVIOUR OF THE PLANAR WING
VORTEX CORE

With the planar wing vortex fully developed and axisymmetric, the self-similar be-
haviour of the vortex core warrants investigation. The radial distribution of the
circulation, Γ, of the trailing vortex, normalised by the circulation of the vortex core,
Γc, plotted against log(r/rc) for α = 8◦ over 1.35 ≤ x/c̄ ≤ 5.418, is presented in figure
E.1a. Additionally, figure E.1b shows the variation of the scaled circulation profiles
for various α at x/c̄ = 2.5. The distribution of the vortex circulation is calculated by
integrating the swirl velocity (circulation is the macroscopic measure of fluid swirl,
and is a precise measure of the average flow of fluid along a given closed curve).

From the distributions shown in figures E.1a and E.1b, the scaled circulation within
the tip vortex core follows a Γ ∝ r2 profile for r/rc < 0.4, and varies logarithmically
for 0.5 ≤ r/rc ≤ 1.4. This phenomenon has been observed in trailing vortices for
both rectangular [265, 340] and swept/tapered wing sections [264]. For r/rc > 1.4,
Γ continued to vary with x/c and α, suggesting that for r > 1.4rc, the roll-up of the
vortex is not complete and therefore there is still a slow addition of vorticity to the
outermost layers of the vortex from the shear-layer arriving from the inboard regions
[377]. The observed self-similar universal circulation behaviour of the core region
of the axisymmetric tip vortex in the near-wake region is of particular interest, as it
generally takes several tens or even hundreds of wing chords downstream for the
vortex to become fully developed and attain the characteristics of asymptotic trailing
vortices [340].

Based on dimensional arguments alone, Hoffman and Joubert [357] demonstrated
that turbulent vortices should be expected to exhibit a universal inner-scaled circulation
profile. Their work presents empirical curve-fit relationships that describe the inner
core region, and the region where the Γ/Γc distribution is logarithmic as:

Γ/Γc = A(r/rc)
2 f or r/rc < 0.4 (E.1)

Γ/Γc = Blog(r/rc) + C f or 0.5 < r/rc < 1.4 (E.2)

where A, B, and C are empirical curve-fit constants.
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Furthermore, for 1.35 ≤ x/c̄ ≤ 5.418, all data profiles within 0 ≤ r/rc ≤ 1.2
collapse together onto a sixth-order polynomial (similar to that reported by Ramaprian
and Zheng [265] and Birch and Lee [340]) with a self-correlation coefficient of 0.998:

Γ/Γc = 1.756(r/rc)
2 − 1.044(r/rc)

4 + 0.263(r/rc)
6 (E.3)

Figure E.1c compares the self-similar (or universal) core flow structure of the tip
vortex of the planar wing at α = 8◦ at x/c̄ = 2.5 with the empirical relationships
(curve-fit constants used: A = 1.666 in equation E.1; B = 2.010 and C = 0.972 in
equation E.2). Results are consistent with those presented by Hoffman and Joubert
[357], Phillips [336], Ramaprian and Zheng [265], Birch and Lee [340], Gerontakos and
Lee [264], and Ghimire and Bailey [378]. A direct comparison of the levels and radial
growth of the vortex strength, Γ/U∞ c̄, of the tip vortex at different α at x/c = 2.5 is
summarised in figure E.1d. This shows the increased level of circulation within the
core with angle of attack from α = 0◦ to 8◦, after which for α = 10◦ the circulation is
noticed to reduced slightly due to weaker vortex formation driven by the wingtip stall
progression.
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Figure E.1: Radial distribution of circulation: I, inner-core region; II, buffer region;
III, logarithmic region; IV, outer region.
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